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Abstract 
Social robotics has shown expansive growth in areas related to 
companionship/assistance for older adults. Critically, everyday 
interactions with artificial agents often involve spoken 
language in the context of a shared visual environment. 
Therefore, language interfaces for these applications must 
account for the distinctive nature of visually-situated 
communication revealed by psycholinguistic studies. In 
traditional frameworks, "rational" speakers were thought to 
avoid redundancy, yet human-human communication research 
shows that both younger and older speakers include redundant 
information (e.g., color adjectives) in descriptions to facilitate 
listeners' visual search. However, this "cooperative" use of 
redundant expressions hinges on beliefs about listeners' 
perception (e.g., "pop-out" nature of human color processing). 
We explored the incidence and nature of younger and older 
speakers' redundant descriptions for a robot partner in different 
visual environments. Whereas both age groups produced 
redundant descriptions, there were important age differences 
for when these descriptions occurred and for the properties 
encoded in them. 
 
Keywords: Informativity; Social Robotics; Aging; Human-
Robot Communication 

Introduction 
The increase in the global aging population has led to a 
significant rise in research on new technologies to promote 
aging in place (living independently in one’s residence as 
long as possible; Kim et al., 2017; Mois & Beer, 2020). These 
technologies (e.g., smart homes, robots) often rely on spoken 
language interfaces, and as such there is growing interest in 
ensuring they are equipped to manage natural and 
contextualized patterns of language use. The present research 
explores this issue in a context where speakers generate 
instructions for a social robot. The core question is whether 
younger and older speakers produce redundant adjectives that 
reflect implicit beliefs about a robot addressee’s perceptual 
abilities and capacity for incremental interpretation. This can 
reveal features of younger and older adults' language use with 
a robot partner and also extends our understanding of human-
robot communication. 

As background, one of the key applications for social 
robots that support healthy aging is to provide instructions for 
everyday tasks (e.g., cooking, clothing selection, managing a 
daily schedule; Begum et al., 2013). Critically, these 

instructions often involve real objects in the immediate visual 
environment or depicted objects on a screen. One key 
consideration for spoken language interfaces used in social 
robots should therefore be the distinctive nature of visually-
situated spoken communication, as demonstrated in 
psycholinguistic work on human-human communication. 
This work has shown that the shared visual environment 
alters the character of communicative behavior, such as the 
extent to which human speakers adhere to conventions 
governing the amount of information they express to achieve 
communicative goals. In particular, when referring to the 
visual here-and-now, speakers tend to include redundant 
information (e.g., color adjectives) to facilitate listeners' real-
time visual search for the intended referent. Recent evidence 
also suggests that older adults tend to provide more redundant 
(and lexically diverse) descriptions than younger adults 
(Healey & Grossman, 2016; Saryazdi, Bannon, et al., 2019; 
although see Long et al., 2020). The use of redundant 
information reflects certain implicit beliefs on the speaker's 
part regarding the perceptual abilities of their human partner. 
What is not yet known is whether younger and older speakers 
generate the same implicit beliefs with a robot partner and 
use these beliefs to tailor  descriptions in different visual 
contexts. Thus, the aim of the present study is to explore age-
related differences in speakers' use of linguistic redundancy 
with a robot partner in various visual contexts.  

Linguistic Redundancy  
In face-to-face communication, people often refer to objects 
in the immediate environment. In accordance with Grice's 
Maxim of Quantity (Grice, 1975), rational speakers should 
provide referential descriptions that contain "only the right 
amount" of information, not too much nor too little.  In 
practice, this is often reflected in speakers' inclusion or 
omission of modifiers. For example, in a context containing 
two different-colored cups, using a modified description 
(blue cup) would be considered optimal. However, in a 
context where there is only one cup present, the same 
description would technically contain too much information. 
In information-theoretic approaches to language, referring 
expressions that include too much information are called 
overspecified, whereas those that provide too little 
information are called underspecified. Although an attempt 
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to tread the line between too much and too little information 
explains many aspects of language behavior, an increasing 
body of work has shown that younger and older adults often 
spontaneously overspecify descriptions for objects in the 
immediate visual environment (Engelhardt et al., 2006; Long 
et al., 2020; Pechmann, 1989; Saryazdi, Bannon, et al., 2019). 
This apparent violation to Grice's Maxim of Quantity has 
been a topic of much debate. It has been argued that the 
reason people overspecify is not that they are failing to be 
rational, but because they are instead providing information 
they implicitly believe would help facilitate their 
conversational partners' comprehension (Jara-Ettinger & 
Rubio-Fernandez, 2020; Rubio-Fernandez, 2016, 2019).  

In line with these findings, it has been shown that the rate 
of overspecification varies as a function of visual complexity. 
Visual complexity is often manipulated by increasing the 
number of overall objects in the field of view and/or the 
number of items from the same category as the named target 
(often referred to as competitors). Evidence reveals that 
speakers have a higher tendency to overspecify in complex 
visual contexts compared to simple contexts (e.g., Elsner et 
al., 2018; Healey & Grossman, 2016). Further, object 
characteristics that are high in perceptibility and can easily be 
used to discriminate a target from other objects in the 
crowded environment are more likely to be included in an 
object's description. Overspecification is therefore intended 
to aid listeners' visual search, which is why it tends to occur 
more in complex visual environments when it is not as easy 
to efficiently locate an object. This in turn suggests that 
overspecification is in fact a sign of cooperativeness on the 
part of the speaker (Rubio-Fernandez, 2016, 2019). In line 
with this, a number of studies have shown that color, often 
being the most salient characteristic of an object, commonly 
occurs in overspecified descriptions produced by both 
younger (Belke & Meyer, 2002; Tarenskeen et al., 2015)  and 
older adults (Saryazdi, Bannon, et al., 2019). Redundant color 
adjectives also tend to not impair listeners' comprehension 
(Tourtouri et al., 2019). 

Additional observations can be made regarding patterns of 
overspecification in the speech of older adults in particular. 
Some studies have shown that older adults exhibit an 
increased tendency for overspecification relative to younger 
adults when referring to objects in the immediate 
environment, as well as greater lexical diversity in the choice 
of modifiers used (Healey & Grossman, 2016; Saryazdi, 
Bannon, et al., 2019). One explanation for why older adults 
overspecify more than younger adults is that they are more 
diligent in ensuring success in listeners' referential 
identification, and thus being cooperative. This builds on 
earlier work suggesting that redundancy is a type of 
communicative strategy (Long et al., 2020; Saryazdi, 
Bannon, et al., 2019). Another explanation is that older 
adults' overspecification is caused by age-related declines in 
cognitive abilities (Hasher & Zacks, 1988; Park et al., 2002) 
that give rise to word finding difficulties as well as increased 
verbosity (Arbuckle et al., 2000; James et al., 1998). 
Therefore, redundancy might be a strategy to "buy more 

time" to retrieve the object’s name. However, analysis of this 
question suggests that this is an unlikely explanation 
(Saryazdi, Bannon, et al., 2019). The question of interest here 
is whether age-related differences in overspecification also 
persist in human-robot communication. 

Present Study 
The present study examines the descriptions produced by 
younger and older speakers as they provide instructions to a 
social robot (Furhat Robotics, Sweden). Of interest was 
whether speakers would generate overspecified descriptions 
that putatively help their robot addressee to quickly locate the 
target object. As mentioned earlier, the implicit beliefs that 
underlie this behavior hinge on perceptual phenomena (the 
"pop-out" nature of certain visual properties) and human 
listeners' tendency to engage in rapid incremental language 
interpretation. Do these beliefs guide how speakers design 
descriptions for a robot, which might not be ascribed the same 
abilities or behaviors?    
    We used a game-like task involving a "busy" visual context 
with eight items. In addition, on critical trials, we 
manipulated whether the target object was the only object in 
the display bearing certain properties (e.g., the only pink 
object), or whether another item in the display also bore the 
properties in question. This influenced the extent to which a 
redundant modifier would be considered helpful in rapidly 
narrowing listeners’ attention to the intended object. To 
illustrate, in the competitor present condition, the target 
object (e.g., pink, open box, see Figure 1) shared properties 
with another object (e.g., pink, open door), which we refer to 
as the property-matched competitor. In the competitor absent 
condition, the competitor was replaced by an unrelated item 
from a different object category that did not share properties 
with the target object (e.g., a clownfish, neither pink nor 
'open'). According to classic Gricean theory, participants 
should not overspecify in either condition because the target 
is unique in its category. However, the work described earlier 
suggests that, in "busy" visual contexts (such as the one we 
use here), overspecification will likely occur as a result of 
speakers' cooperativeness in aiding object identification. 
Although overspecification in both the competitor present 
and absent condition would narrow attention to fewer objects 
(one or two), we would expect the attentional narrowing to 
be stronger in the latter case, when the modifier picks out a 
single object. One question is whether this will still be the 
case when the listener is a robot. 

One possibility is that speakers might rarely overspecify, 
suggesting they believe the robot's language processing and 
visual-perceptual abilities are more limited than a human’s. 
Alternatively, they may routinely produce overspecified 
descriptions, typically involving objects' color properties (as 
in human-human communication). This would suggest 
speakers believe the robot has similar perceptual abilities as 
a human and is therefore able to benefit from color’s "pop 
out" feature. It is also possible that older adults may 
overspecify more than their younger counterparts, 
particularly in the competitor absent condition. This idea is 
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motivated by research showing older adults are more likely 
to spontaneously attribute human characteristics to a robot 
(Alimardani & Qurashi, 2019; Pak et al., 2020). Thus, as for 
a human partner, a redundant modifier would be most 
beneficial for rapid identification of the intended target when 
the modifier strongly restricts visual search. However, if 
older speakers simply show a general trend toward 
overspecification, this may instead suggest their inclusion of 
a modifier arises from age-related patterns described earlier, 
such as increased word finding difficulties. 

Method 

Participants 
Participants were 20 younger (Mage = 18.95, SD = 2.14) and 
13 older adults (Mage = 76.31, SD = 5.23). (Data collection 
was interrupted due to COVID-19.) Younger adults were 
recruited from a student participant pool and received partial 
course credit or $12/hour. Older adults were recruited from a 
volunteer database and received $15/hour. All participants 
reported normal or corrected-to-normal vision and were 
screened for visual acuity and color blindness.  

Materials  
On each trial, participants were presented with a set of eight 
images in a 2 x 4 grid format. Images were displayed at 375 
x 375 pixels on a 24 in. Dell touchscreen monitor (Figure 1). 
On critical trials, the target item was always a unique object 
in its category, requiring no additional information for 
identification beyond a one-word label (e.g., box). Each 
target item was chosen so it could be naturally referred to 
with a color and state modifier (e.g., pink box or open box). 
However, the use of these or any other modifier types (e.g., 
size, shape, location) on critical trials would reflect linguistic 
redundancy (overspecification), given that, as mentioned, the 
name of the object on its own would be sufficient. To explore 
the incidence of linguistic redundancy and whether this 
behavior varied depending on the visual context, we included 
a manipulation varying the presence/absence of an object in 
a different category that matched the depicted state/color of 

the target object (e.g., open pink door in the presence of the 
open pink box target). This manipulation helps clarify 
whether overspecification is limited to cases where the 
information in the modifier uniquely identifies the target 
(e.g., pink box is the only pink object present) compared to 
when this information is less helpful because it applies to 
more than one candidate (e.g., where two pink objects are 
present, only one of which is the box). In summary, as shown 
on Figure 1, each critical trial contained a unique target, a 
modifier-matched (in competitor present condition only, 
right panel) or an unrelated object (in competitor absent 
condition, left panel), with the six remaining items all 
unrelated objects that did not share the same color/state as the 
target object. Filler trials were included to counteract 
strategies that might arise due to the critical trials. For 
example, some fillers had another same category object 
requiring a modified description for identification (e.g., the 
grey sock in the presence of a yellow sock).  

Participants were asked to provide instructions to a social 
robot so that it could identify the target objects. The robot 
used was a Gen2 Furhat model which possessed human-like 
face and voice features (Figure 2). In total there were 50 
distinct object arrays (2 practice, 24 critical, and 24 filler 
trials). For each object array, participants would provide two 
instructions, the first always referring to the critical object 
and the second to another object (24 critical and 72 non-
critical descriptions produced). 

Procedure  
Participants were led to a sound booth and completed a 
consent form, language questionnaire, and color blindness 
test. Next, they were seated in front of the monitor positioned 
between themselves and the robot, whose eyes remained 
closed as the experimenter explained the task. Participants 
were asked to provide the robot verbal instructions regarding 
which objects to select on the screen. Participants were given 
a standing spiral-bound booklet. Each page (which 
corresponded to a single trial) showed two grid squares 
labelled as "1" and "2" within a 2 x 4 grid. This denoted the 
targets' locations for the first and second instructions, 

Figure 1: Sample experimental trial in the competitor absent and competitor present conditions (target item = box). 
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respectively. The participant related this information to items 
displayed on the screen located between them and the robot.  

Participants were asked to phrase their instructions in the 
form "Select the…[object]" and to refrain from using any 
location terms (e.g., object in the bottom right). The 
experimenter led participants through two practice items 
(which the participant subsequently repeated with the robot) 
to confirm that they understood the task and could locate the 
target objects given the booklet’s information. The 
experimenter then left the sound booth. Control of the robot's 
speech and behaviors was achieved via a Wizard-of-Oz 
interface managed by the experimenter, who stayed outside 
the sound booth during the task. The experimenter could see 
the booth interior via a window and could hear, via closed-
circuit audio monitoring, the sounds occurring inside. A 
customized Graphic User Interface (GUI) was made to allow 
for control over the robot’s verbal and nonverbal reactions to 
the participant's instructions. An "attend-to-user" feature 
(whereby the robot's head and gaze reoriented automatically 
to follow the user's face) was enabled to create a sense of 
social engagement during the task. Before beginning the 
experiment, the robot, which was already facing the 
participant, opened its eyes and provided an introduction. 

At the start of each trial, the display screen reminded 
participants to flip to the correct trial in their booklet and to 
touch a green arrow on the monitor to proceed. After the 
participant provided an instruction, the robot scanned the 
screen and gave one of four responses confirming its 
recognition of the object (e.g., "Yes, I found it"). A red box 
appeared around the intended image, accompanied by a tone. 
The robot asked for clarification if participants did not follow 
task instructions correctly or provided the robot unclear 
instructions. The task took around 20 minutes to complete.  

 

 
 

Figure 2: Experimental setup. 

Coding Procedure  
Research assistants blind to the experimental conditions 
transcribed participants' critical descriptions. They were 
coded in terms of 1) the type of noun used, namely whether 
the label was considered a basic level (e.g., shirt), subordinate 
(e.g., dress-shirt), or superordinate term (e.g., clothing); 2) 

whether the noun was accompanied by a modifier; 3) the type 
of modifier, whether it referred to the object's color (e.g., 
green shirt), state (e.g., wrinkled shirt), size (e.g., large shirt), 
location (e.g., shirt on the left), or other (e.g., men's shirt); 4) 
a further coding for the "other" category to index what 
alternative modifiers participants used; 5) the location of the 
modifier(s): prenominal (e.g., green shirt), postnominal (e.g., 
shirt on the left), or both (e.g., green shirt on the left). 

Results 
All analyses were conducted with R statistical package 
version 3.6.1 (R Core Team, 2019). Logistic mixed effect 
analyses were performed using the lme4 package version 1.1-
21 (Bates et al., 2015) and statistical significance was 
assessed with the lmerTest package version 3.1-0 
(Kuznetsova et al., 2017). Unless otherwise specified, each 
model included age (younger adult = 1 vs. older adult = -1), 
competitor condition (competitor present = 1, competitor 
absent = -1), and their interaction as fixed effects. The 
random effects were intercept terms for participants and 
items, as well as by-participant slope for the competitor 
condition, and by-item slope terms for age, competitor, and 
their interaction. Any incomplete audio recordings or cases 
involving incorrect reference were excluded from analyses. 
The item pail (color = blue, state = full) was also excluded 
because younger adults excessively referred to this item as a 
"bucket of sand". It was not evident how this noun phrase 
should be coded, namely whether bucket is the name or a type 
of classifier specifying the containment of the actual object. 
Note that the inclusion/exclusion of this item does not change 
the pattern of results observed. 

Noun Type  
Some items showed very high name agreement, with almost 
all participants referring to the depicted object with the same 
label (e.g., candle). Other items were referred to with more 
variable names (e.g., pills - vitamins). As mentioned, nouns 
were coded as basic level, subordinate, or superordinate. This 
initial check was motivated by recent evidence that both 
younger and older adults often use subordinate terms instead 
of modified basic terms when possible (e.g., Dalmatian, 
sunflower; Saryazdi, Bannon, et al., 2019). Reflecting the fact 
that the materials in the present study were not specifically 
designed to elicit subordinate terms, only 15% of descriptions 
produced by older adults and 13% of descriptions produced 
by younger adults contained a subordinate term. Further, this 
was mostly driven by a few items, such as pants (e.g., jeans), 
pills (e.g., vitamins), and bag (e.g., purse). Given that 
instances of subordinate terms (and superordinate terms) 
were low and item-specific, they were not excluded from the 
main analysis.  

Modifier Use 
To examine the incidence of linguistic redundancy, each trial 
was coded for whether the description contained at least one 
modifier (yes = 1, no = 0). Because the fully specified 
statistical model did not converge, we removed the 
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interaction term for the by-item random slope. The results 
revealed a significant interaction of Age x Competitor, 
Estimate = 0.22, SE = 0.11, z = 2.06 p = .039 and no other 
significant effects.  To explore this interaction, we conducted 
two separate follow-up analyses for the competitor absent 
and present conditions. Whereas there were no differences 
between younger and older adults' use of modifiers in the 
competitor absent condition, Estimate = 0.28, SE = 0.32, z = 
0.87, p = .385, younger adults provided significantly more 
modifiers than older adults in the competitor present 
condition, Estimate = 0.77, SE = 0.35, z = 2.20, p = .028. 
Interestingly, as shown in Figure 3, the numerical pattern 
reveals that older adults reduce their use of modifiers when 
there was a modifier-matched competitor present, in 
comparison to when the competitor was absent. 
 

 
 

Figure 3: Average incidence of modifier use. 

Modifier Type 
Next, we explored the type of modifiers used by participants. 
As mentioned, color has shown to be the most common type 
of linguistic redundancy in referential communication studies 
involving objects in the visual environment. This was borne 
out in the current study where 62% of modifiers were color 
terms. To explore whether there were age-related differences 
in the use of color and whether this varied as a function of the 
competitor condition, we first subsetted the dataset to include 
only trials with at least one modifier. Next, we coded whether 
the first modifier used by the participant was color (color = 
1, everything else = 0). Although there were cases where 
participants used more than one modifier, there was not a 
sufficient number of these trials to include in the analysis. 
The results of a logistic mixed-effect analysis based on the 
first modifier showed no significant differences in the use of 
color as a function of age and competitor condition (all p's > 
.78). However, some interesting patterns were observed 
across both age groups. As shown on Table 1, unlike younger 
adults, older adults were almost as likely to use non-color 
modifiers (~46%) as much as they used color (~54%). This 
was not driven by the incidence of state adjectives (e.g., 
open/closed), as the rate of state modifiers was similar across 
both age groups (~21%). Although state adjectives are often 
not considered in studies of referential production, the target 

items in the present study were specifically selected so they 
could be referred to with a state modifier, thus increasing the 
likelihood that participants would use these adjectives. 

Table 1: Breakdown of modifier type by age group (%). 

Modifier Type Younger  Older  
Color 65 54 
State 21 21 
Size 2 4 
Location 0 1 
Other 12 20 

 
Older adults also tended to use modifiers categorized as 

"other" more than younger adults. We explored several 
subcategories within this class to test for possible patterns, 
namely attributes (e.g., skinny jeans), function (e.g., packing 
box), material (e.g., glass jar), count (e.g., pair of shoes), and 
gender (e.g., men's shirt). Interestingly, younger adults never 
used gender type adjectives compared to older adults. 
Younger adults were also more likely to refer to items in 
terms of their material. In fact, this was the most common 
type of "other" modifier used in the second modifier position 
by younger adults. Finally, consistent with previous research, 
older and younger adults used mostly prenominal modifiers 
in their descriptions (83% and 98%, respectively). Note that 
excluding postnominal modifiers from the earlier color 
analysis does not change the pattern of results observed. 

Discussion 
The present study examined the incidence and nature of 
overspecification in descriptions produced by younger and 
older adults when communicating with a social robot. We 
found that, as in human-human communication, speakers in 
both age groups often produced overspecified descriptions 
when referring to objects for a robot partner. In fact, 
approximately a third of all descriptions were overspecified. 
Recent work has suggested that speakers produce these 
descriptions in "busy" visual contexts (such as ours) because 
modifiers make it easier for listeners to efficiently identify 
the intended target. Some accounts also predict that the rate 
of overspecification should be higher when the redundant 
modifier limits visual attention to only a single object. This 
is because visual search would be most optimized by 
redundancy in the context where modifier information 
uniquely identifies the target item. However, we found no 
effect of the competitor manipulation that varied whether the 
target shared the denoted property with another object. 
Instead, there was an interaction involving age, where both 
groups performed similarly when the competitor was absent, 
yet older adults were significantly less likely to overspecify 
when the competitor was present. The behavior of older 
adults is consistent with earlier claims that overspecification 
should be more likely to occur when the property allows for 
the rapid narrowing of visual attention.   
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One possible explanation for this pattern is that older adults 
are more consciously diligent in their design of descriptions 
for the robot, providing the most optimal information and 
performing more rationally. Given the evidence that older 
adults implicitly expect robots to have the same perceptual 
abilities as humans (Saryazdi, Nuque, et al., 2019), it is 
possible that older adults produced redundant descriptions 
more often in the competitor absent condition because they 
believed the robot would reap the greatest benefit of 
overspecification in this context, in the same way as human 
listeners. However, what is somewhat intriguing is that the 
overall rate of overspecification was lower with older adults. 
It is interesting to note that, although earlier work by 
Saryazdi, Bannon, et al. (2019) showed that older adults 
provided comparatively more redundant modifiers, this 
pattern was not observed when producing descriptions for a 
computer addressee in the no-contrast condition. At a 
minimum, this outcome rules out the possibility that older 
adults' greater tendency to overspecify (as reported in past 
studies) results from patterns of age-related decline in 
cognitive and linguistic abilities. Instead, this suggests that 
older adults implement different strategies depending on the 
situational context. We also speculate that the overall greater 
likelihood of overspecification in younger adults' 
descriptions in the present study still reflects 
"cooperativeness" on the part of the speakers, but arises from 
a different set of beliefs. That is, younger adults' behavior 
may in fact reflect a specific assumption about the robot's 
capabilities. Recall that the robot scanned the screen before 
confirming it found the denoted object. Younger adults may 
be more likely to spontaneously view this behavior as 
reflecting advanced image processing on the part of the robot, 
which may have encouraged their use of providing more 
redundant descriptions. Alternatively, younger adults who 
arguably have more experience with technology and are thus 
more likely to understand its limitations, may have provided 
redundant descriptions as a means of helping the robot as 
much as possible. Additional research is needed to explore 
whether these patterns of results hold in a larger sample size 
of participants, as well as with other types of artificial agents.  

It is also important to note that people tend to ascribe more 
humanlike characteristics to robots that look and behave like 
a human (Briggs & Scheutz, 2014; Torrey et al., 2010). In the 
current study, our robot possessed a humanlike face, spoke 
with a humanlike voice, and engaged in joint attention, as is 
common in face-to-face referential communication. These 
humanlike features may have increased the social 
engagement participants experienced, in turn encouraging 
them to provide redundant information to the robot addressee 
as a way of facilitating its comprehension (in the same way 
they would do for a human listener). It would be interesting 
to explore whether the patterns found in the current study 
would persist if the robot listener lacked humanlike features.  

We also found that, when modifiers were produced, both 
age groups were most likely to use an adjective denoting the 
target object’s color, which aligns with findings from 
previous human-human communication studies (Rubio-

Fernandez, 2016; Saryazdi, Bannon, et al., 2019). 
Interestingly, the incidence of state modifiers was both 
comparatively high and quite similar across age groups. This 
is noteworthy as many studies have not coded this property 
or have not used materials where state information could be 
readily encoded (although see Parker & Heller, 2019). 
Further, older adults were more likely to use modifier types 
in our "other" category, consistent with previous findings 
(Saryazdi, Bannon, et al., 2019). We also found differences 
in the incidence of subtypes in this category. For example, 
younger adults never used gendered modifiers (e.g., "lady's 
purse"), but older adults did (see also Saryazdi, Bannon, et 
al., 2019). This may be because gendered distinctions in 
clothes and other categories may not be salient to younger 
adults.  

In summary, the present study reveals that 
overspecification occurs spontaneously in human-robot 
communication, similar to patterns observed in human-
human communication. This is noteworthy because the 
factors argued to make overspecification "rational" or 
"cooperative" hinge on a speaker's beliefs about their 
addressee's perceptual abilities and tendency to interpret 
spoken language incrementally. These are beliefs that might 
not be spontaneously extended to a robot listener. However, 
the current results suggest participants do implicitly ascribe 
these attributes to the robot. We also found age-related 
differences in the rate and nature of overspecification, which 
may reflect younger and older adults' different approaches to 
being "cooperative" in the communicative task. Additional 
research is needed to pinpoint the nature of these differences, 
which may be important for the design and development of 
tailored language interfaces for advanced technologies. 
Together with studies of human-human communication, the 
current results highlight the ways in which the production of 
redundant descriptions depends on the age of the speaker and 
the distinct nature of the visually-situated environment. 
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