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Review Article

Improving Metacognition
in the Classroom
Hannah Hausman1, Sarah J. Myers2, and Matthew G. Rhodes2

1Psychology Department, University of California, Santa Cruz, CA, USA
2Psychology Department, Colorado State University, Fort Collins, CO, USA

Abstract: Students are often overconfident in educational settings and struggle to differentiate between well-learned and poorly-learned
concepts. The present article reviews current research on strategies that help students assess their understanding, with a focus on research
using authentic educational tasks and materials. We propose a framework for these strategies that we refer to as wait-generate-validate. The
wait-generate-validate strategies can give students a more objective measure of their learning from lectures, understanding of course
concepts, text comprehension, problem-solving ability, and test preparedness. These strategies have been shown to lead to more effective
study decisions and greater learning. Lastly, we translate the reviewed research into practical tips for students and teachers and conclude
with recommendations for future research regarding how students judge their learning in diverse educational contexts.

Keywords: overconfidence, metacognition, metacomprehension, monitoring, judgments of learning

Most instructors have experienced a student attending
office hours to discuss a disappointing test grade. It is
frustrating for both the student and the teacher when a
student works hard but earns a lower grade than expected.
Metacognition refers to “one’s knowledge concerning one’s
own cognitive processes and products or anything related to
them,” or thinking about one’s thinking (Flavell, 1979).
Metacognition consists of two key components: monitoring
and control. Monitoring refers to the process of self-
assessing one’s learning, understanding, or skill; control
refers to self-regulated learning behaviors made as a result
of monitoring (Dunlosky et al., 2016; Nelson, 1996; Nelson
& Narens, 1990; Rhodes, 2019). When students misjudge
how well they understand course content, it is an example
of poor monitoring and may lead students to engage in poor
control, such as not reviewing enough or reviewing the
wrong material.

Research suggests that across a range of tasks and
settings, students consistently overestimate their level of
knowledge (e.g., Dunning et al., 2004) and struggle to dif-
ferentiate among topics that they understand well and
those they do not understand well (e.g., Dunlosky & Lipko,
2007; Thiede et al., 2009). Helping students improve their
ability to judge their learning is important because it affects
how students study and the amount they learn (e.g., Kornell
& Finn, 2016).

This paper reviews teaching and study strategies that
enhance students’ abilities to assess their understanding
in educational settings. There is a large body of literature
(e.g., Rhodes & Tauber, 2011) examining strategies to

improve metacognitive monitoring accuracy in the
laboratory, including with simple materials (e.g., word pairs
such as dog-table). This review will focus on research con-
ducted in classrooms or in laboratories, but with authentic
educational tasks (e.g., watching video lectures, reading
textbooks, learning foreign languages, etc.). Although we
have included research conducted with students in kinder-
garten through college, discussing changes in metacogni-
tive monitoring across the lifespan is outside the scope of
this review (for a review of the development of metacogni-
tion in young children and adolescents, see Von der Linden
et al., 2017). In addition to reviewing research on improving
monitoring, we offer suggestions for how students and
teachers can translate this research into practice.

Measuring Metacognitive
Monitoring Accuracy

Metacognitive monitoring accuracy is measured by asking
students to judge their level of learning; this judgment is
then compared to their performance on a test (Rhodes,
2016; Schraw, 2009). Students’ judgments of their learning
(JOLs) can be solicited in multiple ways. Students may be
asked to make a global JOL by predicting the percentage
of questions they will answer correctly on an upcoming test
or rating their understanding of an entire text or concept on
some scale. For example, a student may make the global
JOL that she will earn a 95% on a unit exam or rate that
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she understood her reading assignment a 3 out of 5. In
addition to, or instead of providing a global JOL, students
may be asked to make item-by-item JOLs by predicting the
likelihood that they will remember a particular piece of
information or correctly solve a particular type of problem
on an upcoming test. For example, a student may study
20 anatomy terms and rate the likelihood on a scale from
0% to 100% that she will remember each of the 20 terms
on an anatomy quiz.

There are two primary methods to determine the
accuracy of students’ metacognitive monitoring: calibration
and resolution (e.g., Rhodes, 2016). Calibration refers to the
absolute accuracy of metacognitive monitoring or the
degree to which one’s overall level of performance corre-
sponds to one’s predicted level of performance. Calibration
can be calculated by taking the difference between actual
test performance and a student’s global JOL or by taking
the difference between actual test performance and the
average of a student’s item-by-item JOLs. Consider a
student who earns an 82% on an exam. If she predicted
she would earn 80% or if her average item-by-item JOLs
was an 80%, then the student is well-calibrated. She would
be poorly calibrated and overconfident, if she predicted she
would earn a 95% or underconfident if she predicted she
would earn a 70%.

Resolution refers to the relative accuracy of metacogni-
tive monitoring or the degree to which item-by-item JOLs
differentiate between information that is remembered and
information that is not remembered on a later test. Resolu-
tion is typically measured with the Kruskal-Goodman
gamma correlation between item-by-item JOLs and item-
by-item accuracy on a test, which can range from �1.0 to
+1.0 (Nelson, 1984; but see Benjamin & Diaz, 2008;
Masson & Rotello, 2009, for criticisms). A positive correla-
tion indicates that information that was subsequently
remembered tended to be given higher item-by-item JOLs
than information that was not remembered. A more
positive correlation reflects more accurate metacognitive
monitoring. Gamma correlations less than .3, between
.3 and .7, and greater than .7 can be considered low, mod-
erate, and high resolution, respectively (Dunlosky & Lipko,
2007). A negative correlation indicates that information
that was subsequently remembered tended to be given
lower item-by-item JOLs than information that was not
remembered. A more negative correlation reflects less
accurate metacognitive monitoring. Near-zero correlations
indicate little association between item-by-item JOLs
and subsequent memory. Compare students A and B who
both indicate that there is an 80% probability they will
recall the term epithelial and only a 20% probability that
they will recall the term autonomic nervous system on an
upcoming anatomy quiz. Imagine student A remembers
epithelial but not autonomic nervous system and student

B remembers autonomic nervous system but not epithelial.
Student A would show a more positive gamma correlation,
and thus better resolution, compared to student B.

Metacognitive Monitoring
With Educational Tasks

The Importance of Accurate Metacognitive
Monitoring

Accurate metacognitive monitoring is important for
students to effectively decide how much to study and what
to study in order to maximize learning (for reviews, see
Griffin et al., 2013; Koriat, 2012; Kornell & Finn, 2016;
Metcalfe, 2009). When students have poor calibration
and are overconfident in their understanding, they stop
studying too early (Dunlosky & Rawson, 2012; Karpicke,
2009; Kornell & Bjork, 2008). For example, once students
are able to correctly recall the definition on a flashcard,
they overestimate their learning and assume they will
continue to be able to recall the definition in the future.
Consequently, students tend to drop flashcards from fur-
ther studying after one successful recall attempt (Karpicke,
2009; Kornell & Bjork, 2008). However, students learn
significantly more when they do not drop flashcards and
continue practicing retrieving definitions beyond the first
successful recall attempt (cf. Bahrick, 1979; Rawson et al.,
2013).

When students have poor resolution, they cannot use
their study time efficiently to prioritize reviewing informa-
tion that is not as well learned (Little & McDaniel, 2015;
Rawson et al., 2011; Thiede et al., 2003; Thomas &
McDaniel, 2007a; Wiley et al., 2016). For example, Thiede
and colleagues (2003) had participants read multiple text
passages on different topics and rate their comprehension
of each passage. When participants were supported in accu-
rately identifying which passages they comprehended well
and which passages they did not comprehend, participants
learned more because they spent most of their review time
rereading passages they had initially judged as poorly
understood. In short, metacognitive monitoring signifi-
cantly affects study decisions and thus learning.

Metacognitive Monitoring Accuracy:
Typical Findings

Despite the importance of accurate metacognitive monitor-
ing for study decisions and learning, research has consis-
tently demonstrated that students are overconfident in
educational settings. Students tend to be overconfident in
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how well they comprehend course content from reading
assignments (Glenberg & Epstein, 1985, 1987; Thomas &
McDaniel, 2007a; Wiley et al., 2016, 2018; Winne &
Jamieson-Noel, 2002) and lectures (Falchikov & Boud,
1989; Szpunar et al., 2014). For example, Szpunar and
colleagues (2014) found that students who watched an
introductory statistics lecture video predicted that they
would earn a 78% on a test of the content; they actually
earned a 48%.

As a result of overconfidence while learning course con-
tent, students of all ages frequently predict that they will
earn higher test scores and overall course grades than they
actually do (Bol et al., 2005; De Bruin et al., 2017; Foster
et al., 2017; Grimes, 2002; Hacker et al., 2000; Hartwig
& Dunlosky, 2017; Karjanto & Yong, 2013; for reviews,
see Hacker & Bol, 2019; Hacker, Bol, & Keener, 2008).
This pattern of overconfidence does not necessarily dimin-
ish with experience, either. Foster and colleagues (2017)
had students enrolled in a statistics course predict their per-
formance before each exam in the course. Across all 13
exams, students were overconfident, predicting their scores
would be an average of 7 percentage points higher than
they actually were. Furthermore, students’ metacognitive
monitoring accuracy did not improve across the exams
(see also Bol et al., 2005; Hacker, Bol, & Bahbahani,
2008; Hacker et al., 2000; Lipko, Dunlosky, & Merriman,
2009; Nietfeld et al., 2005, 2006; Saenz et al., 2019). Thus,
teachers and students should actively engage in instruc-
tional and study strategies specifically designed to improve
metacognitive monitoring; passively expecting monitoring
to improve throughout a course is unlikely to help students
assess their learning and make effective study decisions
accordingly.

In addition to being overconfident in their overall level of
understanding, students struggle to differentiate between
well-learned and poorly-learned concepts. For example,
when students read multiple texts, their judgments of
comprehension often show low resolution (the average
gamma correlation is approximately 0.30; Dunlosky &
Lipko, 2007; Griffin et al., 2019; Maki, 1998; Thiede
et al., 2009). Students’ poor resolution is not limited to
reading assignments, though, and can be seen at a much
broader level in a course. Hartwig and Dunlosky (2017)
gave students in an introductory statistics class a list of
exam topics before the exam and had students predict
the percentage of questions for each topic that they would
answer correctly on the exam. Students’ predictions showed
low resolution: the gamma correlation between predicted
and actual performance for different exam topics was
0.25 or lower.

In sum, it is essential for teachers to design classes and
assignments that help students determine what they know
and do not know. Furthermore, students should use strate-

gies to accurately assess their learning as they read, listen to
lectures, practice problems, and study for exams. This
paper reviews instructional and study strategies that have
been shown to improve metacognitive monitoring in
educational settings. We also include practical suggestions
for students and teachers based on prior research.

Improving Metacognitive Monitoring

How Students Make Metacognitive
Judgments

The wealth of evidence that students have poor calibration
and resolution demonstrates that students do not have
direct access to the strength of their memories or the
quality of their understanding. Instead, students must infer
their level of knowledge based on cues available in the learn-
ing environment (Koriat, 1997), including the subjective
experience of how easy material is to process or how famil-
iar they are with the material as well as beliefs about
how different instructional and study strategies affect
learning (for reviews, see Bjork et al., 2013; Finn & Tauber,
2015).

One reason that metacognitive monitoring is often inac-
curate is because the cues students use to judge their
understanding of the material are unrelated to long-term
learning and thus not related to future test performance.
For example, students mistakenly believe they have learned
more from a teacher with a very fluent presenting style
compared to a teacher whose speech is more halted, even
when the teachers present the same information (Carpenter
et al., 2013, 2016). Similarly, making a reading slightly more
difficult to process just by removing some letters from
words can lower comprehension ratings, although this does
not influence actual comprehension (Rawson & Dunlosky,
2002, Experiment 4).

However, it is not the case that students are incapable of
assessing their own learning; students’ metacognitive judg-
ments are not fated to poor calibration and resolution.
Instead, the accuracy of students’ metacognitive judgments
depends on the degree to which the cues used to infer
learning are predictive of performance on a future test
(Koriat, 1997). Consider a student who just attended a
lecture and judges how well she understands the material
to decide whether to attend a study group to prepare for
an exam. The cues she could use to judge her learning
under these conditions are likely not predictive of what
she will remember or the questions she will be able to
answer on the exam. For example, if the instructor is a
smooth, fluent speaker, the student could mistake the ease
with which she listened to the lecture with how well she
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understands the concepts being taught (e.g., Carpenter
et al., 2016). In addition, if she was familiar with some of
the terms from a previous course, the student could mistake
her familiarity with the terms with actually being able to
define and recognize examples of the terms on the test
(Glenberg & Epstein, 1987). Finally, the student might
not attend the study group because she can easily recall
facts or dates from the lecture, but this assessment will
not be indicative of her test performance if she forgets
the material over time or if the test involves conceptual
questions requiring application and explanation (Thomas
& McDaniel, 2007a, 2007b).

In contrast, if the student waits 2 days and then com-
pletes a practice exam from a previous semester without
looking at her notes, the cues she could use to judge her
understanding are much more likely to be predictive of
what she will remember on the exam. These practice test
conditions align more closely with the conditions of the
actual test (Thomas & McDaniel, 2007a, 2007b), so her
metacognitive monitoring judgments would better reflect
what she actually retained from the lecture.

Thus, our empirically-based practical suggestions for
students and teachers are based on an underlying principle:
Students’ metacognitive monitoring will be most accurate
when they predict their future performance under condi-
tions that closely align with how they will eventually be
tested on that material. Specifically, we suggest that an
activity will optimally support accurate metacognitive
monitoring when it involves a 3-step process we refer to as
wait-generate-validate (for similar strategies, see McDaniel
et al., 2009; Rawson & Dunlosky, 2013; Rhodes et al.,
2020). Wait refers to the suggestion that students should
not judge their understanding immediately after learning,
giving memories an opportunity to consolidate. After time
passes, students should test their knowledge by actively

generating information using tools such as flashcards or
practice tests. Finally, in order to accurately assess their
knowledge, students need to validate what they generated
(i.e., check whether the information they generated was
correct and complete). Table 1 summarizes the wait-
generate-validate strategies. An additional benefit of the
wait-generate-validate method is that these three strategies
have also been shown to significantly improve learning (e.g.,
spacing: Cepeda et al., 2006; retrieval practice: Rowland,
2014; feedback: Hattie & Timperley, 2007).

Wait
Why Waiting Works
The first step of the wait-generate-validate method is to
have students wait to judge their understanding after
learning or reviewing information (for a meta-analysis, see
Rhodes & Tauber, 2011). Just as an exam will not be admin-
istered immediately after information was covered in a
class, students should not judge their learning immediately
after studying. If, for example, students just learned the
location of the four lobes of the brain, students may mistak-
enly believe that they will remember the lobes on the test in
2 weeks because the lobes are easy to label at that moment.
However, how easy it feels to recall information or solve a
problem in the moment is not indicative of long-term learn-
ing (cf. Benjamin et al., 1998). Judgments of learning made
immediately after learning or studying are often not well-
aligned with future performance because the content is
fresh in one’s mind such that what is accessible at the
moment is not predictive of what will be recallable later
after forgetting from long-term memory happens. However,
when judgments are delayed, the ease or difficulty with
which information can be remembered is much more
diagnostic of long-term learning, thereby supporting more
accurate predictions of future performance.

Table 1. A summary of the wait-generate-validate strategy

Step 1: Wait Step 2: Generate Step 3: Validate

What it is Wait minutes to days after learning
material.

Then try to generate the material from
memory.

Finally, validate the accuracy and
completeness of the information
you generated. Now you can judge
your understanding of the material.

Why it works Waiting will give you a more
accurate sense of what information
you can actually remember long
enough for the test, rather than
what information is just fresh on
your mind.

Generating will give you a more accurate
sense of what information you can
produce on your own, without the help of
your notes or book, just like you will have
to do on a test.

Validating will give you a more
accurate sense of how much you
know, whether the information you
can recall is correct, and whether
you still have any misconceptions.

An example of
how to do it

Wait until the day after a lecture to
judge your understanding.

Then try to write down the key terms and
concepts from the lecture without looking
at your notes.

Finally, check your notes to verify
that the terms and concepts you
recalled were correct. Make sure
you did not miss any major terms
or concepts.

Note. For accurate metacognitive monitoring, students should use the wait-generate-validate strategy after learning material but before judging how well
they understand it.
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How to Wait
Waiting to judge learning has been demonstrated to
improve metacognitive monitoring accuracy – particularly
resolution – across a range of tasks, including foreign
languages (Scheck et al., 2004; Thiede & Dunlosky,
1994), the meaning of common idioms (Van Loon et al.,
2013a), and text passages (Anderson & Thiede, 2008;
Thiede & Anderson, 2003; Thiede et al., 2003, 2005; but
see Maki, 1998). For example, Thiede and Dunlosky
(1994) had participants learn Swahili-English translations.
Either immediately after studying the translation or several
minutes later, participants were presented with the Swahili
word and were asked to rate the likelihood they could recall
the English translation on a later test. Delaying judgments
by even a fewminutes dramatically improved the resolution
of item-by-item judgments to the point where students
could almost perfectly differentiate between well-learned
and poorly-learned translations (gamma > 0.8).

Although research suggests that students should wait
after learning or studying to accurately judge their level
of knowledge, there has not been a systematic investigation
of how long they should wait (for related research on short
time scales, see Kelemen & Weaver, 1997). For practical
purposes, we recommend that students wait approximately
1 day to judge their learning. If students need to quickly
identify which information to continue studying, though,
waiting even a few minutes to judge one’s learning can
improve metacognitive monitoring accuracy (e.g., Thiede
& Dunlosky, 1994).

Getting the Most Out of Waiting
One note of caution: Although waiting to judge learning is a
useful tool for improving monitoring accuracy, it is not
effective under all circumstances. Waiting improves moni-
toring accuracy only to the degree that it yields cues that
are more diagnostic of future memory performance than
the cues that come from making immediate judgments.
Waiting is beneficial because when students wait to judge
their learning and they query their memory, the informa-
tion that can be recalled then is typically a strong predictor
of what will be recalled on subsequent tests (Rhodes & Tau-
ber, 2011). Therefore, the key to waiting is that students
must actually query memory to check their current knowl-
edge (Dunlosky & Nelson, 1992; Thiede et al., 2005, Exper-
iment 4; Van Loon et al., 2013a). For example, Thiede and
colleagues (2005) had participants read a series of texts on
different topics (e.g., sleep, the Titanic). After the delay of
reading all of the texts, participants either read keywords
or generated their own keywords for each text (e.g., iceberg,
shipwreck, tragedy) and then rated their comprehension of
the text on a scale from 1 to 7. Finally, participants took a
test on all of the texts. The comprehension ratings, which

were made after a delay, showed significantly better resolu-
tion when participants had to generate their own keywords
rather than reading provided keywords. Thus, waiting
seems to be most effective for assessing one’s learning
when it is combined with a prompt to encourage students
to generate information, as described in more detail in
the next section.

Generate
Why Generation Works
The value of generation for metacognitivemonitoring is that
it allows students to evaluate their level of knowledge based
on how much they can generate or recall at the moment.
The experience of failing to generate information can lead
learners to lower their predictions of overall future perfor-
mance, thereby tempering overconfidence (e.g., Baars,
Van Gog, et al., 2014; Baars et al., 2017; Miller & Geraci,
2014, 2016; Thomas et al., 2016). Furthermore, generation
activities also improve resolution, helping students identify
the content that is well-learned and poorly-learned based
on generation success (Ariel & Dunlosky, 2011; Finn &
Metcalfe, 2007, 2008). For example, Jacoby and colleagues
(2010) had participants learn to classify exemplars of differ-
ent families of birds (e.g., Orioles, Jays, Thrashers, etc.) and
then predict how well they could classify new exemplars
from each family. Participants’ performance predictions
for each family were almost perfectly correlated with their
accuracy in generating family names for exemplars during
practice. This suggests that students’ predictions are
strongly based on the success of their generation or retrieval
attempts.

How to Use Generation
There is a range of activities that students can engage in to
improve metacognitive monitoring because they involve
attempting to recall information. Flashcards are a simple
and common method for students to practice generating
definitions, translations, or facts (Wissman et al., 2012),
which can significantly improve metacognitive monitoring
accuracy. For example, Kornell and Rhodes (2013) had
participants learn English-Indonesian translations. After
studying all of the translations, participants either restudied
the English-Indonesian pair or were presented only the
English term and attempted to recall the Indonesian word.
After restudying or attempting to recall the translation,
participants rated the likelihood they could recall the
Indonesian term on a later test. Participants’ judgments
showed significantly better resolution following recall
attempts than restudying, and participants made better
study decisions accordingly. Compared to participants
who could practice recalling the Indonesian word, partici-
pants who restudied the translations opted to drop many
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terms from restudying that they did not actually know on
the final test.

Practicing recall is also an effective tool for monitoring
learning of more complex content than definitions or for-
eign-language translations, such as how to solve problems
in math and the sciences (but see Bol & Hacker, 2001).
When students study worked-out examples of how to solve
math or science problems, they can be overconfident in
their ability to independently solve similar problems in
the future. However, overconfidence can be reduced and
students can become much better calibrated if they have
to try to solve example problems on their own before
predicting their future test performance (Baars, Van Gog,
et al., 2014; Baars et al., 2017). In some cases, though,
solving practice problems can reduce overconfidence so
much it produces underconfidence (Baars et al., 2013).

Although a growing body of research is examining the
role of generation in metacognitive monitoring of prob-
lem-solving ability, the majority of research on improving
metacognition with more complex materials has focused
on improving judgments of reading comprehension, or
metacomprehension (for reviews, see Dunlosky & Lipko,
2007; Dunlosky et al., 2002; Griffin et al., 2019; Thiede
et al., 2009; Thomas & McDaniel, 2007a). Students can
improve the resolution of their metacomprehension by com-
pleting a reading and then recalling definitions (Dunlosky
et al., 2005), recalling key ideas (Little & McDaniel, 2015),
generating keywords (Thiede et al., 2003, 2012), summariz-
ing (Thiede & Anderson, 2003; Thiede et al., 2010) or
explaining (Fukaya, 2013) the text from memory, creating
concept maps (Redford et al., 2012; Thiede et al., 2010;
Van Loon et al., 2014), or returning to the text and explain-
ing what each paragraph adds to themeaning of the text as a
whole (Griffin et al., 2008).

Similar to summarizing, students can also more accu-
rately assess their knowledge by explaining concepts in
detail from memory. Rozenblit and Keil (2002) demon-
strated that participants were overconfident in how well
they understood complex processes or devices such as
how ocean tides work or how car batteries store electricity.
However, participants’ judgments of their understanding
were significantly better calibrated once they were asked
to explain the process or device in depth; participants
reported being surprised by how shallow their understand-
ing really was. One explanation for participants’ initial
overconfidence is that they based their confidence on the
visible components that they were familiar with (e.g., a
car battery is a box with a positive and negative side and
contains fluid) and were not aware of all the hidden
mechanistic features (e.g., the fluid is an electrolyte that
allows for electrons to be transferred from the anode
chemical to the cathode chemical through an oxidation-
reduction reaction; Rozenblit & Keil, 2002). In other words,

participants’ overconfidence may have stemmed from judg-
ing their understanding at too abstract of a level and did not
focus enough on the details, unless prompted to (Alter
et al., 2010). This explanation has important implications
for the classroom. Many natural phenomena that students
learn in school (e.g., photosynthesis, digestion, etc.) have
visible components (e.g., leaves, roots, the sun), but are
explained by hidden causal mechanisms (e.g., ATP, carbon
dioxide, light energy), making it likely that students will
overestimate their understanding of such complex pro-
cesses unless prompted to generate detailed explanations.

Getting the Most Out of Generation
In order for generation activities to support accurate
metacognitive monitoring, performance on the generation
activity should be predictive of performance on the test
students are preparing for. At least two factors are impor-
tant. First, students should wait after learning to generate
because what can be recalled after a delay is typically more
diagnostic (predictive) of long-term memory than what can
be recalled immediately after learning (Anderson & Thiede,
2008; Thiede & Anderson, 2003; Thiede et al., 2003; Van
Loon et al., 2013a, 2014). For example, Thiede and
colleagues (2003) had participants read texts on a range
of topics (e.g., the effects of alcohol on sleep, Norse settle-
ments, the Titanic, etc.) and then generate keywords (e.g.,
iceberg, shipwreck, tragedy, etc.) for each text from
memory. Participants generated keywords immediately
after reading each text, waited to generate keywords until
they had read all of the texts, or did not generate any
keywords. Participants then rated their comprehension of
the texts and took an initial test. On the initial test, partic-
ipants performed similarly regardless of whether or not
they generated keywords. However, participants who
waited to generate keywords were superior at predicting
their initial test performance. Specifically, the comprehen-
sion judgments showed significantly better resolution
following the delayed keywords compared to immediate
keywords; generating keywords immediately after reading
did not improve monitoring accuracy in comparison to
not generating keywords.

After the initial test, Thiede and colleagues (2003) gave
participants the opportunity to reread the texts before a
final test. As a result of being able to better discriminate
between well-understood and poorly-understood texts,
participants who generated keywords after a delay learned
more from the review because they prioritized rereading
the texts they understood the least. On the final test, partic-
ipants who generated delayed keywords performed signifi-
cantly better than participants who either generated
keywords immediately or did not generate keywords. Thus,
having students wait to generate information and then
judge their learning has not only been shown to help
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students better identify what they know and do not know,
but it has also been shown to help students make more
effective subsequent study decisions as a result (De Bruin
et al., 2011; Little & McDaniel, 2015; Thiede et al., 2003,
2012; Van Loon et al., 2013a; but see Kimball et al., 2012).

In addition to the timing of the generation activity, the
format of the generation activity can influence its efficacy
as a tool for supporting metacognitive monitoring. Impor-
tantly, the generation activity and the final test should
require similar types of processing (Dutke et al., 2010;
Thiede et al., 2012; Thomas & McDaniel, 2007a, 2007b)
and cover the same content as the test students will
receive. Note that the generation activity and the test do
not need to be superficially similar to support accurate
metacognitive monitoring (Dunlosky & Nelson, 1997;
Thomas & McDaniel, 2007a). For example, if students
are preparing for a multiple-choice test, they do not need
to take a multiple-choice practice test to accurately judge
their learning. Instead, if students will have to recognize
definitions and examples of key concepts on a multiple-
choice exam, they could judge their knowledge by practic-
ing recalling definitions and generating examples of these
concepts from memory using flashcards. In contrast, if stu-
dents will have to write an essay comparing and contrasting
psychological theories, they could judge their knowledge by
practicing recalling the key ideas of each theory and
explaining the similarities and differences to a classmate.

Therefore, it is important for students to find out what
type of content and questions will be on a test in order to
engage in generation activities that match the type of pro-
cessing involved on the test and accurately assess learning
(Griffin et al., 2019; Thiede et al., 2011; Wiley et al., 2016).
Even just knowing whether they will be tested on memory
for facts or deeper conceptual understanding can help
students more accurately predict their test performance
(Griffin et al., 2019; Thiede et al., 2011). In sum, to maxi-
mize metacognitive monitoring accuracy, students should
wait and then judge their learning after engaging in gener-
ation activities that align with the final test students are
preparing for.

Validate
Why Validating Works
After students have generated information, they should
validate that the answers they generated are correct and
complete. Making mistakes when generating information
helps students identify what they have not learned well
yet and need to continue reviewing. However, students
are not always aware of when they have made mistakes
(Dunlosky & Rawson, 2012; Händel et al., 2020; Lipko,
Dunlosky, Hartwig, et al., 2009; Rawson & Dunlosky,
2007; Rawson et al., 2011; Van Loon et al., 2013b; Zamary
et al., 2016). For example, Zamary and colleagues (2016)

had students generate examples of previously learned psy-
chology concepts. Students then judged their examples as
incorrect, partially correct, or fully correct. Students showed
only modest resolution (i.e., only a modest ability to differ-
entiate among incorrect, partially correct, and fully correct
examples). Furthermore, students were overconfident,
being more likely to give full credit than no credit to
answers that were entirely incorrect.

When students are overconfident in the quality of their
answers and cannot differentiate between which answers
were correct and incorrect, their subsequent studying is less
effective, and long-term learning suffers: Students termi-
nate studying prematurely and do not prioritize reviewing
the information they understand the least well, which
undermines long-term learning (Dunlosky & Rawson,
2012; Rawson et al., 2011; Van Loon et al., 2013b; but see
Kornell & Rhodes, 2013).

How to Use Validation
Providing corrective feedback after students generate
answers can help them assess the quality of their answers
and thus evaluate their current knowledge (Baars, Vink,
et al., 2014; Baker et al., 2010; Dunlosky & Rawson,
2012; Lipko, Dunlosky, Hartwig, et al., 2009; Rawson &
Dunlosky, 2007; Rawson et al., 2011; but see Zamary
et al., 2016). For example, most textbooks include a list
of key terms at the end of each chapter. Practicing recalling
the definitions of these terms, especially a day or more after
reading the chapter, should help students accurately moni-
tor what they learned from the chapter because it involves
generation after a delay. However, prior research suggests
that students will often be overconfident in the quality of
the definitions they recall. That is, students may generate
a definition that is only partially correct or completely incor-
rect, but mistakenly believes they correctly defined the
term. To help identify which definitions were accurately
recalled, students should carefully compare the definitions
they generated with the definitions provided in the text.
Similarly, when solving problems in math or the sciences,
students should carefully compare their work to the solu-
tions provided by the instructor, if solutions are available
(Baars, Vink, et al., 2014).

Getting the Most Out of Validation
Although providing the correct answer can help students
assess the quality of their own answers, students tend to
remain overconfident (Dunlosky & Rawson, 2012; Rawson
& Dunlosky, 2007; Lipko, Dunlosky, Hartwig, et al.,
2009). Rawson and Dunlosky (2007) had students read
texts and recall definitions for key terms from the texts.
Even when students explicitly compared the definitions
they generated to the correct definitions, students still
thought many of their partially correct or incorrect answers
were fully correct. One strategy that can be used to further
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improve the students’ accuracy in judging the quality of
their answers is to provide idea-unit feedback (Dunlosky &
Rawson, 2012; Rawson et al., 2011; but see Zamary et al.,
2016). Idea-unit feedback entails breaking down the correct
answer into its key features and having students score
whether their answer included each of the features or idea
units. The idea units for the definition for the concept of
proactive interference could be (1) newer information cannot
be recalled because (2) similar (3) older information is
getting in the way.

Critically, when students can more accurately judge the
quality of their answers because of idea-unit feedback, their
subsequent study choices become more strategic, which
leads to larger improvements in long-term learning
(Dunlosky & Rawson, 2012; Rawson et al., 2011). Rawson
and colleagues (2011) had students read a series of medical
information texts about how to prevent problems related to
diabetes. Two days later, students judged their understand-
ing by answering a series of practice test questions (e.g.,
“How do you prevent eye problems caused by diabetes?”).
Students then judged the quality of their answers with or
without idea-unit feedback and then chose which texts to
reread. Students who judged the quality of their original
answers alongside idea units were less overconfident, better
calibrated, and showed greater resolution in differentiating
among correct, partially correct, and incorrect answers.
Interestingly, the group who judged their answers with
idea-unit feedback actually reread fewer texts and for a
shorter period of time yet learnedmore from rereading than
the group who did not have idea-unit feedback. On a final
test on the texts five days later, the idea-unit group outper-
formed the no idea-unit group by approximately 20 percent-
age points. The idea-unit feedback allowed students to
better judge the quality of their practice test answers and
thus identify which concepts they understood the least well
so that they could focus on the relevant texts during reread-
ing. Thus, providing feedback – particularly when it is
broken down into idea units – helps students assess their
understanding and make more effective subsequent study
decisions.

Examples for Implementing
Wait-Generate-Validate

The following suggestions are examples of how students
and teachers can incorporate the wait-generate-validate
strategies into various educational activities to help stu-
dents accurately monitor their learning. The suggestions
are not listed by priority, but rather, can be adopted and
adapted by students and teachers to fit their educational

needs and contexts. Furthermore, although they were
written with students and instructors in higher education
in mind they could easily be adapted for almost any grade
level.

Suggestions for Students

Actively Generate Information; Do Not Passively
Take It In
During the lecture, when the instructor or another student
asks a question during lecture, generate your own answer to
the questions, even if you do not plan on volunteering your
answer to the class. As you read, stop to explain the infor-
mation to yourself every few paragraphs. Think, “what were
the key points from the last few paragraphs and what did
each paragraph add to the meaning of the overall text?”
If you are studying for an exam in a group, try recalling
key information for yourself. Within the group, elaborate
on each other’s answers: explain how ideas are related or
where another group member made a mistake.

Create Your Own Study Guides
If the lecture slides are available, create a shell of the lec-
ture by taking out definitions, explanations, and examples,
leaving only slide headers, key terms, and the outline of
important diagrams. Later, test your understanding by
working through the lecture shell as much as you can.
Similarly, as you read, write down the headings to key sec-
tions and the names of key terms. Wait and then use these
as cues to generate the information presented in the text.

Make Use of “Downtime” to Check
What You Remember
When you are waiting for the bus, brushing your teeth,
walking between classes, and so forth, try to remember
information from your reading assignments and classes
from the previous days. Generate keywords, summarize,
explain an important process, draw diagrams or concept
maps if you have paper, and so forth. Start this habit as soon
as new information has been introduced; do not wait until
the day before the test.

Structure Your Exam Review to Match the Test
If you have access to any practice questions or problems
from lectures, the textbook, sample exams, or study guides,
there is a good chance these questions and problems will
align with the test you are preparing to take. Try answering
these questions from memory and resist the urge to look at
your notes. Once you have generated your own answer to
every question, make sure your answers are correct and
complete: use your notes and textbook, go to office hours,
or compare answers with other students. If a study guide
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is not provided or is sparse, consider the types of questions
that will be on the test. For example, will you be tested on
your memory for details (e.g., key dates, names, locations)?
Will you be tested on your ability to make inferences based
on what you learned in class (e.g., predict what will happen
in a chemical reaction), to recall definitions, generate exam-
ples, solve problems, or compare and contrast theories?
Practice the same kinds of thinking as you review. You
could even try writing your own exam questions in the
format of the upcoming test.

Get It Right Multiple Times on Multiple Days
Recalling information once does not guarantee you will
remember it on a test in the future. Engage in at least one
of these generation activities on multiple days leading up
to an exam. Be sure to correctly recall each piece of informa-
tion approximately three times during each study session.
For example, if you are practicing flashcards for a vocabu-
lary quiz on Wednesday, aim to correctly recall each flash-
card term correctly three times on Monday and Tuesday.
Similarly, do not only use the study guide or practice prob-
lems a single time. Aim to correctly complete any study
guide questions or practice problems on multiple days.

Suggestions for Teachers

Have Students Repeatedly Generate Content
Have students repeatedly revisit both recent content and
content from earlier in the course via generation. For exam-
ple, start each class with a low-stakes quiz that primarily
covers content from the previous week, but also incorpo-
rates some material from the previous unit. Similarly, you
could start each class by having students summarize the
previous day’s material to a classmate and identify how at
least one concept from earlier in the course relates to that
material. For a review activity, you could have students
generate the key concepts from the unit from memory,
draw a concept map, and then explain to a classmate
how the concepts are related. As a rule of thumb, consider
having students do some sort of generation activity with
each key concept at least three times before an exam.

Make Generation the Default
If you pose questions in class, present a practice problem, or
offer a study guide, students may wait until you offer the
answer and avoid generating their own answer first. There-
fore, encourage all students to write their answers down
before you call on someone. You could also have students
turn to a neighbor and each explains their thinking first.
For study guides, do not put answers directly on any study
guide. Withholding answers will encourage students to try
to answer the questions from memory before looking at
the answers.

Give Feedback
If students are going to generate information, be sure to
give feedback and give students time to review the feed-
back. If you start class with a low-stakes quiz on the mate-
rial from the previous class, go over the answer to each
question before continuing with that day’s lecture. If you
incorporate an in-class activity in which students have to
generate examples or explain their thinking, make sure that
students’ examples and explanations are complete and
accurate. If you assign homework, offer detailed feedback
or a solution key to the homework. Similarly, ensure that
detailed answers to study guides are available (online, in
a recitation, in-office hours, etc.).

Tell Students What They Need to Know
Students need not be told exactly which questions will be
on an exam. However, it will benefit learning and metacog-
nition to explicitly tell students what kinds of thinking they
will be required to do on the test (e.g., defining terms, rec-
ognizing examples, comparing and contrasting theories,
explaining processes, making predictions, etc.). For exam-
ple, go beyond listing on the study guide the key concepts
that will be on a test. Instead, tell students how they will
be asked to use those concepts on the test, and better
yet, give example questions or problems.

Make Activities Align With the Test
You do not have to ask the same question on a quiz and
the exam. However, make sure the type of thinking
required on quizzes, in-class activities, homework assign-
ments, and study guides align with how students will
be tested. If students will have to compare and contrast
two theories on an exam, do not just quiz them on defini-
tions in class. Instead, students could have a debate in class
over which theory they believe is more appropriate.
Similarly, if the exam will require students to differentiate
between different types of math problems and select the
appropriate formula, do not have each homework assign-
ment be dedicated to a single type of problem, where
students cannot practice identifying which formula they
should use.

Future Directions

In addition to refining the wait, generate, and validate
strategies, future research should examine other means
by which to support students’ metacognitive monitoring.
Recent findings suggest that it would be particularly bene-
ficial to investigate how the design of course materials
and digital learning environments influence metacognitive
monitoring accuracy.
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Course Material Design

This review has covered strategies that teachers and
students can implement for students to more accurately
assess their knowledge. The strategies discussed suggest
how students should interact with the course materials
but say nothing about the design of the materials them-
selves. For example, students can better judge their under-
standing of reading assignments by waiting and generating
keywords or summaries. However, it may also benefit
student metacognition if teachers and textbook publishers
alter course materials to provide students more diagnostic
cues about their level of understanding, for example, by
redesigning reading assignments to incorporate only
informative diagrams and not decorative images, as most
textbooks do.

Individual studies have examined course material
designs that can interfere with accurate metacognitive
monitoring, including adding decorative pictures (e.g.,
Cuevas et al., 2002; Jaeger & Wiley, 2014; Serra &
Dunlosky, 2010) or analogies to texts (Wiley et al., 2018).
Other studies have identified features of course materials
that can support accurate metacognitive monitoring, includ-
ing inserting questions into the text (Mitsuda, 1988;
Walczyk & Hall, 1989) and adding sentences to texts that
state and then refute common misconceptions (Prinz
et al., 2018). However, across these different strands of
research, no clear overarching principles have emerged
for improving metacognitive monitoring. Future research
should examine principles for course material design that
support accurate monitoring and identify which principles
are likely to have the biggest impact on metacognitive
monitoring accuracy.

Digital Learning Environments

Given that instruction – including lectures, activities, home-
work, and entire courses – is increasingly moving online
(e.g., Brown & Green, 2016), future research should focus
on identifying the features of digital learning environments
that optimize students’ ability to monitor their learning and
make effective follow-up study decisions (Azevedo &
Aleven, 2013). Improving metacognition in digital learning
environments is especially important given that research
has revealed that monitoring accuracy tends to be lower
using digital rather than paper materials (Ackerman &
Goldsmith, 2011; Ackerman & Lauterman, 2012; Halamish
& Elbaz, 2020; Sidi et al., 2017).

The scope of digital learning environments can range
from individual assignments to full courses and includes
multimedia reading assignments with links to glossaries,
videos, and examples (e.g., Azevedo, 2005a); online math
and science problems that offer video explanations of

sample problems, hints, and step-by-step solutions (e.g.,
MyMathLab); online science experiment simulations (e.g.,
Rutten et al., 2012); intelligent tutoring systems, which
adapt instruction in the moment to meet students’ needs
(e.g., Graesser, Conley, & Olney, 2012); and fully digital
courses without a human instructor (e.g., ALEKS). When
students cannot accurately monitor their learning in digital
learning environments, they do not effectively make use of
the available instructional resources, and learn less as a
result (Mudrick et al., 2018).

Such digital learning environments offer access to abun-
dant resources and typically give the student significant
control over which resources to access and when. One deci-
sion that online learning platforms have to make is when
and how to offer hints and solutions (e.g., Aleven et al.,
2006; Azevedo, 2005b; Azevedo & Hadwin, 2005).
Research suggests that students do not seek help optimally
in digital learning environments (e.g., Aleven et al., 2006).
Aleven and colleagues (2006) found that geometry stu-
dents rapidly clicked through the hints to get to the solution
on about one-third of problems; misusing help in ways like
this was negatively correlated with learning.

Based on the value of generation, students may be able
to more accurately assess their current understanding if
they have to attempt to answer a question or solve a prob-
lem before viewing a hint or answer. Research has begun to
identify promising ways to train students to make more
effective use of help features in digital learning environ-
ments (e.g., Aleven et al., 2016; Azevedo & Aleven, 2013;
Azevedo & Cromley, 2004; Azevedo & Hadwin, 2005;
Feyzi-Behnagh & Azevedo, 2012; Feyzi-Behnagh et al.,
2014; Roll et al., 2006). More broadly, future research
should examine how much control to give students over
access to hints and other resources; students should have
the information they need to learn when they need it but
should also have to engage in a generation to accurately
assess their learning and make optimal study decisions.

Concluding Remarks

Students have the opportunity to take control of their learn-
ing outside of class. However, in order to make effective
decisions about what to study and how much to study,
students must be able to accurately assess their current
level of understanding and differentiate between topics that
are well-learned and poorly-learned. There are also myriad
strategies within the wait-generate-validate framework that
students can implement to more accurately judge their
learning. At their core, the wait-generate-validate strategies
emphasize that students should assess their learning under
conditions that closely match how they will have to use
their knowledge on exams in the future. Teachers can
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further support student metacognition by providing stu-
dents with information about how they will be tested, what
they will be tested on, and opportunities to practice. Finally,
we encourage students and teachers to implement wait-
generate-validate strategies because not only do they
enhance metacognitive monitoring, but because they are
also beneficial for long-term learning.
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