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Abstract

Essays on the Impact of Climate Change and Building Codes on Energy
Consumption and the Impact of Ozone on Crop Yield

by

Anin Aroonruengsawat
Doctor of Philosophy in Agricultural and Resource Economics

University of California, Berkeley

Professor Maximilian Auffhammer, Chair

Part I is a joint paper with Maximilian Auffhammer. The study simulates the im-
pacts of higher temperatures resulting from anthropogenic climate change on residen-
tial electricity consumption for California. Flexible temperature response functions
are estimated by climate zone, which allow for differential effects of days in differ-
ent temperature bins on households’ electricity consumption. The estimation uses a
comprehensive household level dataset of billing data for California’s three investor-
owned utilities (Pacific Gas and Electric, San Diego Gas and Electric, and Southern
California Edison). The results suggest that the temperature response varies greatly
across climate zones. Simulation results using a downscaled version of the National
Center for Atmospheric Research global circulation model suggest that holding pop-
ulation constant, total consumption for the households considered may increase by
up to 55% by the end of the century.

Part IT is a joint work with Maximilian Auffhammer and Alan Sanstad. We study
the impacts of state level residential building codes on per capita residential electric-
ity consumption. We construct a timeline of when individual states first implemented
residential building codes. Using panel data for 48 US states from 1970-2006, we ex-
ploit the temporal and spatial variation of building code implementation and issuance
of building permits to identify the effect of the regulation on residential electricity
consumption. Controlling for the effect of prices, income, and weather, we show
that states that adopted building codes followed by a significant amount of new con-
struction have experienced detectable decreases in per capita residential electricity
consumption - ranging from 3-5% in the year 2006. Allowing for heterogeneity in
enforcement and code stringency results in larger estimated effects.

In the last part, I estimate the impact of ground level ozone on corn and soybean
yields using nation-wide county-level data and ozone measures for the U.S. during
1990-2006. The implementation of the NOx Budget Trading Program (NBP) aiming
to reduce NOx and thus ozone during the growing season is used as an instrument to
control for endogeneity in the yield regression. The estimated elasticites of soybean



and corn yield with respect to seasonal mean ozone concentrations are -0.60 and -0.57
respectively. The estimated elasticities of crop yield with respect to maximum ozone
concentrations are higher suggesting a nonlinear relationship. A back of the envelope
calculation shows that soybeans and corn loss from a one standard deviation increase
in mean ozone during growing season is about $5 billion dollars. The NBP program
reduces the value of crop losses by 2.19 billion for soybeans and 3.2 billion dollars
corn during 2003 to 2007.
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Part 1

Impacts of Climate Change on
Residential Electricity
Consumption: Evidence from
Billing Data



Chapter 1

Introduction

Forecasts of electricity demand are of central importance to policy makers and
utilities for purposes of adequately planning future investments in new generating
capacity. Total electricity consumption in California has more than quadrupled since
1960, and the share of residential consumption has grown from 26% to 34% (EIA
SEDS 2008). Today, California’s residential sector alone consumes as much electricity
as Argentina, Finland, or roughly half of Mexico. The majority of electricity in
California is delivered by three investor-owned utilities and over a hundred municipal
utilities.

On a per capita basis, California’s residential consumption has stayed almost con-
stant since the early 1970s, while most other states have experienced rapid growth
in per capita consumption. The slowdown in growth of California’s per capita con-
sumption coincides with the imposition of aggressive energy efficiency and conserva-
tion programs during the early 1970s. The average annual growth rate in per capita
consumption during 1960-1973 was approximately 7% and slowed to a remarkable
0.29% during 1974-1995. Growth rates during the last decade of available data have
increased to a higher rate of 0.63%, and this difference in growth rates is statistically
significant.

California’s energy system faces several challenges in attempting to meet future
demand (CEC 2005). In addition to rapid population growth, economic growth and
an uncertain regulatory environment, the threat of significant global climate change
has recently emerged as a factor influencing the long term planning of electricity
supply. The electric power sector will be affected by climate change through higher
cooling demand, lower heating demand, and potentially stringent regulations designed
to curb emissions from the sector.

This paper simulates how the residential sector’s electricity consumption will be
affected by different scenarios of climate change. We make three specific contributions
to the literature on simulating the impacts of climate change on residential electricity
consumption. First, through an unprecedented opportunity to access the complete
billing data of California’s three major investor-owned utilities, we are able to pro-



vide empirical estimates of the temperature responsiveness of electricity consumption
based on micro-data. Second, we allow for a geographically specific response of elec-
tricity consumption to changes in weather. Finally, we explore socio-economic and
physical characteristics of the population, which help explain some of the variation
in temperature response.

The paper is organized as follows: Chapter 2 reviews the literature assessing
the impacts of climate change on electricity consumption. Chapter 3 describes the
sources of the data used in this study. Chapter 4 contains the econometric model and
estimation results. We simulate the impacts of climate change on residential electric-
ity consumption in chapter 5. Chapter 6 explores the heterogeneity in temperature
response and chapter 7 concludes.



Chapter 2

Literature Review

The historical focus of the literature forecasting electricity demand has been on the
role of changing technology, prices, income, and population growth (e.g., Fisher and
Kaysen 1962). Early studies in demand estimation have acknowledged the importance
of weather in electricity demand and explicitly controlled for it to prevent biased
coefficient estimates, as well as wanting to gain estimation efficiency (e.g., Houthakker
and Taylor, 1970). Simulations based on econometrically estimated demand functions
had therefore focused on different price, income, and population scenarios, while
assuming a stationary climate system. The onset of anthropogenic climate change
has added a new and important dimension of uncertainty over future demand, which
has spawned a small academic literature on climate change impacts estimation, which
can be divided into two approaches.

In the engineering literature, large-scale bottom-up simulation models are utilized
to simulate future electricity demand under varying climate scenarios. The advantage
of the simulation model approach is that it allows one to simulate the effects of climate
change given a wide variety of technological and policy responses. The drawback to
these models is that they contain a large number of response coefficients and make a
number of specific and often untestable assumptions about the evolution of the capital
stock and its usage. The earliest impacts papers adopt this simulation approach and
suggest that global warming will significantly increase energy consumption. Cline
(1992) provides the earliest study on the impacts of climate change in his seminal book
The Economics of Climate Change. The section dealing with the impact on space
cooling and heating relies on an earlier report by the U.S. Environmental Protection
Agency (1989). That study of the potential impact of climate change on the United
States uses a utility planning model developed by Linder et al. (1987) to simulate
the impact on electric utilities in the United States and finds that increases in annual
temperatures ranging from 1.0°C-1.4°C (1.8°F-2.5°F) in 2010 would result in demand
of 9% to 19% above estimated new capacity requirements (peak load and base load)
in the absence of climate change. The estimated impacts rise to 14% and 23% for the
year 2055 and an estimated 3.7°C (6.7°F) temperature increase.



Baxter and Calandri (1992) provide another early study in this literature and focus
on California’s electricity use. In their study they utilize a partial equilibrium model
of the residential, commercial, agriculture, and water pumping sectors, to examine
total consumption as well as peak demand. They project electricity demand for these
sectors to the year 2010 under two global warming scenarios: a rise in average annual
temperature of 0.6°C (1.1°F) (Low scenario) and of 1.9°C (3.4°F) (High scenario).
They find that electricity use increases from the constant climate scenario by 0.6%
to 2.6%, while peak demand increases from the baseline scenario by 1.8% to 3.7%.
Rosenthal et al. (1995) focus on the impact of global warming on energy expenditures
for space heating and cooling in residential and commercial buildings. They estimate
that a 1°C (1.8°F) increase in temperature will reduce U.S. energy expenditures in
2010 by $5.5 billion (1991 dollars).

The economics literature has favored the econometric approach to impacts es-
timation, which is the approach we adopt in the current study. While there is a
large literature on econometric estimation of electricity demand, the literature on
climate change impacts estimation is small and relies on panel estimation of heavily
aggregated data or cross-sectional analysis of more micro-level data. The first set of
papers attempts to explain variation in a cross section of energy expenditures based
on survey data to estimate the impact of climate change on fuel consumption choices.
Mansur et al. (2008) and Mendelsohn (2003) endogenize fuel choice, which is usu-
ally assumed to be exogenous. They find that warming will result in fuel switching
towards electricity. The drawback of the cross sectional approach is that one can-
not econometrically control for unobservable differences across firms and households,
which may be correlated with weather/climate. If that is the case, the coefficients on
the weather variables and corresponding impacts estimates may be biased.

Instead of looking at a cross section of firms or households, Franco and Sanstad
(2008) explain pure time series variation in hourly electricity load at the grid level
over the course of a year. They use data reported by the California Independent
System Operator (CallSO) for 2004 and regress it on a population weighted average
of daily temperature. The estimates show a nonlinear impact of average temperature
on electricity load, and a linear impact of maximum temperature on peak demand.
They link the econometric model to climate model output from three different global
circulation models (GCMs) forced using three Intergovernmental Panel for Climate
Change (IPCC) scenarios (A1Fi, A2, and B1) to simulate the increase in annual elec-
tricity and peak load from 2005-2099. Relative to the 1961-1990 base period, the range
of increases in electricity and peak load demands are 0.9%-20.3% and 1.0%-19.3%, re-
spectively. Crowley and Joutz (2003) use a similar approach where they estimate the
impact of temperature on electricity load using hourly data in the Pennsylvania, New
Jersey, and Maryland Interconnection. Some key differences, however, are that they
control for time-fixed effects and define the temperature variable in terms of heating
and cooling degree days. They find that a 2°C (3.6°F) increase in temperature results
in an increase in energy consumption of 3.8% of actual consumption, which is similar



to the impact estimated by Baxter and Calandri (1992).

Deschénes and Greenstone (2007) provide the first panel data-based approach to
estimating the impacts of climate change on residential total energy consumption,
which includes electricity, natural gas and oil as the main nonOrenewable sources of
energy. They explain variation in U.S. state-level annual panel data of residential
energy consumption using flexible functional forms of daily mean temperatures. The
identification strategy behind their paper, which is one we will adopt here as well,
relies on random fluctuations in weather to identify climate effects on electricity con-
sumption. The model includes state fixed effects, census division by year fixed effects,
and controls for precipitation, population, and income. The temperature data enter
the model as the number of days in 20 predetermined temperature intervals. The
authors find a U-shaped response function where electricity consumption is higher
on very cold and hot days. The impact of climate change on annual electricity con-
sumption by 2099 is in the range of 15%-30% of the baseline estimation or 15 to 35
billion (2006 US$). The panel data approach allows one to control for differences in
unobservables across the units of observation, resulting in consistent estimates of the
coefficients on temperature.

The current paper is the first paper using a panel of household level electricity
billing data to examine the impact of climate change on residential electricity con-
sumption. Through a unique agreement with California’s three largest investor-owned
utilities, we gained access to their complete billing data for the years 2003-2006. We
identify the effect of temperature on electricity consumption using within household
variation in temperature, which is made possible through variation in the start dates
and lengths of billing periods across households. Since our dataset is a panel, we can
control for household fixed effects, month fixed effects, and year fixed effects. The
drawback of this dataset is that the only other reliable information we have about
each individual household is price and the five-digit ZIP code location.



Chapter 3

Data

3.1 Residential Billing Data

The University of California Energy Institute jointly with California’s investor-
owned utilities established a confidential data center, which contains the complete
billing history for all households serviced by Pacific Gas and Electric, Southern Cali-
fornia Edison, and San Diego Gas and Electric for the years 2003-2006. These three
utilities provide electricity to roughly 80% of California households.

The data set contains the complete information for each residential customer’s bills
over the four year period. Specifically, we observe an ID for the physical location, a
service account number?, bill start-date, bill end-date, total electricity consumption
(in kilowatt-hours, kWh) and the total amount of the bill (in $) for each billing
cycle as well as the five-digit ZIP code of the premises. Only customers who were
individually metered are included in the data set. For the purpose of this paper, we
define a customer as a unique combination of premise and service account number.
It is important to note that each billing cycle does not follow the calendar month
and the length of the billing cycle varies across households with the vast majority of
households being billed on a 25-35 day cycle. While we have data covering additional
years for two of the utilities, we limit the study to the years 2003 to 2006, to obtain
equal coverage. Hereafter, we will refer to this data set as “billing data”. Figure 3.1
displays the ZIP codes we have data for, which is the majority of the state.

Due to the difference in climate conditions across the state, California is divided
into 16 building climate zones, each of which require different minimum efficiency
building standards specified in an energy code.?. We expect this difference in build-

'The premise identification number does not change with the occupant of the residence. The
service account number, however, changes with the occupant of the residence.

2Each climate zone has a representative city. These are for each of the climate zones: (1) Arcata,
(2) Santa Rosa, (3) Oakland, (4) Sunnyvale, (5) Santa Maria, (6) Los Angeles, (7) San Diego, (8) El



Figure 3.1: Observed residential electricity consumption 2003 to 2006 and NOAA
cooperative weather stations

ZIP Codes In-Sample
® Weather Station

Note: The map displays five-digit zip codes with available geographic boundaries.

ing standards to lead to a different impact of temperature change on electricity con-
sumption across climate zones. We will therefore estimate the impact of mean daily
temperature on electricity consumption separately for each climate zone. We later
empirically explore the sources of this variation in chapter 6. We assign each house-
hold to a climate zone via their five-digit ZIP code through a mapping, which we
obtained from the California Energy Commission. The climate zones are depicted in
Figure 3.2.

The billing data set contains 300 million observations, which exceeds our abil-
ity to conduct estimation using standard statistical software. We therefore resort to
sampling from the population of residential households to conduct econometric es-
timation. We designed the following sampling strategy. First we only sample from
households with regular billing cycles, namely 25-35 days in each billing cycle and
which have at least 35 bills over the period of 2003-2006.% We also removed bills with

Toro, (9) Pasadena, (10) Riverside, (11) Red Bluff, (12) Sacramento, (13) Fresno, (14) China Lake,
(15) El Centro, (16) Mount Shasta
3With the regular billing cycle, there should be 48 bills for the households in our sample during



Figure 3.2: California Energy Commission building climate zones
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Source: California Energy Commission.

an average daily consumption less than 2 kWh or more than 80 kWh. The reason for
this is our concern that these outliers are not residential homes, but rather vacation
homes and small scale “home based manufacturing and agricultural facilities”. Com-
bined with the fact that our data does not contain single-metered multi-family homes,
our sampling strategy is likely to result in a slight under representation of multifamily
and smaller single family homes. These are more likely to be rental properties than
larger single family units. Our results should be interpreted keeping this in mind.*
From the population subject to the restrictions above, we take a random sample
from each ZIP code, making sure that the relative sample sizes reflect the relative sizes
of the population by ZIP code. We draw the largest possible representative sample

the period 2003 to 2006.

4 After removing outlier bills, we compared the population average daily consumption of bills with
billing cycles ranging from 25-35 days to the average daily consumption of bills for any length. The
average daily consumption by climate zone in the subset of bills we sample from is roughly f—oth of
a standard deviation higher than the mean daily consumption of the complete population including
bills of any length.
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from this population given our computational constraints. For each climate zone
we test whether the mean daily consumption across bills for our sample is different
from the population mean and fail to reject the null of equality, suggesting that
our sampling is indeed random, subject to the sample restrictions discussed above.
We proceed with estimation of our models by climate zone, which makes concerns
about sampling weights mute. Figure 3.3 displays the spatial distribution of 2006
consumption shares across ZIP codes.

Finally, California has a popular program for low-income families - California
Alternate Rates for Energy (CARE) - where program eligible customers receive a
20% discount on electric and natural gas bills. Eligibility requires that total household
income is at or below 200% of federal poverty level. For the first set of models, we
exclude these households from our sample. We then explore the robustness of our
simulations by including these households in a separate simulation. The concern here
is that omitting these smaller homes with lower HVAC saturation rates may lead to
an overestimation of impacts.

Figure 3.3: Share of total residential electricity consumption for 2006 by five-digit zip
code

s
[ ] Mot in sample
B o - 0.05%
[ Joos-0.10%
[ o010-020%
I 021-0.30%
o315

No single ZIP code is responsible for more than 0.5% of total consumption. Table
3.1 displays the summary statistics of our consumption sample by climate zone. There
is great variability in average usage across climate zones, with the central coast’s (zone
3) average consumption per bill at roughly 60% that of the interior southern zone 15.
The average electricity price is almost identical across zones, at 13 cents per kWh.
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3.2 Weather Data

To generate daily weather observation to be matched with the household electric-
ity consumption data, we use the Cooperative Station Dataset published by National
Oceanic and Atmospheric Administration’s (NOAA) National Climate Data Center
(NCDC). The dataset contains daily observations from more than 20,000 cooperative
weather stations in the United States, U.S. Caribbean Islands, U.S. Pacific Islands,
and Puerto Rico. Data coverage varies by station. Since our electricity data cover
the state of California for the years 2003-2006, the dataset contains 370 weather sta-
tions reporting daily data. In the dataset we observe daily minimum and maximum
temperature as well as total daily precipitation and snowfall. Since the closest mean-
ingful geographic identifier of our households is the five-digit postal ZIP code, we
select stations as follows. First, we exclude any stations not reporting data in all
years. Further we exclude stations reporting fewer than 300 observations in any sin-
gle year and stations at elevations more than 7000 feet above sea level, which leaves
us with 269 “valid” weather stations.” Figure 3.1 displays the distribution of these
weather stations across the state. While there is good geographic coverage of weather
stations for our sample, we do not have a unique weather station reporting data for
each ZIP code. To assign a daily value for temperature and rainfall, we need to as-
sign a weather station to each ZIP code. We calculate the Vincenty distance of a ZIP
code’s centroid to all valid weather stations and assign the closest weather station to
that ZIP code. As a consequence of this procedure, each weather station on average
provides data for approximately ten ZIP codes.

Since we do not observe daily electricity consumption by household, but rather
monthly bills for billing periods of differing length, we require a complete set of daily
weather observations. The NCDC data have a number of missing values, which we
fill in using the following algorithm. First, we calculate the Vincenty distance of each
ZIP code’s geographic centroid to all qualifying weather stations. We then identify
the ten closest weather stations to each centroid, provided that each is less than
50 miles from the monitor. Of these stations, we identify the ”primary station” as
the closest station reporting data for at least 200 days a year. We fill in missing
values by first regressing, for observations in which the primary weather station was
active, the relevant climate weather variable for the primary station onto the same
variable for the remaining nine closest stations. We use the predicted values from that
regression to replace missing values. Following this step, primary station observations
are still missing whenever one of the remaining nine closest stations is also missing
an observation. To estimate the remaining missing values, we repeat the above step
with the 8 closest stations, then the 7 closest, etc. To check the performance of our
algorithm, we conduct the following experiment. First, we select the set of data points

5The cutoff of 300 valid days is admittedly arbitrary. If we limit the set of weather stations to
the ones providing a complete record, we would lose roughly half of all stations. We conducted
robustness checks using different cutoff numbers and the results are robust.
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for which the primary weather station has an observation. We then randomly set 10%
of the temperature data for this station to missing. After applying the algorithm
described above to this sample, we compare the predicted temperature data to the
observations we had set aside. Even for observations in which a single additional
weather station was used to predict a missing temperature, the correlation coefficient
between actual and predicted temperatures exceeds 0.95. Plotting the actual and
predicted series against each other provides an almost perfect fit. We therefore feel
confident that our algorithm provides us with a close representation of the true data
generating process for missing weather observations. We end up with a complete set
of time series for minimum temperature, maximum temperature and precipitation for
the 269 weather stations in our sample. For the remainder of our empirical analysis,
we use these patched series as our observations of weather.®

There is an important caveat to using daily weather data when studying house-
holds’ response to climate change. By using daily weather shocks we implicitly es-
timate individuals’ response to changed daily temperatures. While climate change
will affect daily temperatures on average, it is a more long run process and should
be thought of as the long run moving average of weather. The estimated impacts for
this reason may on the one hand be too high if individuals have lower cost options in
the long run and relocate to cooler climates. The estimated impacts based on daily
wether, on the other hand, may be too low if individuals adapt in the sense that
areas which do not currently cool using electricity, start seeing a high degree of air
conditioner penetration. The overall sign of the bias is not clear. Unfortunately it is
not clear whether the perfect counterfactual to study this problem exists. One would
require randomly assigned climate (not weather) to study this issue. This random-
ization would affect technology adoption. Electricity demand in turn is determined
at the daily level by fluctuations in weather around a long run trend.

The second caveat is that it would be preferable to have a weather index, which
counts all relevant dimensions of weather, such as minimum and maximum temper-
ature, humidity, solar radiation and wind speed and direction. Unfortunately these
indicators are not available for the vast majority of stations at the daily level. One
could, however, estimate a response function using such an index for locations which
have sufficient data. We leave this for future research.

3.3 Other Data

In addition to the quantity consumed and average bill amount, all we know about
the households is the five-digit ZIP code in which they are located. We purchased
socio demographics at the ZIP code level from a firm aggregating this information
from census estimates (zip-codes.com). We only observe these data for a single year

6We also tried an inverse distance weighting algorithm for filling in missing data and the results
are almost identical.
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(2006). The variables we will make use of are total population and average household
income. The final sample used for estimation comprises households in ZIP codes
which make up 81% of California’s population. Table 3.2 displays summary statistics
for all ZIP codes in California with registered residential population, broken down
by whether we observe households in a given ZIP or not. We observe households for
1,325 ZIP codes and do not observe households for 239 ZIP codes. The 239 ZIP codes
are not served by the three utilities, which provided us with access to their billing
data. Table 3.3 shows that the ZIP codes in our sample are more populated, have
larger households, are wealthier, and are at lower elevations. There seems to be no
statistically significant difference in population, median age, or land area. Taking
these differences into consideration is important when judging the external validity
of our estimation and simulation results.

Finally, we will explore which observable characteristics of households are con-
sistent with differences in the temperature repose function. We use the year 2000
long form census data for the state of California to calculate indicators of observable
characteristics of the the average household or structure in that zip code. We obtain
measures of the share of households using gas or electricity as heating fuel, year the
average structure was built, the percent of urban households and the percent of rental
properties.
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Chapter 4

Econometric Estimation

As discussed in the previous section, we observed each household’s monthly elec-
tricity bill for the period 2003-2006. Equation (4.1) below shows our main estimating
equation, which is a simple log-linear specification commonly employed in aggre-
gate electricity demand and climate change impacts estimation (e.g., Deschénes and
Greenstone 2007).

k

log(git) = Z BpDpit + v Zit + i + Gy + Yy + it (4.1)
p=1

log(q::) is the natural logarithm of household i’s electricity consumed in kilowatt-
hours during billing period t. For estimation purposes our unit of observation is a
unique combination of premise and service account number, which is associated with
an individual and structure. We thereby avoid the issue of having individuals moving
to different structures with more or less efficient capital or residents with different
preferences over electricity consumption moving in and out of a given structure. Cal-
ifornia’s housing stock varies greatly across climate zones in its energy efficiency and
installed energy consuming capital. We estimate equation (4.1) separately for each
of the sixteen climate zones discussed in the data section, which are also displayed
in Figure 3.1. The motivation for doing so is that we would expect the relation-
ship between consumption and temperature to vary across these zones, as there is
a stronger tendency to heat in the more northern and higher altitude zones and a
stronger tendency to cool, but little heating taking place in the hotter interior zones
of California.

The main variables of interest in this paper are those measuring temperature. The
last five columns of Table 3.1 display the median, first, fifth, ninetieth, and ninety-
fifth percentile of the mean daily temperature distribution by climate zone. The table
shows the tremendous differences in this distribution across climate zones. The south
eastern areas of the state for example, are significantly hotter on average, yet also
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have greater variances.

Following recent trends in the literature we include our temperature variables in
a way that imposes a minimal number of functional form restrictions in order to cap-
ture potentially important nonlinearities of the outcome of interest in weather (e.g.,
Schlenker and Roberts 2006). We achieve this by sorting each day’s mean temperature
experienced by household i into one of k temperature bins.! In order to define a set
of temperature bins, there are two options found in the literature. The first is to sort
each day into a bin defined by specific equidistant (e.g., 5 degree Fahrenheit) cutoffs.
The second approach is to split each of the sixteen zones temperature distributions
into a set of percentiles and use those as the bins used for sorting. The latter strategy
allows for more precisely estimated coefficients, since there is guaranteed coverage in
each bin. The equidistant bins strategy runs the risk of having very few observations
in some bins and therefore leading to unstable coefficient estimation, especially at the
extremes.

There is no clear guidance in the literature on which approach provides better
estimates and we therefore conduct our simulations using both approaches. For the
percentile strategy, we split the temperature distribution into deciles, yet break down
the upper and bottom decile further to include buckets for the first, fifth, ninety-fifth,
and ninety-ninth percentile to account for extreme cold/heat days. We therefore
have a set of 14 buckets for each of the sixteen climate zones. The thresholds for
each vary by climate zone. For the equidistant bins approach, we split the mean
daily temperature for each household into a set of 5 degree bins. In order to avoid
the problem of imprecise estimation at the tails due to insufficient data coverage, we
require that each bin have at least 1% of the data values in it for the highest and
lowest bin. The highest and lowest bins in each zone therefore contain a few values
which exceed the 5 degree threshold.

For each household, bin definition and billing period we then counted the number
of days the mean daily temperature falls into each bin and recorded this as D,;.
The main coefficients of interest to the later simulation exercise are the 3,’s, which
measure the impact of one more day with a mean temperature falling into bin p on
the log of household electricity consumption. For small values, §,’s interpretation
is approximately the percent change in household electricity consumption due to
experiencing one additional day in that temperature bin.

Zi is a vector of observable confounding variables which vary across billing periods
and households. The first of two major confounders we observe at the household
level are the average electricity price for each household for a given billing period.
California utilities price residential electricity on a block rate structure. The average
price experienced by each household in a given period is therefore not exogenous,

'We use mean daily temperature as our temperature measure. This allows a flexible functional
form in a single variable. An alternate strategy we will explore in future work is separating the
temperature variables into minimum and maximum temperature, which are highly correlated with
our mean temperature measure.
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since marginal price depends on consumption (g;;). Identifying the price elasticity
of demand in this setting is problematic, and a variety of approaches have been
proposed (e.g., Hanemann 1984; Reiss and White 2005). The maximum likelihood
approaches are computationally intensive and given our sample size cannot be feasibly
implemented here. More importantly however, we do not observe other important
characteristics of households (e.g., income) which would allow us to provide credible
estimates of these elasticities. For later simulation we will rely on the income specific
price elasticities provided by Reiss and White (2005), who used a smaller sample of
more detailed data based on the national level RECS survey. We have run our models
by including price directly, instrumenting for it using lagged prices and omitting it
from estimation. The estimation results are almost identical for all three approaches,
which is reassuring. While one could tell a story that higher temperatures lead
to higher consumption and therefore higher marginal prices for some households,
this bias seems to be negligible given our estimation results. In the estimation and
simulation results presented in this paper, we omit the average price from our main
regression.? The second major time varying confounder is precipitation in the form
of rainfall. We calculate the amount of total rainfall for each of the 269 weather
stations, filling in missing values using the same algorithm discussed in the previous
section. We control for rainfall using a second order polynomial in all regressions.

The «; are household fixed effects, which control for time invariant unobservables
for each household. The ¢,, are month-specific fixed effects, which control for unob-
servable shocks to electricity consumption common to all households. The v, are year
fixed effects which control for yearly shocks common to all households. To credibly
identify the effects of temperature on the log of electricity consumption, we require
that the residuals conditional on all right hand side variables be orthogonal to the
temperature variables, which can be expressed as E[e;Dyit| D_pit, Zit, 0ty dm,Yy] = 0.
Since we control for household fixed effects, identification comes from within house-
hold variation in daily temperature after controlling for shocks common to all house-
holds, rainfall, and average prices.

We estimate equation (4.1) for each climate zone using a least squares fitting cri-
terion and a clustered variance covariance matrix clustered at the zip code.? Figure
5..1 and 5.2 plots the estimated temperature response coefficients for each of the cli-
mate zones against the midpoints of the bins for the percentile and equidistant bin
approaches. The coefficient estimates are almost identical, which is reassuring. We do
not display the confidence intervals around the estimated coefficients. The coefficients
are so tightly estimated that for visual appearance, displaying the confidence intervals
simply makes the lines appear thick. From this figure, several things stand out. First,

2The full set of estimation results are available upon request from the authors.

3Clustering along the time dimension would be desirable, but due to the temporal nesting struc-
ture of the billing dates not possible to our knowledge. We also used the White sandwich variance
covariance matrix, which yielded smaller standard errors than the ones obtained from clustering by

Zip.
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there is tremendous heterogeneity in the shape of the temperature response of elec-
tricity consumption across climate zones. Many zones have almost flat temperature
response functions, such as southern coastal zones (5, 6, and 7). Other zones display
a very slight negative slope at lower temperatures, especially the northern areas of
the state (1, 2, and 11), indicating a decreased consumption for space heating as tem-
peratures increase. California’s households mostly use natural gas for space heating,
which explains why for most areas we do not see a steeper negative slope at lower
temperatures. This is consistent for a lower share of homes using electricity for heat
in California (22%) than the national average (30%). Further, many of these electric
heaters are likely located in areas with very low heating demand, given the high cost
of using electricity for space heating compared to using natural gas. While there is
use of electricity for heating directly, a significant share of the increased consump-
tion at lower temperatures is likely to stem from the operation of fans for natural
gas heaters. On the other end of the spectrum, for most zones in the interior and
southern part of the state we note a significant increase in electricity consumption in
the highest temperature bins (4, 8, 9, 10, 11, 12, 13, and 15). We further note that
the relative magnitude of this approximate percent increase in household electricity
consumption in the higher temperature bins varies greatly across zones as indicated
by the differential in slopes at the higher temperatures across zones.

We now turn to simulating electricity consumption under different scenarios of
climate change using these heterogeneous response functions as the underlying func-
tional form relationship between household electricity consumption and temperature.
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Chapter 5

Simulations

In this section we simulate the impacts of climate change on electricity consump-
tion under two different SRES emissions scenarios, three different electricity price
scenarios, and three different population growth scenarios. We calculate a simulated
trajectory of aggregate electricity consumption from the residential sector until the
year 2100, which is standard in the climate change literature. To understand the
impact of uncertainty surrounding these three different factors on aggregate con-
sumption, we introduce them sequentially.

5.1 Temperature Simulations

To simulate the effect of a changing climate on residential electricity consumption,
we require estimates of the climate sensitivity of residential electricity consumption
as well as a counterfactual climate. In the simulation for this section we use the
estimated climate response parameters shown in Figure 5.1 and 5.2. Using these
estimates as the basis of our simulation has several strong implications. First, using
the estimated (3, parameters implies that the climate responsiveness of consumption
within climate zones remains constant throughout the century. This is a strong
assumption, since we would expect that households in zones which currently do not
require cooling equipment may potentially invest in such equipment if the climate
becomes warmer. This would lead us to believe that the temperature responsiveness
in higher temperature bins would increase over time. On the other hand, one could
potentially foresee policy actions such as more stringent appliance standards, which
improve the energy efficiency of appliances such as air conditioners. This would
decrease the electricity per cooling unit required and shift the temperature response
curve downwards in the higher buckets. We will deal with this issue explicitly in
chapter 6.
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Figure 5.1: Estimated climate response functions for CEC climate zones 1 to 8.
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Notes: The panels display the estimated temperature slope coefficients for each of the fourteen
percentile bins (blue) and the equidistant bins (red) against the midpoint of each bin. The plots
were normalized using the coefficient estimate for the 60 to 65 temperature bin. The title of each

panel displays the name of a representative city for that climate zone.

As is standard in this literature, the counterfactual climate is generated by a Gen-
eral Circulation Model (GCM). These numerical simulation models generate predic-
tions of past and future climate under different scenarios of atmospheric greenhouse
gas (GHG) concentrations. The quantitative projections of global climate change
conducted under the auspices of the IPCC and applied in this study are driven by
modeled simulations of two sets of projections of twenty-first century social and eco-
nomic development around the world, the so-called “A2” and “B1” storylines in the
2000 Special Report on Emissions Scenarios (SRES) (IPCC 2000). The SRES study
was conducted as part of the IPCC’s Third Assessment Report, released in 2001.
The A2 and B1 storylines and their quantitative representations represent two quite
different possible trajectories for the world economy, society, and energy system, and
imply divergent future anthropogenic emissions, with projected emissions in the A2
being substantially higher. The A2 scenario represents a “differentiated world”, with
respect to demographics, economic growth, resource use, energy systems, and cultural
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Figure 5.2: Estimated climate response functions for CEC climate zones 9 to 16.
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Notes: The panels display the estimated temperature slope coefficients for each of the fourteen
percentile bins (blue) and the equidistant bins (red) against the midpoint of each bin. The plots
were normalized using the coefficient estimate for the 60 to 65 temperature bin. The title of each

panel displays the name of a representative city for that climate zone.

factors, resulting in continued growth in global COs emissions, which reach nearly 30
gigatons of carbon (GtC) annually in the marker scenario by 2100. The B1 scenario
can be characterized as a “global sustainability” scenario. Worldwide, environmental
protection and quality and human development emerge as key priorities, and there
is an increase in international cooperation to address them as well as convergence
in other dimensions. A demographic transition results in global population peaking
around mid-century and declining thereafter, reaching roughly 7 billion by 2100. Eco-
nomic growth rates are higher than in A2, so that global economic output in 2100 is
approximately one-third greater. In the B1 marker scenario, annual emissions reach
about 12 GtC in 2040 and decline to about 4 GtC in 2100.

We simulate consumption for each scenario using the National Center for Atmo-
spheric Research Parallel Climate Model 1 (NCAR). These models were provided to
us in their downscaled version for California using the Bias Correction and Spatial
Downscaling (BCSD) and the Constructed Analogues (CA) algorithms (Maurer and
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Hidalgo 2008). There is no clear guidance in the literature as to which algorithm is
preferable for impacts estimation. We therefore provide simulation results using both
methods. To obtain estimates for a percent increase in electricity consumption for
the representative household in ZIP code j and period t + h, we use the following
relation:

Qprn XD (215:1 BPijj,tJrh) 5.1)
Qit eXp (Z];:l B Dpj,t)

We implicitly assume that the year fixed effect and remaining right hand side
variables are the same for period ¢ + h and period ¢, which is a standard assumption
made in the majority of the impacts literature. Figure 5.3 shows the change in the
number of days spent in each 5 degree bin of the temperature distribution from 1980-
1999 to 2080-2099 using the NCAR PCM forced by scenarios A2 and Bl for six
selected California locations. A clear upward shift of the temperature distribution
is apparent for all six locations. For locations with upward sloping temperature
response functions, this entails increases in electricity consumption due to more days
spent in higher temperature bins. Inspecting these graphs for all major urban centers
in California, in addition to the six displayed here, confirms the pattern emerging
from Figure 5.1 and 5.2. The areas with the steepest response functions at higher
temperature bins happen to be the locations with highest increases in the number
of high and extremely high temperature days. While this is not surprising, this
correspondence leads to very large increases in electricity consumption in areas of the
state experiencing the largest increases in temperature, which also happen to be the
most temperature sensitive in consumption - essentially the southeastern parts of the
state and the Central Valley.
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Figure 5.3: Change in number of days in each 5-degree temperature bin for 2080
to 2099 relative to 1980 to 1999 for six selected California cities and IPCC SRES
Scenario A2 (Black) and Bl (White) using the NCAR PCM with the constructed

analogues downscaling method.
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The first simulation of interest generates counterfactuals for the percent increase
in residential electricity consumption by a representative household in each ZIP code.
We feed each of the two climate model scenarios through equation (5.1) using the
1980-1999 average number of days in each temperature bin as the baseline. Figure 5.4
displays the predicted percent increase in per household consumption for the periods
2020-2039, 2040-2059, 2060-2079 and 2080-2099 using the NCAR PCM model forced
by the A2 scenario using the percentile bins. Figure 5.5 displays the simulation results
for the SRES forcing scenario B1.

Changes in per household consumption are driven by two factors: the shape of the
weather-consumption relationship and the change in projected climate relative to the
1980-1999 period. The maps show that for most of California, electricity consumption
at the household level will increase. The increases are largest for the Central Valley
and areas in south eastern California, which have a very steep temperature response
of consumption and large projected increases in extreme heat days. Simulation results
for this model and scenario suggest that some ZIP codes in the Central Valley by the
end of the century may see increases in household consumption in excess of 100%.
The map also shows that a significant number of ZIP codes are expected to see drops
in household level electricity consumption-even at the end of the current century. It
is important to keep in mind that the current projections assume no change in the
temperature electricity response curve. Specifically, the current simulation rules out
an increased penetration of air conditioners in areas with currently low penetration
rates (e.g., Santa Barbara) or improvements in the efficiency of these devices. The
projected drops essentially arise from slightly reduced heating demand. We conduct
a simulation below, which addresses this concern. Figure 5.5 displays the simulated
household increase in electricity consumption by ZIP code for the lower emissions
scenario Bl. The maps display an almost identical spatial pattern, yet a smaller
overall increase in consumption.

While changes in per household consumption are interesting, from a capacity
planning perspective it is overall consumption that is of central interest from this
simulation. We use the projected percent increase in household consumption by
ZIP code and calculate the weighted overall average increase, using the number of
households by ZIP code as weights, in order to arrive at an aggregate percent increase
in consumption. The top panel of Table 5.1 displays these simulation results for
aggregate consumption. Predicted aggregate consumption across all ZIP codes in our
dataset ranges from an 18% increase in total consumption to 55% increase in total
consumption by the end of the century. To put this into perspective, this represents
an annual growth rate of aggregate electricity consumption between 0.17% and 0.44%,
if all other factors are equal. These growth rates accelerate from period to period,
as the number of extreme heat days predicted from the GCMs increases in a slightly
non-linear fashion. For the first 20-year period, the simulated annual growth rates
range from 0.10% per year to 0.29% per year. Since these simulations hold population
constant, the correct comparison of these growth rates for the current simulation is
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therefore one with current growth in per capita household electricity consumption
for California. Figure 5.6 depicts historical per capita electricity consumption since
1960 (ETA 2008). The average annual growth rate in per capita consumption during
1960-1973 was approximately 7% and slowed down to a remarkable 0.29% during
1974-1995. Growth rates during the last decade of available data have increased to a
higher rate of 0.63%, and this difference in growth rates is statistically significant. The
estimates from our simulation are lower than this growth rate and for the 2000-2019
period suggest that 26%-60% of this growth may be due to changing climate.
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Figure 5.4: Simulated increase in household electricity consumption by zip code for
the periods 2020 to 2039 (a), 2040 to 2059 (b), 2060 to 2079 (c), and 2080 to 2099
(d) in percent over 19801999 simulated consumption. Model NCAR PCM forced by
IPCC SRES A2.
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Figure 5.5: Simulated increase in household electricity consumption by zip code for
the periods 2020 to 2039 (a), 2040 to 2059 (b), 2060 to 2079 (c), and 2080 to 2099
(d) in percent over 19801999 simulated consumption. Model NCAR PCM forced by
IPCC SRES B1.
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Figure 5.6: California residential per capita electricity consumption.
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Source: Authors calculations based on EIA (2008) SEDS data.

5.1.1 Temperature and Price Simulations

The assumed flat prices from the previous section should be considered as a com-
parison benchmark. It is meaningful and informative to imagine climate change im-
posed on today’s conditions. It is worth pointing out, however, that real residential
electricity prices in California have been on average flat since the early-mid 1970s
spike. In this section we will relax the assumption of constant prices and provide
simulation results for increasing electricity prices under a changing climate.

While we have no guidance on what will happen to retail electricity prices 20
years or further out into the future, we construct two scenarios. The first scenario we
consider is a discrete 30% increase in real prices starting in 2020 and remaining at that
level for the remainder of the century. This scenario is based upon current estimates of
the average statewide electricity rate impact by 2020 of AB 32 compliance combined
with natural gas prices to generators within the electric power sector. These estimates
are based on analysis commissioned by the California Public Utilities Commission.
This scenario represents the minimum to which California is committed in the realm
of electricity rates. This scenario could be interpreted as one assuming very optimistic
technological developments post 2030, implying that radical C'Oy reduction does not
entail any cost increases, or as a California and worldwide failure to pursue dramatic



31

COs reductions such that California’s AB 32 effort is not expanded. The second
scenario we consider is one where electricity prices increase by 30% in 2020 and
again by 30% in 2040 and remain at that level thereafter. We consider the additional
increase in mid-century price in essence as an “increasing marginal cost” story. Under
this scenario, AB 32 is successfully implemented and a path towards achieving the
2050 targets is put in place. These additional steps are assumed to be proportionally
more expensive.

To simulate the effects of price changes on electricity consumption, we require good
estimates of the price elasticity of demand. In this paper we rely on the estimates of
mean price elasticity provided by Reiss and White (2005). Specifically, they provide
a set of average price elasticities for different income groups, which we adopt here.
Since we do not observe household income, we assign a value of price elasticity to each
ZIP code based on the average household income for that ZIP code. Households are
separated into four buckets, delineated by $18,000, $37,000, $60,000 with estimated
price elasticities of -0.49, -0.34, -0.37, and -0.29 respectively. It is important to note
that these price elasticities are short-run price elasticities. These are valid if one
assumes a sudden increase in prices, as we do in this paper. To our knowledge, reliable
long-term price elasticities based on micro data for California are not available, but
in theory they are larger than the elasticities used in this paper.

The second panel in Table 5.1 presents the simulation results under the two differ-
ent scenarios of climate change given a sudden persistent increase in electricity prices
in the year 2020. Given the range of price elasticity estimates, it is not surprising
that the simulated increases in residential electricity consumption for the first period
after the price increase are roughly 6%-12% lower than the predicted increases given
constant prices. For the NCAR model under both considered forcing scenarios and
both downscaling algorithms, the path of electricity consumption under these price
scenarios returns to levels below its 1980-2000 mean for the 2020-2040 period, given
this assumed price trajectory.

The third panel in Table 5.1 presents the simulation results for both forcing sce-
narios and downscaling methods given the high price scenario. Given the significant
increase in prices after 2020 and again in 2040, the consumption trajectory stays flat
for the entire simulation period using the NCAR model for the Bl scenario. The
higher forcing scenario A2 shows a relatively flat trajectory, yet still predicts signif-
icant increases in consumption for the last decades of the century-even in the face
of these higher prices. It is important to note that these effects are conditional on
the estimated price elasticities being correct. Smaller elasticities would translate into
price based policies, such as taxes or cap and trade systems, being less effective at
curbing demand compared to standards.
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5.1.2 Temperature and Population

California has experienced an almost seven-fold increase in its population since
1929 (BEA 2008). California’s population growth rate over that period (2.45%) was
more than twice that of the national average (1.17%). Over the past 50 years Califor-
nia’s population has grown by 22 million people to almost 37 million in 2007 (BEA
2008). To predict what the trajectory of California’s population will look like until
the year 2100, many factors have to be taken into account. The four key components
driving future population are net international migration, net domestic migration,
mortality rates, and fertility rates. The State of California provides forecasts fifty-
five years out of sample, which is problematic since we are interested in simulating
end-of-century electricity consumption. The Public Policy Institute of California has
generated a set of population projections until 2100 at the county level.

The three sets of projections developed for California and its counties are designed
to provide a subjective assessment of the uncertainty of the state’s future population.
The projections present three very different demographic futures. In the low series,
population growth slows as birth rates decline, migration out of the state accelerates,
and mortality rates show little improvement. In the high series, population growth
accelerates as birth rates increase, migration increases, and mortality declines. The
middle series, consistent with (but not identical to) the California Department of
Finance projections assumes future growth in California will be similar to patterns
observed over the state’s recent history, patterns that include a moderation of previous
growth rates but still large absolute changes in the state’s population. In the mid-
dle series, international migration flows to California remain strong to mid-century
and then subside, net domestic migration remains negative but of small magnitude,
fertility levels (as measured by total fertility rates) decline slightly, and age-specific
mortality rates continue to improve. The high projection is equivalent to an overall
growth rate of 1.47% per year and results in a quadrupling of population to 148 mil-
lion by the end of the century. The middle series results in a 0.88% annual growth
rate and 2.3-fold increase in total population. The low series is equivalent to a 0.18%
growth rate and results in a population 18% higher than today’s. Projections are
available at the county level and not at the ZIP code level. We therefore assume that
each ZIP code in the same county experiences an identical growth rate.

Table 5.2 displays the simulated aggregate electricity consumption given the three
population growth scenarios. This table holds prices constant at the current level and
therefore presents a “worst case scenario”. It is not surprising to see that population
uncertainty has much larger consequences for simulated total electricity consumption
compared to uncertainty over climate or uncertainty over prices. The simulations
for the low forcing scenario Bl and the low population growth scenario show 65%-
70% increase in residential electricity consumption. The same figure for the medium
growth scenario predicts a 179%-189% increase in consumption and the worst case
scenario predicts a 350% increase in consumption. If we consider the A2 forcing, the
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predicted low population average increase in consumption is a 118% increase or a
478% increase for the high population growth scenario.
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5.1.3 CARE Customers

All of the results presented in the paper so far have excluded CARE customers
from the estimation sample. One potential concern is that these households live on
fewer square feet, are more likely to be renting, have lower average use and lower
HVAC saturation rates. This would suggest that the temperature response for these
households is potentially lower than for the households in the full sample. The number
of CARE households in California is large. SCE reports over 1 million customers on
CARE, which is roughly one quarter of residential accounts. For PG&E and SDG&E
the share of accounts is roughly 20%. We therefore separately sample from only the
CARE households by ZIP code, adopting the same sampling restrictions as in the
non-CARE sample. We then estimate temperature response functions by climate
zone, which are slightly less steep in the higher temperature bins. We then conduct
the simulations for the CARE households separately. To obtain an estimate of the
overall impacts, when we include CARE, we weight impacts for each ZIP code by
the share of CARE to non-CARE households in that ZIP code. Table 5.3 reports
these results for the BCSD downscaling algorithm and equidistant bin simulations.
As suspected, the CARE households are slightly less affected by higher temperatures,
yet the overall weighted average is very close to the simulations presented in Table
5.1.
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Chapter 6

Adaptation Simulations

As mentioned at the beginning of this chapter, all previous simulation exercises
we have conducted so far assumed that the temperature response functions are fixed
for each climate zone until the end of the century. This implicitly assumes that people
do not adapt to a changing climate, which is a crucial and potentially non-credible
assumption. If the coastal areas of California will experience higher mean temper-
atures and more frequent extreme heat events, it is likely that newly constructed
homes will have built in central air conditioning. Further, owners of existing homes
may install air conditioning equipment ex-post. This type of adaptation would result
in a stronger temperature response at higher temperatures, whereby the tempera-
ture elasticity in the highest bins would increase over time. On the other hand,
forward-looking planners and policy makers may put in place more stringent building
codes for new construction combined with more stringent appliance standards, which
would decrease the energy intensity of existing capital and homes. California has a
long history of these policies and is considered a worldwide leader in these energy ef-
ficiency policies. These more stringent policies are designed to offset future increases
in consumption. Bottom up engineering models by design can capture the impact
of building- and device-specific changes due to regulations on energy consumption.
Their drawback, however, is that they have to rely on a large number of assumptions
regarding the composition of the housing stock and appliances, as well as making
behavioral assumptions about the individuals using them.

While we cannot conduct a detailed simulation incorporating specific policy changes,
we conduct the following thought experiment. Our baseline simulation has assumed
that each climate zone maintains its specific response function throughout the re-
mainder of the century. To bound how important the heterogeneity in the response
function is to the aggregate simulation results, we design an “almost best case” sce-
nario, where we assume that all zones have the response function of coastal San Diego
(Zone 7). This zone’s response function is relatively flat. The left panel of Table 6.1
shows the simulation results assuming this optimistic scenario.
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Table 6.1: Simulated percent increase in residential electricity consumption relative
to 1980 to 2000 assuming a common low (Zone 7) and high (Zone 12) temperature
response function

Zone 7 Zone 12
A2 B1 A2 B1

2000-19 1% -1% 13% ™%
2020-39 1% 1% 5% %
2040-59 2% 1% 29% 13%
2060-79 2% 1% 5% 28%
2080-99 3% 0% 122% 40%

Worst-case increases under forcing A2 results in a 3% increase in electricity con-
sumption by the end of the century, which is essentially flat compared to the baseline
simulation shown in Table 5.1. Next we come up with an “almost worst case” sce-
nario, where we let all of California adopt the response function of Zone 12, the
Central Valley. The right panel of Table 6.1 shows the results from this simulation.
The overall increases in simulated electricity consumption are more than twice those
of the baseline scenario across simulations considered in Table 5.1. The large impact
of the assumed temperature responsiveness function on overall simulated residential
electricity consumption underlines the importance of improving energy efficiency of
buildings and appliances.

6.1 Heterogeneity in temperature response func-
tions

The major finding in the paper so far is the heterogeneity in temperature response
of residential electricity consumption across climate zones. While geographic location
clearly plays an important role in determining this responsiveness, we wish to study
whether there are household or structure characteristics, which help explain some of
this difference in temperature response. We therefore construct a state-wide sample
by sampling 10% of the households from each of the sixteen climate zone specific
datasets used above. We restrict ourselves to non-Care customers in this exercise.
We construct 10 percentile temperature bins, where the cutoffs are at every 10
percentile of the California wide temperature distribution for the years 2003-2006.
The smaller number of bins and percentile approach guarantee that there are enough
observations in the extreme bins at meaningful cutoff points.

We then slice the dataset above along several dimensions in order to see whether
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the temperature response varies with certain variables of interest from the census
2000 Summary File 3 (SF 3). Specifically, for each indicator, we divide this sample
into 2 groups, a “low group” and a “high group”, based on the value of the variables
of interest. The variables of interest and percentiles used in estimation are:

1. Percentage of household using electricity as heating fuel

e Low group: households in zip code with this variable <= 30%
e High group: households in zip code with this variable >= 60%

2. Percentage of household using gas as heating fuel

e Low group :households in zip code with this variable <= 40%
e High group: households in zip code with this variable >= 60%

3. Percentage of households in an urban area

e Low group :households in zip code with this variable <= 40%
e High group: households in zip code with this variable >= 60%

4. Median year of structure built (base year is 1939 =1)

e Low group (older building) : ZIP codes with median age home < 20 years
e High group (newer building): ZIP codes with median age home > 40 years

For each variable of interest, we estimate the same models as previously, while
making sure that we are making a fair comparison across groups. For our regressions
we therefore limit the sample for both groups to those households with median house-
hold income between 40-60% of the distribution of census 2000 zip-code-level median
household income.

For each variable of interest, we plot the estimated coefficients for each tempera-
ture bin against their mid-bin temperature. Each of the graphs has 2 sets of lines, one
for ”low group” (red) and the other one for "high group” (black). We also plot the
95% confidence intervals for each group. Figure 6.1 plots the response functions for
households in zip codes with a high penetration of electricity as the major heating fuel
against the response functions for households from zip codes with a low penetration
of electricity of a heating fuel. The difference is drastic and statistically significant.
The ZIP codes using electricity as the major source of heat have significantly higher
electricity consumption at low temperatures, while the low penetration zip codes have
an almost flat response. The panel below displays the figure for natural gas. It is
switched, which is not surprising, given that electricity and natural gas are the two
major heating fuels in California. In the top panel it is also noteworthy that house-
holds with higher electric heating have a drastically higher temperature response at
high temperatures.
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Figure 6.1 displays the temperature response functions for older houses versus
newer houses in the top panel. At the low temperature spectrum, newer houses
seem to require less electricity to heat compared to older houses, which is consistent
with the belief that building codes provide better insulation. At the high end of the
temperature spectrum, older and newer houses appear to have an almost identical
temperature response, which may have to do with the higher penetration of central air
conditioning in the newer and larger homes. The bottom panel of Figure 6.1 displays
the temperature response for houses located in mostly urban ZIP codes versus the
temperature response of households located in mostly rural ZIP codes. The difference
is quite drastic, with rural households having an almost flat temperature response
function and urban households having the typical U-shaped response. This finding is
due to the fact that much of the central valley and the greater LA area are considered
urban.



Figure 6.1: Temperature response for households by major heating fuel.
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Figure 6.2: Temperature response for households by year built and urban location.
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Chapter 7

Conclusions

This study has provided the first estimates of California’s residential electricity
consumption under climate change based on a large set of panel micro-data. We
use random and therefore exogenous weather shocks to identify the effect of weather
on household electricity consumption. We link climate zone specific weather response
functions to a state of the art downscaled global circulation model to simulate growth
in aggregate electricity consumption. We further incorporate potentially higher prices
and population levels to provide estimates of the relative sensitivity of aggregate
consumption to changes in these factors. Finally we show estimates of aggregate
consumption under an optimistic and pessimistic scenario of temperature response.

There are several novel findings from this paper. First, simulation results sug-
gest much larger effects of climate change on electricity consumption than previous
studies. This is largely due to the highly non-linear response of consumption at
higher temperatures. Our results are consistent with the findings by Greenstone and
Deschénes (2007). They find a slightly smaller effect using national data. It is not
surprising that impacts for California, a state with a smaller heating demand (electric
or otherwise), would be bigger. Second, temperature response varies greatly across
the climate zones in California - from flat to U-shaped to hockey stick shaped. This
suggests that aggregating data over the entire state may ignore important nonlineari-
ties, which combined with heterogeneous climate changes across the state may lead to
underestimates of future electricity consumption. Third, population uncertainty leads
to larger uncertainty over consumption than uncertainty over climate change. Finally,
policies aimed at reducing the weather sensitivity of consumption can play a large
role in reducing future electricity consumption. Specifically, region specific HVAC
standards may play a significant role in offsetting some of the projecting increases in
consumption.
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Chapter 8

Introduction

U.S. residential electricity consumption, which accounted for 37% of total electric-
ity consumption in 2006, has increased by 570% or on average by 4.2% annually from
1960 to 2007. In 2007, the sector contributed about 21 percent of U.S. COs emis-
sions from fossil fuel combustion, more than two-thirds of which are due to electricity
consumption (EIA, 2008).

In order to meet ever increasing demand, utilities have added generating capacity,
while at the same time implementing measures to slow the growth of energy demand.
One set of such measures is in the form of energy efficiency policies which are thought
to reduce the demand for electricity and carbon emissions. These policies can be
categorized into four main types: energy efficiency standards (e.g. building energy
codes and appliance standards), financial incentives for energy efficient investment
(e.g. rebate programs), information and voluntary programs (e.g. advanced meter-
ing), and management of government energy use. The major policies that directly
affect residential electricity consumption are appliance standards and building energy
codes. Appliance standards require manufacturers to meet minimum energy efficient
standards to sell their product in the geographic area of adoption (e.g. state). Build-
ing energy codes require newly constructed buildings as well as modified existing
buildings to meet certain engineering specifications relevant to energy consumption.

In the residential sector, demand for electricity is derived from the use of electrical
appliances which provide energy services such as refrigeration, heating and cooling.
According to a 2001 household energy consumption survey, appliances (e.g. air con-
ditioners, refrigerators, space and water heating systems and lights) are the largest
users of electricity in the average U.S. household, consuming approximately two-thirds
of all the residential electricity (EIA, 2001). As such, the energy efficiency of these
appliances, defined as the units of energy per unit of service provided, is a major
factor determining household and aggregate electricity consumption.

Residential building energy codes provide minimum building requirements for
heating and cooling systems and for the housing envelope that lead to energy sav-
ings. For example, with careful building envelope design, good insulation and window
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glazing selection, builders can significantly downsize or even eliminate heating and
cooling equipment or reduce the frequency and/or intensity of its use. More energy ef-
ficient buildings and appliances are designed to offset some of the otherwise predicted
demand for energy.

The effectiveness of these codes and standards has been widely studied across
disciplines. The vast majority of studies on energy savings due to these codes and
standards are ex ante studies conducted by engineers. These studies have the ad-
vantage of being able to simulate changes in derived demand from specific policy
induced scenarios of technological change at the building or appliance level. In or-
der to simulate future consumption patterns one has to make detailed assumptions
about the adoption of each technology and its usage, which are two factors not well
understood empirically. A few recent studies attempt to overcome these issues by
decomposing aggregate demand for a given state (e.g. Sudarshan and Sweeney, 2008)
or across states (e.g. Horowitz, 2008) into price, income, climate and policy effects.
Both studies show significant effects of state level policies on electricity consumption.

Our current study makes three specific contributions to this literature. First,
instead of focusing on broadly defined energy efficiency policies, we quantify the effect
of a specific and widely applied policy tool - residential building codes - on per capita
residential electricity consumption. Second, we econometrically identify the effect
of building codes on residential electricity consumption by exploiting temporal and
spatial variation in the introduction of state level building codes and new construction
instead of adopting a bottom-up modeling approach. The econometric approach
has the advantage that it uses observed consumption data ex post, which embeds
the behavioral response of the consumer. Finally, we control for the endogeneity of
price and our policy variable by using an instrumental variables estimation strategy.
Our findings should be of broader interest, since national residential and commercial
building codes are the core energy efficiency policies in Waxman-Markey climate bill,
which the house passed on June 26, 2009.

The next chapter briefly discusses the history of building codes and standards.
Chapter 11 presents empirical model and describes the data. Chapter 12 presents
estimation results. Chapter 13 concludes.
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Chapter 9

Background

The energy crisis and growing environmental concerns of the late 1960s and 1970s
were key factors stimulating the development of public policies aimed at promoting
energy efficiency and conservation in the United States, primarily through technol-
ogy regulation. California’s Warren-Alquist Act, enacted in 1974, established the
California Energy Commission and granted it authority to introduce and enforce en-
vironmental criteria in the production and consumption of energy. Energy efficiency
standards for residential and non-residential buildings were enacted in 1978 through
Title 24 of the California Code of Regulations. At the federal level, the 1975 Energy
Policy and Conservation Act was amended in 1978 to include, as a condition of re-
ceiving federal funding, requirements for state conservation and efficiency programs
including building energy codes. Through the 1980s, a number of states adopted
codes based on the ASHRAE (American Society of Heating, Refrigerating, and Air
Conditioning Engineers) code 90-1075. Other states adopted the Model Energy Code
(MEC) developed by the Council of American Building Officials (CABO) (Howard
and Prindle 1991). In 1992, the enactment of the Energy Policy Act included a
provision for states to review and/or revise their residential building codes regard-
ing energy efficiency to meet the CABO Model Energy Code. The MEC has since
been revised and updated, and its successor is the International Energy Conserva-
tion Code (IECC). Currently, all states except Hawaii, Kansas, Mississippi, Missouri,
[linois and South Dakota have implemented a statewide version of building codes.
Title II of The American Clean Energy and Security Act of 2009, passed by the U.
S. House of Representatives in June, includes the establishment of national energy
codes for residential and commercial buildings, with the residential codes based upon
the IECC 2006 code.

There is a large literature on the underlying policy rationale and the economic
logic of technology-based energy efficiency regulations, including building codes. It is
primarily addressed to the issue of the so-called “energy efficiency gap”, the difference
between observed efficiency investments and those deemed cost-effective by engineer-
ing (life-cycle cost) criteria. (Sanstad et al. 2006 is a recent overview.) Estimation
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of this difference is also the basis for prospective “efficiency potential” analyses (Na-
tional Action Plan for Energy Efficiency 2007). By contrast, the empirical literature
on ex post estimation of electricity and natural gas consumption reductions resulting
from energy efficiency policies is relatively limited. Gillingham et al. (2006) esti-
mate U. S. cumulative savings from efficiency policies and programs, but exclusive of
building energy codes.

Empirical ex post estimation of the energy savings from building codes and stan-
dards poses several challenges, whether at the individual building level or at higher
levels of aggregation. For example, California has established regulatory requirements
and guidelines for ex post measurement of energy savings from utility demand-side
management programs, which use information gathered independently of the ex ante
engineering savings estimates used to design and implement the programs (Sanstad,
2007). By contrast, such measurements for buildings have only recently begun to
emerge in a research context, as technology and methods have improved. In turn,
even as such data become more commonly available, aggregate, long-term retrospec-
tive savings estimates based upon building-level information must rely on construc-
tion of a counter-factual - that is, a “version of history” without the policies - for
comparison. This requires considerably more than building code data alone. Thus,
for example, the California Energy Commission’s well-known estimates of historical
savings due to state efficiency policies and programs are based upon an energy de-
mand simulation model, which is run over the historical period with and without the
policies - including building codes - in order to make the comparison (Marshall and
Gorin, 2007).

Finally, it is well-known among experts that compliance with existing building
codes is problematic; as a recent study noted

“Despite the lack of definitive national-level studies regarding building energy code
compliance, and existing state studies which are difficult to compare and contrast,
the available data signals a significant and widespread lack of compliance” (Building
Codes Assistance Project, 2008).

These considerations indicate the value of an alternative, statistical approach to
retrospective estimation of savings resulting from building codes. In this paper, by
incorporating the adoption of these regulations at the state level in different starting
years, we attempt to identify their impact on aggregate demand. Further, adding
these regulations into the estimation will potentially improve the efficiency of the
demand estimation.



49

Chapter 10

Data

10.1 Electricity Data

For each state and year we observe annual total electricity consumption for the
residential sector in British Thermal Units (BTUs) from the Energy Information
Administration’s State Energy Data System (EIA, 2009). The database covers the
years 1960 through 2006 for the 48 continental states. In order to translate total
consumption into per capita consumption we obtain state level population estimates
from the Bureau of Economic Analysis (BEA, 2009) for the same period. Figure
10.1 displays trends in the per capita series. The national average displays continued
growth throughout the entire period. There is a noticeable slowdown in the growth
rate in the early 1970s. If we split the states by political preferences, using the most
recent presidential election as a guide, we can examine the differential trends in “blue”
versus “red” states. Both series display a break in the trend in the early 1970s, yet
the leveling off is much stronger in the blue states. If we look at California separately,
the picture displays the often cited zero growth in per capita electricity consumption
since 1974, which is often called the “Rosenfeld Curve”. In addition to quantity
consumed, we observe the average price of electricity for the residential sector as well
as the average price of the main substitute source of energy in the sector, natural
gas from 1970 on. The fact that we only observe the average price, instead of the
marginal price, results in the price variable being endogenous in the empirical model.

Table 10.1 displays the summary statistics. The first four columns of numbers
show within state and overall variation in each of the variables. Per capita electricity
consumption displays a significant degree of within state as well as overall variation.
The last four columns of table 10.1 display the summary statistics for states which
adopted a building code at any point in the sample versus states that never did. The
control states have a slightly higher average consumption and lower electricity and
natural gas prices. This difference in prices alone makes it necessary to control for
these confounders in order to obtain a consistent estimate of the effect of building
codes on per capita electricity consumption.
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Figure 10.1: Per Capita Residential Electricity Consumption Trends.
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10.2 Building Code Data

We obtained data on the adoption and implementation of building codes at the
state level from the building codes assistance program (BCAP, 2009). BCAP is a
joint initiative of the Alliance to Save Energy (ASE), the American Council for an
Energy-Efficient Economy (ACEEE), and the Natural Resources Defense Council
(NRDC). It is partially funded by the US Department of Energy (DOE) and the
Energy Foundation. BCAP assists state and local regulatory and legislative bodies
with custom-tailored assistance on building energy code adoption and implementa-
tion. BCAP has a database, which contains detailed information on the current status
of state level commercial and residential building codes as well as their history. We
use the history section of the building codes database to construct a date of first
implementation of building codes at the state level. In order to confirm the accuracy
of these dates, we cross checked with state agency web sites to confirm that the dates
are indeed implementation dates and not adoption dates. Figure 10.2 displays the
building code dates for each state.

One could be tempted to use the binary indicator of whether state had a building
code or not in a given year as the policy variable. This measure, however, would have
several drawbacks. First, it ignores the heterogeneity in intensity of treatment across
states. Since only new buildings and additions to existing buildings are subject to
building code restrictions, states with higher growth rates new construction are likely
to see bigger savings form these policies. Second, building codes vary across states in
their stringency and enforcement. Using an undifferentiated binary measure allows
one to estimate an average treatment effect of the average policy, but glosses over
potentially important sub-national policy variation. Finally, while we know the year
of implementation there may be some error as to when the codes actually started
being enforced on the ground. This measurement error leads to attenuation bias
towards zero of our estimated coeflicients.
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The “binary” strategy to estimate the effect of building codes on electricity con-
sumption is to simply do a comparison in means before and after in treated versus
control states controlling for other confounders. This difference in difference strategy
is a valid identification strategy if one has random assignment in treatment. Since
building codes apply to new construction and remodeled existing construction only,
this strategy glosses over the fact that states with a higher rate of new construction
are likely to see a bigger effect of building codes. We have therefore partially hand
coded new building permits at the state level from a set of Census Bureau sources
(US Census, 2009), to arrive at a measure of new construction before and after the
implementation of a building code in a given state. While building permits are not
a perfect measure of new construction, they likely are a good proxy and are compa-
rable across states. The empirical measure we use to identify the effect of building
codes on per capita residential electricity consumption is the share of the stock of
new construction since 1970 which was conducted while a building code was in place.
Figure 10.3 displays our policy measure for six selected states and displays significant
variation across these states.

Figure 10.3: Share of New Construction Permitted Under Building Code.
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Note: The figure depicts the share of housing permits issued after the passing of a state specific
building code in the total stock of building codes issued since 1970.

ACEEE (2008) and Horowitz (2007) correctly point out that building codes vary
in both their stringency and degree of enforcement across states. In order to ex-
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plore the potential impact of heterogeneity in building code intensity (e.g. stringency
and enforcement), we have collected ACEEE’s indicator of building code stringency
and enforcement. ACEEE (2008) reports a score for compliance for residential and
commercial building codes ranging from one to five and an enforcement score, which
ranges from zero to three. We exclude the commercial score in order to arrive at
an overall score which we scale to range from zero to one for states with residential
building codes. Our measure of intensity for a given state and year is defined as the
product of this intensity indicator multiplied by a dummy whether the state had a
building code during a given year or not.

10.3 Other Data

The remaining major confounders of residential electricity consumption found in
the empirical literature are income and weather. We have obtained per capita personal
income for each state back to 1970 and converted it into constant year 2000 US$ using
the national CPI. This measure of income is a standard measure used in state panel
data studies, since gross state product is not available as a consistent series back to
1970 due to the switch from the SIC to NICS product accounting system.

Finally we have obtained annual measures of weather relevant to heating and
cooling demand in the form of heating and cooling degree days at the state level.
Degree days are quantitative indices designed to reflect the demand for energy needed
to heat a home or business and are non-linear in temperature (NOAA, 2009). They
report population weighted degree days using decadal census information to re-weight
degree days. A smoother measure of degree days would entail calculating the weights
on an annual basis, but unfortunately such a measure is currently not available.
Another potential problem is that the base temperature, which is currently set at 65°
F for CDD and HDD should be different for different areas, yet this is likely a minor
issue.
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Chapter 11

Empirical Model

In order to estimate the effect of building codes on per residential electricity
consumption, we estimate the following equation:

log(git) = Bip§ + Bopif + Bsyie + BaC DDy + s HD Dy + SgSharey + Zyy + e (11.1)

where is g;; is state i’s per capita residential electricity consumption (million BTUs
per person) in year t. p5, is the real average price of electricity to residential customers
($ per million BTUs), p; is the real average price of natural gas to residential cus-
tomers ($ per million BTUs). y;, is real per capita income (thousands dollars), C DD,
and HDD;, are cooling and heating degree days respectively. Share; is the share
of total new construction since 1970 which was permitted while a building code was
active in state i. Z;; is a vector of random or deterministic variables which vary across
states or time or both. We will estimate equation (11.1) using panel data from 48
U.S. states excluding Hawaii and Alaska. The sample period is from 1970 - 2006,
since prices are only available from 1970 on.

One issue that has been widely pointed out in electricity demand estimation is
price endogeneity due to the increasing block price structure in place in most states
(e.g. Hanemann 1984). The average price will be affected by the quantity consumed,
which leads to an upward-bias (in absolute value) in the estimate of the demand
response. To deal with this simultaneity problem, a common procedure is to use
estimated marginal price data instead (Berndt, 1996), which unfortunately are not
available for the 48 states and 37 years of data in our sample. It is often noted that
households do not know the marginal price of electricity and respond to the total
monthly energy bill. Marvin (2004) provides supporting evidence of such a price
exogeneity assumption. While Baltagi et al. (2002) and Maddala et al. (1997) in
similar studies assume price exogeneity citing these studies, we instrument for price
using predetermined lagged values of average price.
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There are three different avenues to estimate the parameters for equation (11.1).
First, the most basic approach is to assume homogeneity of the parameters across
states and estimate a single demand equation by pooling data. Ordinary Least
Squares is consistent if the disturbance is orthogonal to all right hand side vari-
ables. Second, one can allow for a limited degree of heterogeneity in time invariant
unobservables by adopting a fixed effects estimator. This approach still assumes that
all coefficients, with the exception of the intercept, are identical across states. Fi-
nally, one can assume that all coefficients vary across states. Under this assumption,
one could estimate the equations state by state, which results in very imprecisely
estimated coefficients due to the short time series for any given state. One approach
proposed in the literature to mitigate this effect is a so called “shrinkage estimator”,
that allows for some, but not complete, heterogeneity of the parameters by shrinking
the coefficient from each state towards the overall mean. Maddala et al.(1997) tested
and rejected the null hypothesis of homogenous coefficients in electricity demand esti-
mation using an older version of the dataset employed in this paper. They show that
when estimated state by state, the estimated coefficients have unreasonable signs.
They argue that the shrinkage estimators are the most reasonable method.

However, Baltagi and Griffin (1997) explored a much larger number of estimators,
including an instrumental variables estimator, and compared the plausibility and
forecasting performance of these estimators using dynamic demand for gasoline in 18
OECD countries. They found that the homogeneous pooled estimators yielded much
more plausible estimates and gave a better out-of-sample forecast. More recently,
using the same data employed in this paper, albeit for a shorter time period, Baltagi
et al. (2002) showed that the pooled estimators significantly outperformed the het-
erogeneous coefficient models for both U.S. demand for electricity and natural gas.
Following Baltagi et al. (2002), we will assume homogeneity of the slope coefficients.
The goal of the paper is to identify the effect of building codes adopted by states
on residential per capita electricity consumption. We will control for time invariant
heterogeneity across states by including fixed effects in our preferred estimation.

The most restrictive set of assumptions are that e;; ~ iid(0, %), all independent
variables are independent of this disturbance term and that there are no time invariant
differences in unobservable across states or common unobservable shocks across states
in any given year. As mentioned above, if these assumptions hold, ordinary least
squares is consistent. Using OLS, the regulation treatment effect would be identified
if the regulation variables were exogenous and thus not correlated with the error
terms (g;;). However, each state can choose whether or not to adopt regulations
and that choice could be correlated with time invariant differences in unobservable
characteristics of each state, which we do not include in the model. We partially
control for this problem by assuming two-way error component disturbances: e; =
a; + ¢ + uy where uy ~ iid(0, 0%)

This specification allows us to capture the unobservable time invariant state spe-
cific effects (o;) (e.g. unobservable geographic characteristics) that might be corre-
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lated with the regulation variables. One example where omitting fixed effects would
result in bias of the regulation variables is that the median voter in adopter states
may be more concerned about energy and environmental issues than the median voter
in non-adopter states. These green voters are likely to consume less electricity in the
absence of regulation. Without controlling for state fixed effects, this green voter
effect wound confound the estimated effect of the policy. By including unobservable
time effects (¢;), we can control for the time-specific shocks that commonly affect per
capita consumption in all states, such as oil shocks, recessions and federal policies
applicable in all states.

If regulations were randomly assigned to states at the same point in time, we
could identify the average treatment effect of regulations via a simple dummy vari-
able approach. In that case, the average treatment effect would be measured by
the difference in electricity consumption of the treatment group (states that adopt)
and control group conditional on other state characteristics such climate, prices etc.
Here, some states choose to adopt regulations while others do not, and states also
adopt regulations at different points in time. Further, intensity of treatment varies
by the degree of new construction in a given state as well as the stringency of the
actual building code and its enforcement. A building code in a state with no new
construction, a weak building code or any building code without enforcement will be
ineffective. To address the first concern, we use the interaction of a dummy of build-
ing code treatment with the share of the total building stock constructed since 1970
(the first year of our sample) as our variable of treatment. This variable in theory
can range from zero to one.

Since this variable is potentially endogenous, we use an instrumental variables
technique to obtain consistent estimates of the effects of building codes on per capita
residential electricity consumption. Since harsh winters in the early 1970s were the
trigger for the first building codes, we instrument with twice lagged cooling degree
days as well as lagged heating degree days. We also use the predetermined lagged
share variables as instruments.

In order to explore the potential impact of heterogeneity in building code intensity
across states, we estimate the following model:

log(git) = bips + Bapif + Bsyir + BaC DDy + SsHD D,y + fgShare,
+B7Intensityy + Zyy + i (11.2)

where Intensity; is the building code intensity measure based on ACEEE (2008),
which ranges from zero to one for each state-year with an active building code and
is zero for all state/years without building codes. (7 therefore measures the effect of
a more intense building code. We would expect states with more stringent and well
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enforced building codes to have lower per capita residential electricity consumption.
Using a panel data set which includes states from both treated an control groups
as well as both time periods (before and after treatment) and econometric techniques
which control for factors leading to time differences in adoption and intensity of
treatment, we hope to address the counterfactual question of how per capita electricity
consumption would have changed if an adopting state did not adopt regulations.
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Chapter 12

Estimation Results

Models (1) through (8) in table 12.1 show the results from estimating variants of
equation (11.1). The first model is the pooled specification without building codes
or fixed effects. The estimated coefficients should be interpreted as reflecting the
short run response of electricity consumption in prices, climate and income. Since
the estimated specification is a log-linear functional form the coefficients should be
interpreted as the approximate percent change in residential per capita electricity
consumption due to a one unit change in the covariate. In order to get an elasticity
one multiplies the coefficient by a value of interest of the covariate (e.g. its sample
mean). For the pooled model in column (1), the own price elasticity at the sample
mean is -0.22, the cross price elasticity with natural gas is 0.35, the income elasticity
is -0.11 and the elasticities for cooling an heating degree days are 0.17 and 0.05
respectively. All coefficients lie within the range of those found in the literature (e.g.
Maddala et al. (1997)), with the exception of the negative income elasticity.

Column (2) controls for year and state fixed effects. The own price elasticity is
now a smaller (-0.14), the cross price elasticity is -0.23 and the income elasticity is now
a positive and significant 0.35. The CDD and HDD elasticities changed significantly,
since we switch to an identification strategy relying on within state variation. The
coefficient on CDD is no longer significant and the elasticity is 0.05, while the HDD
elasticity is now a significant 0.16.

Column (3) addresses the issue pointed out in the previous section, that due to
the fact that we observe average and not marginal prices, the price of electricity is
endogenous. We therefore instrument with the predetermined lagged price of elec-
tricity and price of natural gas. The own price elasticity recovers slightly to -0.18,
as we would expect a least squares coefficient being biased towards zero. The cross
price elasticity becomes even smaller (0.09), which is consistent with the findings in
the literature. The income elasticity is closer to other short run estimates found in
the literature (0.10) as are the statistically significant coefficients on HDD and CDD.

Column (4) is the first model which includes our measure of policy - the share of
newly permitted construction since 1970 under an active building code. The variable
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itself varies between 0, for states which either did not have a building code in a given
year or did not have any construction after the implementation of the regulation,
and one. The coefficient estimates on the remaining confounders are almost identical
to those in model (3). The point estimate on the share variable is -0.053, which
is suggests that if all construction in a given state has been built under an active
building code, per capita electricity consumption is approximately 5% lower than in
a state without such a building code.

Before we discuss what the magnitude of this coefficient implies, we want to check
its robustness. One reason for potentially obtaining a significant and negative coeffi-
cient estimate on our policy variable is that states which have adopted building codes
and have experienced significant new construction, may have had preexisting trends
in per capita electricity consumption, which have nothing to do with policy, but may
give rise to this significant coefficient estimate. We include linear time trends sepa-
rately for states that have and have not adopted building code regulation to control
for this potential phenomenon in column (5). The coefficients are almost identical to
those in column (4). Model (6) includes second degree polynomial trends for building
code and non building code states separately and again, the coefficients are almost
identical.

Column (7) attempts to deal with the issue of endogeneity of our policy variable.
Both the regulation and building construction are highly correlated with climate.
Costs of construction are higher in years with sever climate outcomes (longer winters
delay the construction season). Further, the first building codes were motivated by
the severe winters in the early 1970s. We therefore use the first and second lag of
HDD and CDD as instruments as well as the predetermined share variables. The
coefficient on the policy variable moves very slightly away from zero, which is what
one would expect. The other coefficient estimates, again, are almost identical to those
in the previous columns.
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Finally, five states had adopted appliance standards prior to the federal appliance
standards passed in 1987. If these states are also building code adopters and appliance
standards are actually effective at reducing electricity use, we may confound the
impact of building codes with that of state specific appliance standards. For building
codes we do have a proxy for intensity of treatment, which is the amount of new
construction. We do not know how many air conditioners and refrigerators satisfying
the state specific appliance standards were sold in any given year. We therefore
control for appliance standards via a dummy for whether the standard was on or off
in any given year. We also include a trend variable, which is 0 if a given state does
not have an appliance standard in a given year, 1 for the first year of the appliance
standard, 2 for the second year etc. Column (8) displays the estimation results from
this model. Again, the coefficient estimates on the building code policy variable
remains roughly unchanged. The other coefficients are also almost identical to the
previous specifications. While we do not display the estimates on the appliance
standard variables here, the coefficient on the dummy variable is not statistically
different from zero, and the coefficient on the trend variable is very close to zero,
albeit statistically different from zero.

Column (9) augments the model from column (8) by including the building code
intensity measure. As expected, the coefficient estimates on the building code policy
variable of interest (share;) moves slightly towards zero and is only statistically
different from zero at the 10% level. The other coefficients are also almost identical
to the previous specifications. The measure of building code intensity is statistically
and economically significant. A state with the most stringent implementation of
their building codes, such as California or Oregon, can expect to have a 5% lower
per capita electricity consumption relative to states with a zero rating. The overall
effect of a building code for a given state and year can therefore be calculated by
Be - Sharey + B7 - Intensity;,.
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Figure 12.1: Specific impact of building codes for the year 2006.
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Notes: The grey bars indicate the predicted impacts of building codes from model (8) from table
12.1. They are obtained by multiplying the 2006 building code construction share variable times the
estimated coefficient. The whiskers indicate the 95% confidence interval. The white bars indicate
the predicted impacts of building codes from model (9) from table 12.1. They are obtained by
multiplying the 2006 building code construction share variable times the estimated coefficient and
adding the product of the building code intensity value for 2006 with its estimated coefficient. The

whiskers indicate the 95% confidence interval.

We now turn to putting the coefficient estimates on the share variable into per-
spective. Figure 12.1 displays the estimated impact of state building codes from both
models (8) and (9). The grey bars show the effect building codes on per capita elec-
tricity consumption based on model (8). For each state we calculate g - Share; and
its 95% confidence interval, as indicated by the whiskers.

The white bars show the effect building codes on per capita electricity consumption
based on model (9). For each state we calculate B¢ - Share; + 7 - Intensity; and its
95% confidence interval, as indicated by the whiskers. Figure 12.2 displays a map of
the share variable for the year 2006. States with the majority of the new construction
activity after the implementation of the building code appear as dark green. It is not
surprising that early adopter states experiencing recent rapid population growth such
as Nevada, Georgia and Utah appear as states with a high share variable here. This
variable drives the estimated effects in figure 12.1 of the grey bars. Once we combine
these effects with the building code stringency variable, we obtain large estimated
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effects for Oregon, Washington, Wisconsin, Florida and California, due to their large
share of new construction as indicated by figure 12.2, their long history of stringent
and well enforced building codes. It is important to note, however, that if one is
interested in aggregate savings, one has to consider the total number of new buildings
in a given state. Figure 12.3 displays the total number of new building permits
by state, which shows that California and Florida due to their size and growing
populations account for 28% of the building permits issued in states with an active
building code.

Figure 12.2: Year 2006 Share of post-1970 permitted new construction conducted
under an active building code by state.
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It is interesting to compare our estimates of savings from building codes to es-
timates obtained from bottom up engineering models. While we are not aware of a
comprehensive accounting exercise using the most recent set of building codes at the
national level, we have obtained such estimates from the California Energy Commis-
sion (CEC, 2007). By calculating attributed savings from each type of policy across
California’s utilities, the CEC arrives at 5,259 GWh in savings due to building codes
out of a total consumption of 86,069 Gwh resulting in attributed savings of roughly
6%. Our estimate for the same year for model (9) is 7.7%. Due to the sizable confi-
dence interval, it includes the estimate provided by the CEC. The estimate based on
model (8) is savings of 4.03%, yet the confidence interval still includes the figure cited
by the CEC. The smaller estimate of model (8) is the average effect of building codes
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Figure 12.3: Total number of building permits issued for each state since enactment
of building codes.
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across states. If e.g. California, has a more stringent or better enforced building
code, we would expect that savings for that specific state are higher. The identifi-
cation strategy in this model, however, cannot reliably identify state level treatment
effects, since it uses across state and time variation in policy introduction and build-
ing intensity to identify the average policy effect. Model (9) attempts to overcome
this shortcoming and identifies a much larger effect for states with more intensive
building codes. Further, our estimate does not control for spillover benefits from first
adopter states. For example, the California standards for refrigerators are argued to
have had a US wide effect long before federal standards were promulgated in 1987.
Our estimates therefore only capture the effects of the policy on the treated.

One interesting question is how much energy in 2006 has been saved overall from
the residential building codes currently in place? In order to calculate this figure,
we set the building code indicator to zero for all states and calculate overall energy
consumption. If we calculate total predicted savings for each state and predict total
savings from model (8), we arrive at an estimate of 2.09% in reductions of aggregate
residential electricity demand due to these programs for the year 2006 counting all
states in the denominator. The model allowing for heterogeneity in building codes
estimates overall savings from building codes using model (9) at 4.98%. Our inter-
pretation is that the true number lies in between these two figures, since the estimate
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on the building code stringency variable is likely to be confounded with the effect of
other programs. A regulator imposing a more stringent building code is also likely to
impose other more aggressive conservation measures, which may be captured by our
intensity measure.
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Chapter 13

Conclusion

We regard this paper as a first step in using an econometric model to identify
an average treatment effect of the average building code on residential electricity
consumption. We use information from time varying state specific regulation adoption
to identify the effect of the regulations on consumption. We find a significant effect
of building codes on residential per capita electricity consumption ranging from 0.3-
5% depending on the state. Aggregating savings to the national level, our estimates
suggest savings in residential electricity consumption of 2.09-4.98% for the year 2006.
Various studies have shown that compliance with building energy codes may be low.
According to a ACEEE (2003) report, in most cases, builders are not completely
compliant with energy codes. This may be due to a lack of informed builders, the
complexity of the building code and insufficient training of code officials. Our results
show that if authorities were able to ramp up compliance and enforcement, current
estimates of program effectiveness likely represent a lower bound of what is possible.
Further research is necessary to quantify the range of state specific treatment effects
of building codes on residential electricity consumption. Another interesting topic
of research is to assess the costs of these building codes and compare them to the
derived benefits.
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Part 111

The Impact of Ozone on Crop
Yields in the U.S.: Evidence from
Corn and Soybeans
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13.1 Introduction

In contrast to ozone in the stratosphere which protects life on Earth from ul-
traviolet (UV) radiation, ground-level ozone (ozone hereafter) is harmful to breathe
and causes respiratory problems such as congestion, asthma and lung damage (EPA,
2006). USDA (2008) states that ozone also causes more damage to crops, trees and
other vegetation than all other air pollutants combined. EPA (2006) estimates that
ozone causes $1 billion annually in crop losses in the United States. Realizing the
significance of ozone’s adverse effects, the U.S. includes ozone as one of the six criteria
air pollutants regulated by National Ambient Air Quality Standards (NAAQS) under
the Clean Air Act. Two types of national air quality standards for ozone were set:
the primary standard that aims to protect human health and the secondary standard
that aims to protect public welfare including protection against damages to animals
and crops. Since 1997, these two standards had been set at the 0.08 part per million
(ppm) for 8-hour ozone standard and it was tightened to 0.075 ppm in 2008.

Ozone is formed by an interaction of Nitrogen oxide (NOx), volatile organic com-
pounds (VOCs) and sunlight. The primary sources of NOx are motor vehicles and
electric power plants!. VOC emissions come from the use of products such as fuels,
paints and solvents. The main source of VOCs, however, are bioganic. Trees, shrubs
and plants release VOCs, which combine with NOx and sunlight to form ozone. Rural
areas therefore are NOx limited, resultding in reductions in ozone due to reductions
in NOx. Ozone can be transported hundreds miles away by wind from the source of
its precursors especially in the rural areas where crops are grown.

Ozone can cause negative effects on a number of plant processes, including photo-
synthesis, water use efficiency, dry matter production, flowering, pollen tube exten-
sion, and thus yield (Krupa, 1997, Mackee et al., 1997). To investigate the negative
effects of ozone on crop yields, most of this research utilized open-top field chambers
experiments (Mauzerall and Wang, 2001). During 1980-1986, the National Crop Loss
Assessment Network (NCLAN) conducted a series of open-top chamber experiments
and found that yield loss per seasonal 7-hour per day mean ozone concentration ranges
from 1 to 30 percent varying by crop type and location (Heagle, 1989).

The major drawback of open-top chamber studies is that these controlled chamber
experiments may not accurately reflect actual pollution impacts under field condition.
As Leung et. al (1982) note, “...damage functions that are derived from labora-
tory or controlled experiments are not necessarily correlated closely with actual farm
situations.” A chamber usually increases temperature, decreases light intensity and
decreases precipitation. In addition, the filtered chambers might also remove some
nutrients from air that plants need for growth and remove some toxic substances
other than ozone. Further, these experiments do not account for offsetting actions
taken by famers. These factors could affect crop growth and thus bias the estimated

thttp://www.epa.gov/air/ozonepollution/basic.html
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Figure 13.1: Corn production in 2008 Figure 13.2: Soybeans production in 2008

Note: These two figures show the productions of corn and soybeans by county in 2008 re-
spectively. The shaded areas show where corn and soybeans are grown and the darker shade
represents the higher level of production.

impact of ozone on crop yields.

An alternative approach is to use actual field production data to econometrically
estimate the impacts of ozone on crop yields. Only a few studies using this approach
have been done (Leung et al.(1982), Garcia et. al (1986), Rowe and Chesnut (1985)
and Westenbarger and Frisvold (1995)). Using regional data and simple regression,
they also found a significant adverse impact of ozone on crop yields similar to the
NCLAN results. None of these papers; however, used nation-wide panel data and a
fixed effect model to reduce the bias from unobservable covariates such as soil quality.

Corn and soybeans are the two major crops grown in the U.S. In 2008, the total
planted area of the two crops combined was approximately 160 million acres and
the value of their production is about 80 billion dollars (USDA, 2009). Figures 13.1
and 13.2 show the production of corn and soybeans by county in 2008 respectively.
The shaded areas show where corn and soybeans are grown and the darker shade
represents the higher level of output. These two crops are heavily produced in the
Midwest and the Northeast where coal power plants are also located as shown in
figure 13.3. During summer months when demand for electricity is high, coal-fired
power plants emit a high level of NOx. When NOx combines with sunlight, ozone is
formed and the crops grown in that region and downwind are prone to be damaged
by ozone. Figure 13.4 shows monthly average ozone concentration across monitors
located in agricultural land during 2000 to 2006. The two vertical lines indicate the
beginning and the end of a growing season (March to August). The mean ozone
reaches its peak around May to August.

In an effort to reduce ozone in the eastern U.S., the NOx SIP call program requires
22 eastern states to put NOx reduction measure in place by 2003. Under the NOx
SIP Call program, the NOx Budget Trading Program (NBP), a market-based cap and
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Figure 13.3: Coal power plants in
2006

Figure 13.4: Monthly mean ozone concentration
during 2000-2006
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locations of coal power plants in 2006.
Most of the coal power plants are

located in crop cultivated regions.

trade program is established to reduce NOx emissions during the summer months,
when ozone concentrations are high. Compliance with the NOx SIP begun on May 1,
2003. According to EPA (2008), ozone season NOx emissions have decreased by more
than 60% between 2003 and 2008. Butler and Lee (2007) estimated that the NBP
reduces 8-hour ozone concentration on average by 10% below the level seen before
the program.

In this paper, I construct a U.S. county-level panel data of crop yields and ozone
concentrations from 1990 to 2006. To my knowledge this is the first paper that uses
nation-wide panel data to econometrically estimate the impact of ozone on crop yields.
This paper focuses on the impact of corn and soybeans because they are two major
crops grown heavily in the ozone exposure regions. In an attempt to reduce omitted
variable bias, the fixed effect model is used to reduce the bias from time-invariant
unobersavable covariates. I also instrument ozone concentrations with a state’s NBP
compliance year dummy. I find that the elasticity of crop yield with respect to various
ozone measures range from -0.60 to -0.73 and -0.57 to -0.64 for soybeans and corn
respectively. Back of the envelope estimate of crop losses in the year 2008 is about 5
billion dollars.

The remainder of the paper is organized as follows. The next chapter discusses
the impact of ozone on crop yields. Chapter 15 describes the data. Chapter 16
presents the econometric model. Chapter 17 presents estimation results and chapter
18 concludes.
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Chapter 14

Impact of ozone on crop yield

To investigate the negative effects of ozone on crop yields, most of this research
utilized open-top field chambers experiments (Mauzerall and Wang, 2001). This
method has been used in Europe, U.S. and Asia to assess ozone effects on a range
of crops such as soybeans (Ficus et al.,1997), corn (Rudorff et al., 1996), wheat
(Tiwari et al., 2005), cotton (Zlatev et al., 2001) and rice (Wahid et al., 1995, Maggs
and Ashmore, 1998). They have found evidence of yield reduction ranging from
negligible to over 30 percent, depending on the type of crop and ozone measure used.
This method was also used by the most comprehensive study assessing the economic
impacts of crop losses from air pollutants in the U.S. conducted by the National Crop
Loss Assessment Network (NCLAN) from 1980-1986. In this study, field-grown crops
were exposed to either non-filtered or filtered-air in open-top chambers. For 7 hour
per day during growing season, various amounts of ozone were added to air pulled
into the bottom of the non-filtered chamber or ozone is filtered out before entering
the filtered chamber to keep concentrations at the targeted level. The yield-ozone
dose responses are then recorded. NCLAN reports estimated percentage yield loss
per various concentrations of seasonal 7-hour per day mean ozone ranging from 1 to
30 percent varying by type of crop and ozone locations' (Heagle, 1989).

An alternative approach is to use actual field production data to econometrically
estimate the impacts of ozone on crop yields. Only a few studies using this approach
have been done. Leung et al.(1982) used principal component analysis with county-
level panel data from Southern California. The negative impact of mean ozone on
the yield of 8 of the 9 crops analyzed in this study, varied from 0% (celery) to 57%
(avocado) depending on crop and location?. Rowe and Chesnut (1985) used linear
regression and found that estimated yield losses are close to those extimated with
NCLAN chamber studies and the nonlinear specifications showed little or no im-

IFor comprehensive list of dose response function see Table 3 of Heagle (1989).
2The crops are alfalfa, avocado, celery, lemon, lettuce, navel orange, valencia orange, strawberrry,
and tomato. No yield reduction from ozone was found for celery.
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provement and provided almost identical yield loss estimates®. Garcia et. al (1986)
used farm-survey panel data in Illinois and found the elasticity of mean ozone (ppm)
on grain farm profit to be -0.476. The most recent econometric study is done by
Westenbarger and Frisvold (1995) using cross-section farm-level data for the eastern
United States. They found that the mean elasticity of yield to ozone exposure is -0.19
and -0.54 for corn and soybeans respectively.

3The crops in this study are dry beans, cotton, grapes and potatoes
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Chapter 15

Data

15.1 Ozone data

Daily ozone data at the monitor level from 1995 to 2006 are collected from the
EPA’s Air Quality Standards (AQS) database!. This database reports hourly air
pollution readings from the EPA’s network of air quality monitors nationwide. The
data set also includes monitor latitude and longitude and type of land use at each
monitor’s location.

I limit the sample of data as follows. First, since I would like to estimate the
effects of ozone on crop yield, I only keep the data from the monitors located in
agricultural areas. Second, following the EPA data standard, I drop all monitor-days
for which observations are not recorded for at least 9 hours between 9am to 9pm.
I also drop monitor-years for which more than 25% of the days during the growing
season (1 March to 31 August) report no observation. Finally, I only keep the data
during growing season because crops are only exposed to ozone during the growing
season.

There is no consensus on which ozone measure is the best representation of the
potential response of crops to changing ozone concentrations over a growing season.
In this paper, I construct three daily ozone concentration measures which will be used
to calculate the seasonal ozone measure later on. They are (1) the daily maximum
ozone, (2) the daily 8-hour maximum ozone and (3) the weighted daily mean ozone.
The daily maximum ozone is the maximum of ozone during 9am-9pm. The daily
8-hour maximum ozone is calculated by taking the maximum of the 8-hour moving
average of hourly ozone in each day during 9am to 9pm. These two measures will
capture the impacts of high ozone concentration on crop yield.

Since low ozone concentrations are expected to have little impact on crop yield
compared to the high ozone concentration, I calculate the weighted mean of ozone
concentration rather than a sample mean. Lefohn and Runeckles (1987) suggest the

Thttp://www.epa.gov/ttn/airs/airsaqs/detaildata/downloadaqsdata.htm
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cumulative exposure index (CEI) that weights each hourly ozone by the sigmoidal
weighting scheme.

w; = 11 + Me™4% (15.1)

where w; is the weighting factor, ¢; is the ozone concentration, A = 126 and
M = 4403. Figure 15.1 depicts the weight function. The weight is increasing at an
increasing rate and then increasing at a decreasing rate when ozone concentration
reaches 0.065 ppm. I weight each hourly ozone ¢; with its corresponding w; then the
mean ozone is calculated to get weighted daily mean ozone.

Figure 15.1: Sigmoid weighting Function
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15.2 Crop yield data

Corn and soybean yield data are collected from the United States Department of
Agriculture’s website?. This database reports annual crop yield data at the county
level. A crop yield is defined production (bushels) divided by acres harvested in each
county.

http://www.nass.usda.gov/QuickStats/Create_County_Alljsp
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15.3 Weather data

Weather data come from the National Climatic Data Center’s Cooperative Sta-
tion Data (NOAA), which provide daily minimum and maximum temperatures and
rainfall at more than 20,000 weather stations across the United States. These weather
stations are not typically located near a pollution monitor and many have missing
observations. To obtain daily weather observation at each pollution monitor, I use
the following algorithm by Auffhammer and Kellogg (2009). First, they calculate
the Vincenty distance of each pollution monitor to all weather stations. They then
identify the ten closest weather stations to each pollution monitor, provided that
each is less than 50 miles from the monitor and the elevation difference between the
monitor and the station is less than 500 vertical feet. Of these stations, they identify
the “primary station” as the closest station for which 50% of the pollution monitor’s
daily readings can be matched to the station’s weather data. They then match the
climate variables for this station to the time series of ozone measurements.

Following the steps, 10.2% of the daily ozone measurements are not matched to
a full set of weather variables from a primary station. These missing values are filled
by first regressing, for observations in which the primary weather station was active,
the relevant weather variable for the primary station onto the same variable for the
remaining nine closest stations. The predicted values from that regression are used
to replace the missing values. Following this step, primary station observations are
still missing whenever one of the remaining nine closest stations is also missing an
observation. To estimate the remaining missing values, the above step is repeated with
the 8 closest stations, then the 7 closest stations, etc. At the end of this procedure, less
than 0.1% of the remaining ozone monitor observations are still missing a matching
climate observation. Those observations are then dropped.

For estimation purposes, the three ozone measures and weather data need to be
converted to a dataset at the county-year level. To do so, the pollution monitor
locations are mapped onto the countiy boundaries. If there are multiple monitors in
a county, each daily ozone measure and each weather variable are averaged across
monitors within the county. Then, I average each of the daily ozone measure and
each weather variable over a growing season (March to August) to get the county-
year panel data. Table 15.1 shows summary statistics from the pooled dataset over
1990 - 2006 by type of crop. The mean of soybean and corn yield are about 35 and
115 bushels per acre. The mean of the three ozone measures are similar ranging from
0.05 - 0.06 ppm. The maximum ozone could go up to 0.09 ppm and the maximum
8-hour ozone could be as high as 0.076 which is higher than the EPA standard.
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Table 15.1: Summary statistics summary from the pooled dataset over 1990 -2006 by
type of crop

Variable Mean Std. Dev. Min. Max. N
Soybeans
Soybeans yield (bushels/acre) 34.833 9.248 8.9 58.8 1,495
Mean ozone (weighted)(ppm) 0.046 0.005 0.024 0.064 1,495
Maximum ozone (ppm) 0.057 0.007 0.031 0.082 1,495
Maximum 8-hour ozone (ppm) 0.052 0.006 0.028 0.071 1,495
Mean temperature (°F) 67.112 4.385 52.816  82.867 1,495
Maximum temperature (°F) 78.089 4.753 63.366  92.956 1,495
Minimum temperature (°F) 56.739 4.293 42.272 72778 1,495
Total rainfall (mm) 2,097.909 606.239 0 5,099 1,495
Corn
Corn yield (bushels/acre) 115.714 32.531 17.1 208.9 1,919
Mean ozone (weighted) (ppm) 0.046 0.006 0.018 0.068 1,919
Maximum ozone (ppm) 0.058 0.007 0.027 0.090 1,919
Maximum 8-hour ozone (ppm) 0.052 0.006 0.021 0.076 1,919
Mean temperature (°F) 66.527 5.153 44.019  90.981 1,919
Maximum temperature (°F) 77.763 5.66 59.246  104.222 1,919
Minimum temperature (°F) 55.368 5.197 28.793  77.741 1,919

Total rainfall (mm) 1,887.182 755.823 0 5,099 1,919
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Chapter 16

Empirical Strategy

Using panel data from 1995 to 2006, I identify the effect of ozone on crop yield
using the following fixed effect model specification.

K
In(yield;) = ao + 1 In(ozoney) + > Betpir + 0; + €xr (16.1)
k=2

From equation (16.1), 7 indexes county and ¢ indexes year. In(yield;) is the natural
logarithm of a crop yield. In(ozone;) is the natural logarithm of an ozone measure.
Ty are control variables including temperature variables and total rainfall and their
squared terms to take into account of the nonlinear impact of climate variables on
crop yield (Schlenker and Roberts, 2009). Year dummy variables are also included
to account for year fixed effects. 6; is a set of county fixed effects which control for
time-invariant heterogeneity such as farm practice and soil quality, €;; is an error term
assumed to be normally distributed with zero mean. The coefficient of interest, (1,
is interpreted as elasticity of crop yield with respect to ozone.

The identification assumption for equation (16.1) is that E|ozone;€e;|0;, xi] = 0.
In other words, after controlling for county fixed effects, temperature and rainfall,
ozone measure and an error term should be uncorrelated. This assumption might not
hold, however, if farmers respond to the negative impacts on crop yield from ozone
by, for example, applying more fertilizer to increase yield. Omitting fertilizer variable
from equation (16.1) would cause f; to bias toward zero.

I address the omitted variable bias by using instrumental variable and two-stage
least square (2SLS) approach. In 2003 or 2004, 22 states' in the eastern U.S. must
be in compliance with the NOx Budget Trading Program (NBP) created to reduce
emissions of NOx from power plants in the eastern U.S. during the summer months.

!Eight states including Connecticut, Delaware, Maryland, Massachusetts, New Jersey, New York,
Pennsylvania, and Rhode Island, as well as the District of Columbia started their compliance on
May 1, 2003. Alabama, Illinois, Indiana, Kentucky, Michigan, North Carolina, Ohio, South Carolina,
Tennessee, Virginia, and West Virginia began compliance on May 31, 2004
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Under this program, an emission cap is set and tradable allowances are allocated to
each affected source. EPA (2008) reported that ozone season NOx emissions have
decreased by more than 60% in 2008 after the program is implemented. The in-
strumental variable is a dummy variable indicating years before and after the NBP
program?. For a county within the state in compliance with the program, the dummy
variable equals 1 from the year of compliance on and equals 0 for the years before
the compliance. Two assumptions are required for the instrument to be valid. First,
the instrument must be correlated with ozone measures. I will test this assumption
in the first-stage regression. Second, the instrument should not correlate with the
omitted variable affecting crop yields such as farmer’s behavior. This assumption is
likely to be valid because the variation of the county’s compliance year should not be
correlated with farmer’s response to negative effect of ozone.

2A caveat for using this instrument is that the program might not be effective in reducing ozone
in the downwind states if the upwind states do not in compliance with the program. For the
future work, wind direction data and NOx emission from coal-fired power plants data can be used
to construct an alternative instrument. Since wind direction is exogeneous and NOx is the key
ingredient in ozone formation, NOx concentration from upwind states can be used as a instrument
for ozone concentration in the downwind states.
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Chapter 17

Results

Table 17.1 reports results for soybean and corn yield regressions using a mean
ozone as an ozone measure. 1 allow for disturbance terms ¢; to be correlated within
the same county and year. The standard errors reported in the estimation results
are therefore a robust variance estimator that is clustered by each county-year com-
bination. All of the variables have expected signs and are significant at the 1% level.
Columns (1) and (4) show the estimated effect of mean ozone on soybean and corn
yield respectively without controlling for any covariate but time and county fixed
effects. Ozone has a negative impact on crop yield. The estimated elasticity of yield
with respect to mean ozone is -0.55 for soybean and -0.64 for corn. In other words,
a one percent increase in mean ozone decreases soybean and corn yield by 0.55 and
0.64 percent respectively. These estimated effects, however, could be overestimated
because high temperature and low rainfall would have a negative impact on crop
yield as well. T control for these variables in column (2) and (5). As expected, the
elasticites of crop yield decrease significantly to -0.44 for soybeans and to -0.49 for
corn. The coefficients of temperature variable and its squared term indicate the non-
linear impacts of temperature on yield. Consistent with the estimates from Schlenker
and Roberts (2009), yields increase with temperature up to 83 °F for corn, 88 °F for
soybeans. Rainfall has positive effects on both yields.

As mentioned earlier, I use a dummy variable indicating years before and after
the NBP as an instrument for ozone measures to address the omitted variable bias
problem. Table 17.2 shows the first-stage regressions for both crops. The mean ozone
measure is regressed with the instrumental variable and all covariates. The estimated
coefficients of the instrument for both crops are negative and highly significant indi-
cating that mean ozone is negatively correlated with the instrument. Column (3) and
(6) show the estimated results from instrumental variable regressions. As expected,
the estimated coefficients are bigger than those estimated from fixed effect model.
This implies a downward bias by omitted variables. The estimated elasticity of yield
with respect to mean ozone is -0.60 for soybean and -0.57 for corn. Consistent with
the literature, soybeans are more sensitive to yield loss caused by ozone than corn.
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However, my estimated elasticities are higher than what was found in Westenbarger
and Frisvold (1995) where the estimated elasticity is about -0.54 for soybeans and
-0.19 for corn.

To put these estimated elasticities into perspective, I calculate back-of-the-envelope
value of crop losses as a result of an increase in one standard deviation of the mean
ozone measure from its mean. This number is equivalent to 11% !. Using the value
of soybean and corn production in 2008 which are about 30 and 50 billion dollars?,
one standard deviation increases in mean ozone would damage soybean and corn by
1.96 and 3.10 billion dollars, respectively.

Instead of using the mean ozone measure, table 17.3 and table 17.4 report the
regression results using a maximum ozone and a maximum 8-hour ozone measure
respectively. From both tables, a similar pattern emerges. All of the variables have
expected signs and are significant at the 1% level. The estimated elasticities are
lower when control for covariates in column (2) and (5). The instrumental variable
approach increases the estimated elasticities in column (3) and (6). From the in-
strumental approach, the estimated elasticties of yield with respect to maximum and
maximum-8hr ozone measure are similar. The estimated elasticties are -0.73 and -.64
for soybeans and corn respectively. These estimates can be used for the back of the
envelop calculation of the benefits from NBP. Butler and Lee (2007) estimated that in
2007 the NBP reduces 8-hour ozone concentration on average by 10% below the level
seen before the program in 2003. Using value of soybean and corn production in year
2007, the NBP reduces the value of crop losses by 2.19 billion dollars for soybeans
and 3.2 billion dollars for corn.

'From the dataset, the mean and the standard deviation of the mean ozone measure for both
crops are 0.046 ppm and 0.005 ppm respectively. The one standard deviation from its mean is
0.0050.046 x 100 =~ 11%.

Zhttp://www.nass.usda.gov/QuickStats /indexbysubject.jsp? Passname=~& Passgroup=Crops
+%26+PlantsPasssubgroup=Field+Crops#top
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Table 17.2: First-stage regression for instrumental variable regression of impact of
mean ozone on crop yield

First-stage regression

Soybeans Corn
1) (2)
Instrument variable -0.269*** -0.1459%**
(0.0086) (0.0082)
Mean temperature (°F) 0.0268** 0.0179%*
(0.0127) (0.0090)
Mean temperature? (°F) -0.0000 -0.0000
(0.0000) (0.0000)
Rainfall (mm) 0.0000 0.0000
(0.0000) (0.0000)
Rainfall?> (mm) 0.0000%*  0.0000%*
(0.0000) (0.0000)
Constant 0.4266*** 0.3912%**
(0.0421) (0.0296)
Year fixed effect Yes Yes
Obs. 1,459 1,919
No. of counties 102 132

¥ p<0.01, ** p<0.05
Robust standard errors in parentheses
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Chapter 18

Conclusion

Ground-level ozone is harmful not only to human health but also harmful to crops.
This paper examines the impact of ozone on two of the U.S. major crops, soybeans
and corn. Using ground-level ozone concentration data from the EPA’s monitoring
network, county-level crop yield data from USDA and instrumental variable approach,
I find that ozone substantially reduces crop yields. In particular, the elasticity of crop
yield with respect to various ozone measures are ranging from -0.60 to -0.73 and -0.57
to -0.64 for soybeans and corn respectively. These estimats are a bit bigger than
previously found in the comparable studies.

Using the estimated elasticities, a back of the envelope calculation indicates that
the value of crop production losses for corn and soybeans due to a standard deviation
increase of mean ozone is about $5 billion dollars in 2008. Using Butler and Lee
(2007) estimates of reduction of ozone by NOx Budget Trading Program during 2003-
2007, my estimated elasticity of crop yield with respect to maximum 8-hour ozone
concentration translate into reduction of corn and soybean losses by about 2.19 billion
and 3.2 billion respectively.
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