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Abstract
A large deviation framework for interacting systems far from equilibrium
by
Trevor GrandPre
Doctor of Philosophy in Physics
University of California, Berkeley
Assistant Professor David T. Limmer, Co-chair

Associate Professor Oskar Hallatschek, Co-chair

It has remained a mystery for the past few decades whether there is a non-equilibrium ex-
tension to equilibrium statistical mechanics. Recently, there has been advancements through
dynamical relationships between currents and energy dissipation and correspondingly their
distributions which comes from a framework called large deviation theory. Within this frame-
work, large deviation functions operate in a similar fashion to the free energy in equilibrium
which generates the cumulants for the energy. However, advancements of this theory have
been mainly for non-interacting models that are exactly solvable. During my graduate career,
I have made advancements towards predicting the fluctuations of interacting systems away
from equilibrium. Towards this end, I developed a so-called weighted many body expansion
which when combined with an approximate closure allowed for mean-field predictions for the
distributions of entropy production and mass current in active matter. The same theory also
allowed me to quantify density fluctuations and identify the type of phase transition that
occurs in interacting active matter and in a model of 2 dimensional membrane-bound pro-
tein condensation. Akin to equilibrium distributions, by quantifying how the large deviation
functions scale with system size gives information about the interface. 1 feel confident that
my body of work has progressed the field and has provided a new perspective on a decades
old problem.



I dedicate this to all the people in my life who have helped me get to this point.
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Chapter 1

Introduction

1.1 Beyond equilibrium

Many biophysical systems are out of equilibrium and require a constant supply of energy
to function. For instance, E. Coli is an example of active matter, systems that consume
energy at the level of individual particles, which uses ATP hydrolysis to measure chemical
concentration gradients, giving rise to directed motion and in some cases motility induced
phase separation (MIPS) [1, 2]. Another set of non-equilibrium systems are those that
have glassy dynamics and are slowly decaying to equilibrium but with prohibitively long
relaxation times to reach the steady state. In the biophysical context, a membrane bound
protein called Linker for Activation of T-Cells (LAT) enhances its signal transduction by
phase separating into a dense and dilute phase [3, 4, 5]. In both sets of problems, fluctuations
are essential in gaining mechanistic understanding. In active matter, it is known that MIPS
arises from a dynamical instability where a large local density fluctuation can induce phase
separation [6]. In the cell, stochastic fluctuations drastically impact the cellular function
of proteins and genes and there is an increasing amount of examples showing that noise
enhances functionality. Such is the case for signalling networks where it has been shown
that noise improves coordination of downstream target genes and impacts the signalling
network capacity [7]. It is a wonder how cells create collective order and develop into
multicellular organisms from inherently noisy microscopic dynamics. A key component of
vertebrate animal development is the LAT protein mentioned above which is essential for
T-Cell receptor activation which initiates numerous signaling cascades that determine cell
fate. In my thesis, I will discuss a theory that encompasses both of these vastly different
types of non-equilibrium systems and the progress I have made in understanding them.
The ultimate goal is to develop a framework that provides predictive power similar to
what we currently have for equilibrium systems. In equilibrium, the free energy contains all of
the information you can possibly know about the system. For instance, the second derivative
of the free energy gives us diffusion constants and the barrier provides rate constants. Out of
equilibrium, the framework called large deviation theory provides a natural extension of the
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free energy as well as a method to calculate rare fluctuations of relevant observables [8]. In
fact, an equilibrium free energy is a large deviation function where the extensive parameter
is the number of particles. Large deviation theory has provided the tools to understand
critical phenomena in complex dynamical systems that are far from equilibrium. It has also
provided a unique way to derive real forces needed to access rare fluctuations which give
access to important dynamical phases in non-equilibrium systems.

Origin of fluctuations

In theory, all of the motion is contained in Newton’s laws of motion but it requires every force
acting on an object to be accounted for. With this equation, the trajectory of the system
is completely determined by the initial conditions of the system. However, in practice, it is
difficult to enumerate all the forces and in many cases all the forces are not even known.

From the intuition of classical mechanics, immersing a small object in a solvent would
displace some of the solvent but then it would come to rest. However, in experiments it was
discovered that such systems did not come to rest but continued to move in motion that
looked like jiggling. It was later found that this jiggling came from collisions with solvent
molecules with the immersed object. In principle, by keeping track of all of these collisions on
the object, the equation of motion would be deterministic. This turns out to be a formidable
task because of the enormous amount of molecules acting on an immersed body being on
the scale of Avogadro’s number with 10?3 solvent molecules.

Instead of trying to account for all the forces and collisions exactly, the jiggling motion
is modelled as noise which leads to a zero displacement on average but with some distance
travelled about a fixed point given by the square root of two times a diffusion constant.
Microscopically, the mix between deterministic forces and noise terms is given by a stochastic
differential equation where in the overdamped case is given by

X~ Flat) + Bl 1)) (1.1)
where B is the square root of the diffusivity, and F'(x,t) is the drift term composed of a force
times a dissipative coefficient u(x) (often called the mobility), potentially with an additional
function f(z,t) with units of velocity, F(z,t) = —pu(x)2% + f(x,t), where the first term is
the mobility times the spatial derivative of the system hamiltonian. The noise and the force
are related by the Stokes-Einstein relation

B%(x
= 2< ) = kgTu(z) . (1.2)
This relation is also called the Fluctuation Dissipation Theorem and tells us that the amount
of jiggling of an object is linearly proportional to the temperature of the solvent. The
statistics of the noise are that it is zero on average,

D(z)

() =0, (1.3)
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and that the variance is delta correlated in time,

(C(B)C(t) = o(t —t). (1.4)

Hence, we see that this equation assumes that dynamic correlations occur instantaneously
which is impossible for real systems and is an idealization. However, from the statistics of
the noise, one cannot simply write the statistics of x(¢). To understand why, we write the
equation of motion in Eq. 1.1 in a different form. This noisy process is also called a Wiener
process written as

dr = F(z,t)dt + B(x, t)dW(t) , (1.5)

with
dW (t) = ((t)dt , (1.6)

This equation does not tell us whether we should use in B(x) the value of x before the
jump, or at some other instance of time. Hence, this equation is only useful when we have
instructions on how to evaluate the noise. We can integrate over the Wiener process and
represent the integral as a Riemann-Stieltjes sum,

/0 Bla(s), s]dW (s) = nhjgoz B(x(t:), t:)[W (ti1) — W(t:)] (1.7)
where
T(ti) = ax(tivr) + (1 — a)a(ts) = o(t;) + oz (tiv) — (i) - (1.8)

Now we see that there are many choices of discretizations that can be chosen with a choice of
a being any number from 0 to 1. The Ito interpretation (o = 0) is that = in B(z) should be
taken right before the jump and is non-anticipating. Stratonovich (o = 1/2) assumes that
it should be taken halfway between its values before and after the jump. A third choice is
to pick the ”isothermal” convention (a = 1) which is also referred to as the backwards Ito,
because it takes the position at the end of the time step [9]. These are just three possible
choices and in fact, a Langevin equation does not have meaning without an integration
rule [10].

Not only that, which choice we make for o determines not only the equation of motion but
also almost every property associated with that equation of motion such as the steady state
distributions and the statistics of dynamical observables. These subtleties are not specific
to out of equilibrium systems.

Fokker-Planck equation

An equivalent form of the dynamics is given by the time evolution of the probability distri-
bution for the random variable, x, with time written as

OP(x,t) « O(F(x,t)P(z,t)) O(aB'(z,t)B(x,t)P(x,t)) N 182(B(x,t)2p(x,t))

ot ox oz 2 Ox?

, (1.9)
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where D = B?/2 is the diffusivity. The drift term F(z) is interpreted in the Ito sense and
the second term in Eq. 1.9 comes from expanding B(Z,t) around B(x,t) (see Appendix
Eq. A.1).

This shows that the discretization you choose will determine the drift that enters into
the Fokker-Planck equation. These two terms represent the general « drift with reference
to the Ito interpretation. This is clear from the fact that we expanded the B(z,t) around x
(see Appendix A.1). In general, we can represent the drift terms in Eq. 1.9 with a general
F, a(z,t) drift that denotes the drift in one « discretization to another &. In Eq. 1.9, the
drift in the first two terms can be written in the F, 5(z,t) form with @ =0 as

dB(z,t
Foo=F(x,t)+ aB(x,t)% , (1.10)
T
and more generally we can write
dB(z,t
Foa(z,t) = F(x,t)%—(oz—d)B(m,t)ﬂ . (1.11)
T
From this we see that the SDE in Eq. 1.1 can be written as
dx a
£ Faala,t) + Bl (1) (1.12)

An alternate derivation utilizes the Kramers-Moyal Expansion, which is an expansion of
the moments of the transition probability. A general expansion for the response is given

by [11, 12]
3P (x,t) i

where the k,, are the cumulants of the Langevm equation given (in « form) by

TL

fin () P(,1)] (1.13)

Hn(x) = <|517t+dt - 33t|n> = /d$t+dt|33t+dt - xt|np <$t+dt’xt) . (1-14)

We can see now why the cumulants depend on « since we have to discretize the equation
of motion. If we use the same drift as in (1.10), we see that we will obtain the same result
as the previous section by going up to order n = 2 in this expansion (1.13). The first two
cumulants are

dB(z,t)
AN 1.15
LEON (1.15)

Ko(z) = B*At = 2D . (1.16)

Note that B(x,t) does not go away after averaging over the noise, (;. Thus there is a
stochastic contribution from the cumulants that depend on a. For an equilibrium system
this should not be the case. We will come back to this point in the next section on maintaining
the Boltzmann distribution. For now, we note that (1.9) can be rewritten as

ki(z) = F(z,t)At + aB(z,t)

OP o 0 , e 9
— =5 | ~F@t) + (1= ) B (@, )B(a,t) + 5 B (v, 1)~

| Pla,t) (1.17)
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Discretization determines the steady state distribution even in
equilibrium

In Lau and Lubensky [13], they discuss the form of a drift term required for the particular
noise interpretation used (« convention) in order to recover the Boltzmann distribution. If
we again consider a stochastic differential equation of the form (1.5), and assume that F'(x)
has a particular form:

F(2) = () 2 4 f(x) (118)

where p(z) is the friction coefficient, H is the Hamiltonian, and f(z) is left unspecified for
now. The goal is to determine the correct form for f(z) to obtain the correct equilibrium
distribution P(z,t), i.e. that the steady state distribution is

P(z,t) ~ e /T (1.19)

This can be achieved by deriving the Fokker-Planck equation, as described above and written
in (1.17). Lau and Lubensky show that the equilibrium distribution is guaranteed at long
times by using the Stokes-Einstein relation of

B*(x) = 2kgTu(x) , (1.20)

and
f(z)=(1—-a)B(z,t)B(z,t) = (1 — a)kgTp'(x) . (1.21)

This drift term (1.21) must be included in (1.18) in order to reach the Boltzmann distribution
since the equilibrium distribution should not depend on the discretization we choose for the
dynamics. Note that if we want f(z) = 0 we need to use the backwards Ito process (a = 1).
These details are exacerbated out of equilibrium because it is not even known what the
underlying steady state distribution will be let alone how to choose a discretization to obtain
it.

Many body systems

For an interacting system, the force in Eq. 1.18 would in principle depend on all the particles
in the system,

OH (N
A = ) ) e (122)
The Fokker-Planck equation then involves a sum over all the particles in the system,
OPO, ) _ i —V, - (F(r") = DV,;) P(r™,t) (1.23)
at K3 1 (2 Y Y *

i=1
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where we have made the substitution of D = B?/2. It is, however, possible to turn the many
body Fokker-Planck equation into an effective single particle one by defining a single and
two particle reduced density as

N! ]
P(l)('r,t) = m//d'f’zd'r’g .. .d'l”NP(”’N,t) (124)

and

N! .
PA(r ¢ t) = m//drgdm . drnP(rN 1) . (1.25)

Using Egs. 1.24 and 1.25 and inserting them into the Fokker-Planck equation in Eq. 1.23,
we get

M _
apa—ir’t) = -V (F(r) - D,V) PY(r,1), (1.26)
where
F(r,t) = /dr'F(r,r’)P(Q)(r,r',t). (1.27)

However, we see that this effective single particle equation depends on the two particle
density and the two particle density will end up depending on the three particle density, etc.
Hence, we see that all of the information of the many body equation is still contained in the
hierarchical equations of motion and an approximate closure must be made by defining a
radial distribution function (RDF) as

g(r,r’ t) = = P(Q)(rir’,t) : (1.28)
PO (r ) PO (! 1)

When the system is homogeneous we can assume it doesn’t depend on time and can instead
use the relative distance, » = |r —’|. This is an object that can be measured experimentally,
measured from simulations, or approximated analytically. This concept of the many body
expansion and the approximate closure will be useful in chapter 2.

1.2 Discrete state systems

Many problems are more amenable to a system with discrete states instead of continuous
space. This is the case for chemical reactions where there is a finite amount of reactants
and products. These systems avoid many of the subtleties of continuous space systems and
the different interpretations possible. In the last section, I described the ways to define the
dynamics of a system in continuous space. However, for systems in discrete space there are
similar ways to write down the dynamics. This will be useful to know for chapter 5 where
we build a reaction-diffusion model to understand phase transitions in the cell.
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Consider a finite number of configurations, 2. The probability that the system changes
from configuration x to y, with y not equal to x, within a time [t,¢ + At], given that the
system was in configuration x at time t is

PAY(y|z, t) = ky(z,y) At + o(At). (1.29)

The transition rates are denoted by k;(x,y), which are greater than or equal to zero. It is
convention to have k;(z,z) = 0. The probability to make more than one jump in At is of
order o(At). The probability that the system does not perform a jump within [¢,¢ 4+ At] is

P x|z, t) = 1 — \(2) At 4 o At) (1.30)

with the escape rate defined as

M) = 3 k(e y). (1.31)
T#Y
Given that the probability that the system is in state x at time t is p;(z), for all x, then the
probability that the system is in another x at time ¢ + At is

Prrar(®) = pi(w) [1 = M(@) At + o(AD)] + Y pi(y) [ke(y, 2) At + o(At)]. (1.32)
yF#

There are two contributions. the first term describes the probability that the system was
in state x at time t and stayed there over the the time interval. The second term is the
probability that it was in any state and jumped to x. This equation can be manipulated to
give the master equation as

dpctiim) = dimy ptw(xA)t_ ole) ; Pyl @) = p(@)ha(, )] (1.33)

This is a deterministic equation all of the noise is contained in the probability distributions
().
Global detailed Balance

When the rates of the markov process are independent of time, k;(y, z) = k(y, x), it is called
time-homogeneous. Given that there exists a distribution 7 (z), which is unique, then all of
the distributions p;(z) converge in the long time limit to be

lim p;(z) = 7(z). (1.34)

t—o00

This would solve the master equation and

Jr(,y) = m(2)k(2,y) — 7(y)k(y, ). (1.35)
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In equilibrium j, = 0, and detailed balance is obtained for every transition

m(2)k(z,y) = m(y)k(y, z). (1.36)

When every node of a reaction network obeys detailed balance this is called global detailed
balance which is also an equilibrium system. It means that when we start from detailed
balance to develop an algorithm we will only sample equilibrium configurations. Rearranging
Eq. 1.36, we get that the transition between two states is given by the exponential of 5 times
the difference in energies between two states,

K.y) _ 7)) _ sew-ew)
Hny)_ o) ' (1.37)

1.3 Dynamical observables and averages

Types of observables

The observables we are concerned with are functions of trajectories. A large class of these
can be represented as (in general o form)

&%%Ag@ﬂﬁ+%éhp@wﬂ$ (1.38)
where

| pleolants) = im S h@)la(tin) = ot (1.39)

The first term in Eq. 1.38 is a time-integrated density-like observable because it only depends
on the phase space variables at one instance in time. However, the second term in Eq. 1.38
is a current-type observable because it depends on the phase space variables at two instances
of time or transitions between them. In Eq. 1.39, it shows that the choice of integration will
determine how the second term of 1.38 is interpreted.

One observable is the current which is the net displacement of a quantity such as mass,
charge, or heat over some observation time. In terms of the original equation of motion in
Eq. 1.1, the empirical mass current is

ol

Ji(4) —/0 d(zy — x)dx. (1.40)

t

We see that this observable is similar to the second term in Eq. 1.38. Another observable
considered in my research is the empirical density defined as

m@g:%/a@—xmt (1.41)
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In the stationary state this will converge to the reduced single particle density given that it
obeys the Ergodic theorem as

pel) = Jim pi(a). (142)

In discrete space the mass current is written as

t
jt(y7 Z) = / dt 5m(t*),yé‘x(t+),z - 5w(t*),z5x(t+)7y7 (143)
0

where the z(#*) denotes the state before and after a jump.

Hydrodynamic observables

Aside from the microscopic observables described above, we can also equivalently define them
in terms of a fluctuating density and current. We can define the general observable in terms
of the empirical current and density as

%/Otf(xt)dtﬁ %/Otf(:ct)dt/é(y—:ct)dyg /dyh(y)pt(y)- (1.44)

The second term of the observable can be rewritten as

%/Oth(rvt)d% = %/Oth(y)dy /;5(3/ — x)dy = /Oth(y)Jt(y)dy (1.45)

Hence, the general observable is equivalently written as

Awmm%/@Mwa+A%@%@® (1.46)

This is the general hydrodynamic observable as a function of the density and current. The
probability of observing both the empirical current and density is given by the level 2.5
rate function [14, 15]. This will be useful in chapter 4 when we study a fluctuating density
framework for entropy production. As mentioned above, these observables are functions of
the trajectory so in the next section I introduce the trajectory ensemble.

The trajectory ensemble

A trajectory is one of the many realizations of a stochastic process or path. It is defined as
starting at £(0) and ending at z(7T") at a time T as

D= {x(t)}) (1.47)
The probability of taking a trajectory, I', given the initial condition z(0) is

dPy0)(I'). (1.48)
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Then the average observable is given by

U@mmz/ﬂmﬂW@% (1.49)

where the integral is over all possible trajectories that start at x(0) at time zero. This can
be generalized by considering that there is a distribution of initial configurations that can
be chosen. Namely, the probability of taking a trajectory from any starting point from the
distribution pgs(x(0)) is

APy, (2(0))(I') = pss(2(0))dPy(0) (L), (1.50)

and the average observable over all initial configurations is

U putoior = [ Poneon O D) (151)

Now the integration is over all trajectories, not just those that start at a specific 5. We can
also split up the trajectory to calculate averages over parts of the trajectories. For instance
we define a trajectory that starts at time zero and ends at s which is a time smaller than T
as

Iy = {z:}, (1.52)

and another trajectory that starts at time s and ends at time T as
I'={x}7 . (1.53)

With this same logic, we can also generate trajectories starting from a configuration that
is not from the steady state. Hence, even if a system would normally be in equilibrium,
non-equilibrium dynamics occur until the system reaches the steady state. In the case of
glasses, it takes a prohibitively long time to reach the steady state. This is elaborated on in
chapter 5. For a Markov chain, a trajectory is determined by successive configurations as

= [2(0),..,2(t)]. (1.54)

The probability of a trajectory in this case given you start at z(0) is

T-1
Pyy(T) = pes((0)) [ [ p(a(t) = 2(t + 1)) , (1.55)
t=0
where p(z(t) — z(t + 1)) is the transition probability of starting at postion x(¢) at time ¢
and in one time step being at position x(t + 1) at time ¢ + 1.
Now that we have defined what a trajectory and a trajectory ensemble is, another question
is how to generate it. This can be done by running many realizations of the dynamics in Eq.
1.1, or by the path action.
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Path integral formulation: Onsager-Machlup with general
discretization

The choice of « is equally important in defining a path probability or trajectories generated
by Eq. 1.1. We write the SDE in the Langevin form as the following:

X xXr a _
e S F(3) + B@)G (1.56)
with
T = ALty dt -+ (1 — Od)l't =T+ Oé(xt+dt — ZUt) . (157)

Without loss of generality, let’s consider the probability of starting from z(0) at ¢t = 0 and
ending up at z(dt) after one time step. The transition probability is written as

P(z4|wo) = /dC05(9€dt — X1(0, o)) P(¢o) - (1.58)

where X (z9, (o) is a realization of x4 after one time-step starting from t=0, and

Co dt

P(¢o) = €D (1.59)

By using identities for the delta-function, doing a Gaussian integral, and taking the contin-
uous time limit (see Appendix A.2), we get the path integral to be [16]

P(xe]wo) = Jla(t)] exp(—S[a()]) , (1.60)

with

1/2
Jz(t)] = 1:[ (27Tldt> ’Bézt)’, (1.61)

and

S[Q?(t)] & /dt (1 |:ZL't - F(xt);_<§t?<xt)3/(xt):| + CYFI(QCt)> . (162)

There are a couple other ways to write down the path action by introducing auxiliary vari-
ables. These other ways are noted in Appendix A.2 but all forms will in principle generate
the same paths.

Path integral for discrete state systems

The path probability for a sequence of hops can be written as

Plz(t)] = pss(x Hk Tpe, Tppp )€ @R Eer1=te) (1.63)
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where k(zjy1,x;) are elements of the rate matrix and A\;(z;) is the sum of all rates exiting
site i. The time-reversed path probability can be written as

P[:E(t - pss H k $k7xk+1 M@y )(Be=tir1) (1.64)
Taking the ratio, we get that the entropy productlon to be

pss l‘k, 131c+1
Qlx In In . 1.65
[ ( )] pss Z xlm 'karl ( )

The first term is a boundary term and does not grow with time. However, The second term
grows with time and so it is the entropy production defined as

Zl $k,$k+1 (1.66)

37k; 13k+1

Local detailed balance

However, the principle of detailed balance can also be used for non-equilibrium dynamics
where instead of every node on a reaction network obeying detailed balance, we have a pair
of nodes in detailed balance without respect to the rest of the network. This is called local
detailed balance and is a concept in stochastic thermodynamics [17, 18]. The local detailed
balance relates the ratio of rates to the total entropy change of the system as

k@,y) _ ssty))
_ Bls@n), 1.67
Ky, 2) (1.67)

where s(z,y) is the total entropy change from the transition.

Although the concept of detailed balance was shown for the discrete state system, the
same concept can be shown in the continuous space case. When detailed balance is broken
at the microscopic level, there will be entropy production. This will be elaborated on in
chapter 4.

1.4 Large deviation theory

The mathematical theory of large deviations is concerned with the exponential decay of
the probability of extreme events while the number of observations grows [19]. The theory
encompasses equilibrium-like observables of steady state properties but the theory also has
the the ability to describe dynamical properties [20].
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Large deviation principle and level-1 rate functions

We assume that the observable obeys the large deviation principle (LDP) given by

P(A; = a) = lim exp(—tI(a) + o(t)) (1.68)

t—o00

which defines the level one rate function as

I(a) = tllglo t'In[P(A; = a)] (1.69)
If the limit exists, then the observable is said to obey a LDP. In general, t~! is the speed at
which fluctuations decay. This could be in size or in time or both. Given that you are in
the long time limit all distributions should collapse on to this same curve. LDT works when
this is valid. However, sometimes the breaking of the LDP gives information given the LDP
held at one point in a similar way that the breaking of the free energy with finite size scaling
means that there is a phase transition. The LDP could break down due to non-ergodicity
or from non-markovian effects.
In practice the rate function is hard to calculate exactly so we usually calculate the
cumulant generating function first and use that to calculate the rate function.

1.5 Cumulant generating function

The cumulant generating function is one of the starting points to large deviation theory. It
is defined as the Laplace transform of the path action and is based on the Gartner-Ellis
Theorem. Suppose that the scaled cumulant generating function of a random variable A,
defined as

. ]' tAA:
P(N) = tllglo ; loge (1.70)
is differentiable everywhere. Then Ap satisfies an LDP with rate function
I(a) = max (Aa — ¥(N)). (1.71)
AER

This theorem also ensures that the Legendre-Fenchel transform is self inverse for the time
intensive observable A;. This also means that the Legendre-Fenchel transform can be done
in reverse to get the CGF from the rate function. It is possible that if the Gartner-Ellis
theorem does not rigorously hold for all A that the theorem is applicable where the CGF is
differentiable. However, complete information is only transferred between the two ensembles
when the rate function is convex.

1.6 Derivation of the tilted markov generator

The tilted markov generator takes the form of [21, 22, 23]
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L = Lo+ a(x)-V + b(z), (1.72)

where

Lo= (F+aVD)-V+ VDV (1.73)

This generator corresponds to a process that adds a force, a(x), and shrinks and expands the
phase space with b(x). Course-graining the dynamics in the Ito convention for the jacobian
and using the Feynman Kac formula for b(x), we get

T _|dx __ F o 2
Py (1) = eap| / gp—ta —F@ —a@F (1.74)
The original dynamics have the path probability of
T Vs - PP
PT) = dt' —4t : 1.
(n) = conl | il (1.75)
By taking the the ratio of the two, we see the extra contribution to the path probability is
P (T)
= R 1.76
P, (F) eXp[ T(:E)L ( )
e " afer) ’ (F +a(@)/2)
alxr) - dxy F+alx)/2 ,
_ h— . dt’. 1.
Ra(o) = [ R [ afo)- (1.77)

We can use the relationship to convert the observable from Ito to a general alpha discretiza-
tion as

/Ot a(x,)dr, = /Ot a(x)dx, + 2D« /Ot V - a(z)dt, (1.78)

and turn Eq. 1.77 into

Re(z) %/O “(zt—l))dxt +/0 (b—a<x).% ~ a(V-a))dt. (1.79)

Using the fact that
Rp(z) & AT Ay, (1.80)

the forms of @ and b can be solved for then put back into Eq. 1.72 and gives the tilted
generator to be [24]

Ly=F-(V+M(z)) + D (V + M(x))” + Ag(x) + 2D (a - %) AVhA(z). (1.81)

There are a few limiting cases to consider as they will be done in my work. Notice, that if
h(xz) = h, meaning that it does not depend on position, the last term vanishes. In the first
section of my thesis this is the case with the mass current. The last term can also vanish if
the Stratonovich convention is chosen.



CHAPTER 1. INTRODUCTION 15

Generalized Doob transform

The dynamics conditioned on a value of the observable can be done by a control force. In
principle, this force is the exact force that generates the trajectories in the actual system
but are extremely rare to see in the unbiased system. The left eigenvector corresponding to
the largest eigenvalue can be used to generate the control force by

F\(z) = 2D (Ah(z) + Vlogv(z)). (1.82)

When this force is added to the original dynamics, the rare statistics of the observable is
obtained [§].
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Chapter 2

Current statistics in active matter

Introduction

This chapter is based largely on one of my papers [25].

Persistent currents are the hallmark of a system driven away from equilibrium. One of
the simplest and most fundamental problems of nonequilibrium physics is to predict the
structure of the fluctuations of currents around a nonequilibrium steady-state and to decode
the microscopic information contained in them. Non-equilibrium fluctuation-dissipation re-
lations [26, 27, 28, 29, 30, 31, 32], fluctuation theorems [33, 34, 35, 36, 37, 38, 22|, and
thermodynamic uncertainty relations [39, 40, 41, 42] are notable examples of successes to-
wards this end. Much of this progress has been underpinned by the study of large deviation
functions (LDFs), which supplies a general framework to compute and characterize fluc-
tuations of extensive observables [43, 22]. The LDF of the current can be viewed as the
analog of a free energy, making relationships between fluctuations and response to external
perturbations transparent [44, 45, 46, 47]. However, the evaluation of LDF's for interacting
systems remains challenging. In this chapter, we characterize the fluctuations of currents in
a system of interacting active Brownian particles (ABPs) and show how these fluctuations
encode the response of the system.

ABPs are a simple model of active matter, a class of systems that convert energy from the
environment into directed motion. ABPs evolve nonequilibrium steady states as they break
detailed balance at the single particle level due to a constant nonconservative driving force.
More than just being non-Boltzmann, their steady-states support unique phenomena such as
motility induced phase separation [48, 49]. Laboratory realizations of ABPs include cellular
biopolymers [50, 51, 52], bacteria [53, 54, 55, 56, 57, 58, 59], and synthetic colloids [60, 61, 62,
63, 64]. We derive the current LDF's for ABPs and validate it with molecular simulation. We
find that small current fluctuations are Gaussian, and the associated linear response obeys
Fick’s law, as has been shown for noninteracting ABPs [65]. Large current fluctuations are
non-Gaussian and the associated nonlinear response results from a change in the particle’s
orientational correlations, which we characterize with the effective potential that renders
those fluctuations typical.
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2.1 Fluctuation Dissipation Theorem and diffusion

The botanist Robert Brown discovered what we now call Brownian motion in 1827 by watch-
ing pollen suspended in water jiggling under a microscope. The first theoretical work was
given by Einstein who explained this irregular motion by the Fluctuation Dissipation Theo-
rem in 1905 and by Smoluchowski in 1906. Langevin followed up on this work in 1908 which
introduced noise terms into Newton’s second law.

The idea of Brownian motion from a microscopic perspective is that tiny solvent molecules
are hitting the object immersed in the solvent. All of these collisions gives rise to random
motion. Of course, if we could track all the particles around the immersed object the motion
would not be random but would follow Newton’s second law. This jiggling motion in the
overdamped case can be written in terms of the mean squared displacement of the equation
of motion in Eq. 1.5 with no forces,

(@) — 2(0))2 = 2D, (2.1)

with the Fluctuation Dissipation Theorem relating the diffusion constant to the parameters
of the solvent as

D, = kzTy, (2.2)

where kp is Boltzmann’s constant, T is the temperature, and p is the mobility. When
interparticle forces are included in the microscopic equations of motion, the self-diffusion
defined in Eq. 2.1 becomes dependent on the local density and linearly decreases with
increases density [25].

However, one must question whether or not the Fluctuation Dissipation Theorem still
holds for nonequilibrium systems such as active matter. In the next section, I define a
fundamental variable called the mass current and quantify the fluctuations of this variable
which are related to the diffusion coefficient and higher order transport coefficients.

2.2 Mass current in interacting active matter

The equations of motion for active matter considered is of the form of Eq. 1.1. The dynamics
of the ith particle is

with a non-conservative force vb, which is driven by a constant energy supply and has the
statistics of b; = {cos(6;)x;,sin(6;)y;}, where &; and gy, are the unit vectors in the x and y
directions, respectively. The dynamics of #; are Brownian,

6.() = (1) (2.4)
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where 7! is a Gaussian white noise, satisfying (n?(¢)) = 0 and (nf(t)n?(t')) = 2D,0;;0(t — t')
with D, the rotational diffusion constant. The interparticle forces are conservative, F(rY) =
—VU(rY), and in general depend on all N particles’ positions, 7. The form of the
potential in this section is taken to be the a WCA interparticle potential [66], U(r) =

de [(9)12 — (%)6} + ¢ for r < 21/65 and zero otherwise.

;

We can generate an ensemble of trajectories of the system from the previous equation
as described in Eq. 1.47 with dynamical observables being functions of these trajectories as
shown in Eq. 1.38. For instance, a fundamental observable that tells us about transport
is the mass current which is the particle’s displacement over a period of time. It could be
linked to transport via the diffusion constant and higher order transport coefficients which
tells us about the phase behavior through the mass continuity equation.

The mass current can be written in terms of the generalized observable in Eq. 1.38 for

particle ¢ as
1 [t (1) — 1
J,= - / at () = T =20 (2.5)
0

t t
where the observation time, ¢, is assumed to be large and the integration is taken to be in the
Ito convention (o = 0). The total current for all particles in the system is J~ = {Jy,...,Jy}.

The cumulant generating function of this observable is

P(\) = %m <e*~’”f> (2.6)

with the average being taken over P(r’¥ 0N t), the joint distribution of observing all of
the particles in a particular position and orientation at time t. The time evolution of the
generating function is given by

AP\, TN, 0N 1)
ot

= LN P(A 7N, 0" 1) | (2.7)

and defines the tilted generator as mentioned in Eq. 1.81. It has two terms, L = LYY + ALY,

where
N

LY =) (uF; (V) +vb; + D,V;) - Vi + D,0;, (2.8)
i=1
is conservative and whose adjoint gives the Fokker Planck operator. The A dependent term

1S
N

ALY =) (uF; (r) + vb; + 2D,V + DA) - A (2.9)
i=1
and does not conserve probability.
There are two limiting cases of interest to consider. We can consider the total current
as the sum over the individual particle currents, by setting A = A\ - 1 where \ is a scalar
parameter and 1 the identity. However, this case is trivial because the sum of the interparticle
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force vanishes and the solution is identical to the non-interacting solution. In this case, the
total current CGF is equivalent to N times the CGF for a single ABP. Alternatively, we
can consider the current statistics of a single tagged ABP, which has a density dependence
from surrounding particles. This is done by setting A to be a vector with a single nonzero
element, A = {0,0,0,---,\,---,0,0,0}. This second case contains the first in the limit of
low density, and provides additional information on the dependence of current fluctuations
on interactions. In my work, I considered the latter definition.

We would like to get an effective single particle tilted generator by integrating out
the other particle’s degrees of freedom. A generalization of the Bogoliubov-Born-Green-
Kirkwood-Yvon-like hierarchy [67] is introduced which is called the weighted many body
expansion. Specifically, we define an n-particle reduced generating function

PN 7, 9” = (2.10)
//drN AN P, N, 0N 1),

which combined with Eqgs. 2.7-2.9, results in a set of coupled evolution equations for different
Pg,

The single particle generating function depends on the two particle density so closure is
needed. Closure is obtained by decomposing the two particle function as

PO\ 7,070 1)
PO, r,0,t) PO(X, 77,0, 1)

g)\(r767rla9,7t) = (211)

where gy (7,0, 7,0 t) is the pair distribution function conditioned on a given current through
A [68, 69]. When the system is in a homogeneous state, with rotational and translational
invariance, the radial distributon function can be written in terms of relative positions and
orientations as gy(r,0,7',0',t) =~ g\(r,¢), where ¢ is the angle of the displacement vector
of two particles relative to the orientation of the particle at the origin. This closure to the
many-body hierarchy was introduced previously for the case of A =0 [6, 70, 71, 72].

The single particle generating function will depend on the average interparticle force.
This force is decomposed into components in the parallel and perpendicular direction of the
self-propulsion, however this will result in an average force that depends on both the relative
angle between the interparticle displacement vector and the tagged particle’s orientation.
The component perpendicular to the orientation is approximated as that parallel to the
surface of the tagged particle which uncouples these two terms allowing for the expansion to
be closed [6]. For v > 1, this decomposition gives quantitatively accurate results.

In a homogeneous system, both x and y coordinates will have the same statistics indi-
vidually. Hence, without loss of generality we focus on the statistics in the z direction with
the effective single particle operator for a mass current bias being

Ly = V\(p) cos(0)(dy + A) + Di(p)(0x + A)* + D.0;, (2.12)
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Figure 2.1: The 2 dimensional radial distribution function as a function of the relative
position and angle at A = 0 and A = 20. The first peak is reduced at high large A showing
polar alignment.

which has the same drift-diffusion form as an independent ABP, but with a density-dependent
propulsion speed, V) (p), and translational diffusion constant, D¢(p), where p is the local den-
sity, and is taken to be equal to the bulk density. The adjoint of the operator in Eq. 2.12
evaluated at A = 0 yields the propagator for the single particle density. The density depen-
dent diffusion constant, D;(p), describes the diffusion of passive particles in an interacting
system with the mean field form being Dy (p) ~ Dy (1 — p) [71]. The density dependent
propulsion speed has the form V) (p) = v — p(\(p) with p(\(p) is an effective drag. This drag
is calculated by an integral over the interparticle force

(y (p):/Ooodr/Owdqﬁrcos(qﬁ)gA(r,qﬁ)F(r) (2.13)

weighted by the pair distribution function. This coefficient describes the decrease in the
effective velocity of a tagged particle due to the increased density of impenetrable particles
in the direction of self-propulsion [6]. An example of how the 2D radial distribution function
looks like, as described in Eq. 2.13, for v = 10 and two different \'s is given in Fig. 2.1
which shows that higher currents are achieved by avoiding collisions. The drag coefficient
has a number of known limiting forms. By construction, for independent particles or p — 0,
the drag p(\(p) — 0. We find that for all v, this approach is linear in p. Similarly, for
v — 0, the system becomes isotropic and (\(p) — 0. For large v, (o(p) =~ v/p* where
p* =~ 1.2, corresponding to an effective closed-packing density. We find that for v > 30, this
approximation is within 1%, but even for v & 5, this form is within 10% of the computed
value.

Using the theory defined above we solve for the mean-field CGF for current fluctuations
by solving the eigenvalue equation, Lyvy = ¥(A)vy, with ¢(A) being the CGF and v, its
corresponding right eigenvector. The solution to this differential equation is the zeroth
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Figure 2.2: Comparison between the analytical rate function and its numerical evaluation.
(a) Rate functions for p = 0 and v = 5 (red), 10 (blue), and 60 (black). (b) Rate functions
for p = 0.1 and v = 10 (red), 30 (blue), and 60 (black). (c) Rate functions for v = 10 with
p = 0.1 (red), 0.3 (blue), and 0.5 (black). Shown are the Legendre transforms of Eq. 2.14
(solid lines), numerical simulations (symbols) and reference Gaussian (dashed line).

characteristic function of Mathieu’s equation [73], with a small A representation given by the
expansion,

¥ (A) = Dy (p) N2 (2.14)
' D, ZAéP) B 7Z§§p) N 2925{)) OO

with 2)(p) = Vi(p)A/D,. For the case where there is no self-propulsion, z)(p) = 0, and 1 ()
reduces to that for Brownian motion with a density dependent diffusion constant Dy (p). In
the infinite dilution limit our results reduce to those obtained previously [74].

As mentioned at the outset we want to calculate the probability distribution for observing
a current within a period of time. Now with the CGF, the rate function is given by I (J) =
max[AJ — ¢ (N)], and I(J) is minus the logarithm of the probability of J divided by the
observation time.

In figure 2.2 the quantitative accuracy is shown and compared to simulations of () for
a variety of different p’s and v’s. Fluctuations close to the mean, J = 0, are Gaussian but
larger fluctuations are more rare than expected from a Gaussian distribution. As v increases
the non-Gaussian deviations become larger as shown in Fig. 2.2 with the x-axis scaled by
Vt(J?). As shown, increasing the density slows the particles down and changes the effective
self-propulsion.
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2.3 Bias on rare current fluctuations

As shown in Fig. 2.2, the large deviations are markedly non-Gaussian. We can understand
the nature of these fluctuations by making the rare fluctuations common by calculating
control forces. By the so-called doob transform we can condition current fluctuations to
reach a rare value of the current on average [43]. The doob transform is a transformation of
the tilted generator so that probability is now conserved,

Ly =vx ()" Ly (0) — v ()
= L() + 2Dt(p)/\8$ + 2Dr89 In 125\ (9) 89 (215)

which does not change the diffusion and adds a drift that is A dependent. The dynamics
with the control force for a tagged particle is

(t) = pF; (r) + vb + 2Dy (p)AZ + ;. (1) . (2.16)

The control force for the orientation creates a torque on the orientation, F)(0) = 2D.0, Inv, (6),
for small A is

0; (t) = —2Vi(p)Asin(8) + 1, (1) (2.17)

and has an amplitude that depends on the A\ dependent effective self propulsion containing
the friction coefficient, (x(p). The friction can also be measured directly from the exact
biased dynamics [75].

The control force on the orientation causes the tagged particle to have a preferred swim
direction as shown in Fig. 2.3a), which shows the preferred directions at § = 0 and 7.
Additionally, It is seen that the effective drag is significantly reduced with an increasing
magnitude of A as shown in Fig. 2.3b), where ()(p) is computed from the molecular simu-
lations for a variety of densities. At large |\|, (\(p) eventually goes to zero meaning that the
particles surrounding the tagged particles align their orientations with the tagged particle.
This shows that the mechanism to have high currents is to eliminate interactions through
alignment.

We can directly change the average current of the tagged particle to a nonzero average
from the current bias. The prediction for this response is seen from the derivatives of ()
which provide the cumulants of J, d"(\)/d\" = C%. The first cumulant, Ci = (J),,
yeilds the average current and the second predicts the variance to be C% = t{(J — (J)»)*)x.
When these cumulants are evaluated at A = 0 they represent the unbiased dynamics. When
A # 0 this gives the prediction for the rare fluctuations in the tails of I(.J) as shown in
Figs. 2.3c) and d). Those figures show the biased currents at a nonzero A from the exact
solution of the eigenvalue equation and from evaluating Eq. 2.5 directly from simulations of
the auxiliary process defined in Eqs. 2.16 and 2.17. At small A, the current is linear with a
slope proportional to the diffusion constant representing Gaussian fluctuations. At large A,
there is a nonlinear response which is marked by another linear region with a reduced slope.
The slope of this secondary response is dependent on the D;(p) only. This is because when
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Figure 2.3: Analysis of the auxiliary process. (a) The effective forces for v=10, p = 0.1 and
A = 0.1 (blue), 0.3 (red), and 0.5 (black). (b) Damping coefficient, (), as a function of A for
v=10 and p = 0.1 (blue), 0.3 (red), and 0.5 (black). Dashed lines are a guide to the eye.
(c,d) The average current from the auxiliary process. (c) (J), for p = 0.1 and v=10 (blue)
and 30 (red). (d) (J), for v=10, and p = 0.1 (blue), 0.3 (red) and 0.5 (black). The symbols
are the results from simulations. The solid lines represent the derivative of the CGF and the
dotted lines represent its limiting behavior.

all of the particles are moving in the same direction, the system behaves as an equilibrium
system in a reference frame moving at v. The CGF in this limit is given by

v (AN) =Dy (p) N> £vX, X — Fo0, (2.18)

This analysis shows that a simple effective temperature mapping to equilibrium systems
would not explain the non-Gaussian fluctuations and response [76, 77, 78, 79]. Further, The
idea of two diffusion constants has the same qualiative features recently observed in active
biopolymers, with the second diffusion constant being larger than the first [80, 81].
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Effective temperature

As mentioned in the previous section, there is often mention of an equilibrium mapping by
defining an effective temperature [82, 83]. Here, I will briefly describe the arguments for how
one could approximately define an effective temperature which is based on calculating the
pressure.

In equilibrium, the pressure P of a fluid can be defined in three equivalent ways: as
the mechanical force per unit area on the walls of the container, from thermodynamics as
the derivative of a free energy, and as the trace of the hydrodynamic stress tensor of the
fluid, which in turn represents the momentum flux in the system. In equilibrium, all three
definitions give the same expression and the pressure is a state function. This is not true in
general for non-equilibrium systems.

The total pressure of an active gas has three contributions and can be written as

P=Py+Py+P, (2.19)

where P, is the ideal contribution and the contribution from interparticle interactions to
the pressure is represented by Pp. Self propelled particles have an additional contribution
to the pressure that describes the flux of self-propulsion force across a unit line, P,. This
contribution is unique to active systems and was termed ‘active’ or ‘swim’ pressure. It was
shown that the swim pressure can be written in a virial-type form as

P vV (p)y
Ps==(r-vb) = . 2.20
o= Lrevm) = 52 (2:20)
In the absence of interactions Pp = 0, we can approximate the pressure of an ideal active
gas as
vV
P} =P+ Py=pT + Ps = pT + —Qg)yp = pTes, (2.21)
where v
Ta=T+ VO (2.22)

2D,
In other words, the swim pressure of an ideal active gas is simply the pressure of an ideal
gas at the temperature T,g. This mapping is made to try to make reference to the powerful
equilibrium framework. However, we have already shown that this is not rigorously true.
Nonetheless, this swim pressure is also relevant to the entropy production which takes a
similar form to the active pressure. This will be talked about further in chapter 4.

2.4 Linear transport

As mentioned in the introduction, we can also calculate transport coefficients from the CGF.
The second cumulant is

C3(p) = 2Di(p) +

= 2D(p), (2.23)



CHAPTER 2. CURRENT STATISTICS IN ACTIVE MATTER 25

which we define as twice a collective diffusion constant, D(p). In Fig. 2.4, numerical results
obtained from simulations of the mean-squared displacement are plotted in excellent agree-
ment with predictions from Eq. 2.23. This form of the diffusion coefficient has been shown
to agree with simulations previously, and was derived by a moment expansion of the joint
position and orientation distribution [84, 85, 86, 48]. This density dependence of D(p) was
shown by others [70, 6, 77] to correctly predict the spinodal instability signaling the onset
of motility induced phase separation.

The current fluctuations encoded by D(p) provide the response of a hydrodynamic cur-
rent, J,, generated from a slowly varying spatial density, p(z). From the Kramer’s Moyal
expansion [87], J, can be generally expressed as a gradient expansion

o _1 n
7= =3 L g @)t (224)
n=1

where M"[p(z)] is the local density-dependent nth moment of the current, ((J — (J))"). To
first order, the mass current is linear in the density gradient and is given by Fick’s law,
J, = —=D(p)(0p/0x), where D(p) is the proportionality constant relating the current to the
gradient resulting from identifying the second moment with the second cumulant. Since for
small average currents we have have (J)) ~ 2D(p)A, which shows that at linear response, A
can be related to an affinity for this nonequilibrium system. We have computed D(p) from
—J,/(0p/0z) by simulating an open channel in contact with two reservoirs. As shown in
Fig. 2.4, we find good agreement with D(p) computed in this way and from (\). From
(), we have access to all moments of J, and together with its p dependence this framework
allows us to quantify higher order responses that are not naturally considered in standard
field theoretic treatments of ABPs.

While our focus has been on ABPs, the framework we have presented is general and
allows for the quantification of current fluctuations, and the calculation of transport coeffi-
cients for continuous interacting systems. For ABPs; we found that large current fluctuations
near the mean are not representative of rarer fluctuations which are restricted as a result of
coherent active movement. These specific results are consistent with deviations from Gaus-
sian behavior that have been reported in recent experimental studies of active colloids [88,
89]. Furthermore, there are a number biological systems that are modeled by ABPs, such as
cellular biopolymers that exhibit two types of transport characterized by two different dif-
fusion constants for small and large fluctuations [80, 81]. Our analysis may help understand
these observations. Finally, while we have focused on current fluctuations, our development
of the weighted many body expansion provides a way to calculate the CGF of other relevant
quantities for nonequilibriums systems such as activity [90, 91, 92, 69, 93, 94], entropy pro-
duction [95, 96, 97, 98], the density, and other counting statistics that are currently difficult
to estimate [99]. This framework will also be revisited in subsequent chapters on the density
and entropy production.
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Figure 2.4: Density dependent effective diffusion constant for v= 0 (blue), 1 (red), and 60
(black). The symbols are the results from simulations. The squares are from the mean
squared displacement, open circles are from an imposed density gradient and the solid lines
from Eq. 2.23. Inset shows a snapshot of the simulation with an imposed density gradient.

Relation between )\ and affinity

In the previous section, the density dependence of the diffusion constant was neglected.
However, the diffusion constant could vary with position along the channel. When the
effective diffusion constant is considered to be positionally dependent, then the hydrodynamic
current becomes

Vi V¢

p

o (2.25)

where the first term was neglected in the previous expression for Fick’s Law. The diffusion
due to thermal fluctuations is neglected. Since the effective swim speed in the first term
is a decreasing function with increasing density, it is negative and provides a prediction for
phase separation noted previously [48, 6, 86, 100, 84].

By defining a density dependent chemical potential,

po(p) = n(pVi(p)), (2.26)
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the hydrodynamic current can be rewritten as

dpto (P)
dx

which is an affinity that drives the hydrodynamic current. We can relate this to A from the
first derivative of the CGF with A\, giving the average current at small A to be

Jp = =D(p)p (2.27)

(J)x =2D(p)A + O(N?). (2.28)
Hence, at small A we can relate it to an affinity,
p dpo(p)
A=—= . 2.2
2 dx (2.29)

More generally, away from linear response, A and the affinity are still related, but this relation
is more complicated [101, 102, 103, 104, 47, 105, 106, 107, 108, 109, 110, 111, 112].

2.5 Nonlinear transport

We can continue the Kramers Moyal expansion to the next non-zero term in Eq. 2.24, which
would include the fourth moment, M* = Cj — 3(C2)?. To this order, the hydrodynamic
current would be given by

Jp=—=D(p)p <dﬂgip) + dlgip) ) (2.30)

which includes an additional contribution to the effective chemical potential, 1 (p) given by

o) =alo) () + 50055, (519

with a(p) and S(p) being coefficients that depend on the density, vy, D; and D,. Keeping
the first order in the derivatives of the density we get

2

(=T4+4D,) | 5, OVo | 3VE(p)p |OVh
Mo [2Volp) | p OV
dp | Dr D, 0p
1, 0D(p)
Bp)D(p)p =5 + 9 +
(—=7+4D,) [Vii(p) +pV03(p) MV
8D? 4 8 Op

which shows that our framework allows us to quantify higher order response with the next
order response containing non-gradient terms that would give rise to interfacial energy-like
terms necessary to stabilize two phases, d?p/dx? and |dp/dz|* [113, 48, 6].



CHAPTER 2. CURRENT STATISTICS IN ACTIVE MATTER 28

m ]

Y YR
A4

i-1 1 i+1

Figure 2.5: Lattice model of active matter. There are two types of particles j and k. Particle
j hops forward on the lattice with rate 1 and backwards with rate m. Likewise, particle k
hops forward on the lattice with rate a and backwards with rate b.

2.6 Relationship of on-lattice and off-lattice
fluctuations

Sometimes it has proven useful to study active matter on a lattice instead of in the continuum.
In this section, I will describe a microscopic version of ABPs and a discrete version of the
mass current and solve the eigenvalue problem.

Instead of continuous space motion, particles on a lattice hop from one site to another.
The mass current is defined as the number of directed hops. Over a time t, we measure the
amount of hops from state y to state z and vice versa written as

1 T
JT = ?/ q[dx(t*)7y5x(t+),z - 5x(t7)7zéx(t+)7y]dt- (231)
0

Here q is the lattice spacing and the x(t*) denotes the state before and after a jump. In the
long time limit, the current will go to a steady-state distribution of

Jy,z = k<y7 Z)?T(Z) - k(Z, y)ﬂ-(y) : (232>
Similarly to the continuum case there is a tilted generator that is derived in a similar way
to the continuum case for dynamics biased on the number of directed hops given by
dm (1)
dt

= e eiyi+ (i + 1) + e k(i — 1,0)m (i) — r(i)7(0). (2.33)
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Now that we understand how to bias the dynamics, we are left to determine a consistent
way to calculate the rates that describes the equations of motion for ABPs. To enforce this
constraint, we construct the transition rates in such a way that the first two jump moments
give the correct drift and diffusion by solving

q(k(iyi+1) — k(i +1,4)) = M, (2.34)

Pk, i+ 1)+ k(G +1,0)) = M. (2.35)

In a similar way, we can define an active lattice model with two particle types, 7 and k.
Particle j hops forward on the lattice with rate [ and backwards with rate m. Particle k
hops forward on the lattice with rate a and backwards with rate b. Additionally, particle j
can turn into particle k£ with rate g. The summary of the rates for each particle is displayed
in Fig. 2.5. We can solve for these rates in terms of the continuous space equations by
solving for the rates from Eqs. 2.34-2.35 for position and orientation given by

q(l —m) = v, (2.36)
(1 +m) = 2D, (2.37)
q(a —b) = —v, (2.38)
¢*(a+b) = 2D, (2.39)
(g+g) =2D,. (2.40)

In the long time limit particle j and Particle k£ have a drift of v and —v. In this way, particle
j and k are the same particle with different self-driven velocities in equal and opposition
directions. This makes the assumption that in the long time limit only 1 and —1 survive
from the orientation vector. By solving Eqs. 2.36-2.40, we get that

D
I = 21 =, (2.41)
7 q
v D
m = 2—: + q—; (2.42)
D
- ;—; q—; (2.43)
v D
0=+t (2.44)
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and
g=—. (2.45)

The CGF for this system on a ring is given by the largest eigenvalue of the tilted rate matrix
with the rates described. We find that the CGF on the lattice is

2D D, D?
P(N) = q—zt(—l + cosh(\g)) — Z + \/ qi + v2sinh?(\q) (2.46)

Taking the continuum limit where ¢ — 0 means we expand the hyperbolic sine and cosine
and the terms that survive are

2)\2
V() = DIN = D, [ D2 + = (2.47)

We are interested to know how well does this capture the fluctuations in relation to the exact
answer. Taking two derivatives of ¢)(\) defined in Eq. 2.47 with respect to A and evaluating
it at A = 0 gives us a diffusion constant that matches the CGF in Eq. 2.23 when p = 0
representing infinite dilution.

Up until this point, we have only considered non-interacting ABPs on the lattice. We can
perturbatively correct the noninteracting solution by considering particle interactions on a
ring [68]. The exact expression for the large deviation function for current for the interacting
system is

wmzF%4+mwm—%+¢§+%mm4mu«mmo% (2.48)

q

where n; is the indicator function which is 1 when a particle is at site ¢ and zero when the
site is empty. Taking the limit that ¢ — 0 gives us the mean field approximation given as

(A = <D§)\2 = Dr 4/ D} + g) (p(1 = p?)). (2.49)

This gives the local collective diffusion constant as

2

vVo(p)
2D,

D(p) = <Dt +— (2.50)

o) (1= ~ Do)+

which is similar the the density dependent diffusion constant in Eq. 2.23 but with the friction
coefficient, ¢, equal to 1.

The lattice description has proven to be accurate up to the diffusion term. However,
higher order statistics when compared to the exact result deviate. This is not too surprising
since the rates were calculated from the first two moments of the equations of motion.
In principle, higher order statistics might be accurate in the lattice model if higher order
moments were used to calculate the rates.
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Chapter 3

Density fluctuations and phase
separation

Introduction

In a grand canonical ensemble in equilibrium, there is a precise relationship between the
chemical potential of the particle bath, the distribution of density of the system, and the
free energy.

Out of equilibrium, there has been some work to extend these ideas to a nonequilibrium
steady states. For a homogeneous system, the large deviation function for density fluctua-
tions acts like a free energy and a chemical potential of the bath can be defined to quantify
the density fluctuations in active systems [85]. When there is phase separation, there have
also been several works to quantify the phase diagram of 2D active systems with an effective
free energy which is bimodal at the two densities in coexistance [114, 2].

There is much success in characterizing the steady state density profile of homogeneous
and phase separated systems. One question I will answer is how this phase transition is
related to a dynamical phase transition. Specifically, we aim to understand what information
do we gain by including spatial and dynamical information. First, I will give theory developed
to understand dynamical density fluctuations for non-interacting systems. Then, I will use
the concepts learned from those cases to apply to interacting active matter near criticality.

3.1 Time integrated equilibrium density fluctuations
in one dimension

Open boundaries

This section is primarily a summary of the work in a previous paper [115]. We will consider
the open boundaries case first because of its close relationship with textbook quantum me-
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Figure 3.1: An illustration of the system for a bias on density to be in region /1 and it’s
equivalence to the finite square well problem in quantum mechanics.

chanics. This will make the case of periodic boundaries easier to explain afterwards which
is my specific contribution.

For a single particle system in 1 dimension, we consider a bias on a single particle to be
in a region of space for a fraction of time defined as

n=1 h(e(t)dt. (3.)

t

where h(z;) is 1 when the particle is within the sub system at time t, and is zero when it is
outside of it. As shown in Fig. 3.1 , we consider the observable of a particle being in a region
of space of —a < x < a, denoted region [1, where 2a is the length of the subsystem. The
total system size is 2L which for the first example is taken to be much larger than subsystem,
L > a. Given that the Fokker-Planck equation for Brownian motion is

0 t
P b2 t). (3.2)
ot
The operator of this equation is
L} = D,V?, (3.3)
and the tilted version based on Eq. 3.3 is
Lo = D;V?* + \h(z,). (3.4)

It has been noted that solving for the largest eigenvalue of this operator is identical to solving
the finite square well problem in 1 dimension [115, 116]. The eigenvalue problem we wish to
solve is the following:
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Lya(z) —ypMm(z) = 0, (3.5)

where vy (x) is the A and x dependent eigenvector corresponding to the largest eigenvalue.
We must solve this equation for the region inside the subsystem and outside. We show the
three cases below:

Vv (z) — w[()’t\) V,\(:E) =0 r<—a
V() + /\_ vy(x) = —a<z<a (3.6)
Vv (z) — @V,\(x) =0 r>a

The general solution for the eigenvector is

Aefr 4 Fekz r < —a
va(z) = § Beos(kox) + C'sin(kax) —a<z<a (3.7)
De Fz 4 Fethe T >a
where 5O
2 __
kl - Dt ) (38)
e A= o))
B2 = , .
;- Bt 39

In order for the eigenvectors to be normalizable, it must be the case that £ = F' = 0 and
the general solution becomes

Ackr® r < —a
va(z) = < Beos(kox) + C'sin(kyx) —a<z<a. (3.10)
De= Rz T >a

There are still five unknowns which are the CGF, ¢(A), and A, B, Ciand D. To solve for

the other four constants we must note that the other boundary conditions are

vi(w=—a)=vi!(z=—a) (i)
dvi(z=—a) _ dvil(z=—a) .
= & ) (3.11)
vi!(x = a) = ;"(z = a) (k)
dvy! (x=a dv! (z=a
s sl
From Eqgs. 3.11i and 3.11j, we find that
Ae "% = B cos(kya) — C'sin(kqa) (3.12)

and
k1 Ae % = kyBsin(kya) + koC sin(kqa). (3.13)
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By defining 6% = k3a* = w and dividing Eq. 3.12 by Eqgs. 3.13, we find that

Bsin(#) + C'sin(6)
ky =k . 3.14

e (B cos(#) — C'sin(0) (3:-14)
Now by doing the same calculation for Eqs. 3.11k and 3.111, we get

Bcos(f) — C'sin(0)
ky =k : 1

e (B sin(#) + C'sin(6) (3.15)

We now have two equations for k; and by setting Eqs. 3.14 and 3.15 equal we get

(B® + C?)sin(f) cos(d) + BC' = (B* + C?) sin(6) cos(d) — BC (3.16)

This equation has two solutions. Either BC' = —BC' or BC' = 0. Hence, it must be the case
that either C'= 0 or B = 0. This represents the fact that solutions for bound states have to
be either even or odd. The case of B = C = 0 is not possible for this reason.

The largest eigenvalue is given by the first order quantum solution which is the symmetric
solution. The symmetric solution is obtained when C' = 0. Then Eq. 3.10 reduces to

Aekr® T < —a
va(z) = ¢ Bcos(kqz) —a <z <a. (3.17)
De Ffe T >a

Applying the same boundary conditions in Eq. 3.11 , we find that

ka

o tan(0). (3.18)

This equation cannot be solved analytically but we can find the roots for a given A, by

rewriting the left hand side as
ki YY) %
AL =1/2 -1 3.19
e\ e Ve ! 319

_Ad?
=D
Combining Eqgs. 3.18 and 3.19 | the final equation to be solved for the CGF is

66 _
7 — 1= tan(0). (3.21)

If we denote the roots of this equation as 6*(\), the CGF is

with

02 (3.20)

Dy (6"(N)"

() =\ — . (3.22)

a
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Note that since the system has open boundaries, it is quite uncommon for the particle to
stay within the box and on average
dy(A)

Dy Pl 2

Also, the force as a function of lambda on the particle is

4th()\) r < —a
Fy(z) = § —/4D,(A — ¢(N)) tanh(,/ Q=2 gy _g <z <a. (3.24)

Dy
—/4Dp(N) r>a

For positive )\, inside the subsystem the force traps the particle in a bound state with the
depth increasing as a function of X\. These were the results of previous papers [115, 116].

In the next section, I describe my notable contributions to the problem by deriving the
CGF for periodic systems in which case the average density will be the bulk density of the
system. This will then help us to incorporate orientation and interactions in subsequent
sections.

Periodic boundaries

As mentioned previously, for infinite boundary conditions, L > a, we would set £ = F =0
to make the eigenvectors normalizable. Since our system has periodic boundary conditions
we have to keep these coefficients. We now consider the case where a/L is order 1. Namely,
the fraction will give us the average occupancy in the system as

(po =+ (3.25)

In the periodic case the boundary conditions are different. We have 6 equations to solve for
our 7 coefficients which are the following:

(Vi@ =—a)=vfl(x=~a) (i)
dvi(z=—a dvi(z=—a .
A(dx ) = A (dx ) (])
II I1I
iz =a)=vy (z=a) (0)
dvil(z=a) _ dvi(z=q) (k) (326)
dx dz
(o =—L) = vl =1)  (m)
dvy (x=—L dv =L
\ /\(flm ) = d(; ) (n)

Using the same procedure in the previous section, we find that the root equation in this case
is

k?l . tan(kga) o A
ks tanh[k (L—a)] \AX=v() L (3:27)
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Figure 3.2: The exact large deviation functions for the Brownian walker with periodic bound-
aries (solid line) compared with cloning results (square symbols). a) the CGF for a wide
range of A’s. b) The corresponding rate function for density fluctuations. Both a) and b)
are with Dy =1/2, a =1, and L = 5.

This result generalizes Eq. 3.18. Note that when we take the limit that L — oo, our result
reduces back to the open boundaries case. By solving the root equation as a function of A,
we find the CGF plotted in Fig. 3.2a). The main difference seen in the CGF from the open
boundaries case is that there has to be negative CGF values for negative A to give a nonzero
average density in the distribution shown in Fig. 3.2b) which is obtained by the Legendre
transform defined in Eq. 1.71. Also, note that in the distribution of density, it is clear that
this distribution is non Gaussian in the tails. However, close to the mean there will be a
Gaussian with a variance proportional to the diffusion constant.

We can also calculate the forces to realize these rare density fluctuations which is what
we do in the next subsection.

Auxiliary force

The auxiliary force is given by

dIn[vy(z)]

F/\(ZE) = 2Dt dl‘ y

(3.28)

with the eigenvector written as
B cos(kaa
exp(k:l(ZL(fCQL)J)rkla) lexp(k1(2L + ) — k1)) r<—a
vy =  Bcos(kax) —a <z <a. (3.29)

B cos(kaa
exp(kl(CQOL(—z)j-/ﬂa) [exp<k1(2L - 17) + ]{311’)] r>a
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Figure 3.3: Biasing the density. The response of the a) density as a function of A and b)
an example of the control force for A = 1 (solid) and —1( dotted). Both a) and b) are with
Dy=1/2,a=1,and L =5.

Inserting the eigenvector we get that

VADp(N) tanh (/42 (L + 1)) < —a

Fy\(z) = —¢M%A—¢(»mmm-—%ﬁ@ —a<z<a. (3.30)

—/AD (M) tanh(y/ S (L — ) > a

The control force is plotted in Fig. 3.3b) for two lambda values. Note the differences between
the open boundaries case in Eq. 3.24. The force within the subsystem is the same but outside
the box, the only difference is there is a hyperbolic tangent function that makes the force
continuous at the boundaries. This principle will be useful in constructing approximate
control forces in cases that are not exactly solvable.

By inserting the force in Eq. 3.30 into the equations of motion and measuring the density
observable in Eq. 3.1, we see in Fig. 3.3a) that it agrees well with the exact answer from the
first derivative of the CGF shown in Eq. 3.27.

Importance sampling methods

In practice, we can apply the exact force in Eq. 3.30 or an approximate one to importance
sample fluctuations in the cloning algorithm [75]. Given that we have a Langevin equation
in the Ito convention from Eq. 1.1 as

dx
pr = F(x,t) + B(z,t)((t) , (3.31)
with a path action of

PIX] = plap)e™ Jo Lot (3.32)
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with .

L(a(t),#(1) = 5 [ = F(e.0)] (Ble,0)B(x,0)") " & — F(a,1)]. (3.33)
The diffusion coefficient then is defined as

B(x,t)B(z, t)T

D = 5 , (3.34)
We can define a general time integrated density-type observable
1 t
A = ?/ a(x(t))dt (3.35)
0

with a(z(t)) = h(x(t)) being an indicator function as mentioned above. Within the cloning
algorithm we want to calculate the large deviation function by

P(A) = %m (e= ). (3.36)

The brackets indicate an ensemble average over the paths generated by Eq. 3.32. If we have
the exact solution for the cumulant generating function and its corresponding eigenvector
we can use the cloning algorithm with only 1 walker because no branching is needed. When
we have an approximate eigenvector and cumulant generating function we can use this to
enhance the sampling and decrease the number of walkers needed in the cloning algorithm.
Next we will outline the steps to use the approximate guiding force to enhance the sampling.
The approximate auxiliary force, F)\(x), is added to the equation of motion of the original
system as

‘é—f — Fle,t) + F(x) + Bz, (L) - (3.37)
The path action for this dynamics is

PA[X] = plag)e Jo Ex( 0@t (3.38)

with
La((t), (1)) = 3[i(0) ~ Fla, 1)~ Fy(@))(Blaw, )B(a, 0)7)[i(t) ~ Fl, 1)~ Fy(a)]. (3.39)

However, we want to add a force that helps sample the original dynamics so we must manip-
ulate the action so that we still sample the original distribution. We can rewrite the brackets
of the cumulant generating function as

() _/. .- dX P[X] _/. - dX Py[X] <PF’;[[XX]]> (3.40)

Hence when we add the extra force we add
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In ( 1]; [[XX]]) - / L(x(t), #(1)) — La(z(t), #(1))dt (3.41)

to the weight in the exponential of Eq. 3.36. The weight will only contain terms that contain
the guiding force, given by

In (g{{xX]]) = 2;2 / |FA(%)]? + 2F (2, t) Fx(xz) — 2&(t) F(x). (3.42)

The last term can be re written using Ito’s lemma,

dU(z) . dU(x) +B_2d_2

TR O > gzl @) (343)

and the definition of the auxiliary force as an approximate guiding force (with F = B*-LU,(x)),

1 . . d
to be
o d B? d?
Using these results for an arbitrary force, the reweighting factor is
PIX] 1 2 .
with ;
F\ = BQd—UA(x). (3.47)

If the guiding force was the exact auxiliary force(Uy(z) = In(vx(z)) then Eq. 3.45 would be

/ m%m(”x( ))dt:1n< z(j

with vy(z) being the eigenvector of the corresponding CGF. The final expression for the
weight in the exact case is

) /%%ln vx(z(t)))dt, (3.48)

In < PLX] > = 2]132 / |Fa(2)[? + 2F (2, ) Fa(z) + B4%ln(w(w‘(t)))dt- (3.49)
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Figure 3.4: Number of walkers as a function of A\ with and without an approximate control
force. For all X values studied with Dy =1/2, a =1, L = 5, and 10* walkers.

Less than optimal control force

We have found the exact force for the brownian walker case. However, many times we cannot
calculate this force exactly. In this section, we study how approximate forces to bias the
density accelerate the convergence of the cloning algorithm. Based on intuition we expect
that a harmonic potential at the center of the square well will lead to faster convergence
compared to the results without control forces. Using a harmonic force in the well and a
decaying function outside we can write an approximate force as

Atanh(L + z) r < —a
Fy(z)=¢ —\z —a<z<a (3.50)
—Atanh(L — z) x>a

The efficiency with and without this approximate control force is shown in Fig. 3.4 which
shows better efficiency with walker number for all \’s studied. All of the runs were done with
10* walkers. This proves that the force that realizes rare density fluctuations is similar to
a harmonic well. This also provides an approximate force we can later apply to interacting
active matter systems for better convergence.

In the next section our goal is to use this intuition to understand density bias in active
matter.
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3.2 Bias on active matter fluctuations

We would like to calculate the CGF for an active particle to be confined to a region of space
similar to what we did in the previous section for single Brownian particles. It is intractable
to keep both the orientation fluctuations and the Brownian fluctuations, so in this section
we study an active Brownian particle in the absence of thermal noise given by

i(t) = v cos(d), (3.51)
and ‘

0(t) = /2Dmn(t) (3.52)
with statistics of 7(¢) having a zero mean and a variance of 1 on average. The tilted generator
for this system of equations with a bias on density is

L (0) 0 +D i + Ah(xy) (3.53)
= v cos(0)— = xy). :
A ox 00? !

Similar to Eq. 3.6, we must solve the eigenvalue equation in the three regions of space,

v cos(0) Zvy(z,0) + Drg—;m(x, 0) — v (Nva(z,0) =0 r < —a
v cos(0) Lvy(z,6) + Draa—;y,\(:v, 0) — (Y(A) = N va(z,0) =0 —a<x<a (3.54)
v cos(8) Lvy(z,6) + Drg—;u)\(x, 0) — v Nva(z,0) =0 r>a

We can solve these equations by separation of variables,

I/)\(l’,e) ::0<I>f(9)7 (355>
which gives us
Oup(x) —D, ) mf(0)]
p(z) — wvcos(0)f(0) {(%f(&) D, } =9 (3.56)

where ¢ is a constant to be determined and the variable m is equal to ¥(\) outside of the
subsystem and equal to (/(A) — A) inside the the subsystem. This gives two equations to
solve for the two eigenfunctions for space and orientation which are

Oup(z) = —gp(z), (3.57)

and

RF(H) — mi;(rG) 9 UCOj)(rQ)f(H).

The equation for the density will just be exponential like in the previous section. However,
to find the value for g we must solve the differential equation for 6. The solution is just
Mathieu’s equation. Hence, the value for g is found from

(3.58)
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4m (2gv
= Q
D, "D,

where a,(x) is the zeroth order eigenvalue of Mathieu’s equation. This is a common procedure
in sedimentation papers [117, 118, 119]. By inverting this equation we get to leading order

in g that
g=4/= (3.60)

U2

2D,
Note that the solution for g is only approximate since the solution is an infinite series in
g and we have only taken the leading order term which is quadratic. Analytically, it is
also possible to solve for g at fourth order for more precise estimates. On the other hand,
numerically it is possible to solve for g to arbitrary order to get an exact estimate for g by
using a basis set expansion [25].
By putting our value of g back into the the position eigenvalue equation, we get the same
equations as for the Brownian particle as

), (3.59)

S

where

D =

(3.61)

Aeh®  Be~he r < —a
va(z) = ¢ Bcos(kqz) + Csin(kyx) —a<z<a (3.62)
De~Fe 4 pethie T >a
with the coefficients being
k2 = @ : (3.63)
and
k3 = =y _;)W)]. (3.64)

We see that the solution for the time integrated density is identical to the Brownian particles

solution in Eq. 3.27,
k‘l tan(k‘ga) A
== Y e — 65
ke bk (L—a)  \A—o(y " (3:65)

but with a modified diffusion coefficient. In practice, it would be a small step to assume that
thermal fluctuations could be put back in by using the diffusion constant of

U2

2D,

D =D, + (3.66)

This follows from the fact that we have proven that the solution only changes the magnitude
of the diffusion in the exponential solution. The CGF compared to simulations is shown
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Figure 3.5: Density fluctuations as a function of self-propulsion. a) The cumulant generating
function for v = 0,2,5 and b) the rate function for the same self-propulsion values with the
solid lines representing the predictions and the symbols showing cloning results. ¢) the same
data in b) but with the x-axis shifted by the mean and scaled by the variance to highlight
non-Gaussian fluctuations. The black dotted line shows a fitted Gaussian distribution. All
data is with Dy = 0.5, D, = 3, and a/L = 0.2.

in Fig. 3.5a) which shows good agreement for a few different self-propulsion values. The
corresponding rate function of density fluctuations is shown in Fig. 3.5b). We see that
increasing self-propulsion causes a decrease in the variance. This comes from the fact that
in Eq. 3.22 increasing the diffusion constant causes the CGF to have a lesser value for a
corresponding A and creates smaller fluctuates with increasing self-propulsion.

In Fig. 3.5¢), the data in Fig. 3.5b) is re-plotted but with the x-axis shifted by the
mean and scaled by the square root of the variance to highlight deviations from a Gaussian
distribution shown by the dotted line. It is seen that the the distributions become more
Gaussian with increasing self-propulsion. This is because distributions become non-Gaussian
for fluctuations close to a zero density which becomes increasingly improbable with increasing
propulsion.

3.3 Dynamical density fluctuations in interacting
active matter

We have only considered non-interacting systems thus far. Based on our intuition from those
examples we would like study interacting active matter in 2 dimensions. We would expect
any system that has a steady state phase transition would also have a dynamical phase
transition. However, the precise nature in which adding time changes the statistics has not
been studied before.

Before we discuss the dynamical density fluctuations in interacting active matter. We will
first show why we know from theory that there is a phase transition in this nonequilibrium
system.
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Linear instability analysis

We can show that there is a dynamical instability in the dynamics by noting that the
continuity equation for a tagged active particle, from the adjoint of Eq. 2.12 evaluated at
A=0,is

dp(r,0,t)

o =~V Va(p)b(O)p(r,0,0)] + Di(p)V’p(r,0,1) + D:Jjp(r, 6, 1). (3.67)

We introduce the mass density and polarization to be

o(rt) = / o0, )d0), (3.68)

and

p(r,t) = /b(G)p(r,G,t)d@. (3.69)

Combining Eqs. 3.67-3.69, we find that the equations of motion for the mass density and
polarization are

Ip(r, t)

o =~V Volop(r, )] + Dulp)Vop(r.t), (3.70)

and
op(r.t) _ o Volp)e(r,1)
ot 2
These equation of motion ignore higher order orientation fields in order to have a closed
set of equations [6]. We can consider dynamical fluctuations from the homogeneous density
profile by defining a mean and a linear fluctuation term as

+ Di(p)V?p(r,t) — Dip(r,t). (3.71)

p(r,t) =p+op(r,t). (3.72)

The polarization is zero on average for this system so a nonzero polarization would result
from a dynamical fluctuation. By inserting solutions of the form

P, 6p — eo(k)t+ik-’r‘ (373)

into Egs. 3.70 and 3.71, we get a dispersion of

1

oK) = —5 — DR + 53/ T—2(0— ) (0~ 20 2. (3.74)

This equation quantifies the growth rate from a perturbation. There are fluctuations as a
function of k that cause the dispersion to be positive which denotes a fluctuation will not
decay and continue to grow leading to a dynamical instability.
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Phase separated systems

We now consider a modified density observable to be

o= i | > ntri(o)i (3.75)

which is similar to Eq. 3.1 in that it is time integrated but now the average density is set
by the number of particles in the subvolume at an instance in time, p, = i\iT%’ where the
subsystem still has dimensions of 2a. This defines the number of particles in the subsystem
at time t to be

N, = Z h(ri(t)). (3.76)

For a homogeneous system the density within the subsystem will be the same as the total

system
Pa = P- (377)

The CGF cloning is plotted in Fig. 3.6 for various subsystem sizes, a = 2, 3, and 4, at
the state points v = 120 and p = 0.25. To obtain points in Fig. 3.6a), N, = 103 — 107
walkers was used. These state points would be phase separated in the infinite time limit but
a nucleation event would take a prohibitively long time to happen. The complete system
including the bath has N=400-600 particles depending on the system size with square box
dimensions to give the bulk density of p = 0.25. All results are with an observation time of
t = 5At, a rotational diffusion constant of D, = 3, and a translational diffusion constant of
Dy = 0.5.

In Fig. 3.6a), the critical A, A., is at the point at which the curvature of the CGF changes.
The critical lambda moves closer to zero as the size of the subsystem grows. In Fig 3.6b), the
distributions for various subsystem sizes are plotted. There are clear finite size effects with
the dense phase becoming more probable with increasing system size. In the thermodynamic
limit, we expect the dilute phase to still be more probable since the state point is closer to
the dilute phase of MIPS. At a phase point that is directly equidistant from both the dense
and dilute phases we would expect equal probable dynamical phases but that is not what is
studied here.

From the distribution in Fig. 3.6b), we can calculate the average density as a function
of A by

(o = [ pemrtornig, (3.79)

Similarly, the fluctuations can be calculated by a derivative of the A\ dependent density with
respect to A,

4a2((6p)*)ro? = 02%. (3.79)
Both the average and the variance is plotted in Fig. 3.7. The inset of Fig. 3.7b) shows
scaling consistent with a first order dynamical phase transition with a critical lambda that
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Figure 3.6: Large deviation functions for interacting active matter at the state point of

v =120 and p = 0.25. a) The CGF and b) the rate function as a function of subsystem sizes
of 4 x 22, 4 x 3%, and 4 x 42

Figure 3.7: The response of the a) density as a function of A and b) the size intensive variance

showing a peak growing with size and becoming narrower. The inset shows the scaling of
the peak height with probe area.
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scales linearly with system size. The two density phases in Fig. 3.7a) are close to those
measured in MIPS [114].

Future works will try to derive an approximate CGF and control forces for 2D interacting
homogeneous systems. There are ways to map 2 dimensional circular wells to a pseudo 1
dimensional problem when there is no angular momentum in quantum mechanics. This may
provide insight into this study. We would also like to understand the differences between
the crystallization transition which does not rely on motility to happen, MIPS which does,
and how motility changes the crystallization transition [120]. Another interesting avenue
is seeing if there are universal bounds on density fluctuations just as there are for current
fluctuations [40].
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Chapter 4

Energy dissipation and self-assembly

introduction

This section mainly consists of my work in [42].

The active matter systems considered are away from equilibrium due to non-conservative
forces that generate self-propulsion. The constant energy dissipation is associated with the
entropy production and is deeply connected to their dynamic and structural properties [121,
122, 123, 124, 125, 126, 127, 128, 96, 129].

Additionally, by understanding the different sources of entropy production in active mat-
ter will lead the way in manipulating their collective behavior [130, 131, 132, 133, 134, 135,
136, 137, 138], designing active metamaterials with novel responses [139, 140, 141, 142], and
building active heat engines [143, 144, 145, 146, 147, 148, 149].

Stochastic thermodynamics provides a framework for studying entropy production and
has supplied general theories that constrain its statistics [37, 35, 38, 46, 150] and its role
in nonequilbrium response [102, 103, 104, 47, 105, 106, 107, 151, 152, 108, 109, 110, 111,
153, 112]. Here, we provide a general bound on the distributions of entropy production for
interacting active matter using stochastic thermodynamics and large deviation theory [8].
While not as universal as the thermodynamic uncertainty principle [39, 154], the specific
consideration of active matter admits a bound that in some cases is tighter, and one in
which deviations can be physically understood. The bound we present is valid arbitrarily far
from equilibrium for self-propelled particles and is saturated in the limit that the interparticle
contribution to the entropy production is small. Near phase transitions, the bound is weak as
fluctuations are enhanced due to emergent effective long-ranged interactions that we quantify.
This work provides a link between entropy production fluctuations and collective phenomena
in active matter and ways to control them.

All of the active matter considered are of the form

7; = vb; + uF; (TN> +V2Dm; (4.1)

where r; denotes the position of the ith particle, v and b; set the typical magnitude and
direction of self-propulsion, p is a single particle mobility, and n); is a Gaussian white noise
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with (nf(t)) = 0 and <n?(t)nf(t’)) = 0;;00,30(t — t') for the o and 8 components of the
random force. The translational diffusion coefficient, Dy, satisfies a fluctuation-dissipation
relation, D; = 371; where 57! is the temperature times Boltzmann’s constant. Throughout,
we take g = Dy = 1. The interparticle forces are conservative, F(r") = —VU(r"), and
in general depend on all N particles’ positions, 7?V. This class of active matter has a non-
conservative self-propulsion term, vb, which is driven by a constant energy supply. Our
formulation is independent of the statistics and dynamics of the self propulsion vector, b,
and may be correlated due to aligning interactions. The dynamics of the orientation vector
b are model specific discussed in the next section but our results are largely independent of
its form. For concreteness, below we will consider collections of interacting active Brownian
particles (ABPs), active dumbbells (ADPs), run and tumble particles (RTPs), and active
Ornstein-Uhlenbeck particles (AOUPs).

4.1 Form of the active force

ABPs and RTPs

For both ABPs and RTPs the orientation vector has a fixed magnitude, so in two di-
mensions it can be uniquely parameterized by an angle 6. For the ith particle, b; =
{cos(0;)x;,sin(0;)y;}, where &; and y; are the unit vectors in the z and y directions, re-
spectively. For ABPs, the dynamics of 6; are Brownian,

0i(t) = n (1) (4.2)

where 7! is a Gaussian white noise, satisfying (n!(¢)) = 0 and (nf(t)n?(t')) = 2D,0;;0(t — t')
with D, being the rotational diffusion constant. We take D, = 3D;/c? throughout the main
text.

The dynamics of € for RTPs are piecewise constant over waiting times, 7, satisfying a
Poisson process [82, 155]. The waiting time distribution is given by an exponential distribu-
tion,

P(7) =~e 7, (4.3)

with constant reorientation rate . We take v = D;/0?. At each 7, the particles reorient by
drawing a new 6 chosen uniformly over the range [0, 27].

ADPs

Each ADP is composed of two particles that are tethered together by a harmonic bond. The
additional harmonic bond potential is given by Un(r) = k(r — [)?/2, where k is the spring
constant, [ is the rest length, and r is the displacement between the two bonded particles. In
the main text, we take k = 100 ¢/0? and [ = 1.5 0. The self-propulsion direction is along the
bond vector. For the ith ADP, composed of monomers 1 and 2, b; = ;12 where 7; 15 is the
unit displacement vector between monomers 1 and 2. The time evolution of the orientation



CHAPTER 4. ENERGY DISSIPATION AND SELF-ASSEMBLY 50

vector is given by the time evolution of the displacement vector between the two composite
particles as dictated by their individual equations of motion [156, 157].

AOUPs

For AOUPs, the self propulsion vector changes both its magnitude and direction. Its equation
of motion is of the form of an Ornstein-Uhlenbeck process and given by

b; = —D.b; + & (4.4)

where &; is a Gaussian random variable which has a zero mean, (§; ,(¢)) = 0, and a variance
of <£f(t)£jﬁ(t’)) = 2D, D?/v%0;00,50(t — t') for each a, B component and D, sets the scale of
fluctuations in the magnitude of b; [96, 111]. We take D, = D, /02, v = v/2D,D;, and study
a range of D,’s.

4.2 Derivation of entropy production

The entropy production is derived from time reversal symmetry properties of the path action
in stochastic thermodynamics [158, 36, 159, 160, 161], AS = In P['}/P[['], where P[I] is
the probability of a forward trajectory T' = {r~(¢),b"(t)} and P[[] is the probability of
observing the time-reversed trajectory.

Without a specific source for how the self-propulsion arises, we use the convention that the
parameter v is even under time-reversal which agrees with previous work [162, 163, 164, 165,
166]. Within this convention, non-interacting particles have an entropy production that is
proportional to their propulsion squared, v2. The choice of convention for time reversal with-
out an underlying microscopic model of self-propulsion is somewhat arbitrary [167]. However,
all of the collective phenomena reported below are independent of the convention [168]. The
convention we follow is analogous to the active work [164] and can be derived independently
from mechanical considerations.

ABPs

The probability of observing a path for a system of ABPs with conservative interactions in
the Stratonovich convention (o =1/2 in Eq. 3.32) is

N t
Pl ocexp [_ Z/o o AD, * 2 TiD
i=1 T

, (4.9)

where the gradient term in the second line follows from the Stratonovich convention. After
performing the time reversal operation and taking a ratio of path probabilities, the entropy
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production then becomes

N t
3= b5 [ ekt s konr 0] o

which is a sum of two terms. However, since we are using the Stratonovich convention the
chain rule is preserved and the term

Z /0 dt't; o F; (r™) = U(r™N(0)) = U(rN (1)) , (4.7)

does not grow with time, unlike the first term. In the long time limit it will become negligible,
and can be neglected in the entropy production.

AOUPs

For AOUPS using the Stratonovich convention, the derivation of the form of the entropy
production follows similarly as for the other models. Specifically, the path probability is

P[F]O(exp[iil/otdt/(fﬁivbiu:Fi(rN)) +Vn.<uj@~(wv))

) 2
. v2 <b¢ + Drbi) Vs, - Dib; 48)
4D, D? 2 W

where the additional force on b; results in the last two terms. After performing the time
reversal operation, the entropy production is

N , . N o;
vb;or; I'z‘OME(T ) v°b; o b;

AS=3 | df - 4,

i i1/0 ( Dt - Dt DaDr ’ ( 9)

where the first two terms are analogous to the ABPs. Both the second term and third term
do not grow with time, and so in the long time limit the entropy production reduces to

N t
v
iy (1.10)

which is equivalent to the form found for the ABPs.
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4.3 Bound on entropy production fluctuations

As shown in the previous section all models, under an even time reversal for the self-
propulsion term, have the same form for entropy production as

N t
v
Dt; i (4.11)

For the time and system size intensive entropy production, s = AS/(Nt), the CGF is defined

as,
1
¥() = (eXON) (4.12)

where (...)o denotes average over paths and A is the counting variable that probes rare
fluctuations of the entropy production when nonzero. Cumulants of the entropy production
are computable from () through derivatives with respect to A.

Calculating ¥(\) or I(s) exactly for interacting systems is difficult because of many-
body correlations. However, we find that 1)(\) can generally be rewritten by factoring out
the single particle part,

D) = 0 + 7 ()

where () is the CGF for an isolated active particle. The remaining contribution to ¢ (\)
represents interparticle correlations and is given by the CGF of

: (4.13)

ux

N t
AW_BUZ/ dt'b; - F; | (4.14)
i=1 0

averaged over an ensemble with an additional force wy. The force u, is the optimal control
force to realize rare entropy production fluctuations for an isolated particle and its model
specific form is considered below. The observable AW is the dimensionless work done on the
surrounding particles due to self-propulsion. By applying Jensen’s inequality to Eq. 4.13,

Y(A) > Yr(A) + B (b F), (4.15)

¥(A) is bounded (see section 4.4). The correction over the single particle CGF can be
interpreted as SAv times the effective drag a tagged particle feels in the direction of the
self-propulsion due to the surrounding particles [6]. This is the same friction introduced in
the context of current fluctuations in chapter 2. This gives rise to an effective velocity that
is smaller than v and dependent on the density and A [25].

Inserting the bound on the CGF in Eq. 4.15 into the Legendre-Fenchel transform, we
derive a bound on the distribution of the entropy production, I,(s),

I(s) < I(s) = max [As —pr(A) = Brv(b-F), |. (4.16)
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By construction the bound recovers the correct mean dissipation and is tight far into the
tails of the distribution in the limit that fluctuations in AW are small and the saddle point
approximation to its CGF is accurate. Data in Fig. 4.1 confirms the upper bound for all of
the active matter models studied. Throughout, I(s) is computed using the cloning algorithm
[169, 75] and Iy(s) by computing (AW),, from direct simulations. All simulations are done

with a WCA interparticle potential [66], U(r) = 4e [(%)12 — (%)6] + € for r < 2Y65 and
zero otherwise. The parameter € is the energy scale of the interactions and o is the particle
diameter. ADPs have an added harmonic potential between composite particles. Our results
are presented with a non-dimensional v in units of D;/o, v and D, in units of D;/c?, and
bulk density p in units of 1/0? in two dimensions. Also, D;, and 3 are set to 1. Data in
Fig. 4.1a shows that there are large parameter regimes where the bound is tight. In practice,
the bound is accurate when the system is away from dynamical phase transitions, this is
valid when p(v/D;)?> < 1. Nevertheless, even when p(v/D,)? ~ 1 we find the bound is still
reasonably tight.

The detailed forms for I(s) and [,(s) are distinct for different models of active matter.
For ABPs, ADPs, and RTPs, the entropy production fluctuations are Gaussian for isolated
particles, with ¢;(X\) = v*A\(1 + \)/D; (see section 4.4). The corresponding control force,
uy) = 2A\vb, is appended to the existing forces in Eq. 4.29 such that rare entropy production
fluctuations are realized by a renormalized velocity, vy = v(1 4+ 2X). This () gives
rise to a bound that is nearly Gaussian, as shown in Fig. 4.1b. For low densities and
low velocities, I(s) =~ Iy(s). Increasing v, the bound weakens for smaller than average
entropy production fluctuations, s < (s)g. Fluctuations that result in larger than average
entropy production, s > (s)g, for large v are more probable than predicted by the bound
due to neglecting contributions from interparticle correlations. However, the relative error
between the entropy production distribution and the bound decreases into the tails due to
the increasingly independent particle behavior elaborated upon below.

For isolated AOUPs, the entropy production fluctuations are generically non-Gaussian

and ¢p(A) = D, (1 — /1 —202\(1+ )\)/DtDr), where D, is the rotational diffusion constant

(see Appendix 4.4). The fluctuations in s are Gaussian only near the mean and are asym-
metric [164]. This is in contrast to the Gaussian distribution that would be predicted by the
thermodynamic uncertainty relations, and reflects the finite memory in the self-propulsion
vector. In this case, with specific consideration to the details of the system we obtain a
tighter bound. The control force includes the same renormalized velocity as for ABPs, but
in addition includes a force on the particle’s orientation, wy = 17(A)b which modulates the
self propulsion speed. In Fig. 4.1c, we see that the bound gives an accurate prediction of
the fluctuations across the densities and v’s considered. The fluctuations are still enhanced
relative to the bound for s < (s)g, though less so than in Fig. 4.1b.
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Figure 4.1: Entropy production fluctuations for a variety of active matter systems. (a) Rate
function obtained by importance sampling versus the bound in Eq. 4.16 with the symbols
corresponding to the labels in (b) and (c). (b) Entropy production fluctuations for p = 0.1,
ABPs with D, = 3, ADPs with spring constant k& = 100 ¢/0? and rest length [ = 1.50, and
RTPs with a tumble rate v = 1 for different self-propulsion values. (c¢) Entropy production
fluctuations for AOUPs for different parameter ranges and D, = 1. In all panels the red line
denotes I,(s) and the errorbars are smaller than the symbols.

4.4 Free particle CGFs, optimal control forces, and
bound derivation

The bound in the previous section relies on knowing the non-interacting CGF for entropy
production. In this section, it is detailed how this is calculated. The free particle CGF is
computable from the solution of a generalized eigenvalue equation of the form

Lyvx =9 MNva (4.17)

where L) is the Lebowitz-Spohn, or tilted, operator and v, and ¥ (\) are the maximum
eigenvector eigenvalue pair. The tilted operator is derivable from the time evolution of the
CGF and the relation to the spectrum of L, and the CGF follows from the long time limit.
Generically, for a current-type variable [158, 8] the optimal control force that realizes rare
entropy production fluctuation is given by

uy =2 \vb+ 2D - Vinv, , (4.18)

where D is a matrix of diffusion constants in define in space crossed with the self-propulsion
vector dimension and V = {V,., V,}. The optimal control force is encoded in the maximum
eigenvector associated with Ly [8].

In order to fully solve the eigenspectrum it is necessary to solve the eigenvalue problem
for the adjoint tilted operator [170]

Ligy = ¥s(Nax - (4.19)



CHAPTER 4. ENERGY DISSIPATION AND SELF-ASSEMBLY 55

since in general L) is not Hermitian. The boundary conditions of the eigevectors must obey a
normalization boundary condition vy (b)g\(b) — 0 as b — oo [170]. The boundary condition
can equivalently be written as

/ db qy(b)in(b) = 1, (4.20)

and for convenience we impose that

/db o (b) = 1. (4.21)

ABPs

The tilted generator for the entropy production of an isolated ABP is

vb vb vb
Ly=vb- |V, 4+ = D |Ve+A—| - |V.+A\—| +ViD,,
o] ofe ) oot o
which can be solved on a periodic domain by a constant eigenvector, vy = const. This is

equivalent to assuming that the stationary state is uniform and isotropic for all A\. The CGF
follows by noting b-b = 1 and is

U2

2
2 U
= A=+ "= 4.22

and that the control force that realizes the rare dynamics reduces to uy = 2Avb. The
corresponding equation of motion is

7 =v(1+2\) b, + /2D, , (4.23)

where we see explicitly that the control force acts to renormalize the self-propulsion velocity.

AOUPs

The tilted generator for the entropy production of an isolated AOUP is

vb

L/\:"Ub' +Dt V'r_l')\ﬁ

vb
V,,+)\3t

o LV — DbV, (4.24)

V2

b D, D?
: [V,&A” ] +

which contains an additional convective term in b due to the constant restoring force. As-
suming the system maintains a uniform and isotropic state at all A, such that the eigenvector
does not depend on 7, we can simplify the tilted operator,

Ug|b|2 + )\QU

2|b’2 DaD2
+ 2
Dt Dt (%

Ly=\ LV —Dib -V (4.25)
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where b is the magnitude of the vector b. The domain of b is from 0 to oo, the eigenvector
from equation (4.17) is

UQIbIQ@/Jf(/\))

A (b) = exp ( sy

and its corresponding eigenvalue is

(4.26)

¥\ = D, (1 _ \/1 _ 45%(1 + A)) | (4.27)

which can be verified by inserting v(b) back into Eq. 4.25 and noting that since it’s in
two dimensions it is split up into the z and y dimensions with [b]> = b-b = b2 + b2 and
Vi=Vi —i—ng. The left eigenvector can also be solved to obtain the normalization constant
but it is not needed for the control force calculations.

The optimal control force in the r and b directions, uy = {u},ul} are

uy = {220 b, by (\)} (4.28)

which is the result in the main text for the control force for non-interacting AOUPs. The
biased equations of motion become

and
b, = —Db; (1 —;(\)/D,) + /2D, D2 Jv2¢; (4.30)
where the former is identical for ABPs and the latter is specific to AOUPs.

In simulations, we relate AOUPs to ABPs by setting v = /2D, D, as shown in section
4.3.

Entropy bounds from Girsonov transformation

One of the main results being the bound in Eq. 4.15 is obtained by manipulating the path
action so the derivation is detailed in this section. The CGF for the entropy production can
be rewritten as an average over the biased ensemble by performing a change of measure, or
Girsonov transformation, from the original path ensemble with probability P[],

W) = %m / DIT| P[] S

1 Pl AAS
= WIH/D[F] Pu [l P, [Te
1

= mln<%e’ms>w : (4.31)
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where P,, [I'] denotes a path ensemble with an additional force u, added to the original
equations of motion, and (... ),, denotes an ensemble average with respect to that measure.

Using Jensen’s inequality, we find a general bound within an arbitrary control ensemble
171],

v(A) > tiN ()\ (AS), + <ln P]: ﬂ] >u) | (4.32)

which need not be tight. However, below we show how in the systems studied by choosing
uy to be the optimal control force for the free particle, we can arrive at the tight bound on
the entropy production introduced in section 4.3.

ABPs

The relative actions with and without the single particle control force for a system of inter-
acting ABPs is

P[T] i SUNI+DN) v , N
In Pl Zl/o dt — 5 Ekbzom + Burb; - F; (r) (4.33)
which employs the identity b - b = 1. We recognize the first term on the right hand side
as 1r()), the second term as the negative of the entropy production, and the final term as
AW . Inserting this relative action into Eq. 4.31, we note that the entropy production terms
cancel, and we can pull the constants out of the average. The bound can be shown to work
analogously for the ADP and RTP models since the added control force does not change the
statistics of the orientation, b, and only changes the positional degrees of freedom.

AOUPs

The relative actions with and without the single particle control force for a system of inter-
acting AOUPs is

PIC) [ (AN (= 0/2D) s
Pukmz/o‘“( b~ 2D, )“’

+p() — D%)\bi o7+ vBAb; - Fy (rY) | (4.34)

In

which is more complicated than for the ABPs due to the fluctuating magnitude of the self-
propulsion vector. We still can identify the same structure as before, with the free particle
CGF, negative of the entropy production, and AW, however there is an additional first
term in the parenthesis. Inserting the definition of 1 from Eq. 4.27 we find that the term
proportional to v?b? is identically 0. This leaves us with the result for the bound in the main
text.
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4.5 Maximizing dissipation and collectively moving
phase

In order to understand the origins of the deviations from the bound and the connections to
collective behavior in active matter, we consider in detail a system of ABPs at conditions
near and far from its motility induced phase separation (MIPS) transition. Additionally, the
asymmetry of entropy production fluctuations about its average, motivates us to consider
separately fluctuations of s > (s)g and s < (s)o. In Fig. 4.2, the distributions for s > (s)o
are shown for v = 10 and v = 120, for a variety of system sizes at fixed density, p =
0.1. While the probability is larger than predicted by the bound, it can be perturbatively
corrected. Specifically, we can expand Eq. 4.13 up to the second cumulant, 1(\) = (X)) +
(A (AW, + A2 (6AW?), /2) /Nt. The result of this approximation to the rate function is
shown in Figs. 4.2 a) and b). For v = 10 the fluctuations are well described by the
cumulant approximation, while for v = 120 asymptotic entropy production fluctuations are
narrower than predicted. The Gaussian fits for small fluctuations for v = 10 and v = 120
is (s)g = v*(1 — 0.84p), ((05)?) = 302, and (s)o = v*(1 — 0.63p), and {(ds)?) = 12v* with
p = 0.1 which are represented by black dotted lines. There is not a clear size dependence for
the system sizes studied here and we have found that all three system sizes considered have
the same best fit.

The asymptotic behavior for s > (s) is well described by free particle motion for all v’s.
This can be seen by considering di/d\ = (s), from (s)\ = [ ds sexp{Nt[—1(s)+As—(\)]},
which is a direct probe of the tails of I(s). Asshown in Figs. 4.2 ¢) and d), for both large and
small v, (s)) exhibits a crossover from Gaussian statistics. Near A = 0, (s), varies linearly
with A with a slope given by the variance (§s%)y. For A > 0, (s), varies linearly with A with
a slope given by the free particle variance. An analogous crossover has been noted in the
current statistics of an interacting tagged ABP described in chapter 2 [25]. The asymptotic
free behavior implies that the most likely way for the system to produce large amounts of
entropy is to suppress density correlations and decrease AW. This behavior results from
the system adopting a net orientation for the particles’ self-propulsion vector [163, 172]. If
the net orientation persists in the thermodynamic limit, it would represent a spontaneous
symmetry breaking [173].

4.6 Minimizing dissipation and phase separation

Fluctuations for s < (s)o are much larger than predicted by the bound and are collective
in origin. Fig. 4.3 shows the distributions of entropy production and (s), for v = 10 and
v = 120 at p = 0.1 for 3 system sizes. The distributions in Figs. 4.3 a) and b) show
significant finite size effects for s < (s)o. In Figs. 4.3 ¢), and d), this is evident by a
transition between two types of behavior that sharpens with increasing N and occurs at
larger A with increasing v over the limited range of system sizes we can study numerically.
These features are a hallmark of a dynamical phase transition, in this case between a dilute
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Figure 4.2: Larger than average entropy production fluctuations for ABPs with N = 10
(purple circles), 20 (blue squares), and 40 (black diamonds). Distribution of entropy pro-
duction for a) v = 10 and b) v = 120 with p = 0.1. In a) and b), the red lines are I;(s) and
the dashed black lines are fits at A = 0 to extract the second cumulant. The average entropy
production at finite A for ¢) v = 10 and d) v = 120 with p = 0.1. The dashed lines are from
the cumulant fits in a) and b), and the red line is the non-interacting rate function.

phase and a phase separated state reminiscent of MIPS [114, 48, 174]. As has been found
previously [163], this shows that the most likely way for the system to produce little entropy is
to condense, decreasing the particles’ displacement by increasing the effective drag. We find
we can describe I(s) by explicitly assuming that each dynamical phase is well approximated
by a Gaussian distribution. Specifically, assuming ;(A\)Nt = AAS); + A\2(6AS?);/2 for
1 = d, c being the dilute and condensed phases, the rate function can be computed from a
contraction principle [43] for the CGF, ¥(\) = max,[1).(N), Ya(A)]. The result is a Maxwell
construction and is shown in Fig. 4.3 to be a good approximation in the infinite system size
limit.

The Gaussian fit for the phase separated peak in Fig. 4.3 is given by (s)o = v?(1—0.84p),
((6s)?) = 202 for v=10 with p = 0.58 , and (s)y = v*(1 — 0.84p), ((05)?) = 2v? for v=120
with p = 1.12. Note that the variance for both v’s considered for the phase separated system
is given by the non-interacting CGF. The averages used in the Maxwell construction and
those in Fig. 4.3 ¢, and d of the main text are slightly different due to the shift in the mean
in the thermodynamic limit given by (s)y, = (s)o + A.((ds)?)o but the slopes are identical.



CHAPTER 4. ENERGY DISSIPATION AND SELF-ASSEMBLY 60

B3I ) S

-0.08 -0.06 -0.04 -0.02 0 0.02 - -
A A x1073

Figure 4.3: Smaller than average entropy production fluctuations and dynamical phase tran-
sition for ABPs for different system sizes N = 10 (purple circles), 20 (blue squares), and 40
(black diamonds). The phase diagram and example structures are illustrated at the top with
phase separation on the left of the phase diagram and a homogeneous state on the right.
Distribution of entropy production for a) v = 10 and b) v = 120 with p = 0.1. In a) and
b), the dashed red lines are a Maxwell construction for the dynamical phases. The average
entropy production at finite A for ¢) v = 10 and d) v = 120 with p = 0.1. The dashed red
lines are from the Gaussian fits in a) and b) used in the Maxwell construction.

4.7 Controlling phase separation

Entropy production from coarse-grained density field

For s < (s)o, it is not sufficient to perturbatively correct the bound even for v = 10, which
is far from the MIPS transition. To understand this behavior we have developed a coarse-
grained theory. We define a fluctuating density field as p(r,t) = SN 8[r — ri(t)].
Assuming that the important contributions to the inter-particle entropy production comes
from forces that directly oppose self-propulsion, we approximate b; - F'(r;;) ~ —F(r;;) where
F(r;;) is the contribution of the ith particle’s force due to particle j and r;; is the dis-
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placement vector between particles ¢ and j with magnitude r;;. Under this approximation
the fluctuations of AW depend only on the time evolution of the density field and can be
written in terms of p(r,t), AW ~ —pv [dt [ drdr' p(r,t)F(jr — v'|)p(r’,t)/2, which is a
convolution of two points of the density field with the interparticle force. For simplicity we
have assumed that F'(0) = 0. Further assuming that the force can be Fourier transformed,
we find

AW = —% / dt / dk | p(k, t)|2F (k) (4.35)

where p(k,t) is the Fourier transformed isotropic density field and F(k) the Fourier trans-
formed force.

Below we first derive an approximate equation of motion for the density, in the limit of
small £ and small fluctuations from its mean. Then we describe the approximate calculation
of the cumulant generating function and control force.

Equation of motion for the density

We are interested in the density fluctuations with the added control force which changes the
self propulsion speed proportional to lambda as vy = v(1 4+ 2X). To arrive at an effective
equation of motion for the density we first define the instantaneous density field as,

plr.t) = >0l = mi0)] (4.36)

and corresponding polarization field as

N

P(r.t) =Y d[r—ri(t)]bi(t) , (4.37)

i=1
where 0 are Dirac’s delta function. In principle, higher order multipoles in the orientation
field are needed to completely describe the dynamics, however we neglect quadrupole and
higher fields. For the homogeneous states considered, this has been shown to be a good ap-
proximation [77, 70]. Following the standard procedures [175, 82| a set of coupled stochastic
equation of motion for both fields. For the density field,

Ip(r,t)

0 v, [mr,t) [ arEr =)

+0uP(r,0)] + DV2p(r,t) + YV, /2ZRomp(r, 1) (438)

where Ay = Dyp(r,t) is the mobility and the noise obeys the statistics (n,(r,t)) = 0 and
(o (e, t)nf (', 1)) = 0a,50(t — t')d(r — ). For the polarization field,

OP(r,t)

— )V, {NP(r,t)/dr’F(r —r)p(r' t)| — V.,

U)\p(ra t) 2
= 22+ DIVIP(r, 1)

— D, P(r,t)+ V./2Apnp(r,t) (4.39)
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where np(r,t) has the same noise statistics as 1, and Ap = D, P(r,t).

We assume there is a separation of time scales between the density field, which we assume
to be slow, and the polarization field, which we assume to relax quickly. Further we assume
that on the scale of density fluctuations, the polarization is constant and homogeneous [6].
These so-called adiabatic assumptions are standard in the treatment of instabilities in the
ABP system. Under these assumptions, the polarization is stationary and can be averaged
separately from the density and we can neglect its gradient terms. Rearranging the remaining
terms, we have an explicit relation between the polarization and density fields,

P(r.t) = —35-Vop(r.t) | (4.40)

which effectively separates the evolution of the two fields. Inserting this into Eq. (4.38) we
arrive at a closed equation of motion for the density,

Ip(r, 1)
ot

=-V, [,up(r,t)/d'r'F(’r — 1 )p(r' 1) | +DAVip(r, t)+ Ve /2A\m,(r, 1) (4.41)

with Dy = D, + v3/2D, as the effective diffusion constant.

While the equation is closed, it is still nonlinear due to the fluctuating convective term
from the interparticle interactions. While more sophisticated expansions exist, for low den-
sities, we can linearize the evolution equation by simply dropping the second order term in
the density,

dp(r,t)

T DAV2p(r,t) + Ve 285m,(r, 1) | (4.42)

which results in a standard fluctuating diffusion equation. Corrections due to interactions

can be included phenomenologically by making D, and A, depend on the mean density.
Introducing the Fourier transforms, for the density

plk,t) = / dre * 7 p(r 1) (4.43)
and the noise,
Ak, t) = / dre”*Tn(r,t) (4.44)
we can arrive at the equation of motion in Fourier space to be
Oip(k,t) = —k*Dap(k,t) + /20\k27(k, t) (4.45)

where, since the system is isotropic, the Fourier transform of the density and noise can
be represented as scalar functions. The D,, is the effective diffusion constant, A, is the
effective mobility, and 7, is a complex noise [6, 2, 85, 48, 176]. We have also redefined
n(k,t) — in(k,t) as an imaginary noise to get our final form, where

<77(k7 t)n*(k, t/» = 5<t - t/> ) (446)
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are its statistics that are local in k-space and * denoted complex conjugate.

The equation of motion for the Fourier transformed density in Eq. 4.45 takes the form
of a set of uncoupled, complex Ornstein-Uhlenbeck processes for each wavevector. The
large deviations of such a system for observables similar to AW have been considered in
detail previously [176]. The method to quantify the fluctuations of AW involves solving the
eigenspectrum of the tilted operator defined as

L= KD + KA, — AR B (k) 5 (4.47)

k>0

which has to be solved for both the real and imaginary parts of p,. The CGF for AW can
be solved exactly within this approximate linearized dynamics. Defining Ay =1 — 9y,

1
= S Y An)., (4.48)
k>0
where for each k,
BAUAE (K) A
Ap(N) = k*Dy |1 — /1 + 2 4.4
djk( ) A \/ + 'Dikz ’ ( 9)
and the corresponding eigenvector
lo(k, 1)
vy = Hexp TN 2 AN ] (4.50)

factorizes into a product of 1ndependent modes, each quadratic in the density. For a density
type variable, the optimal control force is a gradient force, and so can be written as a
potential.

From this result we can obtain a more accurate bound than Eq. (4.15) by including the
contribution from interparticle correlations. This correction is valid for all positive A, but be-
comes unstable at a critical value A, < 0 reflecting the breakdown in the linearized evolution
equation for p(k,t). For a finite system with largest wavevector k = 2m+/p/N, the location
of the instability is found by setting the discriminant to zero, A, &~ —472D2p/BvF(0)AgN
where for the short ranged forces considered, we can approximate the force as F (0) and
we can neglect the A dependence in vy, Dy, and A,. This instability signals the dynamical
phase transition that occurs at A\, = 07 in the thermodynamic limit and whose influence
on the dynamics of active matter increases with v, and with increasing proximity to MIPS,
consistent with the results in Fig. 4.3. In a phase separated state, AW is a large negative
number which counteracts the free particle contribution and reduces the entropy production.

The origin of phase separation can be understood by noting that the optimal control
potential which gives rise to rare entropy fluctuations is, for large interparticle separations
r/o > 0 and in the limit A approaches zero,

0 BUA p(k
AR Z L %2 . (4.51)
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The inverse Fourier transform will involve a convolution between the WCA force and 1/k?
which gives rise to a Bessel Function. Since the WCA potential quickly decays, the long
range contribution in real space is a logrithmic potential,

Vi(r) =~ —@lnrﬂ , (4.52)
Dy
which is attractive for A < 0 with a magnitude that depends on v and the control force is
uy =~ (BAv/Dy)V Inr/2. For negative enough A or large enough v, this force will give rise to
phase separation. This optimal control force is similar to other passive models near diffusive
instabilities [177, 178, 176].

The long-ranged effective force demonstrates how effective attractions are introduced by
self-propulsion in order to minimize the entropy production. This force is unique and en-
codes the way in which self-propelled particles interact provided the condition of obtaining a
lower than average value of the entropy production. As such, it provides a sharp relationship
between entropy production and emergent collective behavior in active matter. Correlations
between entropy production and motility induced phase separation have been observed pre-
viously at the level of the mean behavior [179, 121, 180], however this work codifies that
relationship on the level of fluctuations.

For both MIPS and the dynamical transition we discuss, phase separation is the result
of a diffusive instability where density accumulates due to unbalanced fluxes made possible
by the system being kept from thermal equilibrium. We have shown such collective behavior
results from the reduction of entropy production and enhancement of density correlations.
Large entropy production by contrast, arises through the suppression of density correlations.
Thus, our results show how the structure of entropy production fluctuations are intimately
connected to long-ranged correlations in active matter. We expect that deviations from the
bound derived here can serve as a guide to identify criticality and novel phases of active
matter generally.
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Chapter 5

Phase separation in the cell

Introduction

In an equilibrium system, the steady state structures are usually those that minimize the
surface area. This is why, for instance, that during liquid-vapor phase separation the equi-
librium liquid phase usually forms a large macroscopic circular droplet. However, multiple 3
dimensional membraneless organelles defy this logic and can coexist in the cell by a theorized
phenomenon called liquid-liquid phase separation (LLPS) [181, 182]. Within this framework
multiple liquid-like droplets are considered to be in equilibrium and can coexist because of
supersaturation [183, 184]. Recently, it has been a question whether LLPS will be a unifying
theory to connect 2 dimensional and 3 dimensional condensates [185]. However, there has
been a dearth of detailed characterization of 2 dimensional protein phase transitions from
either the kinetic or thermodynamic aspects. Interestingly, a recent study recognized that
attaching proteins to the membrane, by posing diffusive limitations and stabilizing the con-
densates, drastically altered the phase transition outcome of a protein/mRNA system from
its 3D LLPS results [186]. With these observations, one may question whether LLPS is the
only method in which phase separation in the cell occurs. In this section I will introduce a
minimal model that has all the necessary biological details based on an experimental study
of 2 dimensional condensates from our collaborators. This will then allow the construction
of a minimal model to understand the mechanism of aggregation in 2 dimensions.

5.1 LAT assembly: experimental motivations

LAT is an intrinsically disordered protein that contains many modifiable sites that become
active by phosphorylation. When Growth Factor Receptor-Bound Protein 2 (Grb2), and
Son of Sevenless (SOS) are added to LAT, the system undergoes a phase transition which
is associated with amplification of T cell signal transduction [5, 4]. Specifically, Fig. 5.1a
shows the engagement of TCR with pMHC results in phosphorylation of LAT, which triggers
assembly reactions on the cytoplasmic side of the plasma membrane by recruiting Grb2 and
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Figure 5.1: Schematic illustration of the LAT-Grb2-SOS condensation phase transition sys-
tem: a) The TCR signaling pathway which involves assembly formation with LAT-Grb2-
SOS. b) In vitro reconstitution of the LAT-Grb2-SOS condensation phase transition on a
supported lipid bilayer, where the assembly eventually condenses to a disordered state.

SOS. The recruited and activated SOS leads to further propagation of downstream signals.
This assembly is formed through a number of multivalent interactions across the protein
components, specifically, the binding of the SH2 domain of Grb2 with three phosphorylated
tyrosine residues on LAT and the interactions between the SH3 domains of Grb2 and po-
tentially five proline-rich domains of SOS [187, 188, 189]. Moreover, both LAT-Grb2 and
Grb2-SOS interactions exhibit relatively fast binding kinetics [3]. By applying the reduc-
tionist approach of in wvitro reconstitution and attaching LAT molecules to a model lipid
membrane (Fig. 5.1b), the progress of the condensation can be tracked over time by total
internal reflection fluorescence microscopy (TIRFM). In Fig. 5.2a), the fluorescence images
of LAT-555 before and after the phase transition is shown. In the time course of 70 minutes,
the LAT-Grb2-SOS network went through a macroscopic phase transition and reached the
final state with two types of domains displaying distinctly different fluorescence intensities:
the heterogeneously shaped bright regions with high LAT concentration (defined as the “con-
densed” domains) and the dark regions with low LAT concentration (defined as “dispersed”
domains). Before introducing SOS, the fluorescence intensity distribution of the homoge-
neous LAT layer showed a histogram profile well fitted to a single Gaussian peak. During
the course of the phase transition, there was a time-dependent broadening of the histogram
profile. After the two domains reached the steady state, the fluorescence intensity distri-
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Figure 5.2: Kinetic characterization of the LAT-Grb2-SOS phase transition. a) On the left
are TIRF images of the LAT-555 layer before and after phase transition with 5.8 pM Grb2
+ 1.45 pM SOS. On the right are corresponding fluorescence intensity histograms with the
0 min profile fitted to a single Gaussian peak (grey shades) and the 70 min profile showing
two well separated Gaussian peaks (light blue and royal blue shades). b) Kinetic profile of
the phase transition at 25 °C. The inset shows the LAT density in the condensed domains
during the phase transition as a function of time plotted in the log-log scale. The fitted
slope of the linear trendline is 0.39. Error bars represent the standard deviation from eight
individual experiments. ¢) LAT-Grb2-SOS phase transition kinetic profiles in a temperature
range from 20 °C to 42 °C, and the curves are color-coded according to the temperatures.
Error bars represent the standard deviation from at least three repeats of experiments. d)
Extracted phase transition rate as a function of temperature.
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bution showed two prominent and well separated peaks, the positions of which correspond
to the average fluorescence intensity in the condensed domains and the dispersed domains.
The positions of these two peaks were monitored as the phase transition progressed and
quantitatively analyzed in Fig. 5.2b). The kinetic profile of the phase transition fits well to
a sigmoidal function, with a lag stage ( 40 min) and a transition stage. By simultaneously
analyzing area fraction of the two domains during the phase transition, the LAT concentra-
tion in the condensed domains can be tracked over time (Fig. 5.2b), inset), which exhibited a
power law increase with a time exponent of 0.39. It is worth noting that the phase transition
can be completely and quickly (< 2 min) reversed by adding a promiscuous phosphatase.
In Fig. 5.2¢), the kinetics of the phase transition as a function of temperature is analyzed
for a range from 20 °C to 42 °C with LAT concentrations at 1200 £ 600 molecules/um?.
It is clearly shown that increasing temperature drastically sped up the phase transition.
The phase transition rate was quantified as the steepest slope on the sigmoidal curves. In
Fig. 5.2d), the extracted phase transition rates were plotted against the temperature. From
20 °C to 39 °C, there was an exponential increase of kpp by almost an order of magnitude.
While above 39 °C, a sharp decrease of kpr was observed.

5.2 Model

To single out the necessary physics and biology of this phase transition observed in ex-
periments, a minimal microscopic model was developed for the equation of motion of LAT
molecules and the bonding kinetics between LAT molecules. In the model, the equation of
motion of the ith LAT molecule is given by

7; = uF; (TN) +\2kgTun; , (5.1)

where the mobility, u, and Boltzmann’s constant, kg, are both set to unity. Additionally,
each LAT molecule is assumed to be circular with a radius ¢ = 10 nm, which for comparison
to experiments is the radius of gyration of LAT. The first term on the right of Eq. 5.1 is the
intermolecular forces each LAT feel. Depending on whether they are bound or unbound they
will have different forces. Unbound LAT have an excluded volume force between molecules
given by a Weeks-Chandler-Anderson potential with a characteristic energy scale given by
€ which is set to unity. Bound LAT have additionally an attractive harmonic force with a
spring constant & = 100¢/0?, and a rest bond length between pairs of LAT at 1.50. The
forces in equation form are

U(r) = {UWCA(T) unbound | (5.2)

UWCA(T)+UH(T) bound

where

Uy (r) = %k (r—150)° | (5.3)
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and
1e[(2) = (2)]+e  r<2o

(5.4)
0 otherwise

Uwcal(r) = {

Also, the rates to make, k., and break bonds, kg, are the product of a prefactor rate, ky,
which sets the time scale of bond formation, multiplied by the kinetic constraints which are
that each LAT can form at most three bonds with other LAT molecules, and bonds are
formed and broken within a reactive distance set to Ryeact = 20. The rates are related by a
local detailed balance relation,

@ — ¢ BEB() ’ (5.5)

koﬁ
and the energy to make a bond is composed of a constant term plus the energy to make a
harmonic bond written as

Ep(r) = —4 + Un(r) . (5.6)

We have now completely specified the model. In order to sample the dynamics in a consistent
way, we must understand what local detailed balance means and an algorithm to implement
it.

Local detailed balance

We would like to make and break bonds in a thermodynamically consistent way. This is
ensured when the kinetics of this reaction follow detailed balance. Before I introduce how
LAT make or break bonds in the model, I will explain the idea of local detailed balance and
show the composition of the rates. Let’s consider two generic states A and B. For instance,
these two states could be the number of bonds of a LAT molecule. The transitions between
states A and B obeys local detailed balance if [190]

P(A)k(A — B) = P(B)k(B — A) (5.7)

where P(A) and P(B) are the probabilities to be in state A and state B. Also, k(A — B)
and k(B — A) are the rates to go from state A to state B and vice versa. Rearranging Eq.

5.7, we get
P(A) k(B — A) (5.8)
P(B) k(A— B)’ ’
For a system in equilibrium, the ratio of states is just a change in the Boltzmann weight
shown as

P(A) _ sipay-pm) (5.9)

P(B) °
The rate constants can be decomposed into a product of a proposal rates and acceptance
probabilities:
k(A — B) = a(A — B)P,..(A — B) (5.10)
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and

kE(B— A)=a(B — A)P,..(B — A). (5.11)
The « in both reactions is the proposal rate or the prefactor rate represented as
a=1—eM = At (5.12)

The P,.. is the acceptance probability of the proposed move and is represented in the
Metropolis-Hastings algorithm [190] in both cases as

Pyce = min [1,e"27] . (5.13)

Bonding

To incorporate the kinetic constraints of our LAT model in a realistic way, the detailed
balance has to be slightly modified to account for bond making and breaking. Now the
relation for detailed balance becomes [191, 192, 193, 191]

P(A)k(A = B)hreac(r)hbond(A) = P(B)k(B — A)hreac(r) hiona (B), (5.14)
where
S i 519
and

1 for two or less bonds making another
{hbond(A), hbona(B)} = < 0 three bonds making another (5.16)

1 three or less bonds breaking a bond

Hence, the rates are modified to account for the constraint that the bonds can only be made
if two LAT molecules are within a reactive distance, Ry eac, and they both have no more than
two bonds each. Also, the contraint will be unity for any bonded LAT molecule proposing
to break a bond. The rates to make or break bonds then become the following:

k(A = B) = (A — B)PaclA — B)heac () hipona (A) (5.17)

and
k(B - A) = @(B — A)Pacc(B — A)hreac(r)hbond<B) . (518)

This algorithm for bond making/breaking can be done by the Metropolis algorithm. At each
step in the Monte Carlo algorithm, a pair of particles that are either bonded or capable of
being bound are selected at random. If the randomly selected pair is bonded then there is
a proposal of breaking a bond with o = 1 — exp(—kpAt) and acceptance of breaking a bond
with the Boltzmann weight with energy

Eg(r)=—-4+Ug(r) . (5.19)
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Figure 5.3: Snapshot of the LAT model system with LAT shown in blue and the orange are
the bonds. On the left, is a system snapshot of 4000 particles at a density of po? = 0.1 and
reduced temperature of T/Ep = 0.14. On the right is a zoomed in snapshop of the dense
phase.

5.3 Results

A snapshot of dynamics of the model are shown in Fig. 5.3. The system in Fig.5.3a) has
4000 particles and in Fig.5.3b) shows a zoomed in portion showing a single condensed phase
region. We would like to study the dynamics and steady state properties of the dense phase.

Similarly to the the experiments, there are temperatures and densities where this system
will phase separate and where the system is homogeneous. Before we go through a detailed
study of the dynamics, we seek to understand the phase diagram and the steady state
properties of the system. In Fig. 5.4a), the phase diagram is shown with the critical point
represented as the red star at about po? ~ 0.16 and T/Ep ~ 0.19. Above this critical
temperature for all densities the system is observed to be in a homogeneous state. Below
this critical temperature, phase separation is observed with the dilute phase represented by
the light blue squares and the dense phase represented by the dark blue circles. The dense
phase gets denser as the temperature decreases within the coexistance curve until about
T/Ep ~ 0.1 when the density plateaus at po? = 0.38. Surprisingly, there was no solid phase
observed but instead even at temperatures very close to zero the system is observed to be
dynamic with no long range order.

The coexistance curves were characterized by both setting up a slab with dimensions of
L, = 6L, and fitting the profile to a sigmoidal function and by a subsystem analysis as
shown in Fig. 5.4b) and c) for T/Ep ~ 0.18 and probe radii of d = 60, 8¢, 100, 120, and
140. Subsystem distributions of the total system were taken by moving a circular probe area,
a = 7d?, with radius d around the system and making a histogram of the local density, pq.
Systems with two coexisting phases will have a bimodal subsystem distribution with each
peak representing the densities of the dense and dilute phases while the probe area is on the
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Figure 5.4: Phase diagram and coexisting phases. a) The phase diagram as a function of
the reduced density and reduced temperature. The light blue squares are the dilute phase
points and the solid blue squares are the dense phase points. The shaded region represents
the phase points where there is phase separation. There is no dense phase observed. b) the
average density from Eq. 5.20 as a function of the relative chemical potential, Au, between
the dense and dilute phase for circular probe areas of radii d = 60 (cyan), 8¢ (blue), 100
(black), 120 (purple), and 140 (red). c) The average intensive variance, computed from
Eq. 5.22, as a function of the relative chemical potential for the subsystem sizes as b).

length scale or smaller than the corresponding phases. In Fig. 5.4b), the average density,
(Pa)ap, for different subsystem sizes was calculated as a function of the relative chemical

potential, Au, between the dense and dilute phases by a weighted average similar to chapter
2

?

o pu)an = 0% (puc ), (5.20)
and

()= /dpa - Ppa), (5.21)

where P(p,) is the probability distribution of observing a local density of area a which has
a large deviation form. It can be seen that the average density of the system with a zero
chemical potential is the same as the system density, (p,)o0? = No?/L? = 0.1. For a positive
chemical potential, the slope increases quickly to the dense phase at about po? ~ 0.38.
The slope of the dense phase decreases as a function of increasing subsystem size which is
expected since larger probe areas will have smaller fluctuations as the thermodynamic limit
is approached. For negative chemical potential, the density quickly decreases to a density
close to zero which represents the dilute phase density. By fitting these two slopes for the
dense and the dilute phases the density of each phase can be inferred for each temperature
with the results shown in Fig. 5.4a). In Fig. 5.4c), the intensive variance for each probe area
is plotted as a function of the relative chemical potential which is written as

ac®((Ap)*)a, = o° <222“ . (5.22)
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Figure 5.5: Steady state structure properties. a) The radial distribution function for tem-
peratures of T/Ep = 0.18(blue), 0.15(red), and 0.14(yellow) and their corresponding dense
phase densities of po? = 0.27, 0.32, and 0.36. b) The distribution of relative angles between
two bonds of a LAT molecule at the same phase points as b) with an average at 1.2 radians
(68 degrees).

The intensive variance peak grows with system size with scaling falling in the category of
first order phase transitions.

As mentioned previously, there was no dense phase found at low temperatures and in Fig.
5.3 the system snapshots show that there are many holes in the steady state dense phase.
To characterize the structure of the dense phase, we have plotted the radial distribution
function for dense phases for three phase points within the coexistance curve in Fig. 5.5a)
and they look similar to a liquid with short range correlations but no long range order.
Another question is if this is an ordered liquid with some local order or if the bonds are truly
disordered. If this were a pure hexagonal crystal each LAT molecule would have a relative
bond angle of 120 degrees. However, in Fig. Fig. 5.5b) the distribution of relative angles
between two bonds of a LAT are plotted which shows that the average angle is about 70
degrees. This peak represents the spindle-like structures that form in the dense phase. In
fact, it has been proven that a hexagonal structure is not mechanically stable for a nonzero
temperature [194]. Hence, these complicated steady state structures are a combination of
kinetic constraints on bonding and on thermal noise.

Dynamical properties

Now that we have characterized the steady state properties of the system we would like to
understand the dynamical properties and how they depend on the bonding kinetics. The
dynamical results of the model are shown in Fig. 5.6. In Fig. 5.6a), a system above the critical
temperature was quenched to a temperature in the phase separated region at T/Ep = 0.14
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Figure 5.6: Simulation results of LAT model. a) The largest cluster size (purple solid line)
with error bars from 11 independent runs and average bonds (black dashed line) as a function
of time plotted on the log-log scale, with the fitted slope close to 1/3 for the largest cluster
size versus time curve. b) The mean squared displacement as a function of time showing
caging effects that become more distinct with decreasing temperature for T/Ep = 0.18
(blue), 0.16 (red), and 0.14 (yellow). ¢) The distributions of persistence times (dashed line),
the time to move a distance o, and exchange times (solid line), the time to move another
distance o given that a LAT molecule has already moved a distance o, for the same three
temperatures in b). The lack of overlap between the two distributions shows that there is
dynamic heterogeneity. d) The time evolution of aggregation as plotted in a) going from
right to left panels show configurations for the start, early, middle, and last times of the
simulation.

and the largest cluster size and average number of bonds were plotted as a function of time at
each stage of the coarsening process. We find that the system eventually forms a large single
cluster but with long times for campactification with a growth exponent of 1/3 consistent
with Ostwald ripening [195, 196, 197]. Snapshots at different stages of the growth process
are shown in Fig. 5.6d). At short times, the number of bonds quickly grow forming many
small clusters as shown in the first panel. However, because of the kinetic constraints the
second and third panels show that extended structures form at intermediate times with long
structural reorganization times to campactify due to limited bond availability. The last
snapshot in Fig. 5.6d) shows that the system does eventually form a single large cluster
but with a spindle-like structure and at a density far from close packed at po? = 0.38. In
Fig. 5.6b, the mean squared displacement of the dense phase is plotted as a function of time
for a range of temperatures within the phase separated region which shows caging effects,
marked by a decrease in slope at intermediate times, with the time to break their cage given
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by the average time to break a bond. The inset shows a snapshot of the isolated condensed
phase system. In Fig. 5.6c), the persistence time, the time for a molecule to travel their
particle diameter, and the exchange time, the time to travel their diameter again given that
they have already traveled their diameter is plotted [198]. It shows that LAT molecules
are likely to keep moving once they break their cages to start moving, giving evidence of
dynamical facilitation with a decade of time between the two distributions.

5.4 Summary

Based on experimental observations, a minimal model of 2 dimensional aggregation of LAT-
Grb2-SOS complexes was devised. Simulations of the model show steady-state condensed
phases being far from fully-packed and display spindle-like structures with no solid-like phase
at low temperatures. Additionally, the results display caging effects in the mean squared
displacement and evidence of dynamical facilitation shown by the decade of separation in
the peaks of the persistence and exchange time distributions. In future works, we are curious
to apply our modeling strategy to 3 dimensional protein droplet systems at the microscopic
level, and explore possible differences in the kinetics. Since the model devised has minimal
assumptions on the mechanism of condensation, it is believed that the model will describe
generic features of 2 dimensional phase transitions within the cell.



76

Appendix A

Probability and stochastic variables

A.1 Fokker Plank

Let us expand a generic function f[z(t),¢] of the random variable z(¢) which satisfies the
SDE (1.1) up to order dW (),
1 2

df [z(t),t] = Edt—l— %d T+ 2 5 920

Our goal is to represent this equation as a function that is linear in dt. We can represent
the SDE in the general a discretization as

dx = F(z,t)dt + B(7,t)dW(t) . (A.2)

One’s first inclination might be to plug the SDE directly into (A.1) without modification but
this would not give us the correct answer. This is because depending on the discretization
(or integration rule) there will be more (or less) terms of order dt depending on our choice.
Therefore, after plugging the SDE into the expansion of f[z(t),t] we have to express T in
terms of x by using Taylor expansions to get the correct terms up to order dt:

0f 1y O 1 : L .
df[x(t),t] = BT dt—i—a [F(z ,t)dt+B(x,t)dW(t)]+28 5P (2,t)dt+ B(z,t)dW (t)]°. (A.3)
Now expressing F' and B in terms of z we get:
F(z,t) = F(z,t)+ O(dt) , (A.4)
and
B(z,t) = B(x,t) + @% dx + O(dt) . (A.5)

We use the fact that this is a Taylor series around z = x, and use the fact that (z —x) =
adz from (1.8). Note that in (A.4), since we are evaluating F'(Z,t) at « = 0, this is interpreted
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as the Ito drift. Likewise, in (A.5) we are interpreting the noise amplitude B(z,t) in the
Ito sense and expanding B(Z,t) around B(z,t). We go to first order in dz for B(Z,t)
because there will be terms that will end up being of order dt. Now we can input the above
equations into the expansion (A.3). We will do this term by term. The first term of (A.3)
%dt is already first order in dt so it will not change. The second term of (A.3) becomes

of " Of dB(z,1)

c%[ (z,t)dt + B(z,t)dW (t)] = 895[ (x,t) + (B(m,t) +a« o

_dm) dW ()] . (A.6)

The final expression of the second term of (A.3) is obtained by noting that

de(t)dW (t) = F(z,t)dtdW () + B(z,t)dW? = B(x, t)dW? + O(dt) = B(x, t)dt + O(dt) .

(A.7)
With this the second term of (A.3) becomes
a dB(x,t
8f[ F(z,t)dt+B(z,t)dW (t)] = g[F(m,t)jLB(x,t)dW(t)—i-a (z,t) B(z,t)dt] . (A.8)
Ox Ox dr |,_;
Finally, the last term of (A.3) can be reduced by noting that
dx? = B*(x,t)dW? + O(dt) = B*(x,t)dt + O(dt) , (A.9)

where we have expressed B to zeroth order in x because the « discretization adds terms of
order dt so this is the contribution to lowest order. The last term then becomes

10%f 9 9 1d%f
Putting all three terms together we get
af af Of dB(x,t) 9 1d*f
df [x(t),t] = E B —F(z,t) +aa—x o z:jB< t) + B*(z, )ng2 dt (A.11)
of
—B .
+ I (x,t)dW ()

This is called Ito’s Lemma. Now we can use this result to derive the Fokker-Planck
equation. If we assume the observable is independent of time explicitly, then we write the

average of the function f as
:/ f(z)P(z,t)dx . (A.12)

il = /_00 f(x)%dx. (A.13)

Taking the time derivative gives
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We can equate this to another form by explicitly taking the average of the time derivative
of the function obtained earlier in the section:

<df[§§t)]> a /°° [%F(x,twag—i%jﬂ :jB(x’tHB?%j_Q P(x,t)dz . (A.14)

—00 xT

Integrating by parts once on the first two terms on the right and twice on the last term we
get

oz ox 2 0z du .

(A.15)

Since averaging is a linear operation we have that (df [gft)b = 4 [fl”t(tm. The Fokker-Planck
equation becomes

We can generalize the diffusion constant to a tensor if there are multiple noise sources by

/°° f {_O(F(x,t)P(a:,t)) J(aB'(x,t)B(x,t)P(z,t)) n 182(B(x,t)2P(x,t))

—0o0

1 n

A.2 Path Integral

We denote the realization of the noise at t = 0 as Hy(zo, ;) and Xi(xg, (o) the realization
of 4. Namely, Hy(zo, xq:) makes true the following equation

(zar — X1(20, C)) =0. (A.17)

Co=Ho(x0,xqt)

Defining the difference between the noise at ¢ = 0 and its realization we get

Tdt—T0 __ F(i’)

M (Co, To, Tar) = Co — —2 B(7) (A.18)

We can do a change of variables on the delta function in the transition probability as

_ §(zar — X (20, (o))
M (Co, o, Tar) = 0, M(Co, 70, 2ar)] (A.19)

Rearranging, we get
0(zar — X (20, C0)) = 0M (Co, o, Tar)| Oy, M (o, To, ar)| - (A.20)
We can reduce this by noting that

Ldt—T0 __ F(i.)

|axdtM(C07$07xdt>| = aa:dt[ i B(ff) ] : (A21)
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Doing a Taylor expansion on the z, we get

|a$dtM(C0, Zo, xdt>| = B(f0>dt [1 — OéF/(,fo)dt — (I’dt — Xy — F(i’)dt)Oé B(fo) ] <A22)
Using the delta function, we can substitute for ¢, to get
6(zar — X (20, C0)) = M (Co, %0, Tar) Oy, M (Co, T, Tar)| (A.23)
1
= [1 — Oéth/(fo) — CoB/(.fo)Oédt] . (A24)

B(xzg)dt

Exponentiation is nontrivial since (,dt is of order dt'/2. Using the fact that (? — 2D as
dt — 0 in the L?>-norm sense (see section 3.2) we write that

exp(Aodt — DA%dt) = 1+ Apdt + O(dt) . (A.25)

With these prescriptions, the exponentiation becomes

6(zar — X (o, o)) = exp(—adtF' (29) — (o B' (%) adt — D[B'(0)]?a?dt) . (A.26)

1
| B(@0)|dt

Inserting this into the transition probability and noting that

dt \"? C2dt
and using the properties of the delta-function (See Appendix A)

we get

. 1 1 \Y?
P(ajdt‘ﬂfo) = ‘B(fo)’ (47TDdt) /dCQ exp |:— Oéth/(fg) — CoB/(.fo)Oédt

— D[B’(%)]%th} exp ( — %) . (A.28)

This is simply a Gaussian integral so the transition probability becomes

Plaalee) & (A.29)
] 1\ dt [ — F(3) + 20D B(i0) B (%) ] .
| B(Zo)| (47det) o <_E [ : B(o) ] B Ozth(xo)> |

(A.30)
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Martin-Siggia-Rose-Janssen-DeDominicis

This formalism is used in quantum field theory, reaction-diffusion models, and lattice gas
models in combination with fluctuating hydrodynamics. The specific connections will be left
to another set of notes. It was originally constructed by the names of this section [199, 200,
201].

Let’s consider an arbitrary functional of the trajectory Olx;,q4]. The average of this
quantity is

(Olzira]) = /D[$t+dt]0[$t+dt] /dCt(5($t+dt — X1(¢))p(G) (A.31)
where X((;) is the realization of z;,4. We can define a new variable as
G = Litrdt — Xl (Ct) = Ltyat — LTt — F(jft)dt + B(i’t)ctdt . (A32)
We can do a change of variables on the delta function to get
0G
(Olzirar]) = /D[$t+dt]0[$t+dt] /dCt 5 o(G)p(G) - (A.33)
Tt+dt
Using (1.57), the Jacobian becomes
0T yar
= exp(—aF'(z,)dt — aB'(z,)(dt — Do?[B'(z,))?dt) . (A.35)

Before we put all the parts together to calculate the average we want to represent the delta
function as a Fourier series:

_ / i exp[—i (e — 10 — F(T)dt + BE)GdL)] . (A.37)
We note once again that the probability of drawing a noise is (A.27) and that
0G
[ a5 s (4.39)
Litdt
~ / di exp { - dt;f:(% — F(z,) + 2aDB'(z,)B(%,)) (A.39)
+ [B(z))*(2)*Ddt — ozF/(jt)dt] ) (A.40)

The path probability is obtained by setting the observable above to Olzy 4] = 1 in the
average. We can represent the path probability as

“ L — X _ _ _
P(Trrar|Te) = /D[$t+dt, 7] exp {— dtw(% — F(z;) + 2aDB'(z,) B(y)) (A.41)

+ [B(%))(2)Ddt — aF'(g:«t)dt] . (A.42)
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Taking the limit as dt = 0, we get

p(xr|Te) = (A.43)
/D Ty, ] exp [/ dt — 3 (&, — F(z,) + 20D B (z)B(z,)) + [B(x,)]*(2)’D — aF'(x,)
(A.44)

This transition probability can be written in the form of a classical action as

/ Dly, ] exp [-S(x, 7)] . (A.45)
with
S(x4,2) = 2 [& — F(xy) + 2aDB (2,)B(x:)] — [B(z)]*(2)>D + oF ' (x;) . (A.46)

One could solve for equations of motion for x; and z. This is called an instanton solution
and represents the optimal trajectory in the low noise limit. In this case, the equations
of motion for Z represent the optimal realization of the noise. We note that the MSRJD
and the Onsager-Machlup formulations are equivalent equations. In the MSRJD formalism
we represent the delta function as a Fourier transform before integrating over the noise.
If we integrate over £ in MSRJD, we will get the Onsager-Machlap action. The MSRJD
formulation is used for describing time or space correlations as Feynman diagrams.
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