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IS CRIME BAD FOR BUSINESS? CRIME AND COMMERCIAL
PROPERTY VALUES IN NEW YORK CITY*

Michael C. Lens
Luskin School of Public Affairs, University of California, Los Angeles, 3250 Public Affairs Building,
Los Angeles, CA 90095. E-mail: mlens@ucla.edu

Rachel Meltzer
Milano School of International Affairs, Management and Urban Policy, The New School, 72 5th
Avenue, New York, NY 10011. E-mail: meltzerr@newschool.edu

ABSTRACT. To test how crime affects economic activity, we use point-specific data on crime, com-
mercial property sales and assessed values from New York City, relying on an instrumental variables
strategy. We find that crime reduces commercial property values, and the magnitude of the effect
depends on the type and geography of crime. Elasticities range from −0.1 to −0.5. We find stronger
evidence for negative violent crime effects in neighborhoods with lower incomes and higher shares of
minority residents. Thus, disadvantaged neighborhoods are doubly harmed by crime—they have higher
crime rates and those crimes have stronger effects on economic activity.

1. INTRODUCTION

Crime and economic activities are not evenly distributed across urban areas. Neigh-
borhoods besieged by crime are often areas that also lack a number of amenities, including
thriving businesses. Having fewer neighborhood commercial establishments deprives res-
idents of nearby employment opportunities and the ability to conveniently procure food,
clothing, and other important goods and services. A lot of research analyzes the extent to
which reduced economic activity affects crime in cities, metropolitan areas, and neighbor-
hoods, and finds that economic decline in cities and neighborhoods leads to higher crime.
However, we do not know much about whether, and how, crime affects economic activity.
This paper attempts to address this gap, using commercial property values as a proxy
for a neighborhood’s economic vibrancy. Using point-specific crime data and commercial
property values in New York City from 2004 to 2010, we test whether crime affects the
price that individuals and/or firms are willing to pay for commercial real estate.

There is relatively consistent evidence that crime can influence residential prop-
erty values and location choices, but does this relationship look different for commercial
landowners and businesses? How does crime factor into the cost-benefit analysis for com-
mercial properties? Crime can increase the cost of business and can scare off potential
customers, all of which should be capitalized into the value of the commercial property. It
is unclear whether this prediction plays out empirically and if so, to what extent.
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Struggling neighborhoods—where crime rates are often the highest—are targets of
many economic development efforts. It is important to know how crime might affect some
of these improvement efforts, and if crime-control itself can be a viable economic develop-
ment tool. There are stark disparities across neighborhoods in the access to commercial
amenities (and local employment opportunities); our work aims to shed light on whether
these inequalities are exacerbated by differential exposures to crime and what crime
means for urban neighborhood development more broadly.

An important advantage of this paper is that we employ instrumental variables to
estimate crime’s effect, mitigating endogeneity due to the fact that business activity af-
fects crime just as crime may affect business activity. We also aggregate crime to three
fine-grained levels of geography: (i) the blockface (both sides of a city block), (ii) the “H-
block,” which is a set of blockfaces that surround a property sale located in the center
of the block grid (see Figure 1), and (iii) a more commonly used geographic “ring,” or
quarter-mile buffer, around the property. Our instrumental variables—changes in em-
ployment rates and precinct crime rates—predict the likelihood of criminal activity, but
are not correlated with commercial property values, controlling for other property-level
and geographic characteristics.

Results suggest that crime does reduce commercial property values, and the mag-
nitude of the effect varies depending on the type of crime and the geography of crime.
Analyses using property transactions show no significant crime effects at very close range;
an additional violent or property crime, however, within a quarter-mile of the property
reduces prices by 0.5 and 0.2 percent, respectively. In analyses using assessed values,
negative crime effects are discernible at very close range (i.e., on the same blockface),
such that an additional crime reduces prices by 2 to 6 percent, depending on the type
of crime. Given that the average sales price is much higher than the average assessed
value, these effect sizes are quite comparable in absolute dollar terms. The crime effects
remain negative and become slightly smaller at larger multiblock crime geographies: an
additional crime results in a 0.4 to 1 percent price drop. In low-income and high-minority
neighborhoods, where the findings are more pronounced, we find that crime-induced price
declines are driven by violent crimes. These effects suggest that crime is further deterring
commercial investment in otherwise disadvantaged neighborhoods.

This paper proceeds in the following way. Section 2 discusses the theoretical intuition
behind why and how crime might affect commercial activity. Section 3 reviews the relevant
empirical literature. Section 4 presents the data and methodology and Section 5 presents
the results. Section 6 concludes and describes policy implications.

2. HOW MIGHT CRIME AFFECT COMMERCIAL PROPERTY VALUES?

Crime in U.S. cities has declined substantially since the 1990s, and New York City is
perhaps the best example of the crime decline. In New York City, homicide rates declined
nearly 74 percent between 1990 and 2001, a more drastic drop from peak levels than
any other large city (Levitt, 2004). These declines were unprecedented in New York City
history and the declining crime trends continued into the 2000s (between 1998 and 2009,
the homicide rate fell another 34 percent, according to a 2010 report from the New York
City Police Department). And even in the midst of a global recession, crime rates continued
to fall.

Despite these persistent crime declines, many neighborhoods in U.S. cities continue
to be plagued by high levels of crime and violence. Across the 96,000-plus city blocks in
New York City, for example, the median total number of violent crimes per block in a year
is less than one. However, there are three times as many crimes in the top 10 percent of
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FIGURE 1: Geographies of Crime, Visual Illustration.

crime-ridden blocks and over nine times as many crimes in the top 1 percent. For major
property crimes, the median block has one crime per year, yet the top 10 percent has
over seven crimes and the top 1 percent has over 30 crimes per year. In addition, huge
disparities still exist between different demographic groups. For example, nationwide,
blacks are three times as likely as whites to be a victim of homicide (Parker, 2008). In
New York City, predominantly black and Hispanic neighborhoods have more than twice
the crime rates than predominantly white neighborhoods. These neighborhoods also have
significantly fewer and less vital commercial establishments (Meltzer and Schuetz, 2012).

Crime Increases Costs and Decreases Revenues for Businesses

There are a number of reasons why we would expect higher levels of crime to
lead to reduced economic activity. Business location decisions are a function of fixed

C© 2016 Wiley Periodicals, Inc.
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start-up costs and variable factors that drive potential revenues (Hotelling, 1929). On the
revenue side, crime may deter potential customers and reduce demand. Neighborhood
crime may also increase operation costs. Businesses in these neighborhoods may have
to hire security personnel to safeguard merchandise or employees during or outside the
hours of operation. Additional labor costs may also come from having to pay higher wages
to employees to compensate them for the higher risk of working in dangerous locations.
Property theft may also raise operation costs. Businesses may also find that insurance
premiums are higher in these neighborhoods, reflecting the higher likelihood of theft or
injury to employees and customers.

Given such potential negative effects on revenues, we would expect crime rates to
discount the price that businesses are willing to pay for a given commercial space. If we
observe that increases in crime lead to lower property values, this will provide strong
evidence that crime has a downward pull on economic activity.

Heterogeneous Effects

We recognize that the impact of crime on economic activity may be heterogeneous.
First, the type of crime might matter. For property crimes, such as burglary and theft,
commercial goods are frequently the target of such crimes; we would expect this to be
a primary concern for many retail business owners, but perhaps not as much for corpo-
rate business establishments. Violent crimes (such as robbery, homicide, and assault),
on the other hand, occur less frequently and more idiosyncratically. Therefore, they
might play less of a role in the decision of a property owner, business, or consumer
to operate in or frequent a neighborhood. However, violent crimes can often be more
publicized and severe, which can deter businesses, property purchasers, and consumers.
Finally, public order crimes (such as loitering or disorderly conduct) might be less se-
vere than the other two crime categories, but occur more often. These crimes could, in
large numbers, negatively influence the local business environment, particularly retail
establishments.

Second, we might expect that property values in neighborhoods that have other
appealing characteristics, such as higher average incomes, will be affected differently
than less endowed neighborhoods (i.e., those with lower average incomes). For example,
relatively higher income neighborhoods might be able to withstand higher crime rates
as business owners will still find those neighborhoods appealing due to sustained pur-
chasing power. On the other hand, property values in high-income neighborhoods with
increasing crime may have “farther to fall,” such that any change in crime is more of
a shock to the status quo (i.e., not already capitalized into real estate prices). Finally,
the type of commercial activity can mediate the effect of crime. For example, retail es-
tablishments (versus office buildings) might have fewer organized mechanisms for crime
control and generate more pedestrian traffic, both of which provide more opportunity for
crime.

3. REVIEW OF EMPIRICAL LITERATURE

There are two threads of research that are directly relevant to our analysis. First,
there exists an important and established body of work that looks at the impact of crime
on residential property values. Second, there is a growing body of literature that looks
at the relationship between crime and business activity or economic growth. Here, we
briefly review the former and, since it pertains more directly to our current analysis,
provide more detail on the latter.

C© 2016 Wiley Periodicals, Inc.
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Crime and Residential Property Values

Studies on crime and residential property values investigate the role that crime
plays in neighborhood decline and/or to identify the value that households place on crime
control. The research generally finds that crime is associated with declines in residential
property values, but the magnitude and significance of the effect differs by type of crime.
Perhaps the most widely cited early paper on this topic was written by Richard Thaler
(1978). Thaler estimated a hedonic price model to determine the effect of property crime on
residential property values. Using data from Rochester, New York, Thaler found that large
increases in property crime—approximately one standard deviation—are associated with
a decrease in the price of about $430 per house. Hellman and Naroff (1979) found similar
results, and Rizzo (1979) also found a negative effect, albeit smaller in magnitude. Buck,
Hakim, and Spiegel (1991) looked at the location of casinos and the resulting increases in
crime in Atlantic City to measure crime’s impact on residential property values. Looking
at 15 years of data in 64 Atlantic City area communities, they found that all crime types,
except larceny, depress property values. Gibbons (2004) found that property crimes, except
burglaries, have a significant and negative impact on residential prices in London. In a
related paper using data from Atlantic City again, Buck, Hakim, and Spiegel (1993) find
that increased spending on police clearly increases property values.

Taylor (1995) examined the effects of changing crime rates in Baltimore in the 1970s
on property values and the decision to move. He found that decreases in assault and mur-
der were associated with unexpected increases in housing value (unexpected is defined
as being significantly different in the housing value change than comparable neighbor-
hoods). Lynch and Rasmussen (2001) also found a negative relationship between violent
crime and property values, but, surprisingly, they showed that the number of property
crimes has a positive and significant impact on price. They suggested that this was due
to the fact that better neighborhoods are more likely to have residents that report more
petty crimes.

More recent papers have provided stronger evidence that crime has an impact on
property values and the likelihood that people will want to live in a neighborhood. Linden
and Rockoff (2008) investigate the relationship between the location of a registered sex
offender and surrounding property values using data in North Carolina. They find that
houses within one-tenth of a mile of such an offender fall in value by 4 percent. Carroll and
Eger (2006) find in Milwaukee that brownfields and crime depress local property values,
but Tax Increment Financing programs mitigate a lot of those negative effects. Schwartz
et al. (2003) rely on rich microdata on properties in New York City and consider crime
among several factors to explain the city’s mid-1990s resurgence. They find that crime
is an important, albeit incomplete, predictor of property value appreciation (housing in-
vestments appeared to play an important role, especially in poorer communities). Finally,
Ihlanfeldt and Mayock (2010) improve upon previous analyses by constructing models to
control for the endogeneity of crime; the authors still find that aggravated assault and
robbery crimes reduce property values, by between 0.1 and 0.3 percent for every 1 percent
increase in crimes per acre.

Crime and Economic Activity

Another area of research focuses on the relationship between crime and economic
activity. The vast majority of this work looks at the effect of economic activity on crime,
rather than vice versa—the focus of this paper. For example, there are many studies on
the effect of unemployment on crime (for surveys of this literature, see Chiricos, 1987;
see also Cantor and Land, 1985; Paternoster and Bushway, 2001; Raphael and Winter-
Ebmer, 2001; Gould, Weinberg, and Mustard, 2002; Lin, 2008). Although there are some
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conflicting findings among these studies, the general consensus is that unemployment
leads to increased property crime (violent crime is less clearly affected by increased un-
employment).

More relevant for this paper is the smaller body of work that examines the effect
of crime on business activity. The earliest paper that is commonly cited on this topic is
a qualitative study conducted by Fisher (1991) among a group of small businesses in
Columbus, Ohio. The author sent surveys to 102 businesses (42 percent response rate),
focusing on the prevalence and type of crime victimization and their level of fear of crime
and perceived disorder. Fisher finds that 94 percent of businesses report being victims
of crime during a three-year span, with vandalism, vehicle theft, and burglary being the
most common types of crime against these businesses. The costs to these businesses are
not trivial—an average of $3,000 in property was reported lost to crime over a three-year
span. Accordingly, business owners report that crime influences business decisions, such
as whether to move or close down. Hollinger (1997) conducted a large survey of major
retail chains in the U.S. and Canada. He finds that the two most important crimes for
businesses are shoplifting and theft by employees. Hollinger also reports results from
surveys in nonretail settings, where kickbacks and bribery, securities theft and fraud,
and embezzlement are most disruptive to business operations. DiLonardo (1997) tests
for the financial cost of shoplifting in retail stores. His method was to track stolen items
through the ordering-to-replacement process to determine the true cost of the individual
good to the store. He estimates that (assuming particular prices and quantities) for every
coat stolen, 20 additional coats need to be sold to compensate for the loss. This is a
valuable insight into the relatively sizeable costs of a particular crime (shoplifting) for
retail businesses.

Hamermesh (1999) examines the extent to which neighborhood crime affects em-
ployees’ sense of safety, and how they react in terms of employment preferences. He tests
whether employees’ preferences to work in the evenings are related to the likelihood of
being victimized during those hours. Hamermesh found no evidence that the secular de-
cline in the prevalence of evening and night work or the fact that working in evenings
and nights is less common in larger metropolitan statistical areas has anything to do with
crime. Levi (2001) used surveys of businesses in Great Britain to study the rates of vic-
timization of these businesses. He finds that nearly 60 percent of the businesses surveyed
had been victims of crime, with the most common types of crime being burglary, property
damage, robbery, fraud, and assault. Furthermore, businesses in lower income areas are
more likely to be victims of crime. Establishments such as hotels and restaurants, which
are more commonly located in the central city, are those most frequently victimized by
crime. Levi did find (somewhat counter to Hamermesh, 1999) that businesses reschedule
staff hours to allow them to avoid dangerous situations if crime and violence become
particularly common.

In a widely cited recent work on crime and neighborhood business activity, Green-
baum and Tita (2004) investigated whether surges in violence affect business establish-
ment and employment growth. Using longitudinal, neighborhood-level homicide data in
five cities, they determine that violence surges discourage new entrepreneurs in these ar-
eas and also push businesses out, resulting in reduced employment. In terms of industry
type, homicide surges have the largest impact on slowing the creation of new retail and
personal service businesses.

Bowes (2007) explicitly examined both the effect that crime has on business activity
and the effect that diminished economic growth has on crime. He began with two hypothe-
ses that shape a simultaneous, two-stage model of retail development and crime—that
crime discourages retail activity, and that retail attracts crime. Using data on crime and
retail in 206 census tracts in Atlanta from 1991 to 1994, Bowes finds strong support
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for each of these seemingly conflicting hypotheses. Bowes suggests that the efforts to
revitalize downtowns should be accompanied with extra crime control capacity, given the
propensity for retail development to attract crime. Rosenthal and Ross (2010) explicitly
acknowledge this endogeneity in their analysis of violent crime and location of business
activity and entrepreneurship in cities. They find that retail, wholesale, and restaurant
activities are disproportionately located in high-crime areas (violent and motor-vehicle
theft specifically). The authors determine that the pattern could be due to the fact that
crime is attracted to these industries or the fact that businesses in other industries outbid
those in these industries for safer locations.

Generally, we can conclude from these previous studies that crime has a downward
pull on residential property values, but the effect on commercial property values is unclear.
The small number of studies on the effect of crime on business activity suggests that
businesses do incur nontrivial costs as a result of crime, but it is not particularly clear how
profoundly these costs impact their willingness to locate in one neighborhood over another.
The evidence also highlights the importance of recognizing a simultaneous relationship
between crime and business activity. That is, at the same time that crime can depress
business activity, business activity can attract more crime.

4. DATA AND METHODOLOGY

Data

To test for the impact of crime on commercial property values we combine three rich
data sets. First, we use point-level crime data from the New York City Police Department.
This data set contains information on the precise location, year, and type of crime for all
reported incidents in New York City between 2004 and 2010. We categorize each reported
crime into three types: property (i.e., burglary, arson, motor vehicle theft), violent (i.e.,
murder, robbery, assault), and public order (i.e., loitering, disorderly conduct, harassment)
crimes (see a complete list of crime classifications in Appendix A). Second, we use data
from the New York City Department of Finance on commercial property transactions and
assessed values (AVs) for the same time period, 2004 through 2010 (all adjusted to 2010
dollars). This data set contains the universe of commercial properties in New York City,
for which we obtain actual tentative AVs (i.e., those reported before the assessor has made
any adjustments based on appeals). It also contains all commercial property sales (which
constitute a subset of the universe of all commercial properties), including their location
and amount. Finally, we include property characteristics from PLUTO, a data set created
by the New York City Department of City Planning, for every property in New York City
in 2009. For information on neighborhood demographic characteristics, we rely on data
from the 2000 U.S. Census.

Since there are limitations to relying solely on either transaction-based or assessor-
based property values, we run our analyses using both measures. While arms-length
property sales represent actual willingness-to-pay in the market (which is an informative
way to measure the value of the property’s commercial activity), the sample of properties
that transact may not be representative of the broader commercial building stock (and
the economic activity housed within it). On the other hand, while AVs are available for
the universe of commercial properties, they are not as responsive to market expectations
and tend to change more slowly (Fisher et al., 2003). In the case of New York City, AVs
are derived from calculations of the building’s income (i.e., rents); however, rents are
notoriously sticky (especially commercial ones, which tend to be bound by longer leases)
(Mooradian and Yang, 2000; Genesove, 2003). Therefore, while AVs are a reasonable proxy
for rents, they will not respond as quickly to market conditions, including crime increases
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or decreases.1 The relative stability of AVs is borne out in the data: although sales prices
and AVs are both generally declining over the study period, the sales data exhibit much
more volatility (see Figure 2).

To better discern whether or not the sales-based sample is significantly different
than the AV-based sample, along observable characteristics, we run comparative statistics
across the two. These are displayed in Table 1.2 We see that most building characteristics
are similar across the two samples, with the exception of building size, property classifica-
tions, and time since an alteration. Price ($386 per square foot compared to $53 per square
foot of assessed value) and square footage are larger and the year of the last alteration
is more recent for properties that transact, compared to the broader universe of assessed
commercial parcels. In addition, properties that transact also tend to overrepresent retail
and office properties (relative to other properties classified as industrial or mixed use).
The sales sample also displays more variation over time; in general the characteristics of
the bigger AV sample are stable across the study period (these annual statistics are not
shown). The average crime counts across the study period are also slightly higher for the
AV sample, but both samples display year-on-year changes that are quite variable. We
control for all of these variables in the regression analyses that follow.

1Ideally, we would like to have actual rents, but these are unavailable for our comprehensive
sample. Instead, we make the reasonable assumption that AVs will track rents, since the property as-
sessment is made annually based on various calculations of the property’s income (either reported or
imputed from comparable rent rolls). The alignment of AVs and commercial rents will be least ac-
curate among mixed use properties, which rely on both residential and commercial incomes. In our
sample, these properties are primarily comprised of ground-floor retail/commercial, which constitutes
a substantial share of the overall income and should therefore track reasonably well with the prop-
erty’s overall AV. For more information on how property assessments are made in NYC, please refer to
http://www1.nyc.gov/site/finance/taxes/property-assessments.page.

2We have access to fewer property characteristics for the AV sample. However, based on the sales
sample, the omitted variables are highly correlated with those included in the AV analysis and should
therefore be controlled for in the regression analyses.
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TABLE 1: Descriptive Statistics, Property Sales, and Assessed Values

Sales Assessed Values

Std. Std.
Variable N Mean Dev. N Mean Dev.

Price (AV) per sq. ft. US$(2010) 10,244 384 452 634,906 53 1110
Building sq. ft. 10,244 37990 140388 634,906 18777 85945
# Buildings on lot 10,244 1.17 0.70 634,906 1.07 0.50
# Floors in building 10,244 3.32 6.26 634,906 2.96 3.20
Lot frontage 10,244 79.95 95.78 634,906 109.64 79.15
Lot depth 10,244 120.73 86.91 634,906 61.21 86.91
Building age 10,244 73.69 144.00 634,906 75.60 24.64
Year altered (1st) 10,244 2006 11 146,818 1990 13
Year altered (2nd) 10,244 2010 4 21,118 1999 9
Building FAR 10,244 3.28 19.70
Easement 10,244 0.02 0.14
# Residential units 10,244 0.56 8.17 634,906 5.07 42.68
Basement (y/n) 10,244 0.00 –
Irregular lot (y/n) 10,244 0.42 –
Waterfront location (y/n) 10,244 0.00 –
Corner location (y/n) 10,244 0.31 –
Through lot (y/n) 10,244 0.02 –
Assembled lot (y/n) 10,244 0.00 –
Interior lot (y/n) 10,244 0.00 –
Ownership status 10,244 0.98 –
Retail class (y/n) 10,244 0.55 – 634,906 0.29 0.45
Office class (y/n) 10,244 0.22 – 634,906 0.11 0.32
Violent crimes per blockface 10,244 2.07 3.15 634,906 2.84 31.50
Property crimes per blockface 10,244 9.99 24.71 634,906 10.08 69.61
Public order crimes per blockface 10,244 10.46 15.78 634,906 12.78 78.28
Total units per blockface 10,244 71.36 229.66 634,906 129.72 2340.13
Liquor lics per blockface 10,244 1.83 2.98 634,706 0.52 1.14
Stores per blockface 10,244 1.72 3.15 633,589 1.44 2.98
Vacant bldgs per blockface 10,244 0.68 2.67 633,589 0.48 1.56
Violent crimes per H-block 10,244 9.80 12.90 641,332 11.37 14.35
Property crimes per H-block 10,244 49.65 114.79 641,332 46.87 99.29
Public order crimes per H-block 10,244 51.85 67.72 641,332 59.73 76.08
Total units per H-block 10,244 326.85 896.51 641,314 664.23 1452.82
Liquor lics per H-block 10,244 0.41 0.99 641,332 2.34 3.44
Stores per H-block 10,244 6.23 8.93 641,314 5.84 8.72
Vacant bldgs per H-block 10,244 2.91 5.57 641,314 2.58 4.46
Violent crimes per 1/4-mile ring 10,099 124.27 111.17
Property crimes per 1/4-mile ring 10,099 571.98 819.43
Public order crimes per 1/4-mile ring 10,099 657.35 585.52
Chg in employ. rate (tract) 10,155 0.01 3.29 638,402 0.02 2.31
Total crime rate (precinct) 10,243 0.07 0.03 641,535 0.06 0.03

Empirical Strategy

We run regressions on two dependent variables. First, we use the real commercial
sales price per square foot, and we use the natural logarithm to better fit the nonlinear
nature of the data. As discussed above, this measure of commercial activity is compre-
hensive in that the price should capture any locational amenity (and disamenity) for that
property. Second, we use actual tentative assessed values (adjusted to real dollars) per
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square foot, and, again, take the natural logarithm. The independent variable of interest
is crime and we divide this into three types: property, violent, and public order.

Geographies of Crime

We sum up the total number of crimes, by type, for very localized areas surrounding
the property. We run separate estimations for three levels of geography, which are pro-
gressively larger. First, we count the number of crimes for every blockface in New York
City, and assign a blockface crime count to each property. The blockface is comprised of
the two sides of a street that make up a city block. This differs from a census block, which
would be the four street segments that you would walk along if you took a “walk around
the block.” In the blockface, each side of the street is included in the same unit of anal-
ysis. We believe the blockface captures the most spatially immediate impact of crime on
property values and any effect should be more intense in this context. Second, we count
the number of crimes on every “H-block” in New York City, and assign an H-block crime
count to each property sale or assessed value. An H-block is an H-formation of adjacent
city blockfaces.3 Finally, we count the number of crimes within a quarter-mile radius of
the property, and assign a ring crime count to each property sale or assessed value.4

We provide two illustrations of the various geographies that we employ in this paper.
First, Figure 1 provides a graphical depiction of the blockface, H-block, quarter-mile
buffer, half-mile buffer, and census tract boundaries for a neighborhood with a relatively
consistent grid pattern. The blockface takes up one street segment around the parcel, and
the H-block takes up seven street segments (note that not all street segments are equal
length, in this example and across the city). The quarter-mile buffer includes roughly 45
street segments, and the half-mile includes over 175 street segments. Census tracts vary
in size across the city, but in this neighborhood they are typically between 10 to 15 street
segments.

Our goal is not to identify a single geography for crime but rather to test for any
effect across a range of geographies, and observe whether or not effects dissipate over
space. We begin with the blockface because it allows us to take the most advantage of
the point-specific crime and property data we have at our disposal. The most well-known
research to utilize this level of geography is from the Project on Human Development
in Chicago Neighborhoods (PHDCN) (Sampson, 2012). But there is additional support
from the criminology literature for using this level of geography as well. A widely cited
piece by Ralph Taylor notes that “in many urban residential settings, residents experience
markedly different safety when they move beyond their immediate block” (Taylor, 1997,
p. 117). The H-block is slightly less restrictive, in that it allows us to identify the influence
of crime across several adjacent street segments still within relative proximity of the
parcel. The even larger quarter-mile buffer is similar to the ring-methodologies used
extensively in studies of crime in urban planning (Loukaitou-Sideris and Sideris, 2009;

3In areas of the city with diagonal streets and other deviations from the classic grid street pattern
displayed in Figure 2, the number of adjacent blockfaces may not be exactly five—the exact number may
be larger or smaller—and about 95 percent of H-blocks consist of between four and nine blockfaces. This
suggests a limitation with the H-block measure: some sales are linked to more adjacent blockfaces than
others, and those sales will have inflated crime numbers. However, since we also control for H-block density,
this bias should be minimized.

4We do not conduct regressions of assessed values on ring-based crime counts, due to the burden of
calculation. We do replicate the ring-based sales analyses for larger half-mile rings, and the results are
consistent, albeit smaller in magnitude (which is in line with the overall pattern of the presented results).
These results are available from the authors upon request.
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Joh, Nguyen, and Boarnet, 2012), urban economics (Bowes and Ihlanfeldt, 2001), and
criminology (Weisburd, Groff, and Yang, 2013). This buffer allows us to observe a farther-
reaching, but still walkable, geography of crime. We assume that the effect of crime
on any property is not necessarily limited to those crimes on its host blockface, but
also the crimes on the blocks surrounding it. Specifically, in order to visit a particular
commercial establishment, one passes through several adjacent blocks and this larger
setting is important in terms of valuing the commercial service and the property where it
is located.

Considered in another way, Appendix B displays the annual number of violent, prop-
erty, and public order crimes at five levels of geography employed in our analysis—
blockface, H-block, quarter-mile, census tract, and precinct. The differentials are rela-
tively consistent across crime type. H-blocks have roughly five times as many crimes as
blockfaces; quarter-mile rings have another 12 times as many crimes as H-blocks. Census
tracts are, on average, situated between H-blocks and quarter-mile rings—quarter-mile
rings have about 2.5 times as many crimes as census tracts. Precincts are the largest of
all; they have about 10 times as many crimes as the quarter-mile rings.

Since the amount of crime for any of these three geographies may be driven by the
area’s population density (for example, more densely populated neighborhoods create more
opportunity for crime), we also control for blockface, H-block, and ring population densities
by including in the regression model the total number of residential and commercial units
in that particular geography in that year. Ideally, we would like to have population or
pedestrian counts, but neither is available at these precise geographies or at annual
intervals.5

Estimation

We rely on hedonic regression analysis to estimate the effect of crime on commercial
property sales and assessed values.6 The intuition is that crime is one of a number of
locational characteristics that can influence the price of a nearby commercial property.
We present the model using blockface crime aggregates (which will be replicated using
H-block and ring crime aggregates) and this regression takes the following form:

LnPricei,b,p,t = �Crimeb,t + � Densityb,t + �Xi,b,t + Pp + Tt + εi,t.(1)

In this equation, LnPrice is the natural logarithm of the real price (or assessed value)
per square foot for commercial property i on blockface b in precinct p and in year t; Crime
is the total number of crimes (either violent, property or public order) on blockface b in

5We opt to measure crimes as a count variable and control for residential and commercial density,
rather than measure crime as a rate. At a level of geography as small as the blockface, population does not
vary as much as it does between larger areas—therefore most variation should be accurately captured by
crime numbers. Furthermore, population measurement error is a bigger problem when the geographic area
is small, and we wanted to keep this separate from the crime estimate. Lastly, crime rates at these small
geographies take on very small values, making the interpretation of the coefficients less immediately
meaningful. When we use precinct-level crime in our instrumental variables strategy, we express that
variable as a rate, given New York City’s precincts have over 100,000 people on average (minimizing the
presence of measurement error).

6We rely on a hedonic model rather than constructing a repeat-sales index (which has the merits of
mitigating against omitted variable bias), because we do not have enough repeat-sales at fine geographies
to populate the model. We instead assume that the comprehensive collection of property and neighborhood
characteristics do a good job at controlling for time-invariant differences across properties that may be
correlated with price and/or crimes.
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year t;7 Density is the total number of units on blockface b in year t; and X is a vector of
property characteristics for property i on blockface b in year t. The property characteristics
control for a range of locational and structural features of the property and lot, including
the number of buildings on the lot, number of floors, size of the lot, building age, year
altered (if any), maximum buildable space, property classification (i.e., retail, office or
other), number of easements, unit composition, ownership status (i.e., wholly private or
some other public or quasi-public status), and any irregular structural characteristics.
These hedonics are consistent with (and mostly more comprehensive than) those used in
other hedonic analyses of commercial real estate (Mills, 1992; Quigg, 1993; Fisher et al.,
2003; Debrezion, Pels, and Rietveld, 2007; Fuerst and McAllister, 2011).8 In this vector,
we also include covariates at the blockface level that (i) are correlated with the likelihood
of a property sale and the incidence of crime in the surrounding area and that (ii) change
over time (specifically, vacant buildings, stores, and active liquor licenses). Finally, we
include police precinct fixed effects (Pp) to control for unobserved heterogeneity across
neighborhoods (and crime-reporting districts) and year dummies (Tt) to control for more
macro-level changes over time that are correlated with changes in crime and commercial
property values.9,10 The models using H-block and ring aggregates are identical to the
blockface model, except for the crime and other locational covariates that are aggregated
up to the H-block and ring levels instead of the blockface. Descriptive statistics for all
variables are included in Table 1.

Despite these extensive controls, this model is unable to fully control for the simul-
taneous relationship between crime and property values. Specifically, while we intend to
identify the impact of crime on property values, we recognize that property values (and
economic activity more broadly) could simultaneously drive crime (Ihlanfeldt and Mayock,
2010). First, locations with greater commercial activity and higher prices are also more
likely to attract more crime due to more pedestrian traffic and more lucrative property
crime targets. If this were true, then our OLS estimates would be biased upward. On
the other hand, locations with higher property values may contain more vigilant resi-
dents, consumers or security personnel such that crime is relatively lower; in this case
our OLS estimates would be biased down. In sum, the bias is ambiguous, but it needs to
be addressed in our crime estimates.

To address this endogeneity, we instrument for crime on the blockface (and, when
relevant, the H-block and in the proximate quarter-mile ring) in two ways: using change

7We replicate the models using crime lagged one year and the results are substantively the same. We
do not have enough data points to lag the crime counts by longer periods without significantly compromising
the sample size. We do, however, control for earlier crime rates, at the precinct level, and the results are
substantively the same to those presented in the paper. Ultimately, we opt for the more parsimonious
model, with the most observations (i.e., contemporaneous crime counts without earlier precinct crime
rates).

8We do not have information on the class of commercial property, but instead rely on the type of
property (i.e., retail or office) and year built and altered as proxies for property quality.

9We also run OLS models with ZIP Code dummies and precinct-year fixed effects (to allow any
unobserved precinct heterogeneity vary over time) and the results are substantively the same. We opt
against this specification, because in the 2SLS models we use precinct-level crime as an instrument and
we cannot include this variable, which varies across time, in the presence of precinct-year fixed effects.

10We also run models where the standard errors are clustered by blockface/H-block, since multiple
properties can be located on the same blockfaces/H-blocks. The clustered standard errors are marginally
bigger than the robust ones and do not change the results substantively. We are not concerned, however,
since there does not appear to be a large degree of spatial correlation or heteroskedasticity (based on a
high correspondence between the clustered and robust standard errors); the main results are unchanged.
The results using clustered standard errors are available from the authors upon request.
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in employment rates (at the census tract level for blockface and H-block analyses and at
the ZIP Code-level for ring analyses) and precinct crime rates. We normalize the employ-
ment counts by dividing them by counts of total residential units in the corresponding
geography, and then take the difference in employment rates between t and t − 1. We
opt for the unit-based proxy for population over census counts, as it is recorded annually
(rather than interpolated for inter-centennial years). The tract-level employment data
are from the U.S. Census Longitudinal Employer-Household Dynamics (LEHD) database
(which we also use to construct the ZIP Code rates). As noted in Section III, there is a
large body of research that confirms a positive relationship between crime and unemploy-
ment (for surveys of this literature, see Chiricos, 1987; see also Cantor and Land, 1985;
Paternoster and Bushway, 2001; Raphael and Winter-Ebmer, 2001; Gould, Weinberg, and
Mustard, 2002; Lin 2008;). This relationship is not entirely straightforward—property
crime appears to be more affected than violent crime, and most of these studies use
large geographies such as countries, states, and metropolitan areas. However, two studies
(Ihlanfeldt, 2002; Ihlanfeldt, 2006) find that a dearth of young male employment oppor-
tunities at the neighborhood level lead to elevated crime rates in those neighborhoods.
Thus, we assume that the essential theories that predict a strong relationship between
unemployment and crime at the state and city/metropolitan area hold at the neighborhood
or block level. We also posit that since local investors and businesses will likely search
for labor outside of the immediate neighborhood, the census tract employment rate will
not be correlated with changes in commercial property values over time. In addition, we
theorize that buyers, renters and sellers of commercial property are not privy to informa-
tion on how census tract employment numbers are changing annually, as the data we use
are not widely published. This is borne out in the data, as the correlation between the
commercial sales price and the change in employment rate is very small (0.01); and the
correlation between AV and change in employment rate is even smaller at −0.0002.

To take advantage of additional exogenous variation, we also use precinct total crime
rates as an instrument.11 The intuition here is that precinct crime rates will capture some
overall reporting patterns that will be correlated with blockface (or H-block or ring) crime
counts (of all types). We maintain that these precinct rates are exogenous to commercial
property values since the estimation model also includes precinct fixed effects; in other
words, we are essentially comparing properties within individual precincts, over time.
Therefore, controlling for the other property and geography-specific covariates in the
model, precinct-level crime rates should not be correlated with within-precinct variation
of commercial values over time and thus should not present a credible threat to exogeneity.
The correlations between sales price and precinct crime rate and between assessed values
and precinct crime rate are very small (0.02 and 0.003, respectively).

5. RESULTS

Baseline Regressions

In Tables 2 and 3, we provide the results from the OLS regressions, for blockface,
H-block and ring models, and for regressions using both property sales and AVs. These
specifications include precinct fixed effects and year dummy variables, as well as the full

11We also run models with precinct total crime lagged five years as an instrument to guard against
simultaneity. The results are largely consistent with the contemporaneous version of precinct total crime,
but the instrument does not perform as well and the second-stage coefficients are suspiciously inflated.
Therefore, we opt for the contemporaneous version, even though the lagged version may be more theoret-
ically conservative.
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set of property- and geography-specific control variables. We first highlight a few of the
hedonic results. The covariates pertaining to the parcel’s lot and structure dimensions
(i.e., frontage, depth, number of floors, irregular shape, built floor-area-ratio) and the
building’s classification (i.e., office and retail, compared to other industrial or mixed clas-
sifications), ownership status and age (controlling for dates of recent, major alterations)
are the strongest determinants of price. This is largely consistent with other hedonic
analyses of commercial prices and rents (Mills, 1992; Quigg, 1993; Fisher et al., 2003).

Turning to the crime results, we see in Table 2 that the relationship between property
values and crime on the blockface, regardless of type, is positive (and highly significant for
violent and property crimes), meaning higher crime blockfaces have higher commercial
property values. For the models using the H-block and the ring crime metrics, the crime
coefficients not only decrease in magnitude, but are also largely insignificant. Therefore,
the covariation between crime and property values, while it appears positive, is more
intense within a smaller radius. For property crimes on the same blockface as a sale, the
coefficient of 0.002 suggests that one additional property crime on a blockface is associated
with a 0.2 percent increase in sales price.

In Table 3, we replicate the same models replacing the dependent variable with AV
measures. As above, we include precinct fixed effects and year dummy variables. Again,
the hedonics indicate that the parcel’s lot and structure dimensions and the building’s
classification and age are the strongest determinants of price. Like the results from
the sales sample, the coefficients on property crime are positive, significant and of a
similar magnitude (for both the blockface and H-block results). Violent crime, however, is
insignificant in the blockface models and significant and negative in the H-block models,
and public order exhibits a significant positive coefficient in the blockface models (it is
insignificant in the H-block regression). The AV-based models suggest that an additional
property crime on the blockface reduces prices by about 0.1 percent, or $0.05 per square
foot (based on a mean square foot AV of $53). Since the AV-based regressions rely on
a much larger and inclusive sample, it is not entirely surprising that the results would
differ. We also know that the AVs are less volatile over time, introducing less noise into
our estimates (see Figure 2); this suggests that our AV-based estimates will also be
more precise. Nevertheless, we assume that the OLS models are failing to control for the
simultaneity between crime and commercial prices.

2SLS Regressions

Therefore, we turn to the 2SLS models, which attempt to mitigate any reverse causal-
ity that could be biasing the above results. We display the second stage results for the
2SLS models on the sales sample in Table 4, and, again, we show the results for the
blockface, H-block, and quarter-mile ring models and for each crime type separately. We
first note that our instruments perform satisfactorily. Following Ihlanfeldt and Mayock
(2010), we rely on two indicators of instrument validity: the first stage F-statistic and the
Sargan-Hansen test (these results are displayed in Appendix C for the sales models and
Appendix D for the assessed value models). For all geographies and crime types, the
F-statistic for the first stage regression is above 20 (most dramatically so for the ring
models) and highly significant. The Sargan-Hansen tests also support the instruments’
validity (with their low test values), with the exception of violent and public order crimes
in the ring models, which produce statistically significant test results (i.e., we reject the
null of instrument validity).12

12We run identical specifications with the change in employment rate calculated at the census tract
level (as in the blockface and H-block models), and the second-stage results are nearly identical with lower

C© 2016 Wiley Periodicals, Inc.
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Turning to the results from the second stage models in Table 4, we see that, overall,
the signs on the crime coefficients become negative and increase in magnitude; however,
there is very little statistical significance. As with the OLS estimates, the violent crime
coefficient is bigger in magnitude than those for the other two crime types; however, it is
insignificant (i.e., with a P-value bigger than 0.05) at smaller geographies (i.e., blockface
and H-block). At larger spans (i.e., the quarter-mile ring), we see that each additional
violent crime reduces prices by about 0.5 percent (or $1.90 per square foot, based off
of the mean sales price per square foot). While negative, the coefficients on property
and public order crimes are also insignificant at smaller geographies; at larger ring-based
geographies, the property and violent crime coefficients are both significant. These results
indicate that an additional property crime within a quarter-mile decreases prices by about
0.2 percent (or just over $0.75 per square foot), which is slightly smaller than the violent
crime effect (where an additional violent crime reduces prices by 0.5 percent). Public order
crime still exhibits no significant effect on prices.

We replicate the same models using the AV-based dependent variable. As above,
the instruments perform well (see Appendix D). The first-stage F-statistics are highly
significant (i.e., very large) and the Sargan-Hansen tests consistently produce low test
statistics for both blockface and H-block models and for all types of crime; together these
provide support for the instruments’ validity. The second-stage results are consistent with
those from the sales-based models (displayed in Table 5), but due to the larger sample, are
estimated with more precision. The coefficient on violent crime is now negative and highly
significant for both the blockface and H-block geographies. For the H-block results we note
that the magnitude of the coefficient, while still negative, has increased, suggesting that
the endogeneity of crime was indeed biasing the crime coefficient up (i.e., making it less
negative). Here, prices drop by about 6 percent (or $3.20 per square foot) with an additional
violent crime on the blockface and about 1 percent (or just over $0.50 per square foot) with
an additional violent crime on the H-block. This effect is larger than that observed for
both property and public order crimes. Such an effect seems large until we recall that the
average blockface has 2.1 major violent crimes per year, meaning an additional violent
crime is a very large (50 percent) jump. The price elasticity13 is 0.18, meaning is that a
1 percent increase in violent crime is associated with a 0.18 percent decrease in assessed
value. This estimate (and elasticities for other significant coefficients) is well-within the
range of elasticities reported from studies examining the effect of crime on residential
property values (Hellman and Naroff, 1979; Thaler, 1979; Gibbons, 2004; Ihlanfeldt and
Mayock, 2010).

For the blockface aggregates, an additional property crime reduces prices by about
2 percent (or $1.05 per square foot) and an additional public order crime results in a
similar price drop. For the H-block measures, an additional property or public order crime
reduces prices by about 0.4 percent (or just over $0.20 per square foot). Therefore, both
proximity and type of crime matter: the effect from an additional violent crime is more
than two-times that from property or public order crimes and the effect is intensified at
closer ranges. Both of these observations are supported by results out of the sales and
AV samples.

Sargan-Hansen statistics (that do not lead us to reject the validity of the instruments). We use the ZIP
Code-level measures, however, because conceptually they are more compelling, since the ZIP Code is a
larger geography than the quarter-mile ring, whereas census tracts can be smaller than the ring span.

13Note that while our models are expressed in log-linear terms, we separately ran log-log models in
order to estimate elasticities.
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Testing for Heterogeneous Effects

Since the baseline regressions only provide an average effect across all neighbor-
hoods in New York City, we stratify the regressions along dimensions that differentiate
neighborhoods in ways that make them more or less prone to criminal and/or commercial
activity. For purposes of illustration, we present only the results from H-block models
using the sales sample; we will note substantial differences from other models when
relevant. We choose to consider the sales sample, because those values should be more
responsive to immediate market conditions; since AVs (and the rents off of which they are
derived) are “sticky” and not necessarily reflective of existing market conditions, there is
less of a reason to expect the values to vary along these dimensions. Considering first the
type of commercial activity, we stratify the sample by building classification, i.e., retail
or office. We find no statistically significant difference in crime effects across different
types of economic activity. This is in contrast to the expectation that crime is less deterred
by the safety strategies of disparate retail establishments and more linked to the retail
activity itself.14

Second, to consider the socioeconomic characteristics of the neighborhoods, we stratify
the sample by median household income and by the concentration of nonwhite (specifically,
black and Hispanic) residents—all measured at the census tract level using 2000 Census
data. We stratify in several ways, testing for thresholds at both ends of the distribution;
for ease of exposition we only display a selection of the stratified results. Table 6 displays
a summary of these findings, again for H-block aggregates only. Notably, the instruments
perform just as well in these stratified regressions as they do for models using the full
sample.15 When we split the sample, the coefficients on the crime variables in the low- to
moderate-income neighborhoods (or neighborhoods in the bottom three quarters, where
the average household income is $48,706 or lower) are all negative and the coefficient on
violent crime is statistically significant.16 In these neighborhoods, an additional violent
crime reduces prices by about 0.7 percent (compared to a null effect for the average
neighborhood).17 We also stratify the sample by race and ethnicity, into high/low nonwhite
and then high/low black/Hispanic neighborhoods (based on highest and lowest quartiles).
We find that the negative effects from violent crime are significant in neighborhoods with a
higher share of black residents (see Table 6); and the higher the share, the larger the effect
(an additional violent crime in neighborhoods with higher proportions of black residents
results in a 0.5 to 0.7 percent drop in prices). We also see significant negative price effects,
from violent and public order crimes, in neighborhoods with low-to-moderate shares of
Hispanics (i.e., less than 43 percent Hispanic) and nonwhite residents more generally

14We do find statistically significant negative effects for retail properties only (for violent and public
order crimes), in the AV-based models; this suggests that with the larger sample we can pick up meaningful
differences in building use that indicate retail’s more pronounced vulnerability to crime. These results are
available from the authors upon request.

15The first-stage F-statistics are generally greater than 20, although smaller than the nonstratified
regressions that use the full sample; the Sargan Hansen statistics are generally insignificant (with the
exception of a few stratifications with P < 0.05). Detailed statistics are available from the authors upon
request.

16Appendix E is a map displaying high- and low-income tracts overlaid with sales, and Appendix
F does the same with high- and low-percent African American tracts. We see that sales are clustered in
high-income neighborhoods in lower Manhattan, but also along main arterials in Brooklyn, Queens, and
the Bronx. These latter sales are in areas that appear to be equally likely to house high, low, or middle
proportions of African-Americans and median incomes that are high, moderate, or low.

17This significant effect is observed in the blockface models, but goes away in the ring models.
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(these results are not shown here).18 Together, the stratified results show that violent
crime is most likely to vary across neighborhoods of different demographics, and that
the negative effects are concentrated in neighborhoods with lower median incomes and
higher shares of black (or nonwhite) residents. Prices in neighborhoods with higher shares
of Hispanics, however, are not disproportionately depressed by crime—indeed, crime had
no significant effect in those areas.

6. CONCLUSION

The viability of local commercial markets has implications for the overall municipal
economy and for submunicipal neighborhood services. Theoretically, crime should affect
economic activity by imposing costs on businesses and customers. Although crime is often
of great concern to local policymakers, the empirical, quantitative evidence on how it
affects local economic activity is sparse. We attempt to fill this gap by testing for the impact
of crime on commercial prices and assessed values for a large and diverse jurisdiction.
We also test to see if this impact varies by the type of crime, the type of business and the
demographic composition of the neighborhoods.

It is not surprising that we initially observe significant and positive associations be-
tween crime and sales prices; we contend that this is likely picking up the simultaneity
between criminal opportunity and commercial activity. OLS models show a negative re-
lationship between AVs and violent crime, but these coefficients also end up being biased
upwards. To improve upon these naı̈ve models, we instrument for crime, and, overall,
find that crime does push property values down. The magnitude of the effect, however,
varies depending on the type of crime and the geography of crime. Analyses using property
transactions, show no significant crime effects at very close range; an additional violent or
property crime, however, within a quarter-mile of the property reduces prices by 0.5 and
0.2 percent, respectively. These effects translate into price elasticities ranging from −0.25
to −0.6. In analyses using assessed values, negative crime effects are discernible at very
close range (i.e., on the same blockface), such that an additional crime reduces values by 2
to 6 percent, depending on the type of crime. The crime effects stay negative and become
smaller at larger multiblock crime geographies: an additional crime results in a 0.4 to 1
percent price drop, or an elasticity of −0.2 to −0.4.

Where we do observe an effect, the magnitude is within the range of what has been
calculated in studies of the effects of crime on residential property values. These studies
have reported elasticities as small as −0.05 or −0.1 (Lynch and Rasmussen, 2001; Gibbons,
2004; Ihlanfeldt and Mayock, 2010) and as high as −0.5 or −0.6 (Hellman and Naroff, 1979;
Gibbons, 2004), suggesting that commercial investors or tenants are similarly responsive
to crime in their location decisions as residents are to theirs. This connection makes
sense, as much of the economic activity in these commercial properties relies on those
same individuals as patrons.

When we stratify the sample by the neighborhood’s economic status and prevalence of
nonwhite households, we find that the negative effects are strongest in neighborhoods with
lower median incomes and higher shares of black (or nonwhite) residents. It appears, then,
that these neighborhoods are doubly disadvantaged—lower income and higher minority
neighborhoods are already more likely to experience more substantial crime problems,
and those crime problems appear to more strongly discourage commercial investment
in those areas, as evidenced by the stronger price effects. This is consistent with the

18Again, these results are consistent using blockface crime measures, but weaken using ring crime
measures.
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empirical evidence that documents fewer businesses in lower income and predominantly
minority neighborhoods (Immergluck, 1999; Meltzer and Schuetz, 2012; Schuetz et al.,
2012). It could also be that businesses and investors use race and income to proxy for
neighborhood safety and avoid locations with those demographic signals.

These findings have important implications for neighborhood businesses, commer-
cial property owners and local economic development officials. Our findings suggest that,
while modest at the margin, concentrated crime can drive away economic prosperity; if
an additional violent crime within a quarter-mile of a property reduces prices by $1.50
per square foot, then properties near 100 violent crimes per year will suffer price drops
of $150 per square foot (holding all else constant). Therefore, crime control, especially
in poorer communities of color, can revitalize economic activity by reducing the cost of
doing business. This means safer streets and more services for those neighborhoods. Our
results also point toward policies to manage and disseminate accurate information about
a neighborhood’s level of safety, an effort that could be assumed by city economic devel-
opment officials and local stakeholders, such as Community Development Corporations
or Business Improvement Districts. Perhaps both crime control and information-based
strategies can shift both actual and perceived safety enough to push prices up (or reverse
the sustained negative capitalization). Finally, the variation in findings across different
geographies and demographic strata also indicates that the effect of crime on property
values varies according to the local context—the nature and spatial parameters of the
neighborhood are linked to different types and intensities of crime. This suggests that
crime control should not employ a uniform strategy, but rather mitigation strategies that
are applied differentially across submunicipal neighborhoods.

APPENDIX A.

Crime Categories

Violent Crimes Property Crimes Public Order Crimes

Murder & nonnegligent
manslaughter

Burglary/breaking & entering Assault 3 & related offenses

Robbery Larceny Burglar’s Tools
Forcible rape Motor vehicle theft Possession of stolen property
Aggravated assault Arson Criminal mischief & related of

Dangerous weapons
Fraudulent accosting
Dangerous drugs
Prostitution & related offense
Loitering
Loitering for drug purposes
Loitering/deviate sex
Loitering/gambling (cards, dice)
Disorderly conduct
Criminal trespass
Harassment 2
Misc. penal law
NYC health code
Offenses against public safety
Offenses against the person
Other offenses related to theft
Offenses against pub ord sensibility
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APPENDIX B.

Geographies of Crime, Crime Counts

Variable Obs Mean Std. Dev. Min Max

Violent crimes per blockface 10,244 2.1 3.2 0 37
Property crimes per blockface 10,244 10.0 24.7 0 518
Public order crimes per blockface 10,244 10.5 15.8 0 356
Violent crimes per H-block 10,244 9.8 12.9 0 148
Property crimes per H-block 10,244 49.6 114.8 0 2,870
Public order crimes per H-block 10,244 51.9 67.7 0 945
Violent crimes per quarter-mile 10,099 124.3 111.2 0 780
Property crimes per quarter-mile 10,099 572.0 819.4 0 7,331
Public order crimes per quarter-mile 10,099 657.3 585.5 0 5,135
Violent crimes per half-mile 10,095 447.7 361.6 0 2,150
Property crimes per half-mile 10,095 2007.9 2606.6 5 16,917
Public order crimes per half-mile 10,095 2404.5 1978.9 11 12,691
Violent crimes per census tract 10,244 48.7 43.4 0 375
Property crimes per census tract 10,244 234.8 273.0 0 2,763
Public order crimes per census tract 10,244 285.0 247.1 0 2,092
Violent crimes per precinct 10,336 1161.7 640.4 0 3,917
Property crimes per precinct 10,336 4706.7 2020.7 0 12,408
Public order crimes per precinct 10,336 6802.3 3481.1 0 21,786

APPENDIX C.

First Stage Results, Sales Prices

Blockface Property Crime Violent Crime Public Order Crime

Chg employ rate (per total units) −0.008 0.001 0.008
(0.013) (0.004) (0.013)

Precinct crime/unit 91.282** 11.89*** 63.414***
(38.196) (3.548) (17.557)

First stage F 20.59 29.62 30.92
N 10,155 10,155 10,155
Sargen-Hansen (P-value) 0.296 (0.586) 0.369 (.544) 0.479 (0.489)

H-block Property Crime Violent Crime Public Order Crime

Chg employ rate (per total units) −0.003 0.004 0.079
(0.090) (0.016) (0.068)

Precinct crime/unit 296.61 31.402** 138.242*
(204.156) (14.226) (74.185)

First stage F 26.05 43.09 38.74
N 10,155 10,155 10,155
Sargen-Hansen (P-value) 0.331 (0.565) 0.351 (.553) 0.811 (.368)

(Continued)

C© 2016 Wiley Periodicals, Inc.



468 JOURNAL OF REGIONAL SCIENCE, VOL. 56, NO. 3, 2016

1/4 MI RING Property Crime Violent Crime Public Order Crime

Chg employ rate (per total units) 303.555*** −1.469 −174.408**
(112.084) (16.017) (77.835)

Precinct crime/unit 2443.291** 618.658*** 1637.237***
(990.790) (92.773) (452.567)

First stage F 137.48 195.78 186.82
N 10,047 10,047 10,047
Sargen-Hansen (P-value) 1.033 (.309) 10.996 (.001) 17.877 (0.000)

Notes: All models include full set of hedonic and blockface or H-block controls; all models include precinct
fixed effects and year dummies. *P < 0.10, **P < 0.05, ***P < 0.01.

APPENDIX D.

First Stage Results, Assessed Values

Blockface Property Crime Violent Crime Public Order Crime

Chg employ rate (per total units) −0.007** −0.006*** −0.008**
(0.003) (0.001) (0.004)

Precinct crime/unit 24.628** 8.177*** 29.110***
(10.784) (0.430) (2.231)

First stage F 1064.6 1644.06 1858.44
N 630,550 630,550 630,550
Sargen-Hansen (P-value) 0.449 (0.503) 1.548 (0.214) 0.428 (0.513)

H-block Property Crime Violent Crime Public Order Crime

Chg employ rate (per total units) 0.017 −0.031*** −0.060***
(0.017) (0.004) (0.020)

Precinct crime/unit 128.22*** 37.461*** 135.807***
(31.620) (1.725) (10.062)

First stage F 1935.01 2852.09 2651.76
N 638,085 638,085 638,085
Sargen-Hansen (P-value) 0.021 (.884) 1.307 (.253) 0.401 (.527)

Notes: All models include full set of hedonic and Blockface or H-block controls; all models include precinct
fixed effects and year dummies. *P < 0.10, **P < 0.05, ***P < 0.01.
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