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The web has the potential to greatly improve the quality of life for people with visual 

impairments. Unfortunately, there are still many web accessibility issues that prevent this 

vision from being realized. In this research, I explore the potential of using spatial audio 

feedback to improve screen reader users’ experiences browsing web pages. There are three 

main components to this research. They represent three key elements in problem solving: 

identifying causes, designing solutions, and evaluating outcomes. 

First, I used a text analysis study to determine the specific communication barriers between 

sighted and blind web users. By analyzing written instructions produced by 48 sighted 

people, I identified that the use of spatial terms, among other things, was a main challenge 

for screen reader users. The result led to a proposal of using spatial audio cues to convey 

layout information to screen reader users. 

Second, to learn the most effective spatial audio design patterns, I designed two lab 

experiments to uncover what spatial properties contribute to positive recognition of spatial 

audio cues. Based on more than 4000 data points collected from 18 sighted participants, I 
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obtained an intimate understanding of how users perceived and interacted with audio cues 

spatialized in the horizontal audio space.  

Finally, informed by both studies, I developed a proof-of-concept screen reader prototype 

that provides additional spatial audio feedback to convey web page layout information. To 

evaluate the design, I conducted a user study with 20 blind participants. Participants 

completed layout-related tasks during study sessions. Based on a range of data collected, 

including task performances, interviews, surveys, and keystroke logs, I learned that 

participants responded positively to the design. They believed that spatial audio feedback 

enabled them to deal with spatial terms and the newly acquired layout information could 

help them handle unexpected accessibility incidents more effectively. Participants also 

provided feedback on the prototype’s usability and envisioned how similar technologies 

could assist them in other scenarios. Inspired by the results, I reflect on implications for 

assistive technology designs and accessibility trainings. I also chart the research agenda in 

this undeveloped area and discuss promising future research topics. 
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Chapter  1 Introduction 

 

The power of the Web is in its universality.  

Access by everyone regardless of disability is an essential aspect. 

Tim Berners-Lee, W3C Director and inventor of the World Wide Web 

 

 

1.1 Overview 

British Scientist Tim Berners-Lee wrote a paper [9] proposing the idea of an “information 

management” system on March 12, 1989 [91]. This document provides the conceptual and 

architectural structure for the World Wide Web (or “the web”). This date has often been credited 

as the birthday of the web. In less than thirty years, internet access has become an essential element 

of our daily lives. Based on a series of surveys conducted over the span of 15 years, Pew Research 

Center found that 84% of American adults used the internet in 2015 [128]. Though there were still 

adoption gaps based on age, class, racial group, or community, the rate of adoption increased over 

the surveyed period steadily and neared saturation in some groups. Consequently, the web has 

touched every corner of our lives, including how we search for information, how we shop, and 

even how we network with other people. The web is also a place to conduct everyday business, 

for example, a majority of U.S. adults bank online [35]. Many government agencies make their 

services available online. In many situations, it is easier and even cheaper to perform a task online. 
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Being able to access the web has become an important factor for one to participate fully in this 

society. 

Therefore, it is particularly important to make sure that everyone has access to the web. For people 

with disabilities, performing various tasks online also has the added benefits of improving their 

independence and quality of life. By completing tasks using computers in the comfort of their own 

homes, they do not have to deal with many of the physical obstacles associated with traveling. 

However, in reality web accessibility has lagged behind the pace of technological development 

since the beginning, evidenced by early web accessibility evaluation work [31,58]. With new 

services and technologies taking shape online constantly, the progress of their accessibility seems 

to be playing catch up forever. 

Research on web accessibility is a sub discipline within the broader Human Computer Interaction 

(HCI) discipline. Over the years, researchers have conducted web accessibility evaluations in 

various domains; they have raised concerns and proposed recommendations. Informed by often 

alarming results, researchers, information workers, and assistive technology vendors have also 

actively pursued new technologies and studied their potential for making the web more accessible 

to users with various disabilities. While this progress should not be overlooked, the outlook of an 

accessible web is still less than desired. There is still more to be done. 

One area that does not receive enough attention is the interaction between people with visual 

impairments and sighted people. Most accessibility improvement efforts focus on inventing 

techniques to make content accessible to blind web users, for example, by automatically inferring 

and creating alternative text for inaccessible images [10]. Such research implicitly holds an 

assumption that a challenge exists between a visually impaired user and a computer. The goal is 



 3 

to help the user understand what is on the computer screen or make the computer convey 

information to the user non-visually. However, no one lives in a vacuum. In the real world, 

completing any task often involves other people. The interaction with other people is even more 

critical when a person with visual impairment performs a task in the workplace.  

This dissertation presents my research addressing one known interaction issue. Prior work has 

reported communication barriers between sighted and blind web users [87]. Blind users expressed 

problems communicating with sighted people, presumably because they have different mental 

models of the same web page due to how they access the content: whereas sighted people process 

web page content visually, blind users use screen readers that have an innate linear nature. 

Unfortunately, research has stopped short of identifying what exactly the communication barriers 

are and in what specific context these issues occur. If the relevant details were known, it might be 

possible to design technologies to mediate the process and alleviate the barrier.  

In this work, I took on this accessibility issue. My research comprises a serial of three studies. The 

first study identified the specifics of the communication barriers based on text analysis of written 

instructions produced by sighted people. With a better understanding of what factors contribute to 

the communication barriers between sighted and blind web users, I proposed a few possible 

solutions. Among others, one solution is to use non-speech spatial audio to convey web page 

layouts. This led to the question of how such spatial interfaces should be designed. Though HCI 

researchers have studied audio interfaces before, synthesized spatial audio design pattern has not 

received much attention. To learn the most effective design pattern, I designed two lab experiments 

to evaluate how various spatial properties influence spatial audio recognitions. The experiments 

generated design insights and informed the development of a proof-of-concept screen reader 

prototype with stationary and moving spatial audio feedback. Using this prototype, I conducted a 
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user study with blind screen reader users to evaluate the design concept. Their feedback validates 

some design assumptions, adds more details about the context of communication barriers between 

sighted and blind web users, provides implications for spatial audio feedback designs, and explores 

the potential of using spatial audio in a broader space.  

1.2 Dissertation Outline  

Chapter Two provides a background for web accessibility and screen readers. Though this research 

focuses on a specific accessibility problem, understanding how accessible the web is in general 

today helps put the problem in perspective. Human beings are capable of seeking alternative 

solutions and reasoning based on partial information. Therefore, one might question whether or 

not it is possible for blind users to derive layout information based on other clues. In reality, most 

web pages in existence today have some kind of accessibility issues. Blind users often have to deal 

with inconsistent or missing information when browsing the web. Getting a sense of the current 

level of web accessibility helps us understand the challenges that blind people face. 

Screen readers are central to how blind users access web pages. Therefore, it is necessary to 

provide a brief review of how screen readers function, especially features that blind users rely on 

to acquire a web page’s structure. Three popular screen readers are reviewed as well as a summary 

of how blind users use screen readers. 

Chapter Three presents a text analysis study that was designed to gain better understanding of the 

communication barriers between sighted and blind web users. Forty-eight written instructions of 

web-based tasks were collected from the Amazon Mechanical Turk platform. By analyzing the 

language used and identifying consistent patterns, the study uncovered a few issues that would 

cause problems for blind screen reader users and contribute to communication barriers. The issues 
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include inconsistent use of web element names and frequent use of spatial terms. The study also 

found positive language patterns, including the use of clear action verbs and quantitative-oriented 

written structures. This chapter ends with a discussion of possible solutions to counter the 

identified issues, including a proposal of using spatial audio feedback to convey layout information 

to blind screen reader users, which drives the other research activities featured in this dissertation. 

Chapter Four answers the question of how to design effective spatial audio interfaces. Audio 

designs have been an area of interest in HCI since the beginning of the discipline. However, spatial 

audio has not received much attention. There are technologies or prototypes of research that have 

featured spatial audio elements in their interfaces, but the research was often on the overall 

usability, rather than determining the effectiveness of spatial audio designs. Chapter Four reports 

two experiments aiming to learn best design patterns concerning stationary and moving spatial 

audio cues. The two experiments produced a dataset of more than 4000 data points. Statistical 

analysis revealed a few interesting patterns, including spatial audio locations that are easier to 

localize, and how spatial properties, such as direction and length, help the recognition of moving 

audio cues. This chapter ends with a few recommendations on how to design spatial audio features. 

Chapter Five and Six takes the research back to blind screen reader users. These two chapters 

describes a user study exploring what roles spatial audio feedback could play in reducing the 

communication barriers between sighted and blind web users. Chapter Five focuses on the 

planning of the user study. It describes the development of a proof-of-concept screen reader 

prototype with spatial audio features. It also provides details of the user study including the 

protocol and instruments implemented. Chapter Six reports the user study results in detail. User 

feedback is organized to answer three main questions: does spatial audio feedback help screen 

reader users interpret common spatial terms? Can screen reader users perceive a web page’s overall 
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layout based on spatial audio feedback? How do screen reader users feel about the spatial audio 

feedback regarding our prototype specifically and in general? Both quantitative and qualitative 

data are analyzed and presented. The chapter finishes with a discussion of implications in terms of 

spatial audio feedback designs. 

Chapter Seven draws from the studies and reflects on how spatial audio could help improve web 

accessibility. Based on the study results, three main contributions are concluded. They are assisting 

blind screen reader users to interpret spatial terms, helping users deal with and recover from 

unexpected accessibility incidents, and creating spatial audio-based interface models for access 

learning purposes. It concludes the dissertation with a discussion of limitations and future work. 

1.3 A Note About Contributors 

I am the principle investigator of this entire research project. However, like the context in which 

this research is situated, we do not live in a vacuum and it is never truly one person’s work.  

Ms. Bev Jensen from Braille Institute Anaheim Center has helped me code the data in Chapter 

Three. Professor Donald Patterson and Professor David Redmiles have provided much feedback 

and close guidance to the experiment study reported in Chapter Four. Professor David Redmiles 

has also guided me through the design and implementation of the user study presented in Chapter 

Five and Six. And, of course, my committee has provided critique and suggestions throughout the 

research. I owe a debt of gratitude to all of them. To respect their contributions, I used “we” 

throughout the whole dissertation.   
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Chapter  2 Background  

 

 

This chapter provides a necessary introduction to the general topic, web accessibility. It starts with 

a brief background of web accessibility. After a review of the current status of web accessibility, 

it delves further into research that tries to understand why web accessibility is still in a poor state.  

This chapter also provides a summary of screen readers. Many of the challenges that this research 

addresses and the design of user study prototype are related to how screen readers function. 

Therefore, it is necessary to learn how screen readers work in order to understand the context of 

the problems. Section 2.2 first introduces a few visual impairment terms. Then it provides brief 

summaries of the three most popular screen readers. It should be noted that the summaries are not 

designed to provide a full tutorial of how to use the respective screen reader. The main focus of 

the review is on navigational features available in each screen reader, as these features are central 

in a user’s experience when browsing web pages.  

2.1 Web Accessibility 

2.1.1 What is Web Accessibility? 

“Web accessibility means that people with disabilities can use the web” [55]. “Use the web” can 

be further interpreted as perceiving, understanding, navigating, and interacting with web pages. If 

a web page is developed properly, it should allow all users, regardless of their abilities, to access 

information and functionalities. A narrow understanding of web accessibility concerns users with 
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impairments in vision, hearing, motor skills, speech, cognition, etc. However, it is also important 

to accommodate people with changed abilities due to aging. In addition, accessible web pages also 

benefit people with “temporary disabilities”, such as a broken arm, or stiff fingers on a cold winter 

day.  

The web has become a portal of resources for many aspects critical to one’s life, such as education, 

healthcare, employment, commerce, etc. Therefore, having equal access to the web is essential for 

providing equal opportunities to everyone. The UN Convention on the Rights of Persons with 

Disabilities recognizes access to information and communication technologies as a basic human 

right [129]. Around the world, many countries and regions have enacted laws that mandate web 

accessibilities, for example, Section 508 of the US Rehabilitation Act of 1973 in the United States 

[130], Accessibility for Ontarians with Disabilities Act in Canada [96], and Disability 

Discrimination Act 1992 in Australia [131]. 

To help the production of accessible websites, W3C, the governing body of the World Wide Web, 

has formed the Web Accessibility Initiative (WAI) [56] to create accessibility standards and 

guidelines. WAI produced guidelines for all components necessary to make the web accessible, 

including web page authoring, designing, and how user agents should render web pages. The most 

influential guideline is the Web Content Accessibility Guideline (WCAG), which has guided the 

development of assessment tools and is incorporated into laws around the world [109]. WCAG 1.0 

was released in 1999 [132], which includes 14 guidelines describing accessibility principles. Each 

guideline includes one or more check points that could be used to access a website’s accessibility. 

In 2008, WAI released WCAG 2.0 [133] that superseded WCAG 1.0. This version includes 12 

guidelines under four principles. Each guideline includes testable success criteria. Notable 

improvements of WCAG 2.0 are that it is more technology neutral, and its success criteria are 
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more testable than the previous version. There are three levels of conformance to either WCAG 

1.0 or 2.0: A, AA, and AAA. A is the lowest level of conformance and each incremental level of 

conformance requires full conformance of the previous level(s). 

WCAG 2.0 breaks down the accessibility of a website to four perspectives: perceivable, operable, 

understandable, and robust. For a web page to be perceivable, information on the web page needs 

to be presentable to users who might perceive it in different ways. For example, non-text content 

on a web page should be annotated with text alternatives. When blind users who cannot view a 

web page visually visit the page, screen reading software can pick up the alternative text and 

communicate it to users. An operable web page should make sure users can operate and navigate 

among interface components regardless of how they access web pages. One example is to enable 

keyboard only interactions in addition to mouse-based interactions, as the use of a mouse requires 

sufficient vision and motor abilities. In addition, since the main goal when a user visits a web page 

is to navigate and find desired content, to be operable, web designers should provide ways to assist 

such actions, for example, by helping users determine where they are and how to move to their 

targets. An understandable web page should make text content easy to understand and the 

interactions predictable. It should also help users prevent or recover from errors. Finally, being 

robust means a web page could be used via a wide range of user agents and assistive technologies. 

The key step to achieve this goal is to follow markup syntax correctly, including annotating 

elements with proper names, roles, etc.  

It should be noted that conforming to web accessibility guidelines does not guarantee usable 

websites for users with disabilities. Power et al. conducted a study [102] where 32 blind users 

evaluated 16 websites manually. In total, blind users identified 1,383 instances of user problems. 

However, only 50.4% of the problems uncovered by blind users were covered by WCAG 2.0 
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Success Criteria. Among those covered by WCAG 2.0, 16.7% of websites implemented the 

recommended solutions, but the problems were not solved completely. The researchers argued that 

even though some of the problems could be classified as usability issues rather than accessibility 

issues, they nonetheless caused accessibility hurdles and should be addressed responsibly.  

To determine a website’s accessibility, there are a few commonly used evaluation methods, 

including automated tools, expert inspection, user study, etc. Automated tools, such as WAVE 

[134], AChecker [43], and Hera-FFX [40], can check accessibility issues that could be determined 

programmatically, for example, missing alt tags or links without text. Automated tools have the 

advantage of being fast and inexpensive, and requiring no accessibility expertise from operators 

to conduct. However, automated tools cannot assess some issues that can only be evaluated 

manually [17], for example, whether or not the alternative text for an image is meaningful (e.g., 

not simply “image 1”). There are also two common methods to conduct manual evaluation. One 

method is expert inspection. An expert with expertise in accessibility [16] can review a website 

and identify accessibility issues. Another manual method is usability testing. Auditors recruit 

subjects from targeted user populations, i.e., users with disabilities, and ask them to complete a 

series of tasks. These two methods have their own strengths and weaknesses. Expert inspection 

tends to focus more on technical accessibility and leave usability issues undiscovered. In contrast, 

usability testing might not ensure compliance with the law or guidelines since the subject is 

unlikely to touch all components required for conformance [69]. Compared to automated tests, 

properly conducted manual accessibility evaluations require many resources and much time. To 

achieve the best accessibility evaluation results, it is recommended to use a hybrid of automated 

and manual tests [17], use multiple human inspectors [70], and conduct multi-stage human 

inspections involving screen readers [78]. Additionally, prior research has also shown that a 
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website’s homepage often represents the best accessibility of the entire site [89]. Therefore, if time 

and resources are of concern, it is acceptable to conduct accessibility evaluation with the homepage 

only.  

2.1.2 How Accessible is the Web? 

Over the years, researchers have conducted studies to assess the accessibility of websites in various 

domains. The following research, mostly done in the past ten years after WCAG 2.0 was released, 

provides a close look at how accessible the web is for people with disabilities.  

One important space online is government agency websites. These websites often host critical civic 

services. Therefore, their accessibilities can have a direct impact on people’s lives. In addition, in 

many countries, government websites are required by law to conform to certain accessibility 

standards. Making sure their websites are accessible is more than just a voluntary desire. However, 

even driven by such legal and practical obligations, the accessibility of government websites is 

still less than ideal. Goodwin et al. evaluated national government portals and ministry websites 

from 191 (i.e., all but North Korean) United Nation member states [48]. For each website, they 

applied 23 tests, derived from WCAG 1.0, and calculated a score in percentage based on the 

fraction of the number of detected barriers over the number of applied tests. The best score from 

their calculations was 1.28% (for Germany based on five websites) and the worst is 66.75% (for 

United Republic of Tanzania based on six websites). Only 12 countries scored 10% or less.  

There are more accessibility evaluations for specific countries or regions. When exploring the 

connection between website accessibility and website’s accessibility statements, Olalere and Lazar 

conducted accessibility evaluation of over 100 US federal government websites against Section 

508 of the Rehabilitation Act, which has incorporated most WCAG 1.0 and 2.0 items [95]. They 
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used both automated tools and human evaluator. Their human evaluation, which captured 

additional accessibility issues that are hard for automated tools to assess, found that only four of 

the 100 website homepages were free of accessibility violations. Among the violations, the most 

frequent one was the lack of alternative text for images and other non-text elements, and the lack 

of content bypassing features (i.e., skip navigation link).  

Lazar et al. evaluated 25 Maryland government homepages in 2012 [74]. Multiple evaluators 

manually evaluated the web pages against the Maryland State Guidelines for accessibility, which 

are similar to Section 508 of the Rehabilitation Act. They found that most of the web pages 

evaluated (23 out of 25) had one or more violations of the Maryland IT Non-Visual Access 

Guidelines. Among the violations, the most frequent one was the lack of alternative text for 

graphical content. The corpus of web pages evaluated included 15 homepages that had been 

evaluated using the same method in 2009. By comparing results from both studies, the researchers 

found that there was a slight improvement in accessibility (decrease from 2.5 paragraphs of the 

law violated in 2009 to 2.1 paragraphs of the law violated in 2012). They believed that the 

improvement was due to the introduction of a state-wide government homepage template.  

Hanson and Richards studied the accessibility of over 100 high-traffic and government websites 

over 14 years (1992 to 2012), totaling 952 web pages from high-traffic websites and 231 web 

pages from government websites, from the US and the UK [52]. Their assessment was based on 

six unambiguous WCAG 2.0 Level A Success Criteria (that’s the lowest level of conformance) 

that can be tested using software reliably (note: in some cases, the Success Criteria were applied 

to web pages predating WCAG 2.0). They found violations across categories from all websites. 

The violations include some straightforward, easy to implement items. For example, providing 

alternative text for images is well-understood and it has high priority in both versions of WCAG.  
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However, the researchers still found that 42% of high-traffic websites and 24% of government 

websites violated this measure. They also found some positive trends. For example, the 

accessibility of all websites increased over the years. And in comparison, government websites 

had higher accessibility compliance than non-government websites. They also found evidence that 

the improved accessibility was probably due to adoption of new web development technologies. 

Kuzma evaluated websites of 130 randomly selected Members of Parliament in the UK [68]. The 

researcher used an online accessibility evaluation tool and analyzed the websites’ compliance to 

both WCAG 1.0 and 2.0. They found that none of the websites were free of accessibility issues. 

30 websites met the conformance level required by law under WCAG 1.0 and 7 websites met the 

conformance level required by law under WCAG 2.0.  

Similar accessibility evaluations of government websites have also been conducted in other 

countries, such as Saudi Arabia [2], India [84], China [104], and Bangladesh [6]. 

Another important sector online is education. Kane et al. evaluated the accessibility of 100 top 

international universities [61]. They applied both automated tests and manual inspections to each 

university’s homepage against WCAG 1.0 checkpoints. They found on average 4.68 errors per 

page. Two out of 100 web pages were free of any errors; 36 had no priority 1 errors. Ringlaben et 

al. evaluated special education department websites from 51 American universities [107]. They 

found that 97% of the pages evaluated had accessibility problems, including 39% severe errors. In 

recent years, Massive Open Online Courses (MOOCs) have played an increasingly important role 

in learning. Al-Mouh et al. evaluated ten courses on a popular MOOC platform, Coursera.org, 

against 105 WCAG 2.0 testable success criteria [3]. They identified a minimum of 23 and a 
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maximum of 34 open accessibility issues in every course. No course has achieved full conformity 

in any priority level.  

Libraries are an important source for information during learning. Lazar et al. evaluated 24 public 

library websites in Maryland against Section 508 guidelines using expert inspections [69]. They 

found that all websites had violated at least two or more paragraphs. Two websites had the highest 

number of violations, six paragraphs. They reported that the most common violations were 

providing alternative text for graphical elements, labelling form fields properly, and providing a 

method to skip navigation links. Oud evaluated 64 Ontario university, college, and public library 

websites against WCAG 2.0 A and AA priority [97]. Different from other similar studies, their 

corpus included the homepage and up to 30 web pages randomly selected from each website. The 

total web pages evaluated were 1,860. Using an automated test, they found on average 14.75 

accessibility problems per web page. If markup and contrast errors, which are not always included 

in other similar studies, were excluded, the average error rate was 5.68 per web page. They 

concluded that there was much work for Ontario library websites to do to reach the accessibility 

level required by local law. Conway studied 29 public library websites in West Australia [26]. The 

researcher used both automated tools and expert inspections to evaluate various accessibility 

conformance. Conway found that none of the websites had met the lowest conformance level using 

either WCAG 1.0 or WCAG 2.0. The most common errors included incorrect HTML markup and 

lack of alternative text for non-textual elements. Conway et al. also studied nine Australian 

national and State/Territory libraries [27]. They found that none of the websites met the WCAG 

2.0 Level A compliance.  

Though accessibility regulations often are only applicable to government agencies and public 

institutions, private businesses can also benefit from providing accessible websites to their 
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customers. However, a study conducted by Goncalves et al. [47] painted a bleak outlook for this 

sector. They evaluated the accessibility of the top 250 largest enterprises of the year 2009. The 250 

enterprises were selected according to Forbes listing of “The Global 2000”. Due to conflicts 

between some websites and the automated tool they used, eventually their evaluation included only 

236 enterprises. For each website, they applied automated tests against WCAG 1.0, WCAG 2.0, 

and Section 508 requirements. They found that 86% of the websites had more than 500 WCAG 

2.0 level A errors, 58% of the websites had between zero and 30 WCAG 2.0 level AA errors, and 

63% of the websites had between 60 and 300 level AAA errors. They concluded that the 

accessibility for top enterprises was far from desired.   

Andres et al. conducted a study with websites of 108 international (USA, France, Germany, and 

Spain) large listed non-financial firms [4] to understand the factors that influence the 

implementation of accessible websites. They used Web Accessibility Barrier [126], which 

produces a score based on WCAG 1.0 checkpoints. They found that six websites had no 

accessibility barrier, whereas 11 websites had severe accessibility issues. All other websites had 

various degrees of accessibility violations. Martinez et al. conducted a similar study with 49 

leading European banks [79]. They used automated tools to evaluate each website based on three 

different metrics. They also applied manual evaluation to ensure validity and reliability. They 

found that 13 out of 49 websites had acceptable accessibility levels. However, none of them were 

free of all accessibility issue. 18 banks had troublesome scores that indicated the existence of many 

accessibility issues.  

In summary, web accessibility around the world has improved since the inception of the web. 

However, the current accessibility is still less than desired. This is the same for government 
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agencies and private enterprises. In many cases, the accessibility issues are so severe that people 

with disabilities are not likely to be able to use the hosted services independently.  

2.1.3 Why is Web Accessibility Not Better? 

Given the fact that many identified issues were easy to fix, one can’t help but wondering why web 

accessibility is in such a dire state. The literature suggests a network of factors involving multiple 

actors.  

One major factor is the lack of awareness and training among professionals who are responsible 

for creating websites. Freire et al. conducted a web-based survey with people involved or with 

experience in web development [39]. They received 613 valid replies from all states in Brazil. 

They found that less than 25% of their responders knew how blind users browse the web and knew 

how they could build web pages to accommodate these users. Almost 70% of responders knew 

little or nothing about WCAG. Less than half of them said they had taken any accessibility 

development training. However, the accessibility evaluation methods mentioned suggested that, 

even for those who had performed some accessibility related testing, they were mainly doing web 

standard conformance and little manual inspection or user testing. For people who have considered 

accessibility in their work, they listed personal motivation, trying to reach more users, and web 

standards as main motivations. When asked about ways to improve web accessibility, most of their 

respondents thought increasing awareness was important. Lazar et al. surveyed webmasters for 

their perceptions of web accessibility [72]. They received 175 responses from all over the world 

and it seemed that most webmasters were familiar with the concept of web accessibility and were 

aware of the legal framework around it. They knew the availability of online accessibility 

evaluation tools and had used them on some occasions. However, only a minority of them had 
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used non-web based tools or used screen readers to check their websites. There was also a false 

belief about the conflict between aesthetics and accessibility. Some webmasters believed that by 

making a website accessible, it would become less visually appealing. They hesitated to enforce 

accessibility as it might interfere with designers’ work. Putnam et al. studied how User Experience 

and HCI professionals consider accessibility in their work [103]. They collected 173 survey 

responses from professionals around the world. By analyzing their answers to open-ended 

questions, the researchers found that 83% of respondents considered accessibility important for 

their work. However, the perceived scope and their actions were limited. They also found that 

empathy and professional experience were correlated with how accessibility considerations were 

reported. It should also be noted that accessibility expertise is also important even when automated 

tools are available, as lack of expertise could lead to misuse of the tools, incorrect interpretation 

of issues, and ineffective evaluation performance  [121].  

There are some indications that the demand for web accessibility is on the rise. In a study of 100 

web development company websites in the UK, Gilbertson and Machin found that 46 websites in 

their dataset had listed accessibility as their skills and 23 websites had accessibility statements on 

their websites [45]. The accessibility level of the website, unfortunately, did not correlate with the 

existence of these features, i.e., companies with or without the mentioning of accessibility in their 

websites were equally likely to have accessibility issues. Nonetheless, increased market demand 

could provide motivations for investment in education and training.  

Another factor contributing to poor web accessibility is a lack of shared understanding and 

coordination from multiple people. In Lazar’s study [72], respondents had different views on who 

should be responsible for creating accessible websites. The top three roles mentioned were 

webmasters, system analysts, and programmers. Some also believed that upper management 



 18 

played the most important role as they could mandate implementation. This point was also 

reflected in Putnam’s study [103]. Their participants said that the decision of implementing 

accessible websites was often out of their control. They needed people with higher positions in 

their organizations or clients to justify investing time and effort in accessibility. Among the 

participants in Freire’s survey [39] who were not involved in projects where accessibility was 

considered, two of the top three reasons were that it was not a requirement either from the 

organization or from the clients.   

This leads to another factor, the prioritization of accessibility. Respondents of Putnam’s study [103] 

discussed having to sacrifice accessibility for time, budget, and the needs of their organizations 

and clients. Every project is bound by its budget and resources. An accessible website takes extra 

time to develop and evaluate. When many requirements are competing for resources, it would 

often come down to priorities associated with the features. A feature’s value is one important 

consideration for prioritization. If stakeholders who have deciding power over resource 

distribution do not appreciate the importance of web accessibility, it is unlikely for them to feel 

the urge to invest in web accessibility. In Lazar’s survey [72], some of their respondents said web 

accessibility was often perceived as trivial and non-important, therefore they considered conveying 

the value of web accessibility to shareholders the biggest challenges of making a website 

accessible. Feature prioritization is also driven by user needs. The participants in Lazar’s survey 

[72] mentioned that knowing a big portion of the users they serve have disabilities would influence 

their accessibility implementation plans. Since there is no easy and reliable way to detect if an 

assistive technology is used to browse web pages, the proportion of a website’s users with 

disabilities is driven by assumption. In Freire’s study [39], they also found that among people who 

did not consider accessibility in their project, lack of requirements from organizations or users was 
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the main reason. Finally, government actions can also influence the prioritization. Participants in 

Lazar’s survey [72] proposed a few more specific examples, such as mandating accessibility by 

creating policies or laws, or creating financial incentives by giving tax breaks.  

Finally, inadequate tools also contribute to poor web accessibility. In a study of the web 

accessibility of 50 websites, Lazar et al. found that the web accessibility testing tools used by some 

web development companies were flawed and inconsistent [71]. In addition, many tests required 

large number of manual checks, which made it hard for many developers to do. Lopes et al. 

surveyed more than 400 people whose roles were relevant to creating accessible technologies and 

they learned developers had little time to spare for learning accessibility skills. Therefore, 

providing tools integrated into their development environment was desired [76]. Trewin et al. 

surveyed 49 IBM web developers to understand the challenges of developing accessible 

technologies [116]. They learned that design, testing, and finding technology workarounds were 

the most difficult aspects of implementing accessible websites. To reduce time and effort, 

developers used tools to help them assess, understand, and revise accessibility issues. However, 

many tools did not reliably report errors. When asked what features developers consider valuable 

in accessibility evaluation tools, the top three features were itemizing problems detected, providing 

explanations for problems, and being able to pinpoint problems in DOM object or in source code. 

These features are important because not only do they help developers identify potential 

accessibility issues effectively but also allow developers to understand general accessibility 

problems and increase their expertises during the process.  

It should be noted that the legal framework did help corporations to take accessibility seriously. In 

2005, the National Federation for the Blind (NFB) reported a number of web accessibility issues 

on the website target.com to the Target Corporation. When Target did not make any 



 20 

accommodations that would help screen reader users access their site, the NFB filed a lawsuit 

claiming that Target was violating the Americans with Disabilities Act (ADA) and California 

legislature governing accessibility in businesses. After Target’s motion to dismiss was refused, 

they settled with the NFB and paid $6 million dollars to members of the class action. [57]. 

2.2 Visual Impairments 

Visual impairments are common conditions around the world. The International Classification of 

Diseases defines four levels of visual functions: normal, moderate visual impairment, severe visual 

impairment, and blindness [135]. The term “low vision” refers to both moderate visual impairment 

and severe visual impairment. In other word, “low vison” and “blind” cover all visual impairments. 

According to a 2014 Word Health Organization (WHO) report, an estimate of 285 million people 

worldwide has some kind of visual impairments. Among them, 246 million are low version and 

39 million are blind [136]. It should be noted that blind can be further classified as either totally 

blind or legally blind. Total blindness refers to having no sight with either eye. Legal blindness 

refers to the condition where the better eye with the best possible correction has a central visual 

acuity of 20/200 or less, or a visual field of 20 degrees or less. Though people diagnosed as legally 

blind often still has some usable vision, this term is defined by law to determine eligibility for 

social programs [137]. The same WHO report also reports that 82% of people living with blindness 

are aged 50 or above [136]. This implies a further challenge as one’s hearing and cognitive abilities 

decrease after the age of 50. It becomes harder for this population to adopt new technologies. 

2.3 Screen Readers 

Many software products have been developed to assist people with visual impairments to use 

computers.  They can be classified into two groups based on the population they serve. The first 
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group of software caters to users with low vision. Since people with low vision have impaired but 

functional vision, such software programs are still visual in nature. They provide features such as 

screen magnification, color replacement, etc. Though they also provide audio output, the 

information communicated in audio is limited to textual content. Notable products in this market 

are ZoomText, Supernova, and Magic [138]. Though these products function similarly to screen 

readers in some scenarios, they are more commonly referred to as screen magnifiers. They are not 

the main focus in this research. 

The other group of software, which is the concern of this research, caters to blind users. These 

products do not assume that their users have any vision. Screen readers convey an interface to the 

user entirely over synthesized speech, including both textual content and semantic information. 

For example, when reading a header on a webpage that is coded as “<h3>Sports</h3>”, a screen 

reader would read it as “header level 3, sports”. When encountering visual elements, such as a 

video or an image, screen readers would read the alternative text if provided. Screen readers also 

provide many fast navigation features that assist users to navigate an interface. Notable products 

in this market are JAWS, VoiceOver, and NVDA [138]. 

In addition to these two main groups, there is a new emerging group of software that targets users 

who are currently low vision but are expected to lose sight gradually and eventually become blind. 

The software assists this transition by providing both screen magnifier features and screen reader 

features. This allows their users to stay with the same product, instead of learning different systems 

when their vision deteriorates. One such product is ZoomText Fusion.  

In the rest of this section, I will provide a review of common screen reader navigation features. In 

2015, WebAIM, a web accessibility advocacy group, conducted a survey of screen reader users 
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[139]. They received 2,515 valid responses from all over the world. Based on the data, JAWS was 

the most popular screen reader (30.2%). The second most popular screen reader was NVDA with 

14.6% market share. VoiceOver was the third most used with 7.6% market share. In 2016, 

GOV.UK also conducted a survey of its website visitors on their assistive technology use. They 

found similar results: JAWS (38.5%), VoiceOver (21.2%), and NVDA (12%). Therefore, the 

following review will cover only these three screen readers. 

2.3.1 JAWS 

JAWS, short for “Job Access With Speech”, was developed by Freedom Scientific [140]. Its first 

version compatible with Microsoft Windows was released in 1995. The latest version is version 

18, released in late 2016.  

JAWS provides a rich set of options that can be customized to suit a user’s needs. For example, 

users can configure JAWS’ synthesizer to use different speech rates (experienced screen reader 

users often set the speech to a faster rate to save time. Compared to the regular reading speed of 

about 300 words per minute, screen reader users often set it to up to 500 words per minute [13]), 

change verbosity levels, set punctuation pronunciation, etc. Users can also apply different speech 

rates, speakers, pitches, or volumes for different types of information encountered in a document 

or web page. For example, they can use a different speaker for French words when reading a web 

page primarily written in English or use a high-pitched sound to announce an editable text box 

instead of reading the word “edit”.  

After a webpage is loaded, JAWS first announces some overview information about the web page, 

such as its title, total numbers of regions, headings, and links. Then JAWS automatically executes 

the “Say All” command, which reads the rest of the page continuously. If not interrupted, this  
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Figure 2.1 A Screen Reader Output Example 
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process will read all page elements one by one following the tab order. If web authors do not mark 

specific tab orders, the default order moves from left to right and from top to bottom. Users can 

use shortcut keys to rewind, fast forward, replay the current element, or pause the screen reader 

during the “Say All” process. 

JAWS provides many fast navigation features. One commonly used feature is to navigate by a 

specific kind of web element, such as headings, links, etc. When using this feature, the user presses 

the designated key to move to the next web element of interest. In most cases, the user can press 

the SHIFT key at the same time to move in reverse order, i.e., to the previous web element of 

interest. Users can use this feature to navigate most types of web elements, including radio button, 

button, combo box, edit box, form control, graphic, heading, list item, list, frame, paragraph, table, 

check box, etc. Users can also navigate among web elements with logical criteria. For example, 

users can move to the next element that is of a different type than the current one, non-link text, 

unvisited/visited link, or clickable element. If a web page uses ARIA landmarks [32] or HTML5 

sectioning elements (e.g., <main>, <nav>, <header>) to identify the role of regions, users can also 

navigate based on them.  At any point, the user can stop and change to a different navigation 

method, such as using “Say All” to listen to content listed under a desired heading.   

Another way in JAWS to navigate among a particular kind of web elements is to bring up a list of 

such elements in a pop-up window. The shortcut keys are often the INSERT key and one of the 

function keys, for example, INSERT+F6 for a list of all headings, INSERT+F7 for a list of all 

links. The user can then use arrow keys to move up or down on the list. Once the desired content 

is located, she can press the ENTER key to move to it on the web page. 
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There are two features that assist JAWS users to browse frequently visited web pages more easily. 

The first is PlaceMarkers, which are bookmarks for specific locations on a web page. When 

learning a web page for the first time, a user often spends a long time to figure out its components 

and functionalities. During this process, she can insert PlaceMarkers to locations that carry useful 

information or functions. Next time she needs to use a function or seek certain information, she 

could move to the PlaceMarkers directly or navigate among a list of PlaceMarkers. An alternative, 

but based on a similar concept, is to navigate by line numbers. If a web page does not change much 

and a user memorizes the line number of the content of interest, she can jump to that particular 

line with shortcut keys directly.  

Though screen reader users primarily interact with the browser and screen reader via keyboard, in 

some situations the information on a web page is only accessible with a mouse, or in some 

situations mouse cursor events are necessary to interact with a web page. To accommodate these 

scenarios, JAWS also provides a Cursor mode that allows users to use shortcut keys to move the 

mouse cursor around on the interface, simulate mouse left click or right click, or perform more 

complex actions such as drag and drop.  

2.3.2 NVDA 

NVDA, short for Non-Visual Desktop Access, is developed by Australia-based NV Access [141]. 

NVDA provides many features similar to JAWS. However, while JAWS costs thousands of dollars 

to acquire, NVDA is completely free. The development of NVDA was initiated by two blind 

developers in 2006. They have released the software as an open-source project, which has allowed 

developers around the world to contribute to its development.  
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NVDA targets Microsoft Windows operating system. It includes generic features on using 

software and browsing the web. It also includes features specifically designed for some popular 

software, such as Microsoft Office, Skype, etc. Like JAWS, NVDA also offers many options that 

could be customized by users to suit their preferences. For example, users can choose different 

synthesizers, use different rate, pitch, or volume for a different kind of information. One feature 

specific to its default synthesizer, Espeak NG, is to configure the inflection for the speech 

generated. 

NVDA shares many similar functions with JAWS. One minor difference is that it does not 

announce overview information about the web page once loaded. It automatically starts reading 

from the top of the web page. It also follows the tab orders. If tab orders are not explicitly provided, 

the default order moves from left to right and from top to bottom. During this process, users can 

use shortcut keys to fast forward, rewind, pause, or stop the speech.   

NVDA supports both navigating using one-letter quick key navigation and navigating through a 

list of a particular kind of element. One-letter quick keys include all main web elements, such as 

headings, landmarks, forms, tables, buttons, lists, etc. When adding the SHIFT key, the navigation 

moves in the reversed order, i.e., moves to the previous element of interest. In NVDA, to bring up 

an element list, users do not use key combinations specific to the type of the web element. Instead, 

users can use one shortcut key combination to bring the element list interface. The interface 

includes multiple filter options. Users can navigate forward or backward among them by pressing 

the TAB or SHIFT and TAB keys. Users can choose one of three types of web elements: links, 

headings, and landmarks. Users can navigate to the Type selection area and use arrow keys to 

select which web element list is needed. Users can also enter keywords to filter the list. Upon 
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typing, the list is updated immediately to include only the ones that contain the characters entered. 

To go to a desired location, users need to select the target in the list and press ENTER. 

NVDA provides a unique option to learn the mouse’s location on the screen based on audio cues. 

When this option is enabled, the user would hear tones when she moves the mouse. The tone uses 

horizontal panning to indicate the mouse’s horizontal locations, i.e., the tone is closer to the left 

ear if the mouse is closer to the screen’s left edge. Vertical location is communicated using pitch, 

i.e., higher pitched tone corresponds to a higher location on the screen. This feature requires 

wearing a headset or stereo speakers to work. It is useful if the user has some vision and can use 

the mouse to navigate a web page (NVDA has a feature that follows the mouse cursor and reads 

the content around the cursor). In the situation where the user is lost on the web page, this tone 

could help her find the mouse again.  

2.3.3 VoiceOver 

VoiceOver is a screen reader built into Apple’s macOS [142]. It is available for all Apple products, 

including laptop, desktop, iPad, and iPhone. However, the interactions are quite different 

depending on the platform. VoiceOver on handheld devices is mainly based on gestures, whereas 

VoiceOver on laptop or desktop can be used via keyboard or gestures performed on the trackpad. 

Since VoiceOver is built into Apple’s operation system, it does not require the user to purchase it 

separately. This is a great advantage over JAWS as it can cost more to acquire JAWS than purchase 

a new computer.  

Using VoiceOver Utility, users can configure many aspects of how VoiceOver functions. For audio 

output, it supports setting speech voice, rate, pitch, volume, and intonation. VoiceOver has a 

positional audio feature that is on by default. This feature uses audio cues to communicate an 
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item’s location on the screen. However, the documentation does not provide details on what audio 

properties are used for this purpose. It seems that only an item’s horizontal position is conveyed 

via stereo panning.  

VoiceOver offers two modes of navigation on a web page: DOM or group. Under DOM mode, 

VoiceOver traverses web pages in an order similar to other screen readers. Users navigate by going 

to the next or previous item. By default, it moves from left to right and from top to bottom. Under 

group mode, related items on a web page are grouped together and users can navigate in any 

direction.  

When a web page is loaded, VoiceOver only announces the title of the web page, but users can use 

a shortcut key to play the statistics of the web page. Next, it proceeds to read the first item on the 

web page and stop. Users can use shortcut keys to request reading the whole web page or navigate 

actively. Similar to other screen readers, VoiceOver offers navigation shortcut keys that allow 

users to easily move among a particular kind of web elements, such as links, headings, form 

controls, tables, lists, etc. Alternatively, users can use Rotor, which is similar to element lists from 

other screen readers. Rotor includes different kinds of list, such as headings, links, landmarks, etc. 

Once brought up, users can use Left and Right Arrow keys to change to different lists. Within a 

list, users use Up and Down Arrows to locate an item and use ENTER to move to it on the web 

page. VoiceOver also has a Quick Nav mode where users can perform navigations using just arrow 

keys. For example, a user can press Right Arrow and Up Arrow keys together to bring up the Nav 

Rotor and choose heading, then use Up Arrow or Down Arrow to move among headings.  

VoiceOver uses “web spots” to identify useful locations on a web page. When loading a page, 

VoiceOver automatically evaluates the web page’s visual design and identifies “auto web spots”. 
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User can use Rotor or shortcut keys to move among them. In addition, users can also add their own 

web spots to bookmark content area. This is similar to the PlaceMarker feature provided by JAWS. 

Users can also designate one web spot as the “sweet spot”, which would appear as the first item in 

the Rotor web spot list. 

2.3.4 Screen Reader User Navigation Strategies  

Borodin et al. provided a detailed overview of common screen reader browsing strategies [13]. In 

general, many screen reader users adopt fast navigation strategies when looking for information 

on web pages. One common strategy is navigating by headings. Users move from heading to 

heading. When they find a heading relevant to the information they look for, they will switch to 

listening details. If none of the heading sounds relevant, they will try other strategies.  Exhaustive 

sequential navigation, i.e., starting from the beginning of the page and listening everything, is the 

least efficient method. So, it is often reserved as a last resort. Screen reader users also use 

exhaustive sequential navigation when they want to make sure not missing any information, such 

as when learning a new web page.   

Screen reader users adopt different fast navigation strategies based on the web page. For example, 

navigating by heading is more appropriate for reading news websites where major news is often 

presented as headings. However, if a web page features primarily a form, it is more efficient for 

screen reader users to navigate by editable fields. If a web page serves as an index page, screen 

reader users can go through visited or unvisited link lists to find the link of interest.  

When browsing a frequently used web page, memory and landmark play important roles. Screen 

reader users will memorize the positions of important web elements, for example, they might 

remember the third editable field is for user name. When they visit again, they can quickly locate 
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it by navigating through editable fields. The memorized web elements can also serve as landmarks, 

i.e., reference point to build other instructions. For example, on a shopping website, the Buy button 

might be right after the produce price. So, by using the Buy button as a landmark, screen reader 

users can quickly locate the price information. If the screen reader supports virtual landmarks, 

users can utilize this feature and save them from memorizing landmarks. When they visit the page 

again, they can simply bring up the list of virtual landmarks and jump to a desired landmark 

directly. 

Another important strategy is to search for keywords. If the content of interest includes specific 

words, a quick way to find it is to do a search on the web page. For example, to find contact 

information, users can search for “contact”, or “phone”, or “email”. The search feature is universal 

in almost all interfaces. Therefore, it can be very useful once a user has mastered the process.  

2.4 Summary 

In this chapter, we reviewed the current status of web accessibility and three popular screen readers 

available in the market. We also present a summary of screen reader user navigation strategies. 

These information sets the background to much of the design consideration for the work presented 

in later chapters.  
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Chapter  3 Understanding the Communication Barriers Between Sighted and 

Blind Web Users 

 

 

In this chapter, we present our work that furthers the understanding of one particular web 

accessibility issue: the communication barriers between sighted and blind web users. Other 

researchers have reported this issue previously [87]. However, little is known about what the 

specific issues are. A necessary first step to resolve the communication barriers and improve the 

interaction between sighted and blind users is to gain a better understanding of where the problems 

lay. We achieved this goal by conducting a text analysis study based on 48 written web-based task 

instructions collected from sighted web users who had no accessibility training. We discovered 

consistent content patterns that would confuse screen reader users and lead to communication 

difficulties. With a better understanding of the issue, we also discussed design opportunities that 

could aid the production of accessible web-based task instructions, including features that are the 

focus of the research reported in later chapters. 

3.1 Introduction 

No man is an island. In mobility and orientation training, one important learning goal for people 

with visual impairments is to seek help safely and effectively [59]. This is useful as sighted people 

perceive the physical environment differently from blind people; consequently, when asked for 

help by blind people, sighted people do not necessarily know what information is helpful. Similarly, 

when encountering problems on the web, blind users also consider asking for help as a coping 
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strategy [119]. This extends to online help. Brady and Bigham studied how six popular companies 

used Twitter to engage customers around accessibility issues [15]. They found that users with 

disabilities used Twitter to interact with these companies’ accessibility teams. Among responses 

sent by the companies, 29% were simple instructions on how to complete a task or use a feature.  

However, there are no established guidelines or lessons for training blind web users how to solicit 

effective information concerning web-based activities. To make matter worse, prior work has 

found that blind users had communication barriers with sighted users. Murphy and Kuber 

conducted an empirical investigation to understand the difficulties experienced by web users with 

visual impairments [87]. They interviewed 30 participants with visual impairments. The interviews 

focused on five areas, including the participant’s experience of navigating on the web, perception 

of various content, strategies of acquiring the web page overview, and unmet requirements.  Their 

participants shared that it was easier to describe a website to another visually impaired person as 

they could use terms that they were familiar with. Presumably, it is because sighted users and blind 

users have different mental models resulting from accessing web pages in very different manners. 

Sighted users process web pages visually. The web page’s layout and semantic information 

embedded within are perfectly preserved. In contrast, blind users browse web pages using screen 

readers, which read one piece of information at a time via audio. This linear process gives rise to 

mental models that best resemble one-column lists [1]. To train blind users how to seek help on 

web-based activities more effectively, we must first understand the communication barriers and 

develop mediating strategies. 

Unfortunately, research on accessibility stops short of identifying the specific issues that may have 

contributed to the communication barriers between sighted and blind web users. Compared to other 

remaining accessibility challenges, effective communication with sighted people seems to be a 
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small problem, especially with more and more synchronous technologies becoming available 

where a blind user can simply ask for clarifications in real time. However, asynchronous 

communications are still necessary in many scenarios. For example, to reduce cost and improve 

efficiency, many websites require their users to search through documentation of common 

problems first and only put users in contact with customer service staff as a last resort. Even 

support hotlines or online chats are not necessarily synchronous communications anymore. Robot 

operators and chat bots have been deployed to act as intelligent agents to search existing 

documentation based on customer inquiries.   

Ensuring effective communication between sighted and blind web users is also critical for the 

success of human-powered access technologies. Borodin et. al argued that though traditionally 

website owners had the responsibility of developing accessible websites, this objective was hard 

to realize due to lack of incentives. Given the volume of user-contributed content, it is also not 

realistic for site owners to guarantee proper accessible attributes for all content [14]. One 

promising solution is to develop human-powered access technologies that rely on social media 

users or crowd-sourced work forces [11] to complete tasks or provide services. Researchers have 

tested such ideas in some promising work. Takagi et al. developed a social accessibility system 

that allows external volunteers to contribute metadata authoring [112]. Burton et al. studied using 

remote volunteers to provide fashion advice to blind people via a mobile phone app [22]. Guy and 

Truong used the Amazon Mechanical Turk crowdsourcing platform to capture accessibilities of 

intersections in rural and suburban areas based on Google Street View images [51]. Hara et al. 

employed similar methods to identify more detailed street level accessibility problems [53]. 

So far, successful human-powered access technologies often comprise tasks that are highly 

structured or that require only simple answers. Human-powered access systems can play a greater 
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role if they can be used to answer more generic and free-formed questions from screen reader users. 

For example, many essential services provided by governments or businesses are expected to be 

performed online nowadays. Being able to successfully interact with these websites has become a 

critical requirement for one to fully participate in society. Given how ubiquitous accessibility 

problems are on websites, a system that accepts questions from screen reader users on how to carry 

out various activities on websites and provides accessible instructions could be very useful.   

However, workers or volunteers behind human-powered technologies do not often go through 

accessibility or any other training systematically. If the communication barriers between sighted 

and blind web users is left unresolved, the aforementioned service would be rendered useless when 

a blind user receives an instruction that she cannot interpret effectively. Therefore, it is critical to 

provide accessibility guidelines that can be easily followed by untrained workers. In addition, if 

the communication barriers can be clearly defined, service providers may also implement 

automated workflows to guide untrained workers in following best practices and avoiding common 

problems. 

In this study, we are motivated to investigate the communication barriers and complete this 

knowledge gap in accessibility. The communication barriers are rooted in the words that a sighted 

user uses. We hypothesize that when a sighted user and a blind user collaborate on a web page, the 

sighted user may reference information, such as visual attributes, which are not available to blind 

users due to differences between the perceived mental models. To evaluate this hypothesis, we 

collected 48 instructions for three web-based transactional tasks via Amazon Mechanical Turk. 

The workers were informed that the instruction would be used by blind screen reader users, but 

the workers received only basic accessibility tips.  This configuration allowed us to gain a realistic 

picture of the information quality from untrained but willing helpers. We analyzed the written 
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instructions solicited and assessed their accessibilities for blind screen reader users, i.e., what 

particular information will screen reader users find problematic? What content patterns account 

for these problems? The rest of this chapter presents details of the study, including its design, 

results, and design implications. 

3.2 Related Work 

Research studying barriers that people with visual impairments experience often focuses on 

understanding what poses challenges for them to participate activities in physical settings. For 

example, O’Day interviewed 20 unemployed people with visual impairments and found both 

personal and social factors contributed to employment barriers [92]. Naraine and Lindsay studied 

social interaction in the workplace of 13 blind or low vision employees [88]. They found that 

visually impaired employees had problems integrating fully in the workplace: social and 

interpersonally communication challenges posed challenges on seeking and retaining 

employments; lack of non-verbal clues also contributed to difficulties of interacting with other 

employees, which led to the view of them unable to fit into the workplace. Researchers have tried 

to develop technological solutions to reduce these barriers. For example, Krishna et al. proposed a 

wearable social interaction assistant device to use advanced recognition technologies and provide 

users with visual impairments social clues in real time [67].  

There is no existing work exploring the language patterns between sighted and blind users. 

However, there are a large group of work studying how visual impairments contribute to language 

development and use. Most of such studies focus on children. For example, Perez-Pereira and 

Castro studied a twin, one is blind and the other is sighted, when they were aged 2.5 to 3.5 [98]. 

They found that the blind child used languages that refer to her own actions with more routines, 



 36 

calls, and repetitions. In contrast, the sighted child’s language made more connections to external 

reality and social interchanges. Conti-Ramsden and Perez-Pereira studied the conversational 

interactions of three mother-infant pairs in which one infant is sighted, one is low vision, and one 

is blind [25]. They found that the mothers of sighted infant and low-vision infant had similar 

conversation patterns, whereas the mother of the blind infant talked more, used more directives, 

and the directives included more descriptions and occurred in clusters. Flowers and Wang 

conducted a study in which 41 sighted and 17 blind children listened six short music excerpts and 

described them orally [34]. They found no accuracy difference between two groups. Analysis of 

language usages shows that sighted children used more metaphors and emotional descriptors than 

blind children.  

There are also some but fewer studies focusing on blind adults. One example is an experimental 

study of social interaction in blind people [64]. The study involves three conditions: interactions 

between two blind people, between two sighted people, and between a blind and a sighted people. 

Each condition has ten pairs. Researchers found that the blind pairs behaved very similarly to other 

pairs. The data also verifies the model of cuelessness, which predicts that the fewer the social cues, 

the greater the psychological distance; and in turn the content is more task oriented and 

depersonalized, the style is less spontaneous and the outcome is less favorable.  

Researchers have also studied whether or not visual impairments influence how one perceives 

music. Park and Chong conducted a comparative study where 120 participants, 60 with visual 

impairments and 60 without, reported their emotion responses and the extent after listening 16 

short music excerpts. They found that the two groups showed no difference in their music emotion 

identification abilities. However, the two groups show difference in their emotion responses, most 
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notably in “happiness” for the group with sighted participants and “sadness” for the group with 

visually impaired participants.  

3.3 Study Design 

3.3.1 Transactional Task Design 

There are different types of web-based activities. In this study, we focused on transactional tasks. 

Broder developed a taxonomy of web search activities based on survey and query logs [19]. The 

taxonomy classifies web query activities into three types: navigational, informational, and 

transactional. A user performs a navigational query to reach a particular site that she has been to 

before or she assumes to exist. To find information, a user conducts informational queries. Here, 

the information is defined as in static form. Once found, the next action is simply reading the 

information. Transactional queries refer to reaching a site where further interaction will happen, 

such as shopping. Kellar et al. conducted a field study to identify various web-based information 

seeking tasks’ characteristics based on the log data of 21 participants over a week’s period [63]. 

They found that 46.7% of web-based tasks were transactional tasks, the most common type 

recorded in their data. Terai et al. evaluated differences between informational and transactional 

tasks on the web [114]. They found that transactional tasks were more complex than informational 

tasks. Users tended to visit more pages when completing a transactional task and the time spent on 

each page was shorter. In the context of web accessibility, ineffective instructions can be more 

damaging when transactional tasks are concerned. Confused blind users may spend more time on 

each page. Since transactional tasks involve more pages, users would spend much longer time over 

all and this could lead to a frustrating experience.  
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We designed three multi-step transactional tasks to be used for data collection in this study. A 

possible alternative approach is to mine existing written instructions from Q&A websites or social 

media websites. However, given the purpose of the study, we believe that analyzing existing 

instructions on the web would not be adequate. Our plan is to analyze written instructions for 

common patterns. Therefore, the instructions should be produced independently from multiple 

authors, but online Q&A websites often employ techniques, such as moderating or rating, to 

actively discourage repeated information.  Responses submitted later often build on earlier ones 

by providing additional information. Such responses will not be suitable for this study. 

The three tasks designed represent three common activities that people perform online (Figure 3.1):  

• Booking a flight: searching for a one-way flight from LA to Chicago for a particular date 

on Google Flights 

• Online shopping: searching for headsets between a customized price range of $30 and $50 

on Target.com 

• Finding how-to information: searching and loading the print view for a recipe on 

allrecipes.com 

We performed a few checks to ensure the tasks had reasonable complexities. When piloting the 

tasks ourselves (i.e., sighted users), each task took between three to five steps to complete. We 

also consulted three people with visual impairments one-on-one for their input. Among them, one 

is legally blind and the other two are totally blind. They are all regular screen reader users and 

have one, 13, and 16 years of experience respectively, using JAWS, a popular screen reader 

software. None of them has used these particular web sites before. During each meeting, we first 

provided time for them to get familiar with the websites. We also described to them the web page’s 
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Figure 3.1 Web Pages Used in Transactional Tasks 
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interface design and layout. This is similar to how a screen reader user would learn how to use a 

new web page in daily life [13]. We answered any questions they raised until they were confident 

about using the web pages. At the end, they all agreed that the web tasks entailed reasonable 

complexities.  

We also checked with these experienced screen reader users whether or not these specific 

webpages featured anything unusual that may have an impact on how they use screen readers when 

browsing the pages. We asked them to describe how to complete the tasks once they were familiar 

with the web pages. After they gave us the instructions for a task, we made sure to probe whether 

they could come up with other alternative procedures and which procedures were most effective. 

In the end, their preferred navigation paths were consistent. Their instructions mainly involved 

well-documented screen reader navigation techniques, such as navigating and interacting with edit 

boxes, i.e., editable text boxes, navigating by links to locate relevant sections, and finding desired 

areas by searching landmark text on web pages.  

3.3.2 Data Collection 

We created three projects on Amazon Mechanical Turk. Each project was based on one task. The 

projects included the same instructions and prompt. Only the task description itself was different. 

In the instructions, we briefly described the purpose of this task: help assist a blind user to complete 

a task online. We emphasized that the task would be done on a desktop or laptop computer, not on 

tablets or phones. We provided some, but very limited, background information about how blind 

users browse the web because we wanted the workers to be aware of the limitation of screen 

readers without tipping off how they should form their language. Though providing a bit more 

information could help workers produce better instructions, not doing so allowed us to determine 
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a quality base line based on the crowd workers’ intuition alone. We also deliberately did not 

provide any clue of the hypothetical blind user’s gender in case such knowledge would influence 

the crowd worker’s response. The prompt used was as follows: 

The blind user has no prior experience with this website and needs some 

simple information on how to do it and what to expect. Blind users use screen 

reading software to listen to webpages (i.e., no visual clues). If you don't know 

how the screen reader works, that's OK. Just be specific on your instructions 

and provide whatever you think would be useful. If the webpage has many 

similar pieces of information, such as in search results or product listings, 

please describe the key formatting patterns/elements of a result/listing so that 

the blind user knows where to find the information that could help locate the 

best choice. 

In each project, we asked the workers to provide written instructions using 100 to 300 words, and 

whether they had any experience or knowledge of how to browse the web with screen readers. In 

case of regional language differences having any impact on the language of instructions, we also 

asked where the workers grew up (if a native English speaker) or where they learned their English 

(if not a native English speaker).  

We made sure the responses received were unique by applying a customized qualification to 

workers who had completed one of the projects. In subsequent projects, they were excluded from 

the potential worker pool. 
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3.4 Results 

We solicited a total of 52 responses from Amazon Mechanical Turk. However, some of the 

responses did not provide instructions of how to complete the task online. For example, one gave 

information on how to call Target customer service. After removing responses that did not contain 

stepwise instructions, we ended up with 48 valid responses: 14 for the flight searching task, 16 for 

the headphone searching task, and 18 for the recipe searching task. Among them, seven responders 

reported that they had knowledge or experience with screen readers. However, the responses of 

five of them did not demonstrate sufficient knowledge of screen readers, as there were many visual 

descriptions in their instructions. In contrast, the other two responders clearly understood how 

screen reader users interact with web pages based on their instructions, i.e., featuring language 

such as tabbing, searching keywords, etc.  

The responses were classified into information categories introduced by Ummelen et. al [117]. 

They defined two main categories for information in technical documentation: procedural and 

declarative. Procedural information refers to specific actions that must be executed to get a product 

working, whereas declarative information refers to all explanatory information other than action 

information, such as descriptions of the internal working of a system or its features. Research has 

concluded that procedural information plays a vital role in guiding users to perform tasks [80]. The 

role of declarative information is less conclusive. However, it is shown that users do spend time 

reading declarative information even when having the option to skip it [62], and declarative 

information can contribute to better performance [110]. It could be that declarative information 

helps users construct useful mental representations of systems [65], which influences how users 

interact with the system [90].  
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Two researchers, both with screen reader experience, independently classified the responses. 

During the coding process, researchers compared coding and discussed any disputes. In the end, 

all coding conflicts were resolved. Next, the text from each category of information, declarative 

or procedural, was analyzed to identify consistent usage patterns and their implications in terms of 

web accessibility. This phase of coding was open-ended and iterative. Axial coding was used to 

recognize structures. Although the dataset was small, some strong consistent patterns emerged at 

the end of this process. 

3.4.1 Content Patterns in Procedural Information  

There are two content patterns that we have observed from procedural information. Procedural 

information describes actions required to achieve a goal. Its grammatical composition is 

straightforward: often verb and object. Occasionally, there is also additional information clarifying 

the action or object. 

Actions are Consistent 

In the instructions produced, our responders used 29 unique verbs when describing what actions 

to take. These words were used 265 times in total. Among the 29 verbs, seven words were used 

more than 10 times: click (85 times), type (35 times), select (25 times), enter (21 times), press (16 

times), choose (12 times), and scroll (12 times). Though screen reader users do not directly click 

or select with the mouse, they can understand easily most of the actions and know how to achieve 

the same effect. The only slightly troublesome verb is “scroll.” “Scroll” was used when the content 

occupied a large area, such as a vertical list, or a grid. Responders instructed users to “scroll up,” 

“scroll down,” or “scroll through” until reaching the desired landmark or information. Blind users 

do not perform “scroll up” or “scroll down” with screen readers. However, these terms imply that 
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the desired landmark or information is before or after the current position, which is information 

useful to screen reader users to take actions, e.g., navigating backward or forward. If such 

intentions are communicated more clearly, these terms would not create communication barriers.  

Non-standard or Incorrect Web Element Names 

While our responders used consistent verbs to describe actions, they were very inconsistent when 

describing the web elements that would receive the actions.  

One main problem was using incorrect terms. For example, both the shopping task and the recipe 

finding task entailed the use of search fields. The search fields featured in both websites were quite 

standardized, i.e., a long text box on the top of the web page with a “search” button to its right. 

Most responders referred to them as the “search bar.” Only a few used the terms “search field” or 

“search box.” This might cause some confusion for screen reader users because screen readers 

describe web elements by their standard names, such as “combo box,” “radio button,” etc. If a 

blind user learns about web pages with a screen reader, she would be accustomed to these standard 

terms.  

Though “search bar” is not too far a stretch from “search box,” sometimes responders used 

completely incorrect terms. For example, in one instruction, when referring to an expandable menu 

on Target’s website, the responder referred to the top-level menu as “tab.” As “menu” and “tab” 

suggest very different interactions, this could cause real problems for screen reader users. Other 

examples include referring to a radio button as “circle,” a link as “font,” etc. 

There were also some instances where the instruction did not refer to the object explicitly. For 

example, without describing the search field, one instruction simply stated “click search.” Another 

instruction that described providing customized price ranges as a filter option read “input 30 into 
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min price and 50 into max price.” Since objects implied in these instructions are unambiguous for 

sighted people, the responders might have written them in this manner without realizing that such 

descriptions would not provide enough clues for screen reader users to locate the web elements 

quickly.   

3.4.2 Content Patterns in Declarative Information 

In our dataset, declarative information mostly describes the web page interface relevant to actions 

or the outcome of an action. There is also information embedded within procedural instructions 

that clarifies the objects concerned. We analyze them together here. 

Uses of Spatial Terms 

Thirty-five responders used some sort of spatial terms in their instructions. Overall, we found 117 

cases. They can be further classified into two groups: relative spatial terms and absolute spatial 

terms.  

The most common relative spatial concept was below (“below,” “slightly below,” “under,” 

“underneath,” “beneath”), which occurred 27 times. This term was relative in nature since it was 

used with a referencing object to describe a target object, for example, “below this header, there is 

a link…,” or “the boxes directly below the first rectangle box.” Though screen reader users would 

not be able to make sense of the term directly, due to the sequential manner of how screen readers 

read information, it could inform the user that the target object is somewhere following the 

referencing object. However, the distance between these two objects is less certain. Unless 

specifically ordered, web page elements often have default tab orders from top to bottom and from 

left to right. Therefore, even if the target object appears directly below the referencing object, a 

screen reader might have to read all other elements to the referencing object’s right before reaching 
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 the target object.  

Another frequently used relative spatial concept was to the left or to the right of a referencing 

object. Such terms (e.g., “left side of,” “to the right”) appeared 20 times in total. Compared to the 

concept of “below,” this term can be better utilized by screen reader users. If web elements follow 

the default sequential order, a target object to the left of a referencing object could be reached by 

navigating backward, whereas a target object to the right of a referencing object could be reached 

by navigating forward.  

There were in total 68 cases using absolute spatial terms. Positions in the horizontal dimension 

were mentioned 42 times, whereas positions in the vertical dimensions were mentioned 45 times 

(some terms that implied positions in both dimensions, such as “center” or “top left,” were counted 

for both). These terms shed light on how the responders divided web pages into regions. Figure 

 

Figure 3.2 Spatial Positions Commonly Used in Instructions 
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3.2 shows a sketch of the main regions identified. In summary, each dimension was divided into 

three sections, though each section did not necessarily have equal size.  

There were a few cases where “far left” and “far right” were used. However, “far left” was only 

used once and it was referring to the filtering option column on the Target website, which was 

described as left by most others. “Far right” was used only for describing the position of the “print” 

button in the recipe searching task (Figure 3.1, bottom). On that web page, there were five buttons 

in a row located below the summary of the recipe, and “print” was the very last one. Three different 

responders used “far right” to describe its position. It could have been the existing five-button 

layout that prompted the responders to differentiate the positions more finely. However, perhaps 

due to the small dataset, we did not see the same term used in other pages where five items were 

arranged horizontally.    

Limited Use of Visual Clues 

Though responders used many spatial terms that were inherently visual, they did not use many 

other kinds of visual properties to describe objects. Throughout the dataset, we only found nine 

cases of visual descriptions from seven responders. The visual clues used concerned color, shape, 

and image content.  

This might be attributed to the task prompt, which reminded responders that blind users listened 

to web page content via screen readers and there were no visual clues. However, since we did not 

have a dataset from a controlled condition that used the same tasks but without such warnings, we 

cannot be sure whether the prompt really made a difference. What makes this observation relevant 

is that even with the prompt, our responders still used many spatial terms. The contrast to the 

limited use of other visual clues suggests that spatial terms are hard to avoid. 
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Effective Structure Description 

In general, most instructions would be hard to follow by screen reader users. We somewhat 

expected to see this. Therefore, we were particularly excited to see a few very effective instructions. 

None of these responders indicated having any experience with screen readers. This was reflected 

in their instructions as none had mentioned the use of the “tab” key or fast navigation strategies. 

However, one common quality of their instructions was that they all provided specific quantitative-

oriented information, which helped communicate the structure of the relevant interface. For 

example, when describing the filter options from the Target website, one responder wrote: 

 There are several sub-headings that read “category,” “type,” “color” and so 

on. One of these sub-headings is “price” and it is the ninth sub-heading down. 

Another responder described the search result page on the Target website as: 

The results are displayed in rows of three. There are eight rows on the first 

page. 

Such information is effective because it would give screen reader users clear information of what 

to expect. Since there were only a few such cases, we believed they were just by chance. However, 

it does show that experience with screen readers is not required for sighted users to produce 

effective instructions.  
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3.5 Discussion 

The primary goal of this study is to identify specific communication barriers between sighted and 

blind web users. Our analysis is based on 48 written instructions collected from crowd-workers. 

The small dataset size does not allow us to uncover all communication barriers. However, we 

believe that we have identified two major accessibility issues that are critical to communication 

between sighted and blind web users.  

First, sighted web users tend to use spatial terms in their descriptions. These terms are challenging 

or impossible for blind screen reader users to follow. It should be noted that here we refer to spatial 

terms specifically rather than visual terms more generally. Though we have seen other visual-

oriented clues in the collected written descriptions, spatial terms seem be somewhat different. It is 

straightforward that blind users cannot comprehend visual information, at least not easily. We have 

reminded our responders about this fact. It is interesting that our responders used some, but not 

too many, visual terms concerning colors or shapes. In contrast, spatial terms, either referring to 

relative positions or absolute positions, were widely used in their instructions. This leads us to 

conclude that spatial terms entail some special linguistic attributes that make it hard for sighted 

users to avoid using them. It can be that sighted users perceive the world visually and there is no 

good alternative dimension to describe spatial concepts.  

Spatial terms are problematic for blind users since screen readers do not convey spatial concepts 

that imply physical positions, such as a particular spot on a web page. However, screen readers do 

convey logical or sequential orders. Therefore, it is possible for screen readers to replace terms 

implying a higher position with “previous,” or terms implying a lower position with “next.” Other 

concepts that make sense to screen reader users include “the top of the page” (interpreted as the 
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beginning of the web page) or “the bottom of the page” (interpreted as the end of the web page). 

However, screen reader users would have a difficult time to comprehend any other spatial concepts. 

When one of the problematic spatial terms is used in a task instruction or a web page description, 

blind screen reader users are likely to experience communication barriers and will not be able to 

follow the instruction properly.  

Second, sighted web users tend to use informal terms when referring to web elements. This is not 

a surprise since web users do not need to learn HTML before using the web. When referring to a 

web element, they take clues from the web element’s appearance. If it looks like a button and it is 

clickable, calling it a button is logical and others would understand it perfectly, unless they are 

blind screen reader users. Screen readers process web pages programmatically. Screen readers do 

not normally consider a web element’s appearance. If a link has a rectangular background and 

appears like a button, screen readers will still announce it as a link unless a different role is 

configured using HTML attributes. Consequently, if a blind user learns how to use the web with 

screen readers, she would learn to use the correct web element name since that is what screen 

readers provide. Using mismatched web element names can cause communication berries between 

sighted and blind web users. For example, a sighted user might instruct the blind user to click on 

a button, but the blind user can only find links on the web page. And vice versa, when a screen 

reader user refers to a link, a sighted user might have problems finding the link if she cannot find 

any web element that matches the description.  

3.6 Implication for Design 

With a better understanding of what communication barriers exist between sighted and blind web 

users, we can also propose some potential solutions to mediate the communication.  
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3.6.1 Conveying Spatial Terms 

The first communication barrier identified concerns the use of spatial terms. The root of the issue 

is that screen readers do not provide layout information to blind users. The obvious solution is for 

screen readers to convey layout information to the user somehow. One possibility is that screen 

readers can simply add additional layout information to the end of the synthesized speech output. 

When browsers render a web page, they first create a Document Object Model (DOM) object based 

on the HTML document. Each web element is assigned a pair of numeric attributes indicating its 

horizontal and vertical position on the rendered web page. Screen readers can use this information 

in the speech output. However, a challenge associated with this approach is that users might have 

problems perceiving a position based on numeric values or comparing between web elements. A 

slight variation is for screen readers to first calculate the approximate region where the web 

element is located, such as “top left,” “middle right,” and announce the region in the speech output. 

This will make it easier for users to comprehend the information, but users will not be able to 

distinguish relative positions of two web elements positioned in the same region. A third variation 

is to use non-speech spatial audio to convey positions, similar to how humans can recognize spatial 

information based on sounds in real life. This requires advanced audio spatialization technologies. 

Usability studies are also needed to evaluate how screen reader users can process the clues encoded 

in non-speech audio cues.  

Another approach is to utilize non-audio means to communicate spatial information. HCI 

researchers have explored using various modalities to provide feedback in interfaces [38].  For 

example, Crossan and Brewster have used a pen-like device with strong force-feedback to teach 

visually impaired students to recognize shapes [28]. Van Erp et al. used a belt-like haptic device 

to provide distance and orientation information to pedestrians [30]. Oh and Findlater have also 
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studied how users might feel about using part of the body as interface [93]. Based on a study with 

12 visually impaired participants, they found that the least preferred locations for on-body 

interaction were face/neck and forearm, whereas locations on hands were preferred. Researchers 

can explore similar designs where a blind user can perceive the current position on the web page 

via haptic feedback. An advantage of this approach over an audio-based approach is that blind 

user’s audio channel is already crammed with a lot of information and the use of another channel 

can bring relief. Using other senses in interface is still new in HCI. More researches are needed in 

order to provide spatial information to blind users via non-audio channels.  

3.6.2 Describing Web Elements with Accessible Language 

The second communication barrier is caused by sighted users using incorrect or inconsistent web 

element names. Reminding sighted people about this barrier can avoid much of the problem. This 

works better for professional settings, such as workplaces, where short trainings can be easily 

organized. For informal scenarios, such as crowd workers or a human-power access service’s 

volunteers, it can be troublesome to organize trainings and ensure their quality. In this case, 

authoring tools can play a mediating role. For example, a text editor interface can provide 

dropdown lists of verbs appropriate for screen reader users and standard web element names. A 

sighted user can use a shortcut key to invoke the list when she needs to describe an action and pick 

the most suitable verb. The list can even be customized according to a specific screen reader’s 

features so that blind users would receive the most appropriate instructions for their choices of 

screen readers.    

Another useful design is to help sighted users check if the wording regarding a web element is 

accessible to blind users. For example, a browser extension can respond to a shortcut key and 
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generate an accessible description about the current web element. The sighted user can simply 

copy the wording into the instruction. This interface can also help incorporate specific, quantitative 

information into written instructions, similar to the good instructions that we have seen in our 

dataset. Quantitative information is easier for screen reader users to execute. However, it can be 

difficult or bizarre for sighted users to produce. But a script can achieve the task much more 

quickly. For example, the interface can count the web elements on the web page and describe the 

current web element as “the 17th button on this page” or “five links after the edit box search.”   

3.7 Limitation and Future Work 

A main limitation of this study is the small dataset. The findings were based on the analysis of 48 

written instructions collected from 48 individuals. We believe that this dataset has captured the 

two most prominent communication barriers. However, there might be other less common issues, 

which require a larger dataset to uncover. 

This study focused on sighted people. We have found main language patterns that sighted people 

use that cause communication barriers without considering any specific context. The next step of 

this research should shift the focus to blind users. Researchers should investigate when 

communication barriers are most likely to occur and whether or not there are contextualized usage 

or interaction patterns. Answers to these questions would serve as the basis for developing 

technologies that can address the issues effectively.  

3.8 Summary 

In this chapter, we presented a text analysis study of instructions produced by sighted web users 

for blind web users. We reported findings regarding the communication barriers between these 
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users. In summary, we found that sighted users used consistent verbs when describing actions to 

be taken, but they often used inconsistent or incorrect terms when referring to objects of the actions. 

We also found that, though sighted users did not use many descriptive terms based on color, shape, 

or image content, they used many spatial terms in their instructions. This suggests that spatial terms 

are essential in describing webpage interfaces and may be hard to avoid. We believe that these two 

issues contribute to two main communication barriers between sighted and blind web users. 

Informed by the findings, we discussed technological solutions that could alleviate the barriers and 

mediate the process of generating written instructions accessible to blind screen reader users. 

Among the technological solutions, using spatialized non-speech audio cues to convey spatial 

concepts is the most interesting one, as it is situated in a design domain that is less studied and the 

technology is readily available. This motivated us to implement a spatial audio interface and 

evaluate its potential in improving web accessibility for screen reader users. The following 

chapters will report the continuing work.  
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Chapter  4 Evaluating Web Audio API 

 

 

In Chapter Three, we identified that the lack of layout information from screen readers’ output had 

contributed to communication barriers between sighted and blind web users. The chapter ends with 

design implications including using non-speech spatial audio to convey layout information to users. 

This approach has much potential because it is simple to implement and audio synthesis 

technologies are readily available. However, there are no established design patterns for spatial 

audio interfaces. Some basic questions essential to good design remain to be answered.  

In this chapter, we present two experiments that produce design insights. The first experiment is 

aimed at evaluate the effectiveness of using Web Audio API to synthesize spatial audio. The 

second experiment pursues a more general question of how dynamic moving audio feedback 

should be designed, i.e., what spatial properties make a dynamic moving audio more recognizable.  

4.1 Introduction 

In the past two decades, web pages have evolved from simple content pages to dynamic web 

applications. However, they are still primarily visual design products. Other than multimedia 

content or streaming services, audio features are rare on web pages. This is partially due to limited 

audio support by the web platform. Before HTML5, web pages relied on Flash or other plugins to 

load and play audio files. Web designers could control only some basic playback features. HTML5 

introduced the new element <audio>. This new element allows browsers to provide native audio 

playback support [143]. Users do not have to deal with installing and updating external plugins to 
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enjoy audio content. But a more exciting design prospect was unlocked when W3C launched the 

process of creating a new specification, Web Audio API [144]. This high-level JavaScript library 

provides sophisticated features including modular routing, flexible handling of audio channels, etc. 

Although the specification is still a work in progress, its main features are already supported by all 

major desktop browsers. Google has also chosen Web Audio API as the supporting infrastructure 

to develop its Omnitone project, which aims to transform web browsers to full-fledged VR 

platforms [145].  

Web Audio API is the ideal technology to implement designs for this study. First and foremost, 

this research proposes audio designs to communicate web page information. Since Web Audio 

API is supported by browsers natively, designs based on Web Audio API can be deployed to web 

pages seamlessly. In addition, Web Audio API, being part of a standard browser, is completely 

free. Though Virtual Reality or Virtual Augmented Reality systems are likely to produce better 

spatial sound quality, building the designs using Web Audio API ensures that adoption is 

affordable. Users do not need to purchase specially made hardware, such as headsets or goggles, 

or upgrade their computing environments to support intensive processing. A second advantage of 

using Web Audio API is that there is no requirement of any other third-party technologies. This 

reduces the complexity of adoption if released in the real world as users do not need to worry about 

the installation and maintenance of any external software. Finally, the web is an influential 

platform that could reach more users than any other technologies. Though the focus of this research 

is to improve web accessibilities, lessons learned here about audio designs could be applied to 

other design domains. Conducting this research using Web Audio API enables this possibility and 

increases the potential of this research’s impact.  
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This study is most concerned with Web Audio API’s spatialization features. These features, which 

are common in modern 3D games, allow placing audio sources in a 3D space and moving one or 

more of them in real time. Web Audio API supports two spatialization algorithms. The first is a 

simple equalpower panning. When configured to use this algorithm, an audio’s elevation value is 

ignored. The resulting sound is placed somewhere on a line between the user’s left ear and right 

ear, i.e., the user would feel the sound lying inside her head. Another rendering option is HRTF. 

HRTF is a function that describes how a sound at a specific external location will reach one’s ears. 

By using HRTF, users could perceive the spatial location of a sound in a 3D space, i.e., the user 

would feel the sound outside her head. However, Web Audio API does not provide a way to use 

HRTF created for an individual. As shown by prior work [120], non-individualized HRTF often 

leads to less accurate spatialization. In addition to the sound’s location, Web Audio API also 

supports direction configuration. A sound can be configured to be omnidirectional or directional. 

Directional sound is achieved by providing parameters for sound cones. When the sound cones are 

set up to point in a specific direction, the audio listener located outside the reach of the cone will 

hear reduced or no sound depending on the configurations.  

However, evaluating Web Audio API is necessary before any design work takes place. As a new 

technology, Web Audio API has not received much attention. Its capacity has not been fully 

evaluated. There are two specific areas critical to spatial audio interface design.  

First, how well can a user localize spatial sound produced using Web Audio API? Previously, 

researchers have conducted experiments to evaluate other similar technologies. In general, they 

have only found mediocre performance. Though their conclusions might be specific to the 

technologies used in their studies, their experiences serve as a cautious reminder that a careful 

evaluation is needed to fathom what Web Audio API can deliver. It is critical to have a realistic 
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expectation for the Web Audio API, as designing based on an expectation beyond the technology’s 

capacity would only lead to failure.  

Second, in addition to placing a sound in a stationary location, can more dynamic audio, such as 

moving audios, be used in interface effectively? If so, what properties can impact the effectiveness?  

Prior work has looked at the role of different sounds and specific sound qualities (such as pitch) in 

interface designs, but there is no work that has evaluated the various spatial properties a sound 

entails, such as its moving direction, movement pace, or distance. To explore a full range of 

possibilities and find the most effective design patterns, an evaluation of this specific topic is 

necessary.   

In the rest of the chapter, we present our work answering these two questions. We first provide a 

background of sound localization and a review of related work featuring audio interface designs. 

Then, we describe the study design, data collection, and findings. This chapter ends with a 

discussion of design implications in the context of this research as well as in a broader design 

space. 

4.2 Background of Sound Localization 

Psychoacoustics is the study of sound perception. For decades, the human auditory system’s ability 

to localize sound sources has been its subject. This section provides a brief overview of key 

psychoacoustic terms and findings. A more comprehensive introduction can be found is the book 

by Moore [86].   

There are two focuses in the study of auditory system localization abilities. One is the recognition 

of a sound source’s direction. The other is the human auditory system’s resolution. The ability to 
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recognize direction is often explained using Duplex Theory, which is based on two cues [105]: 

interauraul time difference (ITD), and interaurual intensity difference (IID). ITD refers to the slight 

delay when receiving a sound between the left and the right ear, whereas IID is the difference 

between the intensity of signals that the left and right ear receive. When the intensity is described 

in decibels, IID can be referred to as interaurual level difference (ILD).  

ITD and ILD work more effectively at different frequencies due to the physical nature of sounds. 

ITD works the best with low-frequency sounds. When a sound is located straight ahead (i.e., with 

azimuth 0°), ITD is minimized since there are equal distances from the sound to either ear. ITD is 

maximized when the sound is located directly opposite one ear (i.e., with azimuth 90° or -90°). 

The time difference can be calculated based on the path difference [33]. The approximate range is 

between 0 and 690 s. Since an ITD is equivalent to a sinusoidal tone’s phase difference between 

two ears (interaural phase difference, or IPD), for high-frequency tones with small periods, the 

auditory system cannot determine how the cycle one ear receives corresponds to the cycle received 

by the other ear. This ambiguity starts to occur when the frequency reaches about 725 Hz and 

becomes more confusing at 1500 Hz and over [86].  

In contrast, ILD works better at localizing high-frequency tones. The wavelength of low-frequency 

sound is long compare to the size of the human head. They can diffract, or bend, around the head. 

Therefore, ILDs are negligible below 500 Hz. However, high-frequency sounds have shorter 

wavelengths compared to the size of the human head. With little diffraction happening, the head 

casts a “shadow” for the far ear. ILD can lead to as large as 20 dB at high frequency [33]. One 

exception is when the sound source is very close to the head, e.g., less than 1 meter. In that case, 

ILD is recognizable for low-frequency sound as well [21].  
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Duplex Theory works well for pure tones. However, most sounds we encounter in real life are 

complex sounds that have onsets and offsets. They contain a range of frequencies. Localizing such 

sounds relies on the interpretation of multiple clues including those generated by the environment. 

To understand how a particular factor affects sound localization, typical studies in this area 

evaluate the discriminable ITD or ILD thresholds under various scenarios in acoustic labs.  

While ITD and ILD are effective for localization on the horizontal plane, they are not sufficient 

when vertical direction is involved [83]. Moving one’s head can generate changes that help in such 

situations [54]. One’s physical shape also helps. When we hear a sound in the real word, we receive 

not only the sound directly from the source but also sounds reflected off our torsos, heads, and 

pinnae (the external part of the ear) [7]. The human auditory system can pick up such subtle 

differences. The head-related transfer function (HRTF) captures the complex pattern of how 

sounds from different directions vary systematically for a particular person. It records ratios of the 

spectrum of a sound source and the spectrum of the sound reaching the eardrum [86]. Using HREF, 

sound delivered via headphone can be spatialized as if existing in the external environment, in 

contrast to lying somewhere on an imaginary line between two ears inside one’s head. However, 

since different people have different head and ear shapes, HRTF based on one individual might 

not be as effective for a different individual [120].  

Another aspect of localization is the perception of distance. As with azimuth and elevation, the 

human auditory system relies on multiple clues to recognize the distance from a sound source 

[125]. One important clue is the sound’s intensity because it decreases as the distance increases 

[115]. In addition, differences between sound directly perceived and sound reflected off the 

environment also provide useful clues [125].   
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Audio resolution is another focus in human auditory localization research. The resolution of the 

auditory system is assessed by measuring the smallest detectable changes when shifting a sound 

source’s position. For stimuli presented via loudspeakers, the minimum audible angle (MAA) is 

measured. In the horizontal plane (i.e., 0° elevation), azimuth of 0°, i.e. sounds from directly ahead, 

is the best reference point for low-frequency sinusoid sounds. A shift of merely 1° can be detected. 

MAA worsens when the reference azimuth moves away from 0° [82]. Sound frequency also 

influences MAA. The worst performance occurs around 1500-1800 Hz where ITD’s effect wanes 

and ILD’s effect is still not effective. In a natural setting, ITD and ILD happen at the same time. 

So, to study the effects of ITD or ILD alone, researchers have to conduct experiments with 

headphones where a subject hears stimuli with only ITD or ILD. These studies have produced 

findings that support the observed MAAs from experiments conducted in natural acoustic 

environments [123,124]. 

While MAA is relevant to stationary sound sources, minimum audible movement angle (MAMA) 

is a similar measure that assesses the changes necessary for the human auditory system to 

distinguish a moving sound source from a stationary source. In general, slower movements are 

easier to detect than faster movements. For example, MAMA of 8.3° has been measured for a 

movement at 90°/s, and it increases to 21.2° for a movement at 360°/s [99].  

These findings allow modern software to synthesize spatial audio. However, users need to wear 

headsets to perceive the effect. Depending on the production method, the spatial location of the 

sound can be perceived as internalized or externalized. Internalized sounds are associated with the 

term lateralization where the perceived location of the sound lies on an imaginary line between 

two ears. In contrast, externalized sounds are perceived as out there in space. While stereo panning 

can produce internalized spatial audio (it also works if a user has dual speakers), HRTF is the 
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primary method to produce externalized spatial sound. Since non-individualized HRTF is 

ineffective to people who are not the one being modeled and software often relies on generic 

HRTFs, it is often challenging for users to localize spatial audio cues produced using software.  

4.3 Related Work 

Audio has long been studied in HCI as an interface design element. Most notables are auditory 

icons and earcons. Auditory icons exploit the natural associations between objects or events and 

certain sounds [42], whereas earcons rely on learned association between interface and abstract 

tones [12]. This study is different as we aim to understand the effect of spatial properties of an 

audio in interface design. 

Spatial audio has been featured in many HCI research. For example, audio data is mapped to spatial 

positions in Dynamic Soundscape [66] and Nomadic Radio [108] to enable fast navigation and 

management. Other applications include positioning attendee audio in a teleconferencing system 

[24], communicating interface to drivers [111], or providing non-visual feedback when operating 

MP3 players [100]. To fully utilize the audio channel, many assistive systems designed for blind 

users have employed spatial audio. Zhao et al. presented geodata to blind users on virtual maps 

[127]. Geronazzo et al. improved non-visual exploration of virtual map by using spatial audio to 

convey anchors [44]. Ohuchi et al. used spatial audio to help blind users construct cognitive maps 

of physical environment [94]. Plimmer et al. provided spatial audio feedback to assist blind users 

learning cursive handwriting [101]. Lee et al. experimented five designs including spatialized 

audio tones to guide blind people reaching objects [75]. In these researches, the evaluations were 

focused on the overall interfaces’ usability. The spatial audio design itself is not the subject of 
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investigation. Therefore, they did not help understand what design patterns make an interface more 

effective. 

There are a small number of studies that do produce spatial audio design insights. Among them, 

the most relevant work is experiments reported by Goose et al. for their design of an audio browser 

[49]. They found that users could only accurately recognize stationary and moving sound on the 

horizontal axis. Their system projected synthesized speech moving along a semi-circle initially, 

but they found that the recognition at the extreme ends was reduced (the exact range was not 

reported). In addition, their users had difficulties recognizing an audio’s movement when it moved 

too slowly. The sound localization evaluation conducted by Lorho et al. is another closely related 

work [77]. They tested five locations, i.e., left, mid-left, center, mid-right, and right, and they found 

an average 18.8% error rates. They observed that center and right locations have significantly 

lower error rates, and error rates are asymmetry. They also noticed that most differences between 

targeted positions and responses were no more than 2, which suggests better localization if only 

three locations, i.e., left, center, and right, were used. Vazquez-Alvarez et al. also evaluated the 

localization of five locations evenly distributed on a semi-circle surrounding the user [118]. Their 

participants were instructed to match an auditory pointer to stimulus. They found that participants 

could accurately recognize these locations. 

A few other studies also reported findings that are not related to sound localization but contribute 

to audio interface design. Brewster et al. evaluated a spatial audio radial pie menu and found that 

an egocentric audio design where four menu items were spatialized around the user with 90° apart 

is more effective than other proposed designs [18]. Begault et al. conducted experiments to 

determine the optimal azimuth positions to broadcast important call signs during NASA shuttle 

launches [8]. They found that 60° and 90° on either left or right have 6-7-dB advantages. Tang et 
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al. described an assistive eyewear system that uses a RGB-D sensor and spatial audio to convey 

object locations to blindfolded users [113]. They found that users tend to select locations to the 

left of and below the target’s true location. 

In summary, there are only limited work on the effectiveness of spatial audio generated using audio 

synthesis technologies and they offer some basic understanding of how well users can localize 

spatial audio, but Web Audio API has not been studied yet. Spatialized moving audio is a subject 

that has not been investigated. We do not know how well users can interpret a moving audio, or 

what spatial properties make a moving audio more or less effective.  

4.4 Study Design 

The goal of this study is to learn design patterns relevant to potential spatial audio interfaces. In 

the physical world, spatial audio may have indefinite variations. However, in terms of synthesized 

spatial audio, prior psychoacoustic and HCI work have shown that the horizontal plane is more 

effective than other dimensions. So as a start, we decided to focus on the horizontal plane. There 

are two fundamental topics that need to be examined: 

1. Horizontal stationary audio localization: the most straightforward way to apply audio 

spatialization technology is to position regular auditory icons or earcons in spatial positions. 

An assumption for such a design is that users can localize the spatial audio, not necessarily 

perfectly, but at least to a certain threshold. No matter how interesting a spatial audio design 

might seem in theory, it cannot work if users cannot localize key locations. Therefore, our 

first goal is to establish a realistic baseline for how accurately users can localize audio 

spatialized using Web Audio API. 
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2. Horizontal audio movement recognition: a more complex spatial audio design can be 

audio moving on a webpage to guide or convey navigation actions. How well a user can 

recognize such movements is critical. Additionally, knowledge of how a moving audio’s 

spatial properties, such as its path, direction, and distance, might influence its recognition 

can also aid in the production of better designs.      

 

 

 

Figure 4.1 Web Audio API Evaluation Experiment Interface 
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4.4.1 Experiments 

We designed two experiments to address the aforementioned topics, i.e., horizontal stationary 

audio localization and horizontal audio movement recognition. To access Web Audio API, we 

implemented them on two webpages with the same layout: a horizontal bar is located in the middle 

of the page with some margins on either side (Figure 4.1). The bar is divided evenly into 13 blocks. 

Each block represents a different horizontal location in the audio space. In contrast to the five 

locations tested by Lorho et al. and Vazquez-Alvarez et al. [77,118], we used 13 locations as it 

allowed us to evaluate a finer audio resolution. With Web Audio API, the webpage constructs a 

virtual audio space. The horizontal bar is mapped onto a half-circle in the virtual audio space. The 

half-circle is centered on the listener with a radius of three and zero elevation. This minimizes the 

roll-off effect, i.e., ensures equal distance from all sound sources to the listener as in [49].  

The first experiment evaluates the localization of stationary audio placed in one of 13 possible 

locations. Each location is tested ten times in a total of 130 trials. The order is randomized. During 

each trial, participants play the audio and select where they think the audio is on the horizontal bar. 

They can replay the audio or change selection before making final confirmation. The correct 

location is revealed during the training, but not in the experiment session. The webpage provides 

visual feedback and uses script to prevent errors, e.g., missing answers, and overlapped playbacks. 

This experiment takes about 20 minutes to complete. 

The second experiment tests the recognition of audio movements. Participants hear a moving audio 

cue and select the starting and ending locations. To reduce fatigue and maintain reasonable 

experiment duration, we constructed 42 movements using seven out of the 13 locations (Figure 
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4.3). Each path is tested three times for a total of 126 trials. The order is randomized. The webpage 

provides visual feedback and includes an error prevention script. This experiment takes about 45 

minutes to complete. 

Stimulus 

The audio used in both experiments is based on a clock “tick-tock” sound. It includes frequencies 

from 127Hz to 20 kHz. Prior study has observed that simple sine wave tone led to faster and more 

accurate performance, but their users found tonal sound annoying [81]. Since our experiment runs 

over an hour, we tried to use a sound that participants are familiar with in an effort to reduce 

irritation after long exposure.   

The sound sample was edited so that it could be played continuously without noticeable gaps. In 

the stationary audio experiment, the script randomly selects one of the 13 locations, then the sound 

sample is positioned there and played for one second. In the moving audio experiment, the script 

randomly selects one path (i.e., a pair of starting and ending locations). Then the path is divided to 

20 steps with even intervals. The sound’s movement is constructed by playing the sound at these 

20 steps consecutively. There is a gap of 250 ms between steps as prior study has shown that the 

perceptual analysis of a first sound is interrupted if a second sound is played less than 250 ms after 

the first one [29]. Overall, the playback takes five seconds to complete. 

Apparatus 

All experiments were conducted using Chrome browser (Version 49.0.2623) on an Apple 

MacBook Pro laptop (MD313LL/A, OS X Version 10.11.4). Participants were provided with a 

pair of Sony MDR-E828LP earbud (Frequency: 12-22,000 Hz, Sensitivity: 108.0 dB/mW). This 
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earbud is inexpensive, but popular based on Amazon reviews. We chose it over other more 

expensive high-performance headphones because we wanted to replicate an average user’s 

computing audio environment.  

4.4.2 Procedure 

Each session starts with an introduction of spatial audio, Web Audio API, and the purpose of this 

research. Participants are encouraged to ask questions. It is followed by the stationary audio 

experiment, a brief break, then the moving audio experiment. The session finishes with a 

demographic survey.  

In each experiment, a training session is presented first. The webpage is the same as used in later 

experiment, but it has only 13 trials. The correct answer is also revealed after each selection. The 

goal is to prepare participants with the test procedure and calibrate mapping audio to the visual 

representation. Participants can repeat the training if desired.   

Participants can take breaks during experiments if necessary. We faced a dilemma when making 

this decision. On one hand, fatigue might decrease a participant’s performance. On the other hand, 

participants might lose any subtle clues they have learned after a break. Finally, we decided to 

allow breaks. But when resuming the experiment, participants first hear all 13 sounds played one 

by one from left to right. We hope this helps participants recall previous learned clues.  

4.4.3 Data Collection 

We collect performance and interaction data. In each trial, we collect the final selection, the 

number of audio playbacks, the number of selection changes, and the trial completion time (from 
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when the audio is played for the first time until a final selection is confirmed). The demographic 

survey collects age, gender, and self-reported hearing conditions. 

4.5 Results 

We recruited 18 subjects (9F/9M). The average age is 30.6 (SD=5.24). None of the subjects 

reported any known hearing issues. All subjects participated both experiments. None of them has 

prior experience with Web Audio API. 

4.5.1 Dataset and Analysis Overview 

The stationary audio experiment generated a dataset of 2340 data points. The moving audio 

experiment dataset has 2268 data points. About 1% of trials took three standard deviations or 

longer than the average trial completion time. Since there was no irrational behavior observed, we 

kept them in the data analysis. On average, participants took 0.83 (SD=1.1) during the stationary 

audio experiment and 2.1 breaks (SD=2.6) during the moving audio experiment. 

We used ANOVA or similar methods when comparing overall recognition rates. However, due to 

violation of assumptions required by parametric methods, we often cannot use them to explore 

more complex cases. Non-parametric methods could be used in some cases. But we would work 

with a small dataset with 18 aggregated data points for each condition. Eventually, we decided to 

use regression models to explore the connection between recognition and various spatial audio 

properties. These methods have no assumption and allow us to take advantage of the full dataset. 

The final models can also provide additional information on a predictor’s influence. 
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4.5.2 Stationary Audio Recognition 

To learn how accurate Web Audio API can spatialize sound, we calculated the recognition 

accuracy for each virtual location. We performed this calculation based on the stationary dataset 

only. The average recognition rate is 28% (SD=7%). We used repeated measure ANOVA to check 

whether any location has significantly different recognition rate and did not find any significant 

effect. However, most user answers are close to the correct answers: if we include answers one 

location away from the correct answer, the mean recognition rate increases to 71% (SD=9%). 

 

Figure 4.2 Stationary Audio Recognition Rates 
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There are significant differences between left 6 and left 5 (p<.01), left 5 and right 6 (p<.05), right 

5 and right 6 (p<.01). If we include answers up to two locations away from the correct answer, the 

mean recognition rate increases to 90% (SD=7%). There are significant differences between left 4 

and right 6 (p<.05), right 4 and right 6 (p<.01), right 5 and right 6 (p<.05). Figure 4.2 shows these 

three measures. 

Allowing space for errors reduces the resolution as the space next to a target location cannot be 

used. We did an exhaustive search to identify locations with the best overall performance for a 

given resolution. We found that if the horizontal audio space is divided into two parts, the best 

recognition rate is 96% (left 4, right 4); if divided into three parts, the best recognition rate is 90% 

(left 5, center, and right 5); if divided into four parts the rate is 72% (left 5, left 2, right 1, and right 

5); if divided into five parts, the rate is 52% (left 6, left 3, center, right 3, and right 6). 

4.5.3 Error Distribution 

When calculating recognition rates, we noticed that the direction of errors is not uniform. This 

informed us to explore further with a linear model. The independent variable of the model is 

location as a factor variable. Location center is the baseline. The dependent variable is the signed 

error distance, i.e., if the center is the correct answer, right 1 has an error distance of 1 and left 1 

has an error distance of -1. When an independent variable has a negative coefficient, it reduces the 

value of the dependent variable. In this context, it indicates that the independent variable 

contributes to errors towards the left of the correct location comparing to the baseline; and vice 

versa. 

Our final model is a multilevel linear model as subject is a significant random variable, 

𝑥2(1)=42.57, p<.0001. Location is a significant fixed effect variable, 𝑥2(12)=549.08, p<.0001. 
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Left 6, left 5, right 5, and right 6 are special cases as errors could only go as far as where the edges 

are in one direction. For others (left 4 to right 4), all left locations have negative fitted coefficients 

and all right locations have positive fitted coefficients, though not all are significant (Table 4.1). 

This provides evidence that sound locations influence the direction of user errors. Another notable 

observation is the negative intercept. This suggests that our participants tend to make errors to the 

left for the center location.  

4.5.4 Interaction with Stationary Audio 

The number of playback, answer changes, and trial completion time tell us how participants 

behaved in each trial. These data indirectly shed light on different difficulties among locations. 

For example, for a location hard to recognize, participants might play it a few more times, change 

her selection due to uncertainty, and spend generally longer time to make up her mind. 

Table 4.1 Stationary Audio Recognition Error Model 

Variable b(SE) CI 

(Intercept) -0.26(0.12)* -0.49, -0.03 

Left 6 1.74(0.14)*** 1.47, 2.02 

Left 5 0.52(0.14)*** 0.24, 0.80 

Left 4 -0.13(0.14) -0.41, 0.14 

Left 3 -0.25(0.14) -0.53, 0.03 

Left 2 -0.45(0.14)** -0.73, -0.18 

Left 1 -0.31(0.14)* -0.59, -0.03 

Right 1 0.07(0.14) -0.21, 0.34 

Right 2 0.24(0.14) -0.04, 0.52 

Right 3 0.54(0.14)*** 0.26, 0.82 

Right 4 0.39(0.14)** 0.11, 0.67 

Right 5 -0.29(0.14)* -0.57, -0.01 

Right 6 -1.4(0.14)*** -1.68, -1.12 

p-value: ***<.001 **<.01, *<.05 
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We started with playback data. Participants played the stimulus once in 1301 (56%) trials. 590 

(25%) trials were played twice; 273 (12%) were played three times; 176 (7.5%) were played four 

times or more. A multilevel linear model shows that subject is a significant random variable, 

𝑥2(1)=1240.41, p<.0001, and locations is a significant fixed variable, 𝑥2(12)=119.21, p<.0001. 

The model shows that left 6 (p=.0000), left 5 (p=.0000), left 4 (p=.0000), left 2 (p<.01), right 4 

(p<.01), right 5 (p<.001), and right 6 (p<.01) have less number of playbacks than the center.  

Selection data shows that 2244 (96%) trials were confirmed without changes; 87 (3.7%) were 

changed one additional time; 9 (0.4%) trials were changed three times or more. We did not find 

any difference among locations.  

Finally, we explored task completion time with a multilevel linear model. Controlling playback 

and selection change, we did not find any difference among locations.  

In summary, the tests suggest that participants were more confident when recognizing sound 

placed at far left or right. When the sound is closer to the center, they were more careful (or 

confused) as they replayed more times. Once they made up their mind, they quickly moved on. 

4.5.5 Moving Audio Movement Recognition 

While the stationary audio experiment analysis focuses on the precise location recognition, we 

focus on movement recognition when analyzing the moving audio dataset. We divided the 

horizontal audio space into three regions: left, center, and right (Figure 4.3). A moving audio can 

start in one region and end in the same or a different region. Combined with direction, we have 

totally 10 movement types (Table 4.2).  
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The overall movement recognition rate is 79.8% (SD=7.86). Figure 4.4 presents recognition rates 

for each movement type. We used non-parametric Friedman test (due to violations of distribution 

and variance assumptions) to test the differences among groups. The test shows that movement 

recognition rates are significantly different among movements, 𝑥2(9)=27.21, p<.01. Post hoc test 

shows that the recognition of LR is significantly better than LLR, RC, and CL. 

We employed generalized linear models to explore how a moving audio’s properties can influence 

the correct recognition of its movement. The independent variables are properties of a moving 

 

Figure 4.3 Moving Audio Movement Regions 

 

Table 4.2 Movement Types 

Movement Type 

Code 

Direction Starting Ending 

LR Right Left Right 

LC Right Left Center 

LLR Right Left Left 

CR Right Center Right 

RRR Right Right Right 

RL Left Right Left 

RC Left Right Center 

RRL Left Right Right 

CL Left Center Left 

LLL Left Left Left 
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audio that we are interested in: direction, path, and length. Direction and path are a breakdown of 

the movement. For example, LR and RL have the same path (between left region and right region), 

but different directions. The dependent variable of the model is the binary outcome of whether the 

movement is recognized correctly. Such a model describes how a parameter could change the odds 

of obtaining a positive outcome, i.e., movement being recognized correctly.  

Our final model is a generalized linear mixed-effects model as subject has significant random 

effect, 𝑥2 (1)=78.3, p<.0001. All independent variables, length, 𝑥2 (1)=101.09, p<.0001, path, 

𝑥2(4)=9.654, p<.05, and direction, 𝑥2(1)=3.845, p<.05, are significant. Table 4.3 presents the 

model. The baseline for path is movements that stay in the left region, and the baseline for direction 

is towards right. Based on the model, the corresponding movement with a length of 2 (minimum 

length used) has a probability of 73.5% being recognized. Longer length increases the odds of 

recognition (1.49 times for each increase of 2 units), and audio moving towards left is less likely 

 

Figure 4.4 Moving Audio Movement Recognition Rates 

 



 76 

to be recognized (reduces the odds by 0.81). There is no significant difference among movement 

types. 

Goose et al. reported that the accuracy of tracking audio movement decreases significantly at the 

extreme ends of a half circle audio space [49]. We examined this by building a model based on 

moving audio with length of 2. Our final model is a generalized linear mixed-effects model as 

subject has significant random effect, 𝑥2(1)=26.68, p<.0001. Starting location is a significant fixed 

effect variable, 𝑥2(6)=36.34, p<.0001. Ending location and direction are not significant. Based on 

the fitted model, we learned that moving audio starting from left 6 was significantly less likely to 

be recognized than all other starting locations except right 6; moving audio starting from right 6 

was significantly less likely to be recognized than all but left 6 and center; moving audio starting 

from the center is more likely to be recognized than left 6, but less likely to be recognized than left 

2. 

Table 4.3 Moving Audio Movement Recognition Model 

Variable b (SE) 95% CI for odds ratio 

  Lower Odds ratio Upper 

(Intercept) 0.62(0.20)** 1.27 1.86 2.75 

End at the center -0.25(0.19) 0.54 0.78 1.12 

Cross the center 0.03(0.22) 0.66 1.03 1.59 

Start at the center -0.25(0.19) 0.54 0.78 1.12 

Right 0.22(0.19) 0.87 1.25 1.80 

Length 0.20(0.03)*** 1.14 1.22 1.30 

Direction: left -0.21(0.11)* 0.65 0.81 1.0 

 

p-value: ***<.001 **<.01, *<.05 
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4.5.6 Moving Audio Direction Recognition 

We also analyzed the recognition of movement direction alone. The mean for overall direction 

recognition is 93.2% (SD=3.38%). Wilcoxon signed-rank test (chosen due to violation of 

distribution assumption) shows that there is no significant difference between two directions. 

Figure 4.5 shows direction recognition rates for each movement type. We used Friedman test (due 

to violation of distribution and variance assumptions) to test differences among movement types 

and found significant differences among movements, 𝑥2(9)=27.21, p<.0001. Post hoc tests show 

that the direction recognition of LLR is lower than those of LR, RL, CR, CL, and LC; the direction 

recognition of LLL is lower than those of LR, RL, and CR; the direction recognition of RRL is 

lower than LR, RL, CR, and CL. It should be noted that there is no difference among six 

movements that concern the center location, i.e., crossing, starting at, or ending at the center. 

 

Figure 4.5 Moving Audio Direction Recognition Rates 
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Likewise, there is no difference among four movements that stay within either the left or the right 

region. 

We also used generalized linear models to assess how a moving audio’s properties influence its 

direction recognition. Subject is a significant random variable, 𝑥2 (1)=28.93, p<.0001. Path 

( 𝑥2 (4)=281.78, p<.0001) and length ( 𝑥2 (1)=36.767, p<.0001) are significant fixed effect 

predictors, whereas direction is not. The baseline for path is movements that stay in the left region. 

The fitted coefficients are presented in Table 4.4. 

Based on the fitted model, we can calculate that the probability of recognizing the reference audio, 

which moves within the left region with a length of 2 (minimum length used), is 71.7%. Changing 

to any other moving path while maintaining the same length would increase the odds of being 

recognized correctly significantly (between 1.57 times and 22.7 times). Specifically, the 

probability of such an audio being recognized is 79.9% if it moves within the right region, 89.8% 

if it ends at the center, and 98.3% if it starts at the center. Increasing the length also increases the 

odds (3 times for each increase of 2 units). By changing the baseline path and refitting the model, 

Table 4.4 Moving Audio Direction Recognition Model 

Variable b (SE) 95% CI for odds ratio 

  Lower Odds ratio Upper 

(Intercept) -0.17(0.30) 0.47 0.84 1.51 

End at the center 1.24(0.29)*** 2 3.45 6.22 

Start at the center 3.12(0.60)*** 8.25 22.72 94.16 

Cross the center 2.81(0.78)*** 4.39 16.69 110.82 

Right 0.45(0.2)* 1.05 1.57 2.35 

Length 0.55(0.10)*** 1.43 1.73 2.12 

 

p-value: ***<.001 **<.01, *<.05 
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we learned that movements crossing or starting from the center are significantly more likely to be 

recognized than others, and there is no significant difference between these two paths. 

4.5.7 Interaction with Moving Audio 

 Like with stationary audio dataset, we also looked at interaction data of how participants behaved 

during trials. 1640 (72%) moving audio stimulus were played only once; 516 (23%) were played 

twice; 112 (5%) were played three times or more. The fitted multilevel linear model includes 

subject as a random variable, 𝑥2(1)=557.10, p<.0001, and length as the only significant fixed 

variable, b=-0.03, 𝑥2 (1)=71.29, p<.0001. The fitter coefficient suggests that longer length is 

associated with less playbacks. 

2136 (94%) trials were confirmed without changes; 73 (3%) were changed once; 59 (3%) were 

changed twice or more before the final decision was made. We did not find any difference among 

locations. 

Table 4.5 Moving Audio Task Completion Model 

Variable b(SE) CI 

(Intercept) -844.89 (195.19)**** -1226.66, -463.13 

Number of replay 6138.06(60.23)**** 6020.25, 6255.86 

Number of selection 2042.68(74.57)**** 1896.83, 2188.52 

RC -47.04(170.06) -379.65, 285.57 

LR -95.53(138.69) -366.79, 175.72 

RL -123.81(138.8) -395.28, 147.66 

CL -584.84(169.83)*** -917, -252.67 

CR -485.39(169.89)** -817.67, 153.11 

LLR -418.09(170.06)* -750.71, -85.47 

LLL -607.33(169.80)*** -939.41, -275.24 

RRR -893.58(169.82)**** -1225.72, -561.44 

RRL -113.49(170.00) -445.98, 219 

p-value: ****<.0001 ***<.001 **<.01, *<.05 
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Finally, we explored task completion time with a multilevel linear model that controls playback 

and selection change. Subject is a random variable, 𝑥2(1)=392.33, p<.0001, and movement type 

is a significant fixed effect variable, 𝑥2(9)=66.6, p<.0001. The fitted model is presented in Table 

4.5. The baseline movement is LC, which moves from the left region to the center. The model 

suggests that comparing to the baseline, trials featuring audio movement RC, LR, RL, and RRL 

take about the same time to complete, whereas trials featuring audio movement CL, CR, LLR, 

LLL, and RRR takes significantly less time to complete. 

4.6 Findings 

Based on the results, we have come to five main findings.  

4.6.1 Horizontal Stationary Audio Localization  

The first goal of this research is to establish a baseline of what Web Audio API’s spatialization 

features can achieve in the horizontal plane. Based on our data, we calculated the recognition rate 

for some common audio resolutions. When the audio resolution is 3, i.e., the half-circle horizontal 

audio space in front of a user is divided into three parts, the corresponding recognition rate is 90%. 

When the audio resolution is 4, the recognition rate is 72%. When the audio resolution is 5, the 

recognition rate is 52%.  

We have also learned the most effective locations for each audio resolution from the data analysis. 

Since the audio space in our experiments is constructed as a half circle space surrounding the user, 

i.e. the right edge of right 6 corresponds with 0° and the left edge of left 6 corresponds with 180°, 

we can also calculate the specific positions based on these locations. As reported earlier, when the 

audio resolution is three, we found that left 5, the center, and right 5 are the most effective locations. 
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They correspond to approximately 159° (left 5), 90° (center), and 21° (right 5). Similarly, when 

the audio resolution is four, the most effective positions are at approximately 159° (left 5), 118° 

(left 2), 76° (right 1), and 21° (right 5). Finally, when the audio resolution is five, the most effective 

positions are at approximately 173° (left 6), 132° (left 3), 90° (center), 48° (right 3), and 7° (right 

6).  

4.6.2 Audio Space Layout 

Prior work featuring audio spatialized in multiple locations on the horizontal plane often divides 

the audio space approximately in even sizes. For example, when evaluating the perception of 

concurrent speeches placed at different horizontal locations, Guerreiro et al. had three conditions: 

two speakers, three speakers, and four speakers [50]. The respective design has 180°, 90°, or 60° 

between speakers. In the experiment conducted by Lorho et al, they evaluated localization of five 

locations on the horizontal plane [77]. They adopted a layout where five locations were apart from 

the neighboring location by either 40° or 50°. This design is intuitive. However, it was never 

empirically evaluated. Our data provides some evidences of the validity of this design. Based on 

the audio positions reported earlier, when the audio resolution is three, there is a 69° span between 

the left, the center, and the right. When the audio resolution is four, the three interspaces span for 

41°, 42°, and 55°. When the audio resolution is five, the interspace spans for either 41° or 42°. 

We also observed interesting error patterns. Our data shows that users tend to make recognition 

errors biased towards the region where the audio is located in. When an audio is placed in the left 

regions, users tend to think the source of the audio is further left. When an audio is placed in the 

right regions, users tend to think the source of the audio is further right. One possible design 

implication is that, while the audio space is divided into even parts for a given audio resolution, 
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the targeted audio position is not necessarily in the center of the audio zone. Instead, designers 

should take into consideration of a user’s bias based on the region. If a targeted audio zone in the 

left region, it should have more space on its left to anticipate more user errors in that direction.  

4.6.3 Extreme Ends of the Audio Space 

In their audio browser, Goose et al. used a half-circle audio space at first, but then they found that 

users could not track the audio’s position as accurately at the extreme ends of the half-circle [49]. 

This prompted them to revise the design to a stage arc audio space. However, they did not present 

the exact range of the arc. Based on their graphical illustrations, the insensitive area seems to be 

around 30° at either end, i.e. the stage arc spans from 30° to 150°.  

From our data analysis, we found that audio moving from left 6 to left 4 and from right 6 to right 

4 were significantly less likely to be recognized than almost all other movements with the same 

length. This aligns with the observation by Goose et al. as left 4 and right 4 in our experiment 

correspond to 145° and 35° on a half-circle. This is a conservative estimate. We did not use left 5 

and right 5 in the experiment. Therefore, we do not know how sensitive they could be.  

4.6.4 Horizontal Audio Movement Recognition 

We found that the recognition rates of ten movements are 79.8% on average. There is no significant 

difference among the movement types. However, a movement’s length has significant effect on 

the recognition of its movement. Specifically, when an audio’s length is increased by 2 units (i.e. 

30°) in our experiment, the odds of its movement being recognized will increase 1.49 times. In 

addition, the direction of a movement also has significant effect. In general, movements towards 

right can be recognized better than movements towards left. For example, an audio moving within 

the left region with a length 2 and towards the right has a probability of 73.5% of being recognized 
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correctly. However, the probability would decrease to 69.2% if it moves towards the left. We do 

not have any participant feedback on why this is the case. Prior work has reported asymmetry 

recognition accuracy [77]. This might be a similar case and should be investigated further.  

If we only care whether users can detect a movement’s direction, the average recognition rate can 

achieve 93.2%. There is no significant difference between the two directions. Movements that stay 

in the left or the right region generally have lower direction recognition rates comparing to other 

movements that start at, end at, or cross the center. Movements crossing or starting at the center 

have the best direction recognition rates. Length also has a significant effect. Increasing the length 

by two units (i.e. 30°) results in its odds of being recognized increased by 3 times. 

If using moving audio to provide feedback, designers could consider direction if the information 

is binary. This will ensure accurate recognition. Combining direction with the two most 

recognizable movements, i.e., crossing the center, and starting from the center, allows designers 

to communicate four different states. In either case, when possible the moving audio should 

employ a long length.   

4.6.5 Lateral Positions and Central Locations 

We learned based on stationary audio playback patterns that users are more likely to play an audio 

placed in the central area more than once. The differences are subtle, though significant, since they 

do not lead to vastly different overall recognition time. However, fewer playbacks do not mean 

higher accuracy, as the center location always has better recognition rates. This seems to suggest 

that recognizing audio placed in the left or the right region might incur less cognitive cost. Similar 

observations were made when analyzing moving audio data. As reported earlier, our participants 

spent significantly less time when a trial featured one of three audio movement types that stay 



 84 

within either the left or the right region, though participants did not recognize these movement 

better or worse than others.  

Putting both observations together, it seems to suggest that users would have an easier time to 

process audio positioned in or moving within a lateral region. We did not have any feedback from 

our participants that could explain this behavior. However, Guerreiro et al. have reported in their 

work that their participants performed better when two concurrent audio streams were presented 

at either the left or the right of the participant than the condition where an addition audio stream 

was presented in front of the participant [50]. Their participants explained that they could focus on 

a lateral source by shutting down the other ear. However, with the frontal audio stream, they have 

to listen actively with both ears. Though our experiment setup is very different from theirs, we 

think the same explanation might apply. When only one lateral region is concerned, the participant 

can quickly eliminate all locations from the other lateral side. One possible design implication is 

that designers should utilize lateral locations or movements given everything else is equal. 

However, we should remind that longer movement length can have a positive effect in recognizing 

the movement or the direction, and lead to less processing time. Therefore, designers need to make 

this decision with consideration of all factors. 

4.7 Limitations and Future Work 

One main limitation of this work is that we conducted the experiment using Google Chrome 

browser on a Mac laptop. Different browsers should implement Web Audio API according to the 

same standard. However, there might have small differences. Therefore, our findings might not 

hold for all. 
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The exploratory nature of our experiments is another limitation. We tried to design experiments 

that are flexible enough to not only verify findings reported for other technologies but also provide 

space to probe new questions. As a result, some findings are derived based on lower level data. 

Though we are confident with our rationale, they should be validated with confirmatory 

evaluations. 

One logical sequence of this work is to evaluate the other two dimensions in the audio space, i.e., 

elevation and distance. Though many psychoacoustic and HCI studies have concluded that these 

two dimensions are less effective, driven by different objectives, HCI researchers could uncover 

insights useful for design.   

The next step in our research is to develop spatial audio interface prototype based on what we have 

learned here. We focused on audio’s spatial properties specifically in this work as it is a less 

explored area. For the research prototype, we would like to combine spatial audio with other 

proven audio design elements, such as pitches, timbre, and conduct user studies to establish good 

or bad design practices. 

4.8 Summary 

The progress of Web Audio API has brought exciting new design opportunities to the web. 

Effective spatial audio designs, however, require a thorough understanding of this new technology. 

In addition, complex spatial audio features can incorporate many different properties. How to 

compose an audio to aid positive usability improvement has not been explored sufficiently. Aiming 

to make progress in this domain, we have conducted experiments to evaluate the localization of 

stationary audio and the recognition of moving audio in the horizontal plane. In this chapter, we 

presented the results and findings from our experiment.  
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In summary, we found that users can achieve recognition rate of 90%, 72%, and 52% if the 

horizontal audio space is divided into 3, 4, and 5 parts respectively. When localizing a stationary 

audio, users tend to make errors biased towards the regions where the audio is located. This can 

influence the choice of effective target location within an audio zone. Users can recognize audio 

movements with 79.8% accuracy. There is no significant difference among the ten movement types 

we have evaluated, but the movement’s length and direction do have significant impact to the 

recognition. If only the correct direction recognition is evaluated, users can detect the direction 

with 93.2% accuracy. Users can recognize the direction of movements that cross the center or 

starting from the center significantly better. A movement’s direction has no influence to correct 

direction recognition, whereas its length does. We have also provided evidence that when dividing 

the audio space to multiple zones each zone should have even sizes. In addition, prior work has 

reported that sound located in the extreme ends of a half-circle audio space is harder to recognize. 

We verified this and clarified the range spans from at least 35° to 145°. Finally, we have evidence 

that users could interact with audio better if it is placed or moves within one lateral region.  

This study provides us some sights on how to design spatial audio interface. We took these lessons 

into the development of our proof-of-concept screen reader prototype. In the next chapters, we will 

present our user study with blind users. Though the main goal of the user study is to understand 

blind users’ behaviors and reactions to the idea of introducing spatial audio feedback into screen 

readers, we also ask their feedback on the prototype designs. We will report these findings in the 

rest of the dissertation.   



 87 

Chapter  5 Exploring the Potential of Spatial Audio with Screen Reader 

Users: Study Design 

 

 

Chapter Three has identified a few areas where new technologies can reduce the communication 

barriers between sighted and blind web users. Among them is using spatialized non-speech audio 

to convey layout information. We find this option promising as capable audio synthesis 

technologies, such as Web Audio API, are readily available. In this chapter, we present our 

planning of a user study that will further explore the potential of spatial audio features with screen 

reader users. This chapter provides the motivation, prototype development, and study designs. 

Chapter Six will present the findings. 

5.1 Introduction 

From the text analysis study reported in Chapter Three, we have learned that one problematic area 

for the communication between screen reader users and sighted users is conveying web page layout 

information. Sighted web users use spatial terms to describe web pages, even when they are aware 

that the information will be used by blind users. Compared to limited use of colors and shapes in 

the same context, it suggests that the use of spatial terms might be hard to avoid by sighted users 

who have no accessibility training. Additionally, though the use of spatial terms is pervasive, there 

are only a few frequently used spatial concepts when describing web page components. A possible 

design to mediate communication is to convey spatial concepts using non-visual modality.  
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From the Web Audio API evaluation study reported in Chapter Four, we have learned that Web 

Audio API is capable of conveying limited stationary positions in the horizontal audio plane. When 

the number of locations is kept low, users are able to localize these locations with reasonable 

accuracy. Moreover, moving audio can convey movement direction reliably. 

Informed by both studies, we believe that adding spatialized non-speech audio feedback to screen 

readers has the potential to help mediate the communication of web page layout information 

between sighted and screen reader users. Using Web Audio API, an audio cue can be dynamically 

generated for a web element and spatialized according to its position on the web page. Though 

spatial audio synthesized via Web Audio API does not have a fine resolution, it may be sufficient 

considering there are only a few frequently used spatial concepts. If screen reader users could 

perceive the relative layout of web elements or the overall layout of a web page based on spatial 

audio feedback, such information may help them incorporate spatial concepts into their interaction 

with web pages, i.e., interpret spatial terms or use spatial terms in their own descriptions. 

This chapter and the next chapter present a study that explores the potential of spatial audio 

feedback for screen reader users. We focus on evaluating whether or not screen readers can actually 

derive layout information based on spatial audio cues and gathering early feedback on spatial audio 

designs from them. In addition, we also try to validate our findings from Chapter Three with blind 

users regarding to their experiences with spatial terms and gain a more in-depth understanding of 

how they with spatial concepts using screen readers.   

In this chapter, we report our spatial audio feedback design considerations and the prototype 

development. We also present the user study design. 
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5.2 Related Work 

One area of work that is closely related to this study is how blind users acquire information about 

a web page’s layout. Webpage designs inherited some modular layout designs from paper-based 

mediums. Columns and modular sections are commonly seen in newspaper [85]. Narrow columns 

allow readers to read faster and avoid losing their places when changing lines. Modular layouts 

are also flexible: editors can easily merge columns when necessary; replacing content in one 

modular section would not impact other part of the newspaper.  

Francisco-Revilla et. al studied how sighted users and blind users interpret the layout of web pages 

[36,37]. In their study of 20 sighted users, they used a think-aloud protocol and asked their 

participants to explain how information was structured and identify layout groups on a given 

webpage [36]. The researchers handpicked 8 shopping websites and 8 news websites for the 

experiment. Within each type of websites, half of them was assessed as having simple layouts 

while the other half as having complex layouts. This assessment was based on the number of 

groups and subgroups presented visually. After the study, they coded the interpretations so that 

they could analyze the order and frequency of elements mentioned. Their main finding was a 

confirmation of early work that users follow a top to bottom, left to right sequence when browsing 

a webpage. They have also provided evidence that users perform a quick parse of the webpage 

before looking at the content. They had some observation on how certain elements are more useful 

in guiding the interpretation process, for example, the page title is parsed earlier, search box and 

navigation bars are also parsed earlier and mentioned often. However, these elements are normally 

located in the top or left section of a webpage. Their reporting did not provide enough evidence 

that these elements’ prominence in webpage interpretation is the same as their main finding.   
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They followed up with a study of how blind users interpret web page layouts [37]. In this second 

study, they recruited 4 blind users (visual impairment conditions were not reported). To control 

each session’s duration, they tested 12 out of the 16 websites used in the previous study. The 12 

websites still composed of equal number of shopping and news websites, as well as equal number 

of simple and complex websites. They also had to modify the measures somewhat in order to 

accommodate the characteristics of this targeted population, for example, removing the question 

assessing the perceived webpage layout complexity between live websites and screenshots of 

websites. This study did not reveal any significant user interaction patterns. However, they did 

observe that their participants tended not to traverse the webpage completely when trying to build 

a mental model of the page. Specifically, they tended to start with the top, then the left column. 

But after this, they would jump to the end the webpage, continue parsing from the bottom, then 

right column, and stop. As a result, the middle section was not examined. This observation is 

interesting. There might be many potential reasons, including misleading experiment instructions. 

However, since the researchers did not report enough details, it was difficult to explore further. 

Furthermore, the study also had a small sample. Therefore, this interaction pattern should be 

considered as inconclusive implications.  

Accessibility researchers have studied sighted and blind web users separately before on how they 

process web page content. For example, Borodin et al. have documented screen reader users’ 

unique browsing strategies in [13]. Jay et al. have studied how sighted users browse web pages in 

order to learn what critical information is not conveyed to blind users [60]. But these works do not 

help answer the question of how blind users make sense of spatial terms with the navigation 

strategies available to them.  
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5.3 Prototype 

Most screen readers do not provide any spatial audio feedback. VoiceOver included in Apple’s 

macOS (previously Mac OS X, then OS X) has a positional audio feature. However, there is very 

little knowledge of how blind users feel or use this feature. The lack of knowledge in this domain 

prompts us to implement a proof-of-concept prototype and use an exploratory study to investigate 

this uncharted area with targeted users.    

5.3.1 Design 

Our spatial audio feedback designs draw inspirations from how people use sound when navigating 

in a physical environment. Research in psychology has shown that humans and other species use 

two main methods to maintain orientation during travel [41]. The first method is landmark-based 

navigation. With this method, travelers recognize landmarks, which could be perceived via vision, 

audio, or odor etc. Then, travelers can maintain their orientation on an external map or a cognitive 

map based on position information associated with the landmark. The second method is path 

integration. With this method, travelers first identify their starting points on an external map or a 

cognitive map. Then, they update their current positions on the map with the movements they have 

completed.  

Landmark-based navigation is an essential skill for blind people when traveling. During Mobility 

and Orientation training, blind people learn techniques to recognize orientation clues and 

landmarks from the surrounding environment using all sensory channels available, including 

auditory [59]. In the domain of Mobility and Orientation training, clues refer to information that 

is temporary in nature, for example, the sound of people walking by, or the sound of someone 

operating a copy machine in the background. In contrast, landmarks are information that is 
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permanently fixed in the environment, for example, the sound of elevator doors opening or closing. 

Functionally, clues provide hints that help blind people to derive their orientation, whereas 

landmarks allow blind people to recognize their positions instantly. By utilizing both clues and 

landmarks, blind people can find out where they are and where they should go next effectively. To 

distinguish from these usages and avoid implying the purpose that could be achieved, we refer to 

our spatial audio feedback as spatial audio “cues” in this document.  

Landmarks are already familiar terms to screen reader users. There are two interpretations of the 

term “landmarks”. Firstly, they can refer to the feature of navigating by landmarks provided by 

some screen readers. In this case, landmarks refer to semantic HTML tags or ARIA roles, such as 

main, article, banner, etc. Another interpretation is more similar to how it is used in physical 

navigation. A screen reader user can memorize the linear position of a web element and use it as 

an anchor or a reference point during navigation. For example, if an unlabeled button is a few steps 

after a “contact us” link, a screen reader user can use the link as a landmark. When trying to reach 

the button, she can do a search of the words “contact us”, move to the link, then tab a few times to 

find the unlabeled button. This use is, of course, based on textual information. Yesilada et. al have 

considered such landmarks as one kind of travel objects that is essential in completing a journey 

successful [122]. The other main travel object class, memory, works with landmarks, i.e., blind 

travelers use memory objects to detect landmarks. 

We hypothesize that the practice of using clues and landmarks in physical navigation can be 

utilized on web pages by accompanying each web element with a stationary audio cue that is 

spatialized in the audio space corresponding to its position on the web page. When users localize 

the location of the audio cue in the audio space, they would also obtain some ideas about where 

the web element is located on the web page. Some audio cues that have fixed positions on a web 
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page might have the potential to serve as landmarks. For example, logos are often placed at the top 

left corner, and login buttons are often on the top right corner. The audio cues associated with these 

web elements could be used as web page audio landmarks. When feeling confused about the 

orientation, screen reader users could play a landmark audio cue. Based on where the sound comes 

from, they could derive their current positions.  

Path integration is also an important navigation technique for blind people. Prior research has 

suggested that path integration could be an effective technique regardless of one’s experience with 

visual impairments [146]. When browsing web pages, screen reader users often memorize the 

procedures required to reach a goal. This can be considered a form of path integration as such a 

procedure includes clearly defined a starting point and step counts. When users feel lost on web 

pages, they often refresh the page and restart the process from the starting point or a reliable 

landmark half way through the procedure [119].   

Spatial audio may be used to enhance path integration techniques by conveying movement 

directions. With current screen reader features, users can only utilize procedures involving 

sequential linear steps, for example, “tabbing five times” or “the third button”. If users could 

perceive the direction of movement, they would be able to include additional directional steps in 

the procedure. To support this feature, screen readers can play moving audio cues corresponding 

to the direction when the user navigates from one web element to another. As presented in Chapter 

Four, users can reliably recognize audio’s direction of movement in the horizontal plane. Prior 

research has shown that pitch is an effective audio property to convey vertical positions [106]. 

Combined together, a moving audio can deliver both horizontal and vertical location changes. 
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5.3.2 Technology 

We decided to develop a custom-built prototype for this study. Using a screen reader that is 

commercially available and is already being widely used by blind users has the advantage of 

improving the validity of the study. However, there are also a few problems with this approach.  

Firstly, it would pose many technical challenges to add spatial audio features to an existing screen 

reader. Most of the screen readers available in the market are proprietary technologies. Their 

source code is not open to the developer community. JAWS provides a mechanism that allows 

developers to control the screen reader’s behavior using scripts (which are application-specific 

files that tell JAWS how to function, such as what to speak and how to navigate under various 

situations, when using the targeted application. JAWS includes only scripts for popular software 

by default. To ensure JAWS operates properly with other less popular software, developers can 

produce their own scripts and make them available to their users). This mechanism is not sufficient 

to support the features required by this research, as it only supports reading content using the 

existing audio features and does not allow adding spatial audio to the output. Among the popular 

screen readers, NVDA is the only open-sourced project. However, screen readers are complex 

software programs that often take years for a group of dedicated developers to produce. Adding 

spatial audio features by hacking into a branch of the source code and compiling a version for this 

research are technically possible, but it would take much time and effort to produce. The scope of 

this research will not justify the resource invested in such a development process. 

Secondly, using an existing screen reader might also allow participants’ experience with that 

particular screen reader to influence their behaviors and performance. Some participants might 

have more experience with a particular screen reader than other participants. This familiarity might 
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be confounded with the effect of new feature experimented. In addition, screen readers have 

provided shortcuts and features that are designed to support navigating among linearly ordered 

information. The goal of adding spatial audio features is to understand what new approaches could 

be possible given the additional layout information. Therefore, if participants are already familiar 

with existing ways to complete certain tasks, they are likely to resort to these approaches.  

We used JavaScript to develop the prototype. In Chapter Four, we have learned that Web Audio 

API, which is available via JavaScript library, has the capability to deliver spatial audio reasonable 

for the purpose of this research. We also used JavaScript to support keyboard-based interactions. 

Typically, a web page is rendered from three types of code files: HTML pages that provide the 

content, CSS files that provide styling information, and JavaScript files that handle interactive 

functionalities. These three types of files are connected by references in the HTML pages. By 

implementing the prototype completely in JavaScript, web pages used for the study can simply 

reference the JavaScript files and have all features available to them without any further coding.  

With JavaScript, it also requires little effort to reuse the code. All major browsers have some 

mechanisms in place to allow adding third-party extensions to the browser that could interact with 

the web page currently loaded (called Extension in Google Chrome browser and Add-on in Mozilla 

Firefox). Just like a regular web page, such an extension comprises HTML pages, CSS files, and 

JavaScript files. It also requires a configuration file that declares various access privileges 

necessary for the extension’s functionalities to the browser. The files need to be packaged in certain 

structures required by the specific browser. Once installed, the extension has access to a lot 

information about the web page currently loaded in the browser. The extension and the web page 

can also communicate with each other in limited ways. By implementing the prototype using 

JavaScript, if the user study shows that certain implementation is immediately useful for users, the 
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relevant JavaScript code could be easily extracted and reused in an extension. The extension can 

then be released to the public quickly. 

In addition to Web Audio API, we also used Web Speech API for the screen reader’s text to speech 

features. Web Speech API allows various configurations. Developers can select the specific voice 

profile, set the pitch, rate, or adjusting volume of a speech. Developers can also programmatically 

cancel, pause, or resume a speech. There are also various events associated with a speech object. 

By adding callback functions to these events, developers can manage how an interface responds 

to user interactions.  

5.3.3 Basic Functionalities 

The prototype will be used as a probe in the user study. Though it does not need to have all features 

of a fully functioning screen reader, it needs to support common interactions that are likely to be 

used during the user study by participants. Chapter 2 has provided a summary of how screen reader 

users browse the web. In summary, screen reader users often use fast navigation techniques to find 

desired content or acquire an impression of what a web page presents. Fast navigation allows users 

to navigate by a certain type of element, such as by heading, or by paragraph. However, when the 

page is inaccessible or if the users are afraid of missing important content from the web page, they 

would adopt an exhaustive approach by going through everything on the web page one piece of 

content at a time, such as instructing screen readers to read continuously from start to finish, or by 

using Tab keys to go through all web elements that could receive focus (note: text-only content 

would be skipped).  

The study prototype was implemented to replicate such supports (Table 5.1 for all functionalities 

supported). However, to reduce the time needed for training during the study, only a subset of fast  
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Table 5.1 Basic Screen Reader Functionalities Implemented in the Prototype 

Key Function In other 

screen 

readers? 

Note 

N Move to the next 

element 

No  

H Move to the next 

heading at any level, 

i.e., the level of the 

heading is ignored 

Yes  

X Move to the next 

checkbox 

Yes  

B Move to the next 

button 

Yes  

E Move to the next “edit 

box” 

Yes “Edit box” is a term used by JAWS 

and it refers to fields that accept text, 

such as <input> with type “text” or 

<textarea> 

SHIFT Navigate backward Yes When holding SHIFT and pressing the 

other navigation keys, the screen 

reader would find the previous 

matching element instead of the next 

one. 

HOME Jump to the top of the 

web page 

No Screen readers use different keys, e.g., 

JAWS uses key combination of 

CONTROL and HOME. 

END Jump to the end of the 

web page 

No Screen readers use different keys, e.g., 

JAWS uses key combination of 

CONTROL and END. 

CONTROL Mute the screen reader YES  

Left 

Window 

Key 

Replay the current 

element 

No This is a common screen reader 

feature. But the mapped keys are 

different.  
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navigation functionalities provided by popular screen readers was implemented. They are by 

headings, by checkboxes, by text fields, and by buttons. Later when developing web pages for the 

study, only these web elements were used. The limited use of different kinds of web elements also 

reduces the complexities of the web page and the tasks that study participants need to perform. 

When a feature is replicated, the prototype adopted the same shortcut key when possible. For a 

few functionalities that use combined keys, the prototype simplifies it by using just one key.  

For exhaustive navigation, however, we decided to implement a new navigation key. One of the 

ways to understand how users interact with a web page is to observe what navigation 

functionalities they invoke when exploring the web page. The existing techniques supported by 

popular screen readers leave much ambiguity. When using the Speak All function, the screen 

reader will read everything from the current position until being interrupted or reaching the end of 

the web page. Users receive the information passively. This makes it hard to detect what 

information makes sense to the user. The more active approach, namely tabbing through all 

focusable web elements, gives better understanding of how the user responds to each navigation 

step. However, this process skips all textual content, which can have negative impact on navigation 

as the textual content surrounding a focusable web element can help clarify its purpose. The new 

navigation feature is a combination of Speak All and Tab-based navigation. A new shortcut key, 

N (for “Next”), was assigned to support actively traversing everything on a web page one piece of 

information or element at a time. With this feature, users can go through the whole page and are 

guaranteed not to miss anything.    

The prototype also supports a few other common screen reader functionalities. When adding the 

SHIFT key to one of the navigation keys, i.e., holding SHIFT when pressing the other key, the 

screen reader will go backward, i.e., moving to the previous applicable element instead of the next 
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one. Users can use shortcut keys to jump to the top or the bottom of the web page. Users can also 

replay the current element in case they forget or do not hear it clearly the first time. When reaching 

the end of the web page (or the top of the web page if moving backward), the screen reader uses a 

short squeaky sound to indicate there is no more applicable content beyond this point. 

One feature that is common to other screen readers, but not implemented in this prototype, is the 

ability to change speech rate. Normal sighted people listen to at about 300 words per minute. 

Experienced screen reader users can understand up to 500 words per minute [13]. The reason for 

not implementing this feature is similar to the motivation for developing a custom-built screen 

reader. As the participants’ experience varies, they might have different expectations about how 

the spatial audio feedback should play. Not being able to adjust the speech rate helps ensure that 

all participants experience the same interface. It also helps reduce the training effort. 

5.3.4 Spatial Audio Feedback and Additional Functionalities  

The spatial audio features are implemented as a different module so that they can be turned on or 

off based on the user study conditions. The spatial audio features take a metaphor where the whole 

web page is mapped to a two-dimension audio space. The width of a web page corresponds to the 

horizontal plane whereas the height of the page corresponds to the vertical plane. The origin or the 

intersection of the two axes is located at the center of the web page. In addition to spatial audio, 

we also associated web elements at higher positions with higher pitches, as the localization of 

vertical positions is known to be unreliable. 

The prototype produces two spatial audio cues. Therefore, the entire audio output can be divided 

into three sequential segments: the navigation direction audio cue, text to speech, and the positional 

audio cue. Figure 5.1 illustrates the composition of the audio output. 



 100 

Navigation Direction Audio Cues 

Navigation direction audio cues convey the direction of movement when a user navigates from 

one web element to another. Figure 5.2 shows three kinds of movements: 

1. Horizontal position changes only 

2. Vertical position changes only 

3. Both horizontal and vertical changes  

Horizontal position change is assessed by comparing the two web elements’ left edges. If they 

differ more than a threshold, it is considered as having horizontal position change. The threshold 

is used to absorb minor alignment issues. In this prototype, we used 10 pixels as the threshold. The 

vertical position change is assessed by comparing the current web element’s bottom value with the 

next web element’s top value. 

The prototype uses stereo panning to convey horizontal position changes and uses pitch changes 

to convey vertical position changes. Specifically, a navigation direction audio cue last 1.05 seconds. 

It comprises four sine wave pure tones. Each tone is 150-millisecond long and there is a 150-

millisecond pause between two tones. If the navigation moves towards the right, the user will hear 

Figure 5.1 Screen Reader Prototype Audio Output 
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the first tone at the leftmost position and the last tone at the rightmost position. The middle two 

tones are positioned evenly between the first tone and last tone. If the navigation moves towards 

the left, the reverse order is used. If there is no horizontal position change, all four tones will be 

positioned in the middle of the horizontal plane. 

If the navigation moves to a higher position, the first tone will have a lowest pitch, whereas the 

other three will have increasingly higher pitches. If the navigation moves to a lower position, the 

reverse order is used. The pitch effect is created by assigning different frequencies to the tones, 

i.e., lower frequency leads to lower pitched tone. The four values used are 200 Hz, 1000 Hz, 1800 

Hz, and 2600 Hz. If there is no vertical position change, all four tones use the same frequency of 

Figure 5.2 Navigation Directions 
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1400 Hz. If the navigation involves both horizontal changes and vertical changes, the audio cue 

features both horizontal and pitch changes.  

It should be noted that the direction audio cues do not convey the distance of movement. For 

example, when navigating to a web element located on the right of the current web element, users 

hear the same audio cue regardless whether two web elements are next to each other or further 

apart. We used the full range of the horizontal positions or pitches to make sure users can recognize 

the change reliably.  

Synthesized Speech 

After the navigation direction audio cue, the prototype pauses for 300 million seconds before 

playing the synthesized speech output. The current web element’s content or alternative content is 

provided to create a SpeechSynthesisUtterance object. The object uses default settings for speech 

rate, pitch, and volume, which correspond to normal speaking voice.  

Positional Audio Cues 

After the speech is over, there is another pause of 300 million seconds before the positional audio 

cue for the current web element starts. The audio cue is a sine wave pure tone that lasts 200 million 

seconds. The whole web page is mapped to a square audio space where the center of the web page 

is located at the audio space’s origin (Figure 5.3). A web element’s position on the web page is 

calculated by finding the center position of the rectangle area surrounding the web element. Then 

the web element’s position in the audio space is calculated accordingly. For example, if a web 

element is to the left of the center and is higher on the page, it would have a negative horizontal 

value and positive vertical value. 
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Since elevation in an audio space is hard to localize, we also used pitches to help convey a web 

element’s vertical position. The pitches used span from 220 Hz to 4220 Hz. If a web element is 

located at the lowest position possible on the page, i.e., the bottom edge, its audio cue will have a 

frequency of 220 Hz; if it is located at the highest position possible on the page, i.e., the top edge, 

its audio cue will have a frequency of 4220 Hz. However, since there are always some margins 

and paddings around a web page’s content, positional audio cues will always have a frequency 

between 220 Hz and 4220 Hz.  

 

Figure 5.3 Mapping Web Pages to the Audio Space 
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There are a few main differences between direction audio cues and positional audio cues. Direction 

audio cues are expected to be easier to recognize, whereas positional audio cues are expected to 

be hard to recognize. Direction audio cues take longer to play, whereas positional audio cues are 

shorter. Direction audio cues convey the movement relative to the current and next web element. 

It is therefore expected to help path integration during the navigation. In contrast, positional audio 

cues convey the current web element’s position relative to the whole web page. It offers more 

straightforward assistance in landmark-based navigation. However, if a user could tell the 

difference between the current positional audio cue and the previous one, which might be very 

subtle, the positional audio cues would also help with path integration.   

Additional Screen Reader Features 

To support the spatial audio feedback, we also provide some additional features (Table 5.2). As 

described earlier, pressing Left Windows key will replay the text or alternative text of the current 

web element when spatial audio features are disabled. If the spatial audio features are enabled, 

pressing Left Windows key will replay the speech and the positional audio cue afterwards. In 

addition, the Right Windows key can be used to replay the positional audio cue only. Since it is 

difficult for users to localize a tone when it is presented alone, users can combine SHIFT and Right 

Window key to replay the positional audio of the previous web element. In this way, a user can 

easily play the current positional audio and the previous positional audio consequently and 

recognize their differences.  

To take advantage of the layout information that users might perceive, we also implemented 

directional navigation using four arrow keys. Users can press one of the arrow keys to move 

towards a direction. When there is no more web element in a direction, the screen reader will play 
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 the same squeaky sound to notify users. Because this feature requires web elements to align 

perfectly, we anticipate that it would only be useful when users recognize that web elements are 

arranged as a table or a grid.  

5.4 Study Design 

The main goal of the user study is to learn spatial audio design guidelines. With little existing 

understanding on how to design spatial audio feedback, we deliberately started with two most basic 

kinds of spatial audio cues. Though they seem trivial, there is still much to learn.  

Most screen readers do not have any spatial audio feature. One exception is VoiceOver on Apple’s 

Mac desktop and laptop computers. But it provides minimal documentation. There is no 

Table 5.2 Additional Screen Reader Features Implemented in the Prototype 

Key Function In other 

screen 

readers? 

Note 

Right Window 

Key 

Replay the current element’s positional 

audio cue 

No  

SHIFT + Right 

Window Key 

Replay the previous element’s positional 

audio cue 

No  

Up Arrow Move to the web element directly above the 

current web element 

No  

Down Arrow Move to the web element directly below 

the current web element 

No  

Left Arrow Move to the web element to the immediate 

left of the current web element 

No  

Right Arrow Move to the web element to the immediate 

right of the current web element 

No  
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information in the public domain about the effect and efficiency of applying such a feature in 

screen readers. Using moving audio cues in interfaces has received even less attention. There is no 

screen reader offering this feature. There is also no known HCI project, about screen reader or 

non-screen reader technologies, that has a focus on using synthesized moving audio to 

communicate information related to interface interaction.  

There are more questions regarding screen reader user experience when using spatial audio 

features. For example, given limited stationary audio resolution, screen reader users can only learn 

a web element’s approximate location on the web page. In this case, do they still benefit from such 

knowledge? And if so, how do they utilize the spatial information? What information conveyed 

via spatial audio cues is considered useful and what is not useful? Does the spatial information 

introduce new ways for screen reader users to learn web pages or do users integrate the spatial 

information into their existing navigation practices? How do screen reader users learn the 

additional spatial audio features?  

These questions provide motivations for our user study. Our first goal is to hear participants’ 

feedback on the two kinds of spatial audio cues provided in the prototype. In addition, we hope 

the prototype will inspire participants to provide broader feedback on using spatial audio in 

assistive technologies. Insights gained from the user study will help produce design revisions and 

clarify the research agenda for future research on this topic.  

5.4.1 Exploratory and Qualitative 

This user study is exploratory in nature since there is not sufficient existing research on the same 

topic that provides a clear framework and agenda. Given the lack of understanding, an exploratory 

study that utilizes qualitative research methods can make the greatest contribution at this stage, as 
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it would help gain a clear picture of how users approach the proposed technologies and understand 

what questions are meaningful to pursue further.      

Using qualitative methods can also address a main challenge of conducting accessibility research. 

Lazar et al. has discussed the difficulty of recruiting people with disabilities for research activities 

[73]. In summary, a typical HCI experimental study requires 30~40 participants in order to create 

enough control groups and produce datasets that can be reliably analyzed statistically. However, 

such a sample size is often not possible for research targeting users with a particular kind of 

disability. Researchers have come up with a few strategies in response to this challenge. For 

example, an experiment can be designed to include only one treatment group and one control group, 

so that a small sample size could still lead to valid analysis. Researchers can also recruit 

participants without disabilities for the control group. However, this approach makes the 

assumption that these two groups, with otherwise similar demographics, are indeed equivalent. As 

Lazar et al. points out [73], this assumption is hard to measure. Another strategy is to conduct 

distributed research. This allows researchers to recruit participants without being constrained by 

locations. An obvious drawback of this approach is the lack of control. Researchers are not always 

certain of the user environment’s configurations. Nonetheless, this option is suitable for survey 

studies, diary studies, and longitude studies based on log data. Finally, if it is appropriate for the 

topic, accessibility researchers can utilize case studies, which focus on getting rich data from a 

small number of participants over a long period of time. When planning the research, we had a 

sense by talking to our recruitment channels that we were likely to be able to have between 10 and 

20 participants. It was clear that we could achieve more valid findings using qualitative research 

methods.  
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One-on-one interviews are the primary method in the user study. We used the prototype to 

demonstrate the spatial audio designs and as a probe to focus the conversation. Participants were 

encouraged to think with and beyond the prototype.  

We also collected some quantitative data using questionnaires. However, the answers are mainly 

used to guide the interviews. This power of quantitative data is limited by concerns over the study 

duration. We tried to keep the study sessions within two hours since participants are likely to feel 

fatigue for longer sessions. In addition, most people with visual impairments utilize local public 

transportation catering to people with disabilities, which are less frequent. After adding the 

required transportation time, a two-hour study session is practically a half-day activity for the 

participant. An experiment design involving a control condition was considered. However, given 

the likely small number of participants, we can only use a within subject design and counter 

balance the conditions. After running a few pilot sessions, it was clear that a within subject design 

could lead to study sessions lasting four hours or longer.   

5.4.2 Study Procedure 

Each study session includes ten steps and takes about two hours: 

Step 1: Introduction 

At the beginning of a study session, a researcher introduces the study motivation and agenda to 

the participant. We make an effort to communicate that both positive and negative feedback are 
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equally useful and important for the research. The participant is encouraged to share anything 

coming to her mind. Once the participant gives the consent to proceed, the researcher conducts a 

survey that gathers demographic information, visual and hearing conditions, and experiences with 

computers.  

Step 2: Screen Reader Training 

Next, the researcher provides training on the screen reader prototype. At this step, the spatial audio 

features are disabled and the training only includes non-spatial audio features. The training is 

facilitated with a simple web page (Figure 5.4). The web page simulates a newsletter content 

setting page. It is composed of only web elements supported by the screen reader. The participant 

is guided to try each feature one by one. Afterwards, the participant is asked to explore the page 

 

Figure 5.4 Screen Reader Prototype Training Page 
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freely and practice. This step lasts until the participant indicates that she is ready to move on to the 

next stage. 

Step 3: Layout Testing 

In this step, the researcher first provides a brief summary of the text analysis study reported in 

Chapter Three, which helps set the context of the following tests. The participant is encouraged to 

ask questions and share her experience of dealing with spatial terms during web browsing. Next, 

the researcher presents a simple web page that will be used to facilitate the layout testing (Figure 

5.5).  This web page features only 13 buttons, organized in a four-by-four grid (i.e., three cells are 

empty). Then the researcher asks five layout related questions about the web page. The five 

questions are derived from the text analysis study findings. They test the concepts of one web 

element next to or below another web element, grid layout, and corners. The participant is free to 

 

Figure 5.5 Web Page for Layout Test 
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use the computer during the process and actively explore the answers. After the participant answers 

a question, the researcher will also ask whether or not she can answer the question if using her 

regular screen readers and how.  

Once the participant finishes all five questions, she is presented with a five-item questionnaire. 

The questionnaire surveys the participant’s experience of using the screen reader prototype to 

complete the given tasks. The responses are collected using a 7-point Likert scale. The five items 

are: 

Q1: This screen reader provides features sufficient for the tasks. 

Q2: This screen reader gives too much information. 

Q3: I felt stressed when using this screen reader. 

Q4: I felt lost on the web page. 

Q5: I have clear ideas about what is on the web page. 

 

The goal of this step is manifold. It helps participants’ learning by giving them time to practice. It 

also helps focus the interview on spatial concepts using regular screen readers. To make sure their 

answers were not limited by the prototype’s features, we also asked participants how they would 

find the answers to the layout related questions if using a screen reader that they are mostly familiar 

with. The data collected from this interview provides a portrait of the current practice of how 

screen reader users deal with spatial concepts.  

Step 4: Spatial Audio Feature Training 

Next, the researcher provides training on the additional spatial audio features. First, the participant 

is guided to familiarize herself with the spatial audio used. This step is facilitated with a simple 
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web page comprising only nine buttons organized in a three-by-three grid (Figure 5.6). The 

researcher demonstrates the audio cues from the simpler ones to the more complex ones. Once the 

participant can recognize the audio cues with confidence, the researcher introduces the additional 

supporting screen reader features. The participant is encouraged to practice on this page, which is 

perfectly suitable for the directional navigation techniques due to its grid layout. Next, the 

participant is presented with the same training page as in Step 2 again, except she hears spatial 

audio feedback with every move and can use the additional features now. This page is more 

complex as its web elements do not align perfectly. The participant is asked to explore this page 

freely and practice new features. This step lasts until the participant indicates that she is ready to 

move on to the next stage.  

 

Figure 5.6 Web Page for Spatial Audio Training 
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Step 5: Layout Testing with Spatial Audio Features Enabled 

In this step, the participant is presented with the same five layout questions from Step 3. This time, 

the participant is asked to find out the answers utilizing the spatial audio features. When necessary, 

the researcher probes her approach during the process. After completing the questions, the 

participant answers the same five-item questionnaire. The participant is instructed to respond based 

on her experience from this task, i.e., answering layout questions using the spatial audio enabled 

screen reader prototype. 

Step 6: Break 

The participant takes a break of about ten minutes.  

Step 7: Mental Representation Task 

After the break, the participant is presented with a web page that simulates an online food order 

service (Figure 5.7). The web page only features web elements supported by the screen reader. It 

includes horizontal layouts and vertical layouts. In this task, the participant is asked to explore the 

web page freely using the spatial audio enabled screen reader to gain a general idea of its content 

and organization. Then she is asked to illustrate the layout perceived visually using customized 

magnetic pieces and a whiteboard. The pieces represent different types of web elements and have 

different patterns on the front side. The patterns help the participant recall what a piece represents 

if needed. However, she can also simply ask the researcher to assist in identifying a piece’s 

meaning. This prevents the task from becoming a test of one’s memory. For the same reason, the 

participant is told that she does not need to memorize the content during the exploration phase as 

she can use the computer when working on the board to gather more detailed information. The 

researcher observes and asks questions during the process when there is any notable behavior. The 
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participant can ask for help if she cannot proceed due to some critical confusion. In this case, the 

researcher will ask what the confusion is, why it is critical to her process, and any other questions 

relevant before providing hints.  

After the task, the participant answers the five-item questionnaire again. She is instructed to answer 

based on her experience from this task.  

Step 8: Usability Questionnaire 

Next, the participant completes a System Usability Scale (SUS) questionnaire [20]. SUS is a 

widely used usability scale in the field of Human Computer Interaction. It comprises ten questions. 

 

Figure 5.7 Web Page for Mental Representation Task 
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Responders answer each question using a 5-point Likert scale. The calculation process generates 

a number score between zero and 100. The higher the score, the better the usability. 

Step 9: Semi-structured Interview 

Finally, the researcher conducts a semi-structured interview. First, the researcher goes through the 

five-item questionnaire responses and asks for explanations on notable answers, such as when a 

certain item differs among iterations. Then, the researcher asks the participant to share her 

feedback around four topics: screen reader spatial audio features, spatial audio cues themselves, 

challenges related to spatial concepts when browsing online resources, and potential other uses of 

spatial audio in assistive technology interfaces. 

Step 10: Conclusion 

The researcher thanks the participant and presents the incentive.  

5.4.3 Apparatus and Study Environment 

The screen reader prototype and all web pages used for the user study are hosted on an Apple 

Macbook Pro laptop (Model: MD313LL/A). The computer runs a local hosting server. The Google 

Chrome browser is used during the study. 

Since most screen reader users are familiar with JAWS, which was developed for Windows 

operating systems, participants are presented with a standard, full-sized PC keyboard. The screen 

reader shortcut keys are mapped accordingly so that participants do not need to deal with Mac-

specific keys. 

In a typical user study session, the researcher and the participant sit face to face (Figure 5.8). The 

computer is placed in front of the researcher and the keyboard is placed in front of the participant. 
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Therefore, the participant cannot see the computer screen even if they have any residual vision. If 

a study session is conducted at the participant’s preferred location (e.g., their homes) and there is 

space constraint, a similar set up, such as sitting on the side, is used to ensure that the participant 

has enough space to work but cannot see the computer screen. 

The participant is provided a set of over-ear headphones. The headphones are wired to make sure 

the connection is good. They have a frequency response range of 20Hz to 20kHz. 

When performing the mental presentation task, the whiteboard is placed next to the participant so 

that the participant can reach both the keyboard and the board comfortably.  

5.4.4 Data Collection 

We collected four types of data during the user study.  

 

Figure 5.8 Study Setup 
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• Questionnaire data: in each study session, the participant answers the five-item questionnaire 

three times. The participant also completes one SUS questionnaire [20] at the end. 

 

• Interview data: this includes the semi-structured interviews at the end of each user study 

session, as well as conversations during the session when we followed up with any interesting 

observations. We audio-recorded most of the user study sessions (after they gave verbal 

consents). The recordings are transcribed selectively. 

 

• Video recording: we had a camera set up to capture the board when the participant is 

completing the mental representation task. The participant’s face was not captured due to 

privacy concerns. The videos are used to review the process of creating the mental 

representation. 

 

• Keystroke data: all keyboard interactions with web pages are logged using a script. The data 

is used to review what steps a participant takes to achieve a goal. 

All data was stored in a secure computer with password. We removed all identifiable information 

from the data and notes. We used a random code generator to create a code for each participant. 

The codes were used in managing the dataset.  

5.4.5 Data Analysis 

Due to the design of the study, the application of statistical methods is limited. We mainly used 

descriptive statistic methods on the quantitative data (questionnaires, keystroke) to gain an 

accurate understanding of participants’ usage patterns.  
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We employed an inductive and iterative approach to analyze the qualitative data. The focus was 

to learn their feedback on using spatial audio feedback in screen readers, spatial audio cue design, 

challenges related to spatial concepts, and potential of spatial audio in other interfaces. We used 

the open-coding method from the grounded theory [46]. A software tool, ATLAS.ti [147] was used 

to support the coding process. The initial codes were often associated with specific problems or 

comment. The subsequent iterations grouped codes with similar nature into themes such as 

“recognition problem,” or “learning curve.” 

5.5 Recruitment 

We recruited participants via two venues: UCI Disability Services Center and Braille Institute 

Anaheim Center at Orange County. We used passive recruitment at UCI Disability Services Center. 

The staff forwarded the IRB approved material to UCI students with visual impairments. Students 

interested in participating in the research then contacted the researchers directly. Braille Institute 

Anaheim Center at Orange County is a non-profit organization dedicated to training people with 

visual impairments in various independent living skills, including using computers with screen 

readers. They do not have a similar mailing list. Their staffs facilitated the process by presenting 

the study to their students first and passing the contact information to the researchers if permission 

was acquired. We also used snow balling recruitment through existing contacts and current 

participants.  

We offered $30 cash incentive to participants who completed the study. Participants also had the 

choice of coming to the UCI campus or having the study conducted in a location convenient to 

them (mostly their homes). If they chose to come to the UCI campus, we also offered assistance 

in transportation.  
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5.6 Summary 

This chapter provides details of the development and planning of our user study. The user study 

features a screen reader prototype with spatial audio features implemented using JavaScript. 

Specifically, the prototype uses stationary audio cues spatialized in a 2D audio space to convey 

the positions of web elements on a web page. The prototype also plays moving audio cues when 

users navigates from one web element to another. We designed an interview-based user study that 

aims to gather feedback from blind users on the spatial audio designs implemented and the broader 

implication of using spatial audio interfaces to support their use of technologies. We will report 

the user study results in the next chapter.  
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Chapter  6 Exploring the Potential of Spatial Audio with Screen Reader 

Users: Results 

 

 

This chapter reports the results from the user study. Three general questions drive the interpretation 

of the data. First, does spatial audio feedback help screen reader users interpret spatial terms, such 

as those identified from the study reported in Chapter Three? Second, can screen reader users 

perceive a web page’s overall layout based on spatial audio feedback? Third, how do screen reader 

users feel about the spatial audio feedback regarding our prototype specifically and in general? 

The first and second questions are explored around the tasks that participants performed during 

the study, whereas the last question draws from interview and observation data. We also discuss 

design implications for spatial audio interfaces.  

6.1 Participant Information 

20 participants took part in the user study. Below is a summary of their backgrounds: 

• Eight participants were female and twelve participants were male.   

• The average age was 42.5 (median: 40.5, SD: 14). The minimum and maximum ages were 

24 and 67 respectively.  

• 12 participants identified as Hispanic, five participants identified as Caucasian, one 

participant identified as Asian, one participant identified as Pacific Islander, and one 

participant identified as African American.   
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• Nine participants were congenitally blind, five participants were adventitiously blind, five 

participants were legally blind, and one participant was low vision. 

• 13 participants reported normal hearing, five participants reported better than normal 

hearing, and two participants reported less than normal (but sufficient) hearing.  

• The average self-rated computer experience was 5.35 (median: 5.5, SD: 1.46) on a 7-point 

scale (7 is the best). 

• The average self-rated screen reader experience was 5.4 (median: 6, SD: 1.64) on a 7-point 

scale (7 is the best).  

• The average years of using screen readers was 16.7 years (median: 16.5, SD: 10.63). The 

minimum was 1 year and the maximum was 36 years. 

• 15 participants used computers to access the web primarily, five participants used their 

phones to access the web primarily. 

• Microsoft Internet Explorer was the primary browser for 11 participants. The other nine 

participants listed Google Chrome, Firefox, or Safari as their primary browsers. Each of 

these three browsers was reported by three participants. 

• JAWS was the primary screen reader used by 13 participants. VoiceOver was the primary 

screen reader for four participants. Three other screen readers were used by one participant 

each. They were Natural Reader, NVDA, and ZoomText (this is an assistive technology 

for people with low vision. It was used by one participant with low vision, whose secondary 

choice is JAWS).  

• Seven participants were unemployed. Six participants were students. Four participants 

worked as Assistive Technology consultants. Three participants worked as administrators.  
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6.2 Prototype Usability Overview 

To check whether or not the usability of the study prototype itself caused any problems to the 

participants, we conducted the System Usability Scale questionnaire (SUS) [20] after each 

participant completed the last activity using the spatial audio enabled prototype, i.e., the white 

board activity. SUS is widely used in the field of Human Computer Interaction to measure an 

interface’s usability. Because it generates a numeric score in the range between zero and 100, it 

allows comparison between interfaces. 

Based on responses from all 20 participants, our prototype scored 77.6. Bangor et al. have reported 

an empirical evaluation of SUS [5] in order to establish a usability benchmark. They gathered 

2,324 usages of SUS from 206 studies over nearly a decade. The average score is 70.14 with a 

median of 75. Comparing our score to the benchmark, we can conclude that our prototype has 

decent, average usability. Therefore, we do not expect the prototype’s usability to have unusual 

impact to participants’ responses. 

6.3 Spatial Term Interpretation 

To understand whether or not spatial audio feedback helps screen reader users interpret common 

spatial terms, we look into participants’ performance and comments from the five layout-related 

questions (Chapter 5.4.2, Step 3&5). We presented the questions to participants twice, first when 

they just finished the training of the prototype without spatial audio features, then again after they 

received the training for the spatial audio features. If they expressed difficulties in finding the 

answers, we would follow up and ask clarifying questions, such as how they would find the 

answers using other screen readers and what problems they experienced. We compare the two sets 
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of data to gauge the effect of the spatial audio feedback (Table 6.1). We reproduce the questions  

along with the results below. The results provide portraits of participants’ current practice and their 

interactions with the spatial audio features.  

6.3.1 Without Spatial Audio Feedback 

In summary, with regular screen readers, i.e., no spatial audio feedback, it is generally hard for 

participants to make any spatial assessment beyond the immediate context.  

Right or below: Find the Web Element to the Right of / Below the Current Web Element 

The problems of interpreting these two spatial terms are rooted in the linear nature of the mental 

models (more on this in 6.4.1) that users construct based on the screen reader’s audio output. The 

challenge is that, though users are confident that the previous or the next element is close to the 

Table 6.1 Layout Question Performance 

 To the right Below Grid N-Row Corners 

Without 

spatial 

audio 

feedback 

Maybe Maybe No No No 

With spatial 

audio 

feedback 

Yes Yes Most Most Most 

 



 124 

current element, they cannot be sure of the spatial positions of these web elements. Technically, a 

web designer could customize tab orders of web elements on a web page, which would take 

precedence over the default left to right, top to bottom order that screen readers follow. However, 

none of our participants shared any experience of encountering web pages that employ 

unconventional ordering. 

When asked about their strategies to find content to the right or below the current element, 

participants listed a few common answers. All these answers involve ways to find the end of a line. 

The most frequently mentioned strategy is to use arrow keys. This refers to screen reader’s read 

commands. When reading text content, users can switch among reading by characters, by words, 

by lines (ends at the end of the line), and by sentences (ends at the end of the sentence, which could 

span less than one line or multiple lines). In JAWS, users can do so using arrow keys alone or 

combined arrow keys with other keys. If reading by lines, the screen reader will stop when reaching 

the end of the line. It can give clues of the order of the words. However, this feature is only 

available when reading text. It is not available during navigation. Participants with more 

experience are aware of this limitation, whereas the less experienced users did not seem to 

understand the difference.  

Some screen reader features can indirectly convey some layout information. One example is JAWS 

Virtual Viewer feature. When invoked, this feature copies the content from the current window 

into a virtual buffer. Then, users can read the text using arrow keys. This feature provides a way 

for users to access text embedded in an interface that is otherwise inaccessible. However, this 

feature can only read the text content. Though not intended for conveying layout, if virtualized 

text is on the same line, a user can derive that the original web elements might be at the same 
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horizontal level too. However, this feature is limited at conveying layout, and the user will have to 

go back to the regular interface to interact with the web elements.  

Finally, alternative output interfaces can also offer some hints about a web page’s layout. P16 

shared that she could find where a line breaks when using a braille display with the screen reader. 

Braille displays can output braille characters using a row of refreshable electro-mechanical pins. 

As the braille display has limited width, a line of content will require a few refreshes before 

reaching the end of a line. When the braille characters stop in the middle of the display, she knows 

that she has reached the end of the line on the web page.  

Grid: Find the Dimensions of the Grid 

The web page has 13 buttons organized in four rows. The first and the last row have four buttons, 

whereas the second row has three buttons and the third row has two buttons. We asked participants 

to determine the number of columns and rows on the web page.  

Participants generally said there were few hints for them to perceive such a layout on their own. 

All participants were aware that screen readers would read the layout information of a table, i.e., 

number of rows and columns, as well as shortcut keys for navigating among cells. However, if a 

structure is not labeled as a table, they would not be able to learn the layout. When being pushed 

further, some participants said they might guess the layout of a grid based on their past experiences. 

For example, if there were 12 items (instead of 13 used in the study), they could imagine the items 

organized in three by four or four by three formation. However, this is a complete guess. 
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N-Row: Find the Three Buttons that are Organized in a Row on this Web Page 

We asked participants to find which row had three buttons. Multiple items in a row is a spatial 

concept related to the grid. Because being able to perceive that there are multiple rows could lead 

to the recognition of a grid that is composed of these rows.  

Participants said that they could learn about multiple web elements of the same type positioned 

next to each other, i.e., forming a group. They start with the first web element and continue 

navigating to the next item until encountering a different kind of web element. By counting, they 

could gather how many of such web elements are grouped together. But since there is no easy way 

for them to know when the line breaks, it is hard to know how many elements are in the same row. 

One strategy, raised by P20, is to analyze the similarities among the web elements and derive the 

possibility of them being in the same row.  

Corners: What Buttons are Located at the Top Right / Bottom Left Corners? 

Most participants knew the basic features of jumping to the start of a web page or the end of a web 

page. Since screen readers read from left to right, top to bottom by default, it is understandable 

that one would assume that the first item is located at the top left corner and the last item is located 

at the bottom right corner. However, some more experienced participants pointed out that the first 

or the last web element on a page was not necessarily at the top left or bottom right corner.  

In contrast, the other two corners, i.e., top right and bottom left, are tricky to get to. One common 

answer is based on the false belief that the user can move to the end of the line during navigation 

using arrow keys, e.g., jumping to the start of the page and then moving to the right using the Right 

Arrow key. However, as mentioned earlier arrow key-based directional movement only works for 

reading text. It is not available for navigation.  
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Another common strategy is to move to the start or the end of the page and then tab forward or 

backward a few steps. Assuming the web page starts at the top left corner and ends at the bottom 

right corner, a few steps after or before them are approximately the top right and bottom left corners. 

This strategy, of course, relies much on guess work. P16 said she would try two or three steps since 

“there is not much space between top left and top right”. 

One participant also shared his experience of using frames to find corners before the use of frames 

fell out of fashion. At that time, web pages often employed multiple frames as containers for 

different sections of the web page. For example, there might be a header frame, a left menu frame, 

and a main content frame. According to him, screen readers used to use the position to identify 

each frame. Therefore, it was easy to find the “top right frame”. However, the practice of using 

frames has largely stopped now.  

6.3.2 With Spatial Audio Feedback 

Some participants demonstrated insufficient understanding of the spatial audio features when 

performing the activity’s second iteration. The activity followed the training session of spatial 

audio features. We started the activity when participants indicated that they were ready to move 

on. However, during the activities some participants did not seem to remember certain features or 

did not realize what a feature supported. This is probably due to a lack of goal-oriented, active 

learning during the training. In addition, some participants performed the activity using arrow keys. 

This behavior does not necessarily indicate problems with using the spatial audio features. 

Participants might have chosen to use arrow keys because they were familiar with similar features 

in existing screen readers. These factors should be taken into consideration if the results are 

referenced elsewhere. 
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Right: Find the Web Element to the Right of the Current Web Element 

All participants answered this question correctly:  

• Five of them simply used the Right Arrow key and did not seem to pay attention to the 

accompanying spatial audio cues.  

• The other 15 participants found the answer by navigating to the next element. They made 

either explicit or implicit comments suggesting that they reached the conclusions based on 

the spatial audio cues.  

Below: Find the Web Element Below the Current Web Element 

All participants answered this question correctly:  

• 13 participants found the answer using the Down Arrow key. They either did not pay 

attention to the accompanying spatial audio cues or could not be sure about the answer 

based on spatial audio cues and turned to the Down Arrow key to confirm.  

• The other seven participants found the answer by navigating to the following elements and 

counting the element’s position, i.e., by listening to the audio cue indicating line change 

and counting to the corresponding position. 

Grid: Find the Dimensions of the Grid 

Most participants answered this question correctly. Participants often navigated through all buttons 

and counted the buttons in each row. When they finished, they often had answers for both this 

question and the next question regarding the N-Row. 
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• Six participants found the answer using arrow keys, i.e., by moving towards a direction 

and counting until reaching the end.  

• Ten participants found the answer by navigating forward and paying attention to audio cues 

that indicate changing lines. Some of them also tried using arrow keys. But their interaction 

with the web page showed that they could recognize the grid formation based on spatial 

audio cues without any additional information.  

• Four participants could not find the answer.  

N-Row: Find the Three Buttons that are Organized in a Row on this Web Page 

Most participants answered this question correctly.  

• Seven participants used arrow keys to find the answer.  

• Eight participants found the answer based on spatial audio cues.  

• The same four participants who could not recognize the grid formation also could not 

answer this question. One additional participant, who answered the grid question based on 

audio cues, could not find the answer to this question due to fatigue.  

Corners: What Buttons are Located at the Top Right / Bottom Left Corners? 

Most participants answered this question correctly. 

• Ten participants moved to the corresponding cells using arrow keys.  

• Five participants found the answers by navigating linearly on the web page and counting 

the position based on knowledge learned about the grid from earlier questions.  

• The same five participants who could not answer the N-Row question also could not 

answer this question.  
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6.4 Overall Web Page Layout 

The first task deals with interpreting common spatial terms in simplified scenarios. We used the 

second task to evaluate whether or not participants could perceive the web page’s overall layout.  

Specifically, we asked participants to explore a provided web page freely and then illustrate their 

perceived layout of the web page using whiteboard and some custom-made tactile puzzle-like 

pieces (Chapter 5.4.2, Step 7). This activity is more complex and the web page used is more 

realistic.  

As described in the previous chapter, we could only perform this task once due to time constraint. 

Therefore, there is no direct comparison of using a screen reader with- or without- spatial audio 

feedback. However, when conducting the first task, participants shared much information on how 

they dealt with web page layouts, which offers insights on how they perceive the overall layout. 

In short, they organize content on a web page in a linear manner. This is consistent with prior work 

[1,87].  

6.4.1 Linear Mental Model Without Spatial Audio Feedback 

Prior research has reported that screen reader users construct mental models of web pages that 

resemble lists. Murphy et. al conducted interviews of 30 blind and partially sighted computer users 

to understand their navigation strategies using screen readers and their perceptions of web page 

layouts [87]. They found that screen reader user’s mental model of a web page was best described 

as a vertical list of points and links. The linear representation was attributed to the linear nature of 

screen reader output. Abidin et al. also investigated screen reader user’s mental model of web 

pages [1]. Based on diagrammatic representations of perceived web page layout collected from ten 

screen reader users, they found that most of their users organized web page information in a single-
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column format, i.e., a vertical list. Some experienced users adopted two-dimensional format to 

reflect the logical grouping of the content.  

Our data confirms these findings. The linear nature of screen reader user’s mental model is most 

evident when participants searched for the item to the right or below the current item. They often 

navigate to the next item and gave it as the answer. If the next item is considered to be to the right 

of the current item, it suggests that the user’s mental model is a horizontal list. In contrast, if the 

next item is considered to be below the current item, it suggests that the user’s mental model is a 

vertical list. In our dataset, both orientations were equally preferred. In either case, the participant’s 

reasoning was often informed by their understanding of the technologies or other similar medium. 

For example, P14 explained that the next item could be to the right or lower, but not higher because 

screen readers read from left to right, top to bottom. P18 drew experience from how print media is 

designed. She explained that she was moving to the right because we read from left to right in 

daily life. She understood that the content would break at some point to the next line. But she said 

that there was no way to know when it did. For this reason, she could not know for sure what was 

below a given web element.  

Whereas the horizontal list model seems to reflect web page layout more accurately, the vertical 

list model is somewhat being enforced by how screen readers function. P7 shared that he often 

used the Down Arrow key to explore a page when visiting it for the first time because pressing 

Down Arrow key would read the content on a web page line by line. P20 also mentioned the JAWS 

features that presented a particular element in a list and allowed the user to traverse the list using 

the Up Arrow and Down Arrow keys. This also conveniently avoids line break as each piece of 

information is a single line on the vertical list. The action of pressing the Down Arrow and the Up 

Arrow keys may have prompted users to organize all the information vertically in their mind. Even 
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though they know that the web page is not necessarily organized in such a manner, the vertical list 

models align with how they interact with the web page using screen readers. Therefore, it is an 

effective model to work with.  

In most cases, participants were aware of the limitation of this linear mental model. They 

acknowledged that they were mainly speculating if one item was below or to the right of the current 

item when answering the respective questions. They emphasized that they did know the previous 

or next in the order read by screen readers, but not where these elements were on a web page, 

because the screen reader “doesn’t tell you” (P14). 

In absence of spatial layout information, some participants find alternative grouping schemes 

based on logical relationships. P2 is an inexperienced screen reader user. When asked to find the 

item to the right of the current item, she struggled to come up with an answer. When probed, she 

guessed that maybe the content (in this case, all fruit names) was organized alphabetically. P16 is 

a very experienced screen reader user. When exploring the page, she also considered the possibility 

that all fruit names were organized alphabetically. However, in her case, after going through all 

content on the page, she concluded that the content was not organized in such a way.  

Another useful alternative grouping strategy is to derive relationships based on headings. This 

strategy has been reported by other researchers [13]. In summary, headings are often used on web 

pages to outline information hierarchy. For example, an article’s title might use a heading tag 

whereas the content of the article uses a regular style. Another example is applying decreasing 

heading levels to an article’s title and subtitle to indicate their relationship. Such usage naturally 

implies the logical structure among information. Screen reader developers have designed features 
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to take advantage of this design pattern. As a result, fast navigation using headings is one of the 

most effective navigation strategies that screen reader users use.  

The use of this strategy is best demonstrated by P2 and P4. Both are inexperienced screen reader 

users. They had trouble interpreting the spatial audio feedback. Consequently, the results of their 

board activities only show how they perceived the web page based on headings (Figure 6.6, top 

two). They positioned headings either horizontally or vertically. Then they listed items after the 

heading in a subgroup closer to the heading. This practice is not new. However, this exemplifies 

heading-based navigation as a powerful technique that is easy to learn and effective in organizing 

information.     

One interesting interpretation of headings comes from P15, who is an inexperienced screen reader 

user. When he explored the web page during the whiteboard activity, he was surprised to learn that 

the page title was heading level 1 (<h1>) and the category title right after it was heading level 3 

(<h3>). He seemed to think that skipping heading level 2 (<h2>) was unexpected. It might just be 

insufficient knowledge about HTML since he was also surprised late that there was multiple 

heading level 4 (<h4>) elements.  

6.4.2 Perceived Web Page Layout with Spatial Audio Feedback 

Data collected from the whiteboard activity reflected more truly on participants’ performance and 

interaction. By this point, participants had gone through repeated training of the screen reader 

prototype and had used the screen reader to resolve layout related questions multiple times. Though 

some still needed reminders occasionally, in general they had shown enough experience to 

understand strategies and generate meaningful preferences.  
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15 participants produced reasonably accurate visual representations of the web page used in the 

study on the whiteboard, including one participant who could only finish the core part of the web 

page due to time limitation. Two participants produced linearly oriented visual representations of 

the web page. Three participants had severe problems in figuring out the web page layout. At the 

end, they were asked to construct their perceived layout of the headings from the web page only.  

On average, the participants spent 25 minutes and 36 seconds to construct the mental 

representation of the perceived web page layout using the whiteboard. The median time is 23 

minutes and 7 seconds.  The longest session was 41 minutes and 42 seconds, whereas the shortest 

session was 14 minutes and 50 seconds (Figure 6.1).  

We analyzed the participants’ keystroke logs to see if there was any obvious navigation pattern. 

All navigation features that are available in the prototype were used. On average, participants used 

218 keystrokes to complete the board activity. The minimum is 59 keystrokes, the maximum is 

564 keystrokes, and the median is 167. If we only count navigation keys, i.e., excluding keys used 

to control the speech or audio cues, participants used 160 keystrokes on average. The minimum is 

59, the maximum is 338, and the median is 145. 

When we looked into what keys were used (Figure 6.2), we noticed that among the 15 participants 

who finished the whiteboard activities, six of them did not use arrow keys at all during their 

sessions. Another six participants used primarily arrow keys (50% or more). The remaining three 

participants used a mix of arrow keys and other navigation keys. The presentations that participants  
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Figure 6.1 Time Spent Completing the Whiteboard Task by Participants 



 136 

 

Figure 6.2 Keys Used by Participants 
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have produced on the whiteboard do not have clear differentiating visual attributes among these 

three groups (Figure 6.3-6.5). Moving by arrow keys can give the user a sense of direction even 

without spatial audio feedback. Therefore, we looked into these three groups separately and 

explore whether or not they employed different strategies to figure out the web page layouts.   

No arrow key: for the six participants in this group, the use of heading navigation (using H to go 

to the next or previous heading) and exhaustive navigation (using N to go to next or previous web 

element) were the main navigation strategy. These keys account for 87% keystrokes used on 

average (minimum is 71% and maximum is 98%). Four participants used them more than 90% of 

the time. They frequently used the feature of replaying the spatial audio cue for the current web 

element. On average, this feature was used 166 times (minimum is 0, maximum is 426, and the 

median is 88). Though the user would always hear spatial audio cues when navigating from one 

element to the next, this particular feature is standalone and it is a clear indication of the use of 

spatial audio cues. 

Based on the keystroke logs, P1 and P6, who differed from the other four participants in that they 

did not use the spatial audio feature mentioned earlier (P6 used the Control key to mute the audio 

a few times), explored the page using typical screen reader navigation strategies: going through all 

headings first, then going through other elements one by one. The perceived layouts represented 

on their finished whiteboards were fairly accurate. Since they did not use the spatial audio features 

to invoke additional spatial audio feedback, their sense of positions was mostly based on the spatial 

audio cues provided during the navigation. When asked, they both said that they mainly utilized 

the stationary audio cue at the end of the speech output. P3, P16, P18, and P20 used similar typical 

screen reader navigation techniques. In addition, they used the feature comparing single audio cues 
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from neighboring elements frequently when they were not sure about the element’s relative 

position.  

Primarily arrow key: for the six participants in this group, the use of heading navigation and 

exhaustive navigation only account for 19% of the overall keystrokes (minimum is 0% and 

maximum is 31%). In contrast to the group who did not use arrow keys, this group of participants 

did not use speech and audio related features very much. On average, they only used it 6 times 

(minimum is 0, maximum is 33, and the median is 0). 

The typical strategy used can be described as active directional navigation. They started exploring 

the web page using fast or exhaustive navigation features. Then, once they had some rough ideas 

of the web page, they used arrow keys to derive the relative positions among neighboring elements. 

For example, they would move to the left, then to the right to figure out what neighboring web 

elements were; or they would move towards one direction until reaching the end. Though not 

apparent from the keystrokes used, they commented that they did pay attention to the audio cues. 

Their finished whiteboards showed some detailed spatial features, such as slight indentations of 

the checkboxes under a heading, which would not be possible without spatial audio feedback. 

However, their actions suggested that the audio cues were most likely used as confirmations of the 

expected movements.  

This active navigation style worked for some, but not others. For example, P13 were able to figure 

out the position of each element and memorize the whole page layout. He finished the whiteboard 

quickly and produced a very good visual representation of the web page. In contrast, P12 and P17 

appeared to have a hard time grasping the content’s structures on the web page. During the 

whiteboard activities, they only found a linear vertical list of items and missed most elements 
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further right on the web page. Since web elements on this page are not perfectly aligned, moving 

using arrow keys sometimes skips content between elements or is blocked. This might have created 

much confusion when they tried to imagine the layouts. Ultimately, they finished their whiteboard 

activities, but only after the researcher pointed out what mistakes they had made.  

Mixed keys: for the remaining three participants who used a mix of arrow keys and other 

navigation keys, the use of heading navigation and exhaustive navigation accounted for 41% of 

their total keystrokes (minimum is 33% and maximum is 45%). They used speech and audio 

features moderately. On average, they used these features 16 times (minimum is 0, maximum is 

30, the median is 18). Their navigation strategies were similar to the group primarily using arrow 

keys. They started exploring the web page using typical screen reader fast navigation features. But 

they seemed to quickly recognize that the non-heading web elements were grouped under 

respective headings as vertical lists. For example, P8 tried using the Up Arrow and the Down 

Arrow keys to explore the text boxes under the heading “Your Information” first. Then she tried 

the same with check boxes under a few other food categories. She declared that she had a good 

general idea about the web page after just trying a few food categories. Later, when working on 

the board, she utilized the spatial audio cue replay feature when there were confusions.   

P7 and P14 also used a similar navigation strategy that was not used by other participants. When 

working on the whiteboard, they would navigate by Checkboxes and pay attention to what they 

heard. When they noticed that they had moved to a different category of information, they would 

go backward to find the nearest heading. For example, the web page features one group of Mexican 

food followed by a group of Asian food. When the participant noticed that they had just heard a 

food item belonging to Asian food category, they would go backward and find the nearest heading 

from this point. There is no conceivable connection between this technique and the spatial audio 



 140 

features. However, it does demonstrate how experienced screen reader users utilize various hints 

to help them understand a web page. 

Unfinished: for the five participants who could not perceive the spatial layout of the web page and 

produce satisfactory visual representations (Figure 6.6), three only used navigation features 

available in normal screen readers, i.e., navigation based on a particular web element, exhaustive 

navigation, etc. Two participants used regular navigation keys and arrow keys evenly. They used 

the feature to replay current web element a few times but did not use the feature playing current 

audio cue at all. Three of them reported only a few years’ experience using screen readers. Another 

participant reported 18 years’ experience using screen readers. However, he explained that he 

counted from the time when he started using assistive technologies. He is also the oldest participant. 

The self-rated computer experience of these four participants were the lowest in the dataset. The 

fifth participant rated his experience with computer and screen reader higher and reported 15 years’ 

using screen readers. However, we suspect his experience might be misrepresented since he was 

recruited from an introduction-level screen reader training class.  

In summary, the board activities showed that our participants who were experienced screen readers 

could derive the main visual layout of the web page using the screen reader with spatial audio 

feedback regardless what strategies they used. However, there are some minor errors in the details, 

such as the precise location of a web element. There is no significant difference among the 

perceived layouts acquired using different navigation strategies.  

  



 141 

 

 

Figure 6.3 Perceived Web Page Layout by Participants Who Primarily Used Non-Arrow Keys 

 



 142 

  

 

Figure 6.4 Perceived Web Page Layout by Participants Who Primarily Used Arrow Keys 
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Figure 6.5 Perceived Web Page Layout by Participants Who Used Mixed Keys 
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Figure 6.6 Perceived Web Page Layout by Participants Who Could Not Finish Successfully 
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6.5 Questionnaire Responses 

In addition to SUS, we also took the same five-item questionnaire three times: once after the first 

round of layout task with basic screen reader, once after completing the layout task with spatial 

audio feedback, and one after completing the whiteboard activity. The questions are: 

Q1: This screen reader provides features sufficient for the tasks. 

Q2: This screen reader gives too much information. 

Q3: I felt stressed when using this screen reader. 

Q4: I felt lost on the web page. 

Q5: I have clear ideas about what is on the web page. 

 

The order of the three questionnaires was not counter-balanced. Therefore, we cannot perform 

meaningful statistical comparison among them. However, the questionnaire answers provide a 

narrative on how participants felt about the spatial audio features. We presented the answers of 

participants who finished the whiteboard activity and those of participants who did not produce 

satisfactory whiteboard representations separately.  

For the 15 participants who produced good visual representations of the web page in the 

whiteboard activities, their answers showed that they were very comfortable using the new spatial 

audio features (Figure 6.7). When they were first introduced to the prototype and its basic screen 

reader features, they felt that the prototype was not sufficient for interpreting layout related 

questions (Q1). Once they learned the spatial audio feedback and its related features, they 

responded positively to the prototype’s support of finding layout-related information and 

perceiving a web page’s overall layout. Their answers to Q2 and Q3 remained about the same for 
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all three questionnaires, i.e., they did not consider the additional spatial audio feedback as 

overwhelming, they also did not have any significant changes on their perceived stress level. Q4 

asked whether or not they felt lost on the web page. The answers suggested that they felt less lost 

once the spatial audio features were made available. Answers to Q5 also confirmed that they had 

better ideas of what was on the web page once the spatial audio features were made available.    

For the five participants who did not produce satisfactory visual representations of the web page 

in the whiteboard activities, their struggles were reflected in their questionnaire answers (Figure 

6.8). After learning the spatial audio features, they felt that the prototype supported the layout-

related tasks a little better (Q1). However, the increase of their scores was much smaller and 

ambiguous compared to the other group. The participants did feel that the additional spatial audio 

feedback was a little more than they could handle (Q2). Maybe the additional information was 

overwhelming, they also felt more stressed once the spatial audio feedback was provided (Q3). In 

terms of task performance, they felt more lost when using the prototype with spatial audio features 

enabled (Q4) and they were less clear about what the web pages had (Q5).  

6.6 Feedback on Spatial Audio Features 

The qualitative data collected offers much insight into the potential of using spatial audio feedback 

in screen readers. Throughout the sessions, we encouraged participants to freely share any 

problems that they had or their reactions to the tasks. We did not require them to think-aloud as 

that might interrupt their workflow given all information was audio based. But if we observed 

certain interactions that were not self-explanatory, we asked participants to clarify when they 

reached a natural break. In the semi-structured interview, we also asked participants for their direct 

feedback regarding the spatial audio features, as well as their preferences and challenges  
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Figure 6.7 Five-Item Questionnaire Responses from Participants Who Completed the Whiteboard Task Successfully 

 

Figure 6.8 Five-Item Questionnaire Responses from Participants Who Could Not Complete the Whiteboard Task  



 148 

experienced. Here we organize the feedback to four themes: general layout challenges, reaction 

and preference of spatial audio feedback, audio cue design, other possible applications. 

6.6.1 General Layout Challenges 

Participants shared some layout related challenges that they had experienced in their daily lives. 

Two main challenges identified concern interacting with sighted people and learning new web 

pages.  

Interpreting spatial terms used in instructions provided by sighted people is a commonly shared 

frustration among the participants. This echoes what we have found from the text analysis study 

reported in Chapter Three. For example, P17 said: 

If you are talking to a sighted person, they will ask you to go, you know, they 

would say, “the link you are looking for is on the top right”. Well…, but where 

is the top right? 

They will say, well, it’s in the middle or on the top right. I’ll say that doesn’t 

have any bearing to me, ‘cause I don’t know where that’s at. 

This is not just a problem when talking to people who do not normally interact with people with 

visual impairments. Participants also shared stories when seeking help from Customer Support, 

who should have some training on interacting with customers with disabilities.  
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Even if a user has some vision, interpreting spatial terms is still problematic. P18 is legally blind. 

He said he could figure out the layout information if he had to. However, he also mentioned that 

it was not easy. 

Because I have partial vision, sometimes I can manage. The issue is that, it’s a 

lot strain on my part. And sometimes, depending on like what kinda colors or 

designs the programmers use, it might be hard for me to see it, like, ‘cause it 

might be small print, the color might not have enough contrast for me. So it’s 

pretty difficult, like, I really don’t like doing that way.  

On the other hand, screen reader users also wish to be able to use spatial terms. This is useful when 

a screen reader user needs to direct a sighted people to a certain part of the web page, for example, 

when seeking help from Customer Support on inaccessible web elements or collaborating with 

sighted co-workers. Some screen readers, such as JAWS, track the navigation flow using invisible 

pointers. The invisible pointer can be different from the visible cursor or mouse pointer position 

on the screen. In addition, screen readers do not need to move the part of the web page that contains 

the currently focused element to the browser’s viewport (the visible area of a web page), i.e., a 

screen reader user can read text from a web page that is not visible on the screen. This can cause 

confusion when a screen reader user tries to show something to a sighted person, as the object of 

interest might not be obvious to the sighted person. In this case, it would be useful if the screen 

reader user can perceive some layout information about the web element and describe it using 

spatial terms, which are natural for sighted users to interpret. P7 shared his experience: 
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I always have my colleague helping me out with pages… that I tell her, “the 

buttons are not talking. Can you tell me what’re there.” She’s trying to figure 

out where I am on the screen. So, she has to look at the screen for a minute to 

see where my cursor is and where I am talking about, to be able to tell me “oh, 

you are on this side.” So, if I can tell her right away where I am at… 

The second challenge is rooted in the importance of layout when reading a document. When 

sighted people reads a web page, its layout implicitly suggests the relationships among content. 

One underlying reason is the principles of grouping (or Gestalt laws of grouping) [23]. For screen 

reader users, since the visual clue is not available, if the web designer does not present the same 

structural information in other perceivable forms, screen reader users are often left in a state of 

confusion or rely much on guesswork. This problem is best illustrated by an example from P18: 

Basically, I don’t know if things are grouped together. So, let’s say, 

“important information” or whatever, and then I am listening the things that 

come right after it. Sometimes I won’t be sure if that is within that group or 

they belong to another group. 

Sometimes, visually they look together. So, if you’re just using your vision, it’s 

easy to tell what belongs to what; but sometimes they are kinda separated on 

the page for some reason, at least as far as like HTML code concerned. So, I 

will go like, “iPhone”, and underneath that, it will say, like, give you a little 

summary, it’ll give you like a “buy” link, and then I will go to the next thing, 

and it’ll just tell me the next phone. Then, I will be like, “wait, where is the 
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price”. And, so I have to keep scrolling down, and then the next column over 

will be the price. And then… that makes it pretty much impossible… unless I 

will just count: OK, this is three phones down; this is three prices down; that 

matches. But sometimes that does happen where, again, things just aren’t 

group together sometimes, or VoiceOver doesn’t read it one right after another 

for some reason. So that makes it… then from there, you basically start having 

to, like… what I’d have to do, is I’ll have to keep reading the whole page, like 

I’ll have to read it through until in my brain I sorta figure out the pattern, 

where the layout is. And then from there, I’ll have to like go, basically, finish 

whatever I am doing.  

In addition, participants believed that it was important to know a web page’s layout in order to 

navigate effectively. Some participants said that they tried to construct a mental image of what 

they think the web page looked like when learning a new web page. Then they could use this 

mental image much like a “map” to guide their navigation. A few participants even went so far as 

to actually construct tangible models. P7, who is an assistive technology instructor, said he also 

gave students tactile models when training them to use touch-based devices, such as iPhone. These 

responses show similarities with the practice of using physical models of an environment to teach 

visually impaired people navigate the environment during Orientation & Mobility trainings.  
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6.6.2 Reactions and Preferences of Spatial Audio Feedback 

Is Spatial Audio Feedback Useful? 

In general, participants responded positively to the spatial audio feedback. When we followed up, 

participants’ responses indicated that spatial audio feedback could address both layout-related 

challenges reported in the previous section.  

First, receiving spatial audio feedback allows them to communicate more effectively with sighted 

people when spatial terms are involved. P20 shared his reactions: 

It definitely adds important elements to your experience, specifically focusing 

on where buttons are physically. That way you can tell a sighted person, “hey, 

can you click on that unlabeled button on the bottom left corner of the screen 

on the web page?” ’cause I can finally give directions to a sighted 

person. ’cause, you know, sighted person, they don’t know. So, the interaction 

between sighted person and visually impaired person, the way they explain it is 

very confusing. So, we have to explain to them. “Okay, can you go to the 

bottom… point your mouse literally at the bottom right corner, the last one at 

the bottom right corner of the screen.” So that way, you know, ’cause maybe a 

label. That’s the developer’s fault. But that’s where this program becomes so 

powerful, to me. You know. You know what I mean? 
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P16 also shared an example: 

Because sometimes people… they will have like a headshot or whatever 

graphic in the middle of the page. So being able to navigate from one… I don’t 

know, not only from graphic to graphic, as you can currently do, but also know 

where those graphics are in relation to one or another, that’d be really helpful 

so that when people say, oh, find the picture of this thing, x picture in the 

middle of the page, and then from there move to the right to go to wherever 

you have to go, you could find the picture more easily. And if the picture is 

labelled with alt-text, then even better because you can find it and verify with 

the label and what the spatial looks like 

In both examples, participants implied that they did not need to know the detailed layout of a web 

page. They only referred to prominent positions or landmark web elements. This is similar to blind 

people locating clues and landmarks in physical environments for effective navigation. 

Second, having the additional spatial audio feedback helped maintain orientation, i.e., “pinpointing 

where exactly in the screen are you” (P13). Participants stated that being able to create a mental 

image of the web page helped them stay oriented when browsing. P8 says: 

When I do orientation and mobility with someone and learn a new route, if I 

can make a mental map of the route in my head, it helps me to do it the next 

time. I think mental mapping of web pages could be really important, 

especially with the complicated web page. It kinda give you an idea.  
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Participants mentioned that knowing the placement of at least the main web elements could guide 

them in devising effective navigation plans. These views were not contingent upon a participant’s 

vision condition since both late blind participants and congenital blind participants mentioned 

similar points. But they all considered themselves “visual people,” referring to their abilities to 

visualize structures in their minds. P6 drew parallels between reading web pages and reading 

magazines. He believed that knowing the layout would help users find out what navigation path 

was relevant given the current position.    

It might help if you actually knew what the page… let’s say you lost your 

eyesight, but you have an idea what a web page looks like, so you have an 

understanding where they are. If not, you can relate to them is like, to say they 

look like magazines. If they remember what a magazine looks like, then they 

might be able to do the left, right, top, bottom.  

… 

I believe that’s very important for blind people. because we all visualize 

things. If you visualize things on the screen, you can close your eyes and kinda 

see it, and kinda know where you are.   

Orientation can also be understood from a cognitive perspective. Being aware of the current web 

element’s physical position on a web page can help users process information. P1 gave an example: 
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P1: I think so (it is useful), especially if you are gonna do the website pages 

like that. Because you don’t know where you are at. It’s very helpful. I will use 

it… you know.  

Interviewer: why would that be useful? Why do you want to know where you 

are on the page? 

P1: because it doesn’t describe exactly what you are doing. It just reads. A 

regular screen reader just reads. And this’s gonna help me indicate where I 

am reading. 

Interviewer: but why do you want to know where you are reading? 

P1: to understand the article I am reading. Because if it’s towards the end, and 

it’s just finishing touch to the article. Then I know. Versus, OK, it’s just the 

middle of a new story, or, I know. It’s more direct to what I’m doing. And it 

gives me a more visual picture of the whole thing. So… I would definitely use 

it.  

Maintaining orientation on a web page can also help users deal with accessibility incidents. 

Inaccessible web elements can displace the screen reader focus to unexpected positions on the web 

page or reset the focus to the beginning of the page. Knowing the location of problematic web 

elements can help users avoid those areas or get back to the previous position after the accessibility 

incident. P3 says: 
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I think it’d help, especially if there’re pictures on the web page. So, if you want 

to try to get away from looking at those pictures, because you know, there is no 

descriptive text. You can avoid them by knowing where they are on the page. 

So, it might help. 

… 

Might be interesting, you know how the Mac has a trackpad. If there is some 

way to interact with the trackpad so that if you know where the position of 

what you want is, you can tap on the trackpad based on where you think the 

thing you are looking for is. 

It should be noted that the positive attitude towards spatial audio feedback is not fully accounted 

by these two reasons. Some were enthusiastic about the feature but could not articulate what exact 

benefits that they have gained. The benefit could be emotional or increased engagement in the long 

run. For example, P8 says: 

(Screen readers) they’ve taken the position: as long as they (users) get to them 

(content) it’s ok, they (users) don’t have to know. I think it’s kinda nice to have 

a feel for where things are on the page, just like sighted person would.  

Her response seems to root at a sense of equal access to information. However, our study did not 

include appropriate metric to measure such possible qualities.    
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We also tried to understand why some participants did not think spatial audio feedback was useful. 

Only one experienced participant, P9, stated explicitly that the spatial audio feedback was not 

useful. He is congenitally blind and a lifelong screen reader user. He felt that the spatial audio was 

not useful to him because he could find out what was on a web page using existing screen reader 

features. During the study session, he showed a strong inclination to use techniques that he was 

familiar with, such as arrow key-based navigation. However, when asked how he dealt with spatial 

terms, he said that he simply ignored such information, as screen readers would not be able to 

convey them. P14 is also congenitally blind and a lifelong screen reader user. But P14 offered a 

rebuttal to P9’s opinion. He says: 

They are useful… I may not want them on all the time. But if somebody was 

going to describe the screen to me and tell me that I needed to be on a 

particular part of the screen, I need them. As a computer user with JAWS, I get 

around the screen pretty well, and I don’t usually have to use spatial concepts. 

But if somebody is giving you coordinate related to spatial concepts, you have 

to have them. Then I’d need to have them. And with JAWS, if you move Down 

Arrow, that isn’t gonna necessarily move you down in the row.  

Unsurprisingly, participants who did not finish the whiteboard task successfully tended to be less 

enthusiastic about the spatial audio feedback. However, they did not directly comment on the 

usefulness of spatial audio feedback. The main problem given was often information overflow, i.e., 

they expressed confusion associated with not being able to handle so much information at once. 
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Preferences Between Stationary Audio Cues and Moving Audio Cues 

To understand how spatial audio feedback is used, if a participant made a layout related comment 

when completing an activity, when there was a chance, we would ask her to explain how she 

derived the spatial information. During the semi-structured interviews, we also asked participants 

directly their preferences between the stationary audio cues and moving audio cues.  

Based on the information collected, participants strongly preferred stationary audio cues. The main 

reason was that they believed that stationary audio cues communicated richer information about 

web page layouts. P20 explained: 

I think, again, the minute, as you could see here at the headings, the reason 

why I listen to it is because I am looking for the minute, the final result of that 

beep, which was actually more accurate in my opinion. Because when you’re 

moving it, it’s not as accurate, you just went from “beep, beep, beep, beep,” 

but you don’t actually know specifically where it’s gonna end up. I mean, yeah, 

it’s gonna be on your left or far right, or it could be minute. So, I will say 

accuracy is…  the last beep is the act of the final accurate coordinate... 

corresponding point. So, I used it like, like a graph in my mind. Okay. So, you 

know, when you find the final point, that last beep tells me, okay, it’s minutely 

to the left, or it’s dead center, dead right. ‘cause when you’re moving around, 

like with anything, you are not gonna be accurate because it’s moving too 

much. You know, it’s … I get the idea of it and I think it’s great that you know, 

okay, it’s gonna be somewhere on the left, could be minute, could be far left. 

So that’s why I go to for that last beep. That’s why I determine my final…you 
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know. I used the Shift Tab, Shift Right Window and Right Window key a lot. 

That’s very cool shortcut keys. I like those. 

This is, of course, not a surprise. Stationary audio cues are designed to indicate both a web 

element’s horizontal and vertical positions on the web page. In contrast, moving audio cues are 

designed to portrait only the direction of movement. What we were not sure about during the 

design process was whether or not participants would find stationary audio cues practical, as we 

anticipated that the spatial audio localization would be challenging. During the study sessions, 

participants indeed had many problems when trying to extract information encoded in stationary 

audio cues. In fact, when the researcher observed that a participant was struggling and followed 

up, the participant would often explain that she was having difficulty localizing a stationary audio 

cue. Some participants utilized the stationary audio cue comparison feature extensively in order to 

determine the subtle differences between two audio cues. (More on audio recognition in 6.6.3.) 

Interestingly, we observed, despite the apparent challenge of localizing stationary audio cues, 

participants seemed to have strong interest in utilizing stationary audio cues even though some 

information could be easily derived based on moving audio cues. One possible explanation is 

simply a participant’s curiosity. However, we observed it from multiple participants consistently. 

So, another possible explanation is that users are willing to invest more effort in techniques 

believed to be more useful in the long run.  

Furthermore, we noticed that participants were very attentive to details. For example, many 

participants added indentation to checkbox after a heading when working on the whiteboard 

activity. Due to styling, the checkboxes do not always have the same horizontal positions in pixel 

values as their preceding headings when being rendered. The values would then result in small 
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differences in the stationary audio cues’ horizontal positions. The difference was minor and we 

did not expect that it would be noticeable to participants. However, the fact that many participants 

added indentations showed that they did notice the differences and it had an impact on their 

perceived web page layouts.  

Nonetheless, it should be noted that participants did not always recognize the differences correctly, 

i.e., they realized that there were differences, but were not able to tell what exactly the differences 

were. There were other ways to resolve the confusion. One can listen to the moving audio cues 

when moving from the heading to the first checkbox, which would be accompanied by an audio 

cue with only vertical changes.  A participant can also move using arrow keys to confirm whether 

or not the web elements were aligned vertically. For participants who have residual vision and 

some knowledge of common visual layouts, they may also realize that it is odd to apply different 

styles to content sharing the same structure on the same web page. With all these options available, 

it is therefore interesting to see our participants adhered to one method. It adds to the previous 

observation that there is a certain “stickiness” associated with using the stationary audio cues to 

reach the conclusion.  

Another reason for preferring stationary audio cues is their short duration. Some participants 

pointed out that, with just a single beep, stationary audio cues delivered information quickly and 

to the point. Some also said that they would use the moving audio cues more if they were shorter. 

This may refer to two aspects of moving audio cues’ design. First, stationary audio cues are 200 

million seconds long and moving audio cues are 1.05 seconds. So, listening to stationary audio 

cues is much faster. Second, with its short duration, it is practical for users to replay the current 

stationary audio cue, especially because our prototype allows users to replay only the audio cue. 



 161 

In contrast, to hear the moving audio cue again, a user has to go back to the previous web element 

and redo the movement. This adds significantly more time.    

A small number of participants indicated their preferences for moving audio cues. The main reason 

provided was the ease of recognition. They acknowledged that moving audio cues did not 

communicate as much information as stationary audio cues. But they felt that there was enough 

layout information conveyed for the purpose of completing activities during the study sessions, 

which suggests that their conclusions might be contextualized in the activities at hand.  

Some participants viewed both audio cues as equally important and having a complementary 

nature. P6 says: 

I think they have to go together. ‘Cause they complement each other. … the 

point of this is to know where you are on the page. the beep tells you where 

you are. The movement, the other one, tells you how you move in the page. So, 

you need a combination of both.  

Moving audio cues, which occur before synthesized speech output, inform where navigation is 

going; stationary audio cues, which happen after synthesized speech output, confirm the movement. 

Participants felt that moving audio cues provided hints or prepared them for the upcoming, more 

specific spatial information encoded in the stationary audio cues. 
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6.6.3 Audio Cue Design 

Usability 

We identified three main usability issues with the prototype’s spatial audio feedback designs: 

spatial audio cues recognition, cognitive overload, and feature customizations.  

Recognition issues were present for both horizontal and vertical positions. Though participants 

reported that horizontal changes in the audio space were easier to recognize, the visual 

representations produced using whiteboards showed that there were still some challenges. This is 

best exemplified by the first two headings on the web page. These two headings occupy the full 

width and are aligned to the left. The stationary audio cues representing them have horizontal 

values in the middle. However, some participants incorrectly perceived them to be on the far left, 

whereas some perceived them to be on the far right. This is a little unexpected. From the Web 

Audio API evaluation study reported in Chapter Four, we have learned that users could localize 

horizontal positions accurately if the resolution was low enough, e.g., 3 to 5 regions. In these two 

cases, there was only one item on the same row. We expected that participants would perceive the 

position perfectly.  

We suspect that horizontal recognition errors may be attributed to lack of training. In the Web 

Audio API evaluation study, participants spent a lot time on recognition tests. They had the chance 

to hear all possible horizontal audio cues. In contrast, participants in this study had only limited 

time to practice. So, they might not be able to learn or remember the full range of the horizontal 

audio space. Therefore, when they perceived a slight horizontal position offset from the middle, 

they had problems putting the difference in perspective. To make matters worse, as reported by 

other research and presented in our Web Audio API evaluation dataset, users often exhibit a little 
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localization bias, i.e., an audio positioned in the middle might sound a bit to the left or to the right 

for different people. While this subtle bias is likely to be a part of how the human auditory system 

functions, users could learn from experience over time how an audio cue’s horizontal position 

corresponds to the web element’s position on a web page and how to correct consistent bias.  

Participants reported that vertical position recognition based on the audio cue’s pitch was difficult. 

Prior research has shown that pitch could be naturally associated with vertical position [106]. 

During training, participants did quickly grasp the idea of web elements higher on the web page 

being associated with higher pitches. The training page features web elements in three rows, which 

made it easy to distinguish among high, regular, and low pitches. However, during the whiteboard 

activities, participants often had to distinguish audio cues of web elements in close proximity. In 

such cases, the pitch differences were often very subtle.  This led to great challenges. Nonetheless, 

it should be noted that most participants correctly identified the vertical order of web elements, 

i.e., vertical position recognition based on pitch is challenging, but not necessarily prone to errors.  

We had concerns when designing the study that it would be difficult for regular users who do not 

have music training to recognize pitches. It motivated us to provide a feature where the user can 

quickly replay and compare the stationary audio cues of the previous and current web elements. 

Unfortunately, lots of participants forgot about this feature during the study. For those who used 

the feature, they reported that it was very helpful in determining two web elements’ relative 

positions.  

The issue of cognitive overload is more related to moving audio cues. Participants reported that 

they understood how to make sense of the moving audio cue’s two audio attributes, i.e., horizontal 
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change indicated horizontal movement and pitch change indicated vertical movement. However, 

during the study session, participants had much trouble actually utilizing moving audio cues.  

One specific problem is the difficulty of paying attention to both attributes at the same time. It was 

common for participants to choose one audio attribute, in most cases the more intuitive horizontal 

changes, and focus on that when listening to the moving audio cues. In the case of an audio cue 

for vertical movement, i.e., featuring only pitch changes, participants would often notice that there 

was no horizontal position change but made no comment about the pitch change. Even for 

participants who had positive feedback about the moving audio cues, they reported using the 

horizontal direction change as a signal for line changes instead of the pitch change. For example: 

Interviewer: if you only can keep either the moving audio or the single beep, 

which one would you keep? 

P14: I would say the moving audio. 

Interviewer: OK. Then you won’t really know where exactly you are. You only 

know the direction of moving.  

P14: Correct. 

Interviewer: Why do you think that’s more useful to you? 

P14: Because when they start going this way, you know you are going back the 

other direction. they are gonna be below what you just did. I mean, they are 
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not gonna be, you know what I am saying, they are not gonna be on the same 

row.  

P6 commented that he was expecting two audio cues, one for horizontal movement and one for 

vertical movement. This might be a viable alternative design: rather than having two audio effects 

playing concurrently, splitting the information into two non-overlapping phases within the same 

audio cue. Furthermore, a few participants also shared that keeping track of how many steps they 

had moved based on moving audio cues added additional strain to their memories. They suggested 

that it would be preferred if the screen reader could assist in counting in some way, such as reading 

the numbers out loud.  

Another problem was processing and making sense of the audio cues, e.g., “sometimes it’s hard to 

remember all what they mean (P8)”. There were a few cases where a participant had problems 

figuring out layouts when the moving audio cue provided sufficient information. When the 

researcher replayed the audio cue and asked participants what they had heard, they would identify 

the audio cue’s attributes correctly. However, they could not make correct connections between 

the moving audio cue and its implication in terms of layout. Participants explained that there were 

too many things going on at the same time. One had to pay attention and really focus in order to 

understand all the information. P16 says: 

You have to be in a place where you don’t have anything else distracting you. 

You have to just strictly use your hearing for this and only this. You can’t be 

on the phone. If someone is talking to you, you have to tell them to be quiet for 

you to listen.  
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… 

As useful as it might be, I wouldn’t be able to focus on three different sounds, 

the spatial sound, the screen reader sound, and the people trying to explain 

where to go. So that’d be somewhere where I probably would not use it. In 

addition to navigating outside. Because… again, how much stuff can you hold 

in your head at some point. 

The cognitive overload issues impacted all users. For participants who could not finish their 

whiteboard layout activities successfully, the negative effect was severe. They often appeared very 

stressed when working on the tasks. Since these participants had less experience or even still 

struggled with using screen readers, it is understandable that additional audio cues would be 

perceived as noises and only impede their abilities to make sense of the screen reader’s regular 

speech output. Other experienced participants were more at ease with the study activities. However, 

a few of them who are longtime screen reader users still mentioned that dealing with all the audio 

cues was a challenge.  

It should also be noted that negative feedback was mostly raised when talking about the whiteboard 

layout activity. Participants rarely gave similar comments when talking about the spatial term 

interpretation tasks. We speculate that the simpler web page used in the spatial term interpretation 

task might have made it easier for participants. During the tasks, participants only needed to plan 

their navigation a few steps from a fixed anchor location, such as the current element or the 

beginning of a certain row. It is conceivably easier to track the focus of the screen reader in these 
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tasks. In addition, the questions provide some hints that the web elements were organized neatly, 

which made it easier to predict where the screen reader’s focus was moving to.   

The third usability issue was the lack of customization of features. One popular suggestion is to 

speed up the moving audio cues. Research has reported that screen reader users often turn up the 

reading speed so that they can get the information most quickly. Some participants offered the 

same reason for why they wanted customization. Another popular suggestion was to allow turning 

off one or both spatial audio cues when layout information was not necessary. This way users can 

focus on content or data. When the situation arises in which understanding the spatial relationship 

is necessary, users can switch on the spatial audio feedback relevant to the task. P1 gave an 

example:  

I probably won’t need it 100% if I am reading, say, an email. And I don’t 

really need to know where I am at. Then I probably won’t use it. But if I am 

looking for something and I need the detail, yeah, it’d be more useful. 

… 

Say I am doing a Word document. Sometimes like, say I am gonna sign it and, 

you know, “thank you” or whatever, I wanna be directly knowing exactly 

where I am at. That’d help me real quick, versus me counting the spaces stuff. 

Yeah, it’d help me direct myself faster.  
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Quality 

We asked participants to comment on the audio cues themselves. Most participants found the audio 

cues pleasant enough for the purposes. We chose basic tones to keep the prototype simple and 

easily reproducible. However, we were worried that participants would find the tones boring and 

unnatural. To our surprises, most said they were happy with them, even compared to possible 

alternatives such as using musical instrument notes or natural sounds. P7, who is congenitally blind, 

said he heard that some people would get headache from hearing synthesized tones like our audio 

cues, though he was fine with them and explained that it might have to do with him growing up 

with synthesized audio. 

Some participants complained about the different pitches used in the vertical moving audio cue. 

The moving audio cue includes four tones. When it moves up or down, the four tones have different 

frequencies, which resulted in different pitches. The frequency differences between two 

neighboring tones are the same for all three pairs. However, some participants perceived the middle 

two tones having similar frequencies. In contrast, the difference between the first one and the last 

one was more distinguishable. An obvious solution is to increasing the overall frequency span and 

consequently the interval between neighboring tones. However, we have chosen the maximum 

range where we felt the two extreme frequencies were still comfortable. Increasing the range could 

lead to irritating extreme tones and might create other problems. 

There are others less prevalent issues. Some participants reported that it was harder to recognize a 

stationary audio cue’s horizontal position when the audio cue has a very high or a very low 

frequency. P18 also commented that the stationary audio cues for web elements at the bottom of 

the page had lower pitch, which sounded similar to the moving audio cues. It was hard for him to 
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distinguish. However, the moving audio cue and stationary audio cue were designed to be 

separated by the synthesized speech output exactly for the purpose of them not interfering with 

each other. P18 also shared that the positional audio used in Mac’s VoiceOver, which is a feature 

similar to our stationary audio cues, was much easier to register in his mind when he heard it. 

6.6.4 Other Possible Applications 

At the end of the interview, we asked participants what other situations where they think providing 

spatial audio feedback would be useful. 

The most popular answer is formatting, especially when visual formatting plays an important part 

of how a document and its author is perceived. P7 suggests: 

Something like a resume. Something like a more complicated report. Not just 

like a regular text document. But something would have headings, footers. To 

help you… if you navigate by heading, you wanna know heading to the left, to 

the right. So I think, formatting for people who need to do reports, resumes, 

and research papers, I think it could be helpful for them. 

Resume often takes advantage of layouts to emphasize key information or simply fitting more 

information on the page. Other participants also shared that they needed to get sighted people’s 

help to check resume formatting to make sure it appeared professional. Being able to receive spatial 

audio feedback can enable them check some basic styling issues, such as column alignment, 

themselves. 
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Participants also suggested that spatial audio feedback could help convey serial information, i.e., 

data that is sequential or stepwise in nature. For example, P10 described:  

When I am buying sheets, back to the sheets example, I am making, you know, 

three decisions at once in the example we gave. In buying food, I am only 

making one decision at once, yes or no fries, yes or no apple pie, whatever. So, 

in those situations I don’t care what is on the screen. I just wanna know the 

data. But if I am making multiple decisions, then it’d be good to know, you 

know, pick one from this column, one from that column. 

He also suggested that train schedule timetable could be accompanied by audio feedback 

spatialized in the horizontal plane according to the station’s order in the journey. Similar designs 

can apply for any instructions that include multiple steps. The main benefit of having such audio 

feedback is to remind the user about her current position in case she skips any information by 

mistake, in which case she would hear the audio feedback moving in a larger step than expected. 

When used with continuous data, an audio cue can be placed somewhere between a starting 

position and an ending position to indicate the percentage. One example is to convey the status of 

downloading a file. Currently, screen readers speak the percentage in words, e.g., “50% completed.” 

Spatial audio cues can communicate the information faster and more intuitively. P7 says: 

The screen readers, when you’re downloading something, they give a 

percentage, you know, “10 percent,” “30 percent,” “50 percent.” But I 

noticed, for example, NVDA uses beeps to represent the progress. And it just 

felts like it’s much faster. So I think… versus depending on how fast you have 
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your screen reader, just hearing sound and not having to focus on so much 

what it’s saying might work. So it’s kinda a way for you kinda still listen, but I 

think it’s faster than waiting for the synthesizer to finish talking because, 

especially if you’re listening to progress, it gets behind. By the time it says 50 

percent, it’s probably 70. The beeps seem to stay more in sync with what’s 

happening on the screen.  

A surprising answer is to provide spatial audio feedback for spreadsheet software, such as 

Microsoft Office Excel. It is surprising because information on a spreadsheet is in tabular formats 

naturally. It is perfectly organized for a user to navigate using arrow keys. Since arrow keys have 

directional nature inherently, users can derive spatial information when using them. In addition, 

users also receive speech output announcing the current row and column numbers. Therefore, 

spatial audio feedback will not provide any new information. When asked, participants explained 

that spatial audio cues can be more intuitive and serve as redundant feedback to remind and 

confirm the user actions. P18 explained:  

it’s hard to follow it mentally. It’s hard to be, like, okay, I’m on column D row 

6. Because you are having a constant count. You constantly have the sort of 

like keep track of where you are. It’s just a lot of work. So, it’s hard to keep up. 

But, having the sound, sorta like follow it, just kinda move around. So, you can 

just hear, like, okay, I am on the right side of things. It’s kinda just want, like, 

an idea. Then I think that’s pretty helpful.   
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Finally, spatial audio feedback may also find a place in assistive technology training. Some 

participants mentioned using alternative medium to assist learning. Both P3 and P11 shared that 

they would paint or sketch web pages when visiting them for the first time. P7, who is an assistive 

technology instructor, said he used mock-up iPhones with raised icons when teaching students 

using the iPhone. After trying the prototype, he commented that spatial audio feedback could serve 

similar purpose but require less cost and effort.  

6.7 Implication for Design 

The study results provide some implications on how spatial audio feedback designs can improve 

as well as other issues such as feature designs and training strategies.  

First, the moving audio cues should be shorter. As reported earlier, users found the stationary audio 

cue’s duration appropriate but the moving audio cue takes too long to complete. In addition, we 

learned that one main reason why participants had problems recognizing the current moving audio 

cues, which include both horizontal change and pitch change, was the cognitive load caused by 

paying attention to two audio elements at the same time. Therefore, instead of creating the longer 

moving effect, we may consider using distinctive short single tones to indicate movements. With 

one starting location and one ending location, there are only eight movement combinations. If 

using eight intuitive short sounds to represent these movements, it could help user achieve better 

recognition and more practical to play (or repeat).     

Second, other pitch effects should be explored. Participants did agree that pitch changes were good 

metaphor for vertical position changes. However, recognizing our pitch changes created by 

modifying the tone’s frequency is challenging. We used simple tones to keep the prototype simple 

and reproducible. For real product and more mature user studies, professional sound designers 
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should be consulted to create more effective sounds. The sound should remain short and simple. It 

can incorporate some pitch variation to still communicate the implication intuitively.  

Third, the audio cues should be positioned according to the corresponding web element’s position 

on the web page, not the viewport. In this study, this difference did not play a part because the web 

page is short and the whole page is presented in the current viewport. Considering the scenarios 

shared by participants where they wanted to acquire a web element’s spatial position in order to 

give sighted people directions, if an audio cue communicates a web element’s position relative to 

the viewport, the audio cue would not be able to enable the user to describe the accurate position 

of the web element to sighted peers. Of course, this raises another issue. If a web page is very long, 

how does it affect the sound effect conveying the audio cue’s vertical position? Many web pages 

also adopt endless scrolling designs, in which the web page will automatically load more content 

when a user moves closer to the bottom of the page. Both cases pose challenges to spatial audio 

cue designs. 

Fourth, instead of mapping to the exact position of a web element on the page, some offset should 

be considered to counter small indentation used for styling purposes. Web pages typically use 

white space to group content, but the layout will not align perfectly like a table does. Working out 

the minor differences is tedious and unnecessary for the purpose of using layout to assist web 

accessibility. We were not sure whether or not automatically remove the offset was a good idea 

since users might not notice the minor differences anyway. However, during the study participants 

spent a lot time and effort to capture these small differences. It would be better to guides users 

away from doing such laborious work. For example, if two web elements’ horizontal positions on 

the web page differ by a few pixels but less than a preset threshold, their respective audio cues 

would have the same horizontal positions. When trying to picture the layout, a user would 
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recognize them as aligned in a “column.” The offset can be preset to a fixed number, or screen 

readers can analyze the page and figure out an appropriate number that would not mix legit 

grouping by whitespace with neglectable spacing.  

We have also observed that a user’s proficiency with screen readers had great impact to the user 

experience. In this study, both inexperienced users and experienced users exhibited problems 

adopting the new features: while inexperienced users are still getting used to process existing 

standard screen reader speech output and might be overwhelmed by extra audio feedback, 

experienced users have formed their own habit of using screen readers and the spatial audio 

feedback might not fit into their routines easily. Other participants also expressed that they did not 

need to know spatial information when they perform normal reading.  

One design implication in response is that screen readers should provide shortcut keys that allow 

users to quickly enable or disable the spatial audio feedback. In addition, since it is not obvious 

what level of experience with screen readers a user has, the spatial audio feedback should be 

defaulted to OFF and allow users to configure the feature to their own preferences on their own 

terms. Screen readers can also allow users to pre-configure combinations of settings that could 

assist particular tasks that a user has in mind. Once the user encounters such a task, she can easily 

switch to the suitable group settings and enjoy the rich spatial audio feedback immediately. Upon 

completion, the user can quickly switch back to the normal speech mode. 

However, if the feature is defaulted to OFF, what motivations can we provide to encourage the 

adoption? We have heard examples from participants where they experienced communication 

barriers with sighted people due to spatial terms. Participants also proposed specific scenarios 

where spatial audio feedback could be useful. Screen readers can create lightweight addon tools 
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or preset modules for specific tasks. For example, one tool could focus on using spatial audio 

feedback to guide a user learning a new web page’s layout. The screen reader can prompt the user 

when she visits a web page for the first page. Another useful tool or module could focus on 

stepwise instruction interpretation. For example, the screen reader can help parse instructions. If 

the instructions include spatial terms, the screen reader can prompt the user to turn on spatial audio 

feedback.  

Another potential feature is to enable comparison of two non-neighboring audio cues. The current 

design only provides stationary audio cues for the current and the previous web elements. During 

navigation, users only hear the movement from the current web element to the next web element. 

However, participants mentioned frequently using landmark locations as references when trying 

to understand the current position on the web page or progress, for example, the center of the page 

(derive whether or not they are on the top part or bottom part), large images. Therefore, it may be 

useful to designate a few prominent landmarks on the web page, and users can configure to hear 

the spatial audio cues relative to a specific landmark. It would be more interesting if the user can 

also set temporary landmarks. For example, a user can set a heading to be a temporary landmark. 

Then when she navigates on web elements following the heading, she could derive how these web 

elements organized in relation to the heading. An alternative design of this feature is to play audio 

cues using the current web element as a reference, i.e., taking an egocentric approach. This design 

is more similar to how human uses landmarks to navigate in physical environment. For example, 

knowing the position of a landmark building, one can derive her own position on the map 

depending on the angles and distance of the landmark building. Such features can provide future 

research opportunities to evaluate effective landmark-based navigation techniques when screen 

reader users navigate on web pages. 
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We also believe that adequate training will be critical to initial user experience. In this study, 

participants only spent less than an hour learning the new spatial audio features before performing 

various tasks. Some comments and behaviors suggest that they were still unsure about the features 

or had not reached sufficient proficiency to deal with complex tasks. In future studies, more 

training should be included and, if possible, a longitudinal study design should be adopted. When 

training a new user, screen readers should provide goal-oriented exercises situated in practical 

spatial tasks. Only after mastering all these smaller tasks will users further the training to more 

complex tasks. We also heard participants who completed tasks successfully explaining how their 

knowledges of technologies or other comparable interfaces help them understand the tasks in hand. 

A training program can include similar materials to facilitate effective learning. For example, it 

can start with reviewing spatial concepts and related operations using magazines or newspaper. 

When later learning the spatial audio features, instructors can draw connections and use analogy 

to help users understand new features.             

There are also some observations on screen reader user behaviors in general. We learned that 

screen reader users draw clues from surrounding context to help them reconstruct content 

structures or relationships. Since web pages with poor accessibilities often provide ambiguous 

information, having access to additional information is often critical.  Therefore, it might be useful 

for screen readers to convey more information to users, even if the information is not expected to 

be beneficial, such as visual information. Though blind users cannot utilize this information 

directly, they may extract implicit clues that could help them understand ambiguous information. 

Finally, the user study also raises some interesting questions. During the spatial term interpretation 

task, participants tended to utilize spatial audio feedback when dealing with horizontal spatial 

relationships and use arrow keys when dealing with vertical spatial relationships. Due to our small 



 177 

sample size and the exploratory study designs, we cannot conclude that the type of spatial concept 

has an influence to a user’s choice of navigation. However, it is an intriguing topic that should be 

examined in future studies. Participants who completed tasks successfully also often refer 

themselves as “visual person.” The connection between being able to visualize information and 

abilities to use spatial audio feedback should be investigated further. 

6.8 Summary 

In this chapter, we summarized the results from the user study of 20 blind screen reader users. The 

participants reported that dealing with spatial terms was a practical challenge that has an impact in 

their interaction with sighted people. However, with screen readers currently available in the 

market, they can do little about it. After some short trainings, participants demonstrated that they 

were able to interpret common spatial terms when spatial audio feedback was provided. In addition, 

most of them can also successfully acquired the approximate layout of a web page based on spatial 

audio feedback. In the semi-structured interviews, they shared positive feedback on the idea of 

using spatial audio to convey layout information, including the designs supported by the prototype 

and other possible applications. However, they did report that the recognition of the audio cues 

imposed cognitive workload that cannot be ignored. We also discussed the negative impact of 

spatial audio output to inexperienced screen reader users. Finally, we proposed improvements, 

new designs, and future study topics based on the study results.  
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Chapter  7 Discussion and Conclusion 

 

 

The overarching question that motivates this research is whether or not adding spatial audio 

feedback to screen readers can improve web accessibility. Web accessibility is a broad term and it 

can mean many different things. In this chapter, we take what we have learned from the work 

reported in previous chapters and discuss what impact spatial audio feedback makes in the context 

of the broader web accessibility. Then, we discuss the limitations of this study, topics, as well as 

questions that should be further investigated in future work. 

7.1 Using Spatial Audio Feedback to Assist Communication with Sighted People 

In Chapter Three, we identified one specific web accessibility problem, i.e., the communication of 

spatial terms between sighted users and screen reader users. The root of the problem is that screen 

readers convey little to no spatial layout information to their users. We hypothesized that this issue 

would be reduced if screen readers find alternative means to convey spatial concepts. This inspired 

a design that uses simple spatial audio feedback to inform users where they are on a web page and 

the direction of movement during navigation. 

One goal of the study reported in Chapter Five and Chapter Six is to evaluate whether or not 

providing spatial audio feedback did allow screen reader users to make sense of spatial terms. The 

exploratory nature of the study does not allow us to make categorical conclusions. However, we 

believe that the answer is positive based on three observations.  
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First, participants were not able to initially answer questions concerning the spatial terms. Their 

explanations confirmed that the inability to answer the questions was the result of how typical 

screen readers function. Even in a few cases where experienced users pointed out viable alternative 

strategies determining the spatial relationship among web elements, they did not consider those 

options convenient or worth the effort.  

After a quick introduction to the spatial audio features, participants quickly picked up on how to 

integrate the spatial audio feedback into their navigation strategies. Most were able to answer the 

same questions when presented with them again, though some of the participants used arrow keys 

and we were not sure how much they utilized the spatial audio feedback. For a few participants 

who still experienced difficulty answering the questions, it was often the case that they could 

recognize the spatial concepts implied by the audio cues but could not properly visualize web 

elements and utilize the additional layout information. These participants all have less experience 

with screen readers. In the later interviews, some participants explained that having to process all 

the information at once was a major challenge for them since they were still getting used to the 

standard screen reader output. It seems that more training and practice would improve their 

abilities to utilize spatial audio feedback over time. 

Second, participants were able to perceive web page layouts via spatial audio feedback. 

Recognizing a web page’s overall layout is more complex than interpreting simple spatial terms. 

Nonetheless, most participants successfully produced visual representation of their perceived web 

page layouts on the whiteboard. Even though some used arrow keys heavily and arrow keys have 

an inherent spatial nature, their models still exhibited subtle spatial details, such as indentation, 

that could only be learned from the spatial audio feedback. The keystroke data also showed that 

some participants were able to use spatial audio features strategically, such as for acquiring the 
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general idea using spatial audio feedback and using arrow keys to confirm relative spatial 

relationships.  

Third, we directly asked participants to rate the screen reader prototype without- and later with- 

the spatial audio feedback. Based on the responses, participants believed that spatial audio 

feedback enabled them to complete layout-related tasks whereas typical screen readers were 

insufficient in that regard. In addition, participants experienced with screen readers did not think 

that the additional spatial audio created cognitive challenges (though other data suggested that it 

did incur some cognitive workload). Participants with less screen reader experience provided 

similar answers. However, their responses were not as positive. 

Based on these three observations, we believe that providing spatial audio feedback is a promising 

approach to supporting screen reader users working with layout-related tasks. However, 

participants almost unanimously preferred being able to disable audio feedback when not needed. 

In general, participants did not believe that spatial audio feedback was necessary when they just 

needed to learn the web content. We identified two scenarios in which spatial audio feedback 

would be appreciated. The descriptions below could help screen reader developers understand the 

context and design suitable interactions. 

The first scenario is when screen reader users need to follow instructions with spatial terms 

embedded. This scenario is more likely when the communication is asynchronous, as otherwise 

screen reader users could easily ask for clarifications. Since typical verbal communication is 

synchronous, this scenario more likely involves written instructions. Possible examples could be 

training manuals or email responses from customer service.    
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The second scenario is when screen reader users produce instructions. This may cover a wide range 

of cases, i.e., written, verbal, asynchronous, or synchronous. For example, it could be part of a job 

and the instructions will be provided for the general audience. Since the majority of the population 

is sighted, being able to use spatial terms can make instructions more effective. A staff member 

with visual impairment can utilize spatial audio feedback to recognize spatial relationships and use 

the corresponding terms in her writing. Another possible case is when a screen reader user needs 

to report an inaccessible web page to a web master. If the web master does not have adequate 

accessibility training and has difficulty determining the problematic area, the screen reader user 

can learn the approximate position of the inaccessible web element and guide the web master to it.  

7.2 Using Spatial Audio Feedback to Manage Inaccessible Web Pages 

Another goal of the study is to gather more general feedback from screen reader users on how they 

think the spatial audio could be useful. We heard comments on four cases in which being able to 

perceive layouts via spatial audio feedback would positively impact user experience.  

The first case is to use the additional layout information to help understand web pages with poor 

accessibility. When web elements on a web page are not properly positioned, screen readers would 

in turn read them in disarray. The obvious mismatch among web elements will throw the users 

into a state of confusion. To recognize and correct the problem, users have to search for clues 

elsewhere. For example, users might notice patterns among the disorganized information and then 

they can reorganize the information in the intended order. The strategy’s success is, however, case 

by case since the same kind of clues do not always present. Furthermore, it may be challenging to 

use this method as it incurs additional cognitive and memory demand.  
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With spatial audio feedback, users could acquire some sense of the web page’s layout. The spatial 

information could be invaluable when dealing with incorrectly ordered web elements. Visual clues, 

such as white space and grouping, play important roles when sighted people process information 

visually. If the web page is usable by sighted people but not via screen readers, it is likely that its 

layout includes information implicitly clarifying the structure.  Navigating web elements with the 

spatial audio feedback could help users notice patterns in the information’s organization. For more 

advanced users, they could also compare the audio cues to recognize grouping information, e.g., 

some steps are bigger than others, which implies within-group spacing and between-group spacing. 

Since layout information is always present, over time screen reader users could even build more 

sophisticated skills for decoding layout information. 

The second case is enabling a user to take into consideration a web element’s position on the page 

when assessing the web element’s role on the web page. Knowing that the web element is at the 

beginning or at the end of the page has different implications. If the web element is located at a 

more prominent position on the web page, it may also suggest the web element’s influential role 

in the interaction. In contrast, if the web element is among the list of items on the left menu or in 

the footer, its role would be less central to the web page. 

The third case is to help recover from the aftermath of an accessibility incident. Today’s web pages 

are still full of inaccessible web elements. They can confuse screen readers and displace the reading 

focus to unexpected locations. In turn, users often have trouble figuring out what has happened 

and where they are now. A coping strategy is to reload the page, which would set the focus back 

to the beginning of the web page, then retrace back to the previous location on the web page. 

However, remembering the sequence of steps taken the last time can be challenging since short-

term memory has limited capacity.  
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Spatial audio feedback can play a role in this process by providing additional clues for users to 

remember problematic area and web elements. The user can maintain an impression of where she 

is on the web page during navigation. After an accessibility incident, she can use the spatial 

memory as well as other existing clues to navigate back to the general area. For frequently used 

web pages, the user can also memorize the inaccessible web element’s location on the web page 

so that she can avoid it when visiting again in the future. In this scenario, spatial audio feedback 

does not enable actions that users could not perform previously, i.e., users can still recall the 

previous location by memorizing the neighboring web element’s content. However, spatial audio 

feedback is an additional clue that users may pick up.  

The fourth case concerns the general positive feeling of gaining access to information that has been 

off limit to screen reader users previously. Layout information is readily available to sighted users, 

but elusive, at the best, for screen reader users. Screen reader developers have designed effective 

interactions to allow browsing web pages without learning layout information. However, one side 

effect of this mechanism is the unequal access to information between sighted and blind users. 

Having a way to perceive the web page layout provides the opportunity to bridge the divide. In 

some cases, it helps resolve tangible problems, such as the communication barrier discussed in the 

previous section; in other cases, it simply gives screen reader users the comfort of knowing they 

can find out what sighted people are referring to if necessary. 

7.3 Using Spatial Audio Feedback to Promote Learning 

We have also seen the potential for employing spatial audio feedback in blind users’ learning. In 

Mobility and Orientation training, one technique for familiarizing a blind trainee with a physical 

environment, such as a building, is to present her with a physical model of it. By playing with the 
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model, the blind trainee can learn the spatial structure and available paths. Essentially, this helps 

the blind trainee build a mental model of the physical environment that could be revisited when 

actual navigation occurs.   

A similar process happens when a blind user learns a new web page or interface. The user has to 

get a sense of what is on the web page or interface before she can perform tasks. Our participant’s 

story of using a tactile iPhone model to help students learn how to use iPhone is a good example. 

In addition, new interfaces may adopt innovative designs that are drastically different from the old 

ones. It can be confusing if the blind user holds assumptions based on old interfaces. Certain 

operations might not make sense if the user does not know how the interface is organized.  

The study reported in Chapter Six showed that providing simple spatial audio feedback during 

navigation allows screen reader users to perceive web page layouts. Therefore, it is possible for 

blind users to learn the layout of a 2D interface or map with web-based virtual models using spatial 

audio feedback-enabled screen readers. Compared to creating physical models, creating web-based 

models is less expensive and takes less effort. It only requires some basic HTML web development 

skills or being able to use visual coding tools. Accessibility professionals can create web-based 

models quickly when planning for assistive technology trainings or Mobility and Orientation 

trainings. Furthermore, the web-based model can be easily replicated and reused. An evolving 

model can be used to suit the learning goals throughout the training. Each student can even receive 

a customized model based on her learning pace, without incurring much more cost than using the 

same model.  

The same idea can also apply to home appliance manuals. More and more appliances use flat, 

touchscreen control panels nowadays. Without any non-visual identifiable features on the buttons, 
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it makes it difficult for blind people to learn how to use them. A common practice is to ask sighted 

family members or friends to learn all the functionalities. Then, blind users can place tactile dots 

with different shapes and sizes on the buttons to help them recognize the associated functionalities. 

Getting help from others can be troublesome, as it always requires scheduling, not to mention that 

some interfaces can be complicated and the sighted helpers have to learn themselves first. 

Manufacturers can improve this process by providing accessible web-based models and manuals 

to support blind user self-learning. When learning to use the appliance, a blind user can locate the 

web-based model of the control panel and navigate the virtual interface one button at a time. She 

can discover how all the buttons are laid out on the control panel based on spatial audio feedback. 

Each button should be annotated with its functionalities so that the screen reader can also announce 

the information during the exploration. Manufacturers could even create step-by-step, interactive 

web-based lessons to guide learning. For manufacturers who try to improve their products’ 

accessibilities, they can even track the user’s interaction data with web-based models to gain 

insights on problematic designs. 

7.4 Limitations 

The most relevant findings of this research come from the final study. Therefore, the final study’s 

limitation also overshadows the entire project. The main limitation of the final study is rooted in 

its exploratory nature. We have reported signs of the positive impact of adding spatial audio 

feedback to screen readers. However, our main contribution is the identification of various 

opportunities for accessibility improvements utilizing spatial audio feedback. Whether or not these 

designs could indeed improve blind users’ experience of completing the respective tasks remains 

to be evaluated with studies designed for particular purposes.  
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Another limitation concerns how the spatial audio is delivered. Our studies used stereo headphones 

to deliver spatial audio cues. This is common in the study of spatial audio interfaces. It also aligns 

with how blind users use screen readers in public settings. However, perceiving audio via 

headphones is different from perceiving audio via speakers. Therefore, our findings cannot be 

extended to scenarios where blind users use screen readers with speakers.  

Finally, the prototype used in the final study features arrow key-based navigations. This was 

designed with the intention of seeing if participants could utilize the layout information learned 

through spatial audio cues and derive more effective directional navigation strategies. During the 

study, we indeed observed participants using a combination of arrow keys and spatial audio cues 

to assess the web page layout. The two features appear to have a relationship where one indicates 

to the user the planned movement and the other confirms to the user what movement has happened. 

However, since either feature could serve to inform or confirm the layout, the specific role of 

spatial audio feedback is obscured.    

7.5 Future Work 

This research helped us gain a better understanding of how spatial audio feedback could be used 

by screen reader users. The topics listed below are areas that we believe future studies should 

explore or address: 

• Collaboration tools between sighted and blind users: we have seen that spatial audio 

feedback is more useful when spatial terms are concerned, which is common when 

communicating with sighted people. Therefore, tools can be designed specifically to 

mediate the interaction between sighted and blind users.  
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• Revised spatial audio cues: we used synthesized tones that include both horizontal position 

changes and pitch changes in this study. We have learned that users had problems 

perceiving both at the same time. In future work, we should explore and evaluate using 

distinct complex sound clips. The sound can still incorporate pitch variation to take 

advantage of the “height-pitch” metaphor. However, the top priority of the sound design 

should be incorporating clear characteristics to enable easy recognition. 

• Longitudinal studies of using spatial audio features: one challenge of our user study was to 

train participants using the prototype in a short period of time. Though the features are 

straightforward to learn, it is difficult to see how the new features can be organically 

integrated into user interaction with screen readers. Our prototype does not provide all 

screen reader features. Therefore, it is not suitable for longitudinal studies. However, given 

the positive feedback we have received, the next study can invest more resources in 

developing the spatial audio features in a fully functional screen reader and conducting 

longitudinal study to evaluate usage in more realistic settings.    

7.6 Summary 

In this chapter, we bring the conversation back to the original question: can spatial audio help 

improve web accessibility for blind web users? We drew answers from the studies reported in 

this dissertation and considered them in the broader context of web accessibility. We believe that 

spatial audio can bring positive impact to screen reader users’ experiences. Specifically, spatial 

audio can help users make sense of spatial terms and perceive overall web page layout. 

Additionally, spatial audio can also enable web-based auditory modeling tools to assist blind 

users’ learning of new interfaces.  
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