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ABSTRACT OF THE THESIS 

 

MIMO Process control for Compressor Systems with Recycled Flow 

 

 

by 

 

Varun Ramadurai 

 

Master of Science in Engineering Sciences (Mechanical Engineering) 

University of California San Diego, 2024 

Professor Robert Bitmead, Chair  

 

A common loop from gas processing is studied from a modeling and control 

perspective with an emphasis on the simplicity and control-orientation of the model 

components which comprise the model: pipes, branches, compressor, valves, tanks 

etc. The process is to take recent component model classes and to lift them to be more 

realistic and representative of a practical compressor operational area, notably taking into 

account compressor operation curves. The control objective is to improve transient response 

of the overall system by developing two-input controllers to manage fluctuations in either 

compressor suction pressure or discharge pressure in response to supply and delivery changes. 
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The control mechanism is the use of a recycle loop capable of transporting gas from the 

discharge side to the suction side – this is the faster manipulated variable – together with the 

slower dynamics of the compressor speed, which regulates overall flow. The return of the 

recycle valve to closed during steady-state operation is included into the design. 
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Chapter 1 Introduction 
 

The control of gas processing facilities can be broadly split into 2 aspects: process control 

for operational accuracy and efficiency, and the control for safety systems that ensure the starting 

and stopping of operations and fast or emergency shutdowns. PID controllers have long been 

used for process control in the gas processing industry, with the integral action indicating the 

need to reject step disturbances. This classical control approach limits one to only SISO systems, 

requiring multiple controllers in a loop or in concentric feedback loops to stabilize more than one 

output variable. The manual tuning of PID gains by operators is costly and required as soon as 

there is a change in the plant: modifications of facility components, change of nominal operating 

conditions, wear of tools, etc. Further, single channel controllers assume uncoupled dynamics: 

each control input only affects one specific signal output which is not the case in practice. 

The goal of this work is to explore modern control techniques (for their MIMO design 

capabilities) to replace the SISO Proportional-Integral controllers currently used. Improving the 

responsiveness and robustness (resilience to transient upset conditions) of the controllers would 

be seen as an advantage by customers that use these compressor systems for gas processing.  

Kurz et al. [1] describe the interaction between a centrifugal compressor and the process, 

and as a result, the control requirements for centrifugal compressor packages with the focus on 

upstream and midstream applications. This work serves as the foundation to study the impact of 

the process behavior, and how the process dynamics impact the operation of the compressor and 

vice versa is analyzed, categorized, and explained. However, the scope of this thesis is limited to 

only the midstream, where the operations at compression stations along a pipeline are generally 

predictable, and the downstream, where compression equipment is used in industrial facilities to 
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provide regulated air and fuel gas supply to other equipment in the manufacturing process, 

sectors. 

Brüggemann et al. in [2] and [3] provide the framework for the control-oriented 

modelling needed to develop the plant model. “Control-oriented” puts the focus of modelling on 

the eventual model-based feedback control reflecting the plant operational objectives, the 

presence and capabilities of selected actuators and sensors, and the possible reconfiguration of 

operations. Linear state space models are developed in [2] that describe the dynamics of pipe 

flows based on sets of nonlinear partial differential equations from fluid mechanics and 

thermodynamics together with constraints associated with their interconnection, and were 

validated against plant data, including the assessment of model errors. 

Linearized facility-scale models were generated in [3] to describe pressures, mass flows 

and temperatures based on constituent equations from fluid dynamics and thermodynamics, 

coupled partial differential equations (PDEs) plus algebraic equations, to study a closed loop gas 

flow regulation problem. 

The work done in this thesis is an extension of the foundation built in [2] and [3]. 

 

Contributions 
 

Following [2], [3] and [4] which deals with developing compartmentalized component-

level models for gas processing facility elements, we commence by extending this work to 

reflect more practically relevant and applicable approaches for valve and compressor 

components. The authors of [2], [3] and [4] propose simplified models for valves and 

compressors, which are useful in situations where the flow or compression remain constant, but 
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are not useful where the flow or compressor speed have to be modulated. New models for valves 

and compressors are developed while preserving linearity. This is particularly important in 

models incorporating industrial compressor operation curves, which add complexity to the 

models, and recycle flow valve behavior in terms of flow, which reduces complexity.  

With guidance from engineers at Solar Turbines this work results in the modeling of a 

realistic system, analyzed from applications which involves the control of a compressor with a 

recycle flow valve in a loop designed to regulate pressures, which are the primary sensed 

variables. These systems operate in three nominal areas: upstream, midstream and downstream 

characterized by the nature of disturbances acting on the system. The controllability of the 

models were also analyzed and the models were found to require amendment and augmentation 

to reflect more faithfully the operating environment. The incorporation of novel model elements 

that better describe the dynamics of gas flows outside the domain of importance brought the 

system into better harmony with reality in operation. 

 

Finally, control designs using LQG and were explored for the regulation of compressor 

suction and discharge pressures using compressor speed and valve flow. This suggests the utility 

of the control-oriented modeling approach in designing MIMO controllers. 

 

 

Thesis outline 
 

Chapter 2 reintroduces the control-oriented models of gas pipelines developed in [2] and 

their derivation from the basic equations of thermodynamics and fluid dynamics. This chapter 

works through the linearization and discretization involved in developing state space models as 

well as the algebraic constraints and interconnection rules required to develop composite models. 
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Chapter 3 deals with characterizing the problem, which includes the modelling of 

individual process components and their interconnected to form a networked system. New 

models are developed for a control valve and compressor for application where the flow rate or 

the compressor speed needs to be modulated. As part of the model validation, simulations are run 

to observe the step responses of the interconnected system to the control inputs. The 

interconnected model is found to lack a description of the flow dynamics upstream of the 

compression process and this leads to the development of a source model. Keeping in mind the 

eventual model-based feedback control design, anti-aliasing filters are fitted to the plant model -

to move from continuous time to a sampled system - before performing model reduction to lower 

the order. 

In Chapter 4 this reduced order model is used to develop LQG controllers to regulate the 

suction and discharge pressures individually. This first pass showed that the controllers did not 

check for the direction of flow through the valve and also kept the plant in a state of partial 

recycle to reject disturbances. Improvements were made to the controllers to fix these issues and 

it is shown how the design parameters can be adjusted to modify the controller for use in 

different operating conditions. 
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Chapter 2 Control Oriented modelling 
 

 

This chapter summarizes the work done in [2] and [3] in considering the problem of 

control-oriented modelling for process control.  

Pipe dynamics were formulated with the following assumptions: 

i. The cross-sectional area of each pipe segment is constant. 

ii. Average velocities across the cross section suffice for the computation of the mass flow.  

iii. There is no slip at the wall, i.e., the gas velocity at the inner pipe wall is zero. 

iv. Friction along the pipe can be approximated by the Darcy-Weisbach equation. 

v. The compressibility factor is constant along the pipe. 

vi. Capillary, magnetic, and electrical forces on the fluid are negligible. 

Table 2.1 Definition of variables with units. 

 

Symbol Variable Units 

A Pipe area m 

cv Specific heat J/kgK 

D Pipe diameter m 

g Gravitational acceleration m/s2 

h Pipe elevation m 

L Pipe length m 

𝑝̅ Nominal Pressure point Pa 

𝑝 Pressure Pa 

𝑞 Nominal mass flow point kg/s 

𝑞 Mass flow kg/s 

𝓆 Rate of heat flow per unit area W/m2 

𝑅𝑠 Specific gas constant m2/s2K 

T Temperature deviation from nominal point K 

𝑇0 Nominal temperature K 

𝑣 Velocity m/s 

𝑧0 Constant compressibility factor - 

𝜆 Friction Factor - 

𝜌 Density kg/m3 
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Under these assumptions, the constituent relations — Continuity, Momentum, Energy, 

Ideal Gas Equation, respectively — that serve as a basis for the models are: 

𝜕𝜌

𝜕𝑡
= −

𝜕 (𝜌𝑣)

𝜕𝑥
                                                                                                                   (1a) 

𝜕(𝜌𝜈)

𝜕𝑡
 +  

𝜕(𝜌𝜈2+𝑝)

𝜕𝑥
= −

𝜆

2𝐷
𝜌𝜈|𝜈| − 𝑔𝜌

𝑑ℎ

𝑑𝑥
                                                                         (1b) 

𝓆𝜌 = 
𝜕

𝜕𝑥
 [𝜌𝜈 (𝑐𝑣𝑇 + 

𝜈2

2
+ 𝑔ℎ +

𝑝

𝜌
)] +  

𝜕

𝜕𝑡
[𝜌 (𝑐𝑣𝑇 + 

𝜈2

2
+ 𝑔ℎ)]                                   (1c) 

𝑝 =  𝜌𝑅𝑠𝑇𝑧0                                                                                                                    (1d) 

 

2.1. Isothermal 2D model 

If the assumption is also made that the temperature is constant in the length of the 

pipe i.e. 𝑇(𝑥, 𝑡) = 𝑇0 for all 𝑥 = [0, 𝐿] and 𝑡 > 0 , the Continuity, Momentum, and Ideal 

Gas Equations in (1) suffice to obtain : 

𝜕𝜌

𝜕𝑡
=  −

𝑅𝑠𝑇𝑧0

𝐴
 
𝜕 𝑞

𝜕𝑥
                                                                                                          (2a) 

𝜕𝑞

𝜕𝑡
= −𝐴

𝜕𝑝

𝜕𝑥
−

𝜆𝑅𝑠𝑇𝑧0

2𝐷𝐴

𝑞|𝑞|

𝑝
−

𝐴𝑔

𝑅𝑠𝑇𝑧0

𝑑ℎ

𝑑𝑥
𝑝                                                                    (2b) 

 

Spatial discretization of (2) using simple differences results in : 

𝑝𝑟̇ =  −
𝑅𝑠𝑇𝑧0

𝐴𝐿
(𝑞𝑟 − 𝑞𝑙)                                                                                             (3a) 

𝑞𝑙̇ = −
𝐴

𝐿
(𝑝𝑟 − 𝑝𝑙) −

𝜆𝑅𝑠𝑇𝑧0

2𝐷𝐴

𝑞𝑙|𝑞𝑙|

𝑝𝑙
−

𝐴𝑔

𝑅𝑠𝑇𝑧0

ℎ

𝐿
𝑝𝑙                                                      (3b) 

 

with the following boundary conditions, which are assumed to be known: 

𝑝𝑙 = 𝑝(0,𝑡),                              𝑞𝑙 = 𝑞(0,𝑡) 
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𝑝𝑟 = 𝑝(𝐿, 𝑡),                              𝑞𝑟 = 𝑞(𝐿, 𝑡), 

Subscripts .𝑙 and .𝑟 connote variables at left (entry) and right (exit) sides of the 

pipe. Input variables are identified with the pipe PDE boundary conditions, pl, qr and the 

state variables with the ODE solution, 𝑝𝑟, 𝑞𝑙. 

Rearranging (3) into a state space representation we get, 

𝑥̇𝑡 = [
0 −𝛼
𝛽 𝛾

] 𝑥𝑡 + [
0 𝛼
𝜅 0

]𝑢𝑡,                 𝑦𝑡 = 𝑥𝑡                                              (4) 

with 

𝛼 = −
𝑅𝑠𝑇0𝑧0

𝐴𝐿
 ,   𝛽 = −

𝐴

𝐿
 ,  

κ =
𝐴

𝐿
+

𝜆𝑅𝑠𝑇0𝑧0

2𝐷𝐴
 
𝑞𝑠𝑠|𝑞𝑠𝑠|

𝑝𝑙,𝑠𝑠
2 − 

𝐴𝑔ℎ

𝑅𝑠𝑇0𝑧0𝐿
 ,  

γ = −
𝜆𝑅𝑠𝑇0𝑧0

𝐷𝐴
 
|𝑞𝑠𝑠|

𝑝𝑙,𝑠𝑠
 ,  

where the states and inputs are 

𝑥 = [𝑝𝑟𝑞𝑙]
⊤, 𝑢 = [𝑝𝑙   𝑞𝑟]

⊤ 

 

2.2. Interconnection rules 

To connect different pipe systems together or with other gas processing 

equipment, [2] lays forth the following interconnection rules: 

First, we define a p-port and a q-port. 

p-port of a component possesses two signals: an input pressure signal pl and an       

output flow signal ql.  

q-port of a component possesses two signals: an input flow signal qr and an output 

pressure signal pr. 
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I. Connections are permitted only between:  

1. A p-port and a q-port, or  

2. A p-port and an external pressure source/input signal plus an external 

flow sink/output signal, or  

3. A q-port and an external flow source/input signal plus an external 

pressure sink/output signal.  

II. Pressure input signals must connect to pressure output signals, and flow 

input signals must connect to flow output signals.  

III. Connection of one variable of a port requires connection of the other.  

IV. All ports must be connected, and algebraic loops avoided. 

 

Using these rules, composite structures can now be easily defined. 

 

 

2.3. Composite models 

 

Figure 2.1 Composite pipe structures 
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2.3.1 Joint  

Consider the joint shown in Figure 2.1a. The interconnection rules 

dictate the following algebraic constraints. 

𝑝0,𝑟 = 𝑝1,𝑙 = 𝑝2,𝑙                                                                                          (5a) 

𝑞𝑜,𝑟 = 𝑞1,𝑙 + 𝑞2,𝑙                                                                                          (5b) 

The joint model will have six states (2 for each pipe) which are: 

[𝑝0,𝑟   𝑝1,𝑟   𝑝2,𝑟   𝑞0,𝑙   𝑞1,𝑙  𝑞2,𝑙]
⊤ 

But either p1,r or p2,r can be omitted due to constraint (4a) reducing the 

number of states to 5. 

We define, 

 δ = 
α1

α1+𝛼2
   

as the nominal proportion of flow for each feeding pipe.  

Arbitrarily choosing to omit p2,r, the six-state constrained system can 

be described as an unconstrained 5 state system:  

 

𝑥̇ = 𝐴𝑗𝑥 + 𝐵𝑗𝑢,             𝑦 = 𝐶𝑗𝑥 + 𝐷𝑗𝑢                                                            (6) 

 

where  

𝐴𝑗 = 

[
 
 
 
 0
0
𝛽0

0
0

    

0
0
ҡ0

𝛽1

𝛽2

   

−𝛼0

𝛼(1 − 𝛿)
𝛾0

0
0

   

0
−𝛼(1 − 𝛿)

0
𝛾1

0

   

0
0
0
0
𝛾2]
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𝐵𝑗 = 

[
 
 
 
 
0
0
0
ҡ1

0

  

0
0
0
0
ҡ2

  

𝛼0

0
0
0
0 ]

 
 
 
 

 

𝐶𝑗 = [
1
0
0
  
0
0
0
  
0
0
0
  
0
1
0
  
0
0
1
] 

𝐷𝑗 = 𝟎𝟑𝑿𝟑 

The state, input and output vectors are now, 

𝑥 = [𝑝0,𝑟   𝑝1,𝑟   𝑞0,𝑙   𝑞1,𝑙   𝑞2,𝑙]
⊤ 

𝑢 = [𝑝1,𝑙   𝑝2,𝑙   𝑞0,𝑟  ]
⊤ 

𝑦 = [𝑝0,𝑟   𝑞1,𝑙   𝑞2,𝑙  ]
⊤ 

 

2.3.2 Branch 

Consider the branch shown in Figure 2.1b. The following algebraic 

constraints  arise from the interconnection rules. 

𝑝1,𝑟 =  𝑝2,𝑟 = 𝑝0,𝑙                                                                                               (7a) 

𝑞𝑜,𝑙 = 𝑞1,𝑟 + 𝑞2,𝑟                                                                                               (7b) 

The pressure constraint (5a) relates the state variable, p0,r, to input signals 

of the single pipe model of the branching pipes, p1,l and p2,l hence the dimension 

of the composite model does not reduce and the need for an additional parameter 

like 𝛿 is absent. The composite model retains all six states which are: 

𝑥 = [𝑝0,𝑟   𝑝1,𝑟   𝑝2,𝑟   𝑞0,𝑙   𝑞1,𝑙  𝑞2,𝑙]
⊤ 

and can be described by the following linear system: 

𝑥̇ = 𝐴𝑏𝑥 + 𝐵𝑏𝑢,            𝑦 = 𝐶𝑏𝑥 + 𝐷𝑏𝑢                                                               (8) 
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 where  

𝐴𝑏 = 

[
 
 
 
 
 
0
0
0
𝛽0
𝜅1

𝜅2

     

0
0
0
0
𝛽1

0

    

0
0
0
0
0
𝛽2

  

−𝛼0

0
0
𝛾0

0
0

   

𝛼0

−𝛼1

0
0
𝛾1

0

    

𝛼0

0
−𝛼2

0
0
𝛾2 ]

 
 
 
 
 

 

𝐵𝑏 =

[
 
 
 
 
 
0
0
0
𝜅0

0
0

  

0
𝛼1

0
0
0
0

  

0
0
𝛼2

0
0
0 ]

 
 
 
 
 

 

𝐶𝑏 = [
0
0
0
  
1
0
0
  
0
1
0
  
0
0
1
  
0
0
0
  
0
0
0
] 

𝐷𝑏 = 𝟎𝟑𝑿𝟑 

The input and output vectors are: 

𝑢 = [𝑝0,𝑙   𝑞1,𝑟   𝑞2,𝑟  ]
⊤ 

𝑦 = [𝑝1𝑟   𝑝2,𝑙   𝑞0,𝑙  ]
⊤ 
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Chapter 3 Problem development 

 

The process flow diagram below in Figure 1.2 is a typical arrangement for a gas 

compression application. The driver is a gas turbine engine or electric motor (EMD) that 

drives a centrifugal gas compressor (CP-100). Process gas enters through the suction valve 

(SV-100) and into the compressor. The gas is heated as a result of the compression process 

and typically goes into an air-gas heat exchanger (C-100). The process gas exits the system 

through a check valve and a discharge valve (DV-100).  

 

 

Figure 3.1 Example Process Flow Diagram 

 

The power delivered to the compressor is regulated to control the compressor speed and 

therefore the compressor flow and system pressures. In some cases, it is necessary to recycle an 

amount of process gas from compressor discharge to suction through ASV-100, which is a valve 

that can be regulated by the control system. This allows extended periods of recycle while 

keeping the process gas temperature below its upper limit (shutdown setpoint). The vent valve 

(HPV-100) is used to vent process gas to bring the piping and compressor to or near ambient 

pressure when not in operation. To stop the system, the driver power is shut off and the driver 

Driver CP-100

M

ASV

100

HPV

100

SV

100

LV

100

DV

100

C-100
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and compressor coast to a near stop before the vent valve is opened. The loading valve (LV-100) 

is used to purge oxygen and pressurize the system when starting from a ventilated state. It is 

usually a 1” to 3” valve that allows high pressure gas into the system at a gradual rate.  

 

Compared to Figure 3.1, the process flow diagram is simplified in Figure 3.2 and is the 

basis for the control oriented modelling. The simplified version only includes six pipes, the ASV, 

the compressor and the EMD. The heat exchanger, the suction and discharge valves, and the low 

& high pressure valves were not included as they are not critical to understanding the process 

dynamics. The pipe system (P1, P2, P3), pipe system (P4, P6, P6), the valve, and the compressor 

(with the EMD) are each modelled separately and connected together. 

 

Figure 3.2 Simplified process flow diagram for model construction. Compressor speed command signal 
and valve flow command (yellow circles); and outputs, suction pressure and discharge pressure (blue 

circles). 

 

3.1. Compressor and EMD models 
 

The EMD is modelled as a first-order lag having the following transfer function: 

𝜏

𝑠 + 𝜏
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with the input being the desired compressor speed 𝑤𝜏 and the output being the 

delayed command to the compressor 𝑤. A time constant of 𝜏 = 2 is representative, resulting 

in the following model: 

𝑤𝜏 =
2

𝑠 + 2
 𝑤                                                                                                                (9) 

The transfer function model in (9) can be expressed in the following state space form: 

 𝑥̇ = 𝐴𝑚𝑥 + 𝐵𝑚𝑢,     𝑦 = 𝐶𝑚𝑥 + 𝐷𝑚𝑢                                                               (10) 

with 𝐴𝑚 = −2,  𝐵𝑚 = 1,  𝐶𝑚 = 2,  𝐷𝑚 = 0.       

 

 

Figure 3.3 Compressor + EMD system 

                                                                

Brüggemann et al. [3] proposes two models for a compressor. The first uses a static 

gain (greater than 1) on pressure and a unity gain on mass flow,  

𝑥 = [𝑘_𝑐 0
0 1

]𝑢                                                                                                         (11) 

where 𝑘𝑐 > 1 and, 

𝑥 = [𝑝𝑐,𝑟 ,   𝑞𝑐,𝑙]
⊤
,    𝑢 = [𝑝𝑐,𝑙 ,   𝑞𝑐,𝑟]

⊤
 

 

and the second uses a static compressor map:  

𝑝𝑐,𝑟 = 𝜙(𝑤,  𝑝𝑐,𝑙 ,   𝑞𝑐,𝑟)                                                                                             (12) 

that describes the discharge pressure as a function of suction pressure, compressor 

speed and mass flow rate through the compressor, connected to a duct and a plenum. Since 
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the first model (11) does not use compressor speed as an input, a version of the second model 

(12) that only uses the static map (without the added duct and plenum for simplicity) is used 

to model the compressor. 

This static map is derived by linearization of the compressor’s performance curves 

(provided by Solar Turbines). 

The following assumptions are made: 

i. Compression is isentropic. 

ii. Friction in the compressor is negligible. 

 

 

Figure 3.4 Compressor performance curves. 
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The compressor performance chart in Figure 3.2 is linearized about the point at 1 

million standard cubic feet per day (MMSCFD) per unit of suction pressure (1 MMSCFD = 

0.25 kg/s) and 10000 rpm to produce the following linear equation: 

𝑝𝑐,𝑟 =  1,57𝑝𝑐,𝑙 +  890.02𝑤𝜏  − 1.7237 ∗ 105𝑞𝑐,𝑟                                          (13) 

Where 𝑝𝑐 ,𝑟  is the pressure at the right end of the compressor (discharge pressure), 𝑝𝑐,𝑙 

is the pressure at the left end of the compressor (suction pressure), 𝑞𝑐,𝑟 is the flow rate at the 

right end of the compressor and 𝑤 is the delayed compressor speed from the EMD. 

 

Since flow through the compressor is conserved,  

𝑞𝑐,𝑙 = 𝑞𝑐,𝑟                                                                                                                 (14) 

(13) and (14) can be combined and the compressor can modeled in a state space 

representation where the states, inputs and outputs are: 

𝑥 = [𝑝𝑐,𝑟   𝑞𝑐,𝑙]
⊤
 , 𝑢 = [𝑤  𝑝𝑐,𝑙   𝑞𝑐,𝑟]

⊤
, 𝑦 = [𝑝𝑐,𝑟   𝑞𝑐,𝑙]

⊤
 

with the relationship be defined as, 

𝑥̇ = 𝐴𝑐𝑥 + 𝐵𝑐𝑢,      𝑦 = 𝐶𝑐𝑥 + 𝐷𝑐𝑢                                                                        (15) 

where, 

𝐴𝑐 = 0, 𝐵𝑐 = 0, 𝐶𝑐 = 0, 𝐷𝑐 = [890.02
0

  1.57
0

  −1.7237𝑒5

1
]  

 

3.2. Valve model 

Brüggemann et al. [3] also proposes two models for a control valve. Similar to the 

compressor, the first model uses a static gain (less than or equal to 1) on the pressure and a 

unity gain on the mass flow, 

𝑥 = [
𝑘𝑣 0
0 1

] 𝑢                                                                                                          (16) 
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where 𝑘𝑣 < 1 and, 

𝑥 = [𝑝𝑣,𝑟 ,   𝑞𝑣,𝑙]
⊤
,    𝑢 = [𝑝𝑣,𝑙 ,   𝑞𝑣,𝑟]

⊤
 

 And the second is a dynamic model based on the static relationship used for orifices 

combined with a first order low pass filter to approximate the dynamics between command 

and actuation.  

𝑥̇ = [−1/𝜏]𝑥 + [𝐾/𝜏  0  0]𝑢                                                                                   (17a) 

𝑦 = [𝑔0(𝐴0, 𝑝̅𝑙 ,𝑝𝑟̅ )/𝐴0]𝑥 + [0  𝜁0(𝐴0,𝑝̅𝑙 ,𝑝𝑟̅)  𝜉0(𝐴0,𝑝̅𝑙 , 𝑝𝑟̅)]𝑢                              (17b) 

where, 

𝑥 = [𝐴0],   𝑦 = [𝑞𝑣],    𝑢 = [𝑢𝑣  𝑝𝑣,𝑙   𝑝𝑣,𝑟] 

and 

𝑔0(𝐴0, 𝑝̅𝑙 , 𝑝𝑟̅) = 𝑞0 = 𝐶𝑝0,𝑙𝐴0√
2

𝑅𝑠𝑇𝑧0

𝜇

𝜇−1
[(

𝑝0,𝑟

𝑝0,𝑙

)

2
𝜇⁄

− (
𝑝0,𝑟

𝑝0,𝑙

)

𝜇+1
𝜇⁄

]                      (18) 

𝜉0(𝐴0, 𝑝̅𝑙 , 𝑝𝑟̅) =
𝜕𝑔0(𝐴0 ,𝑝̅𝑙,𝑝̅𝑟)

𝜕𝑝𝑟
                                                                                    (19a) 

𝜁0(𝐴0, 𝑝̅𝑙 ,𝑝𝑟̅) =
𝜕𝑔0(𝐴0 ,𝑝̅𝑙,𝑝̅𝑟)

𝜕𝑝𝑙
                                                                                    (19b) 

𝐴0 = 𝐾
𝜏

𝜏𝑠+1
𝑢𝑣                                                                                                          (20) 

 

𝑔0 is the orifice equation from (18), τ and K the time constant and gain from transfer 

function (20) between the control command and actual actuation, 𝑞𝑣the mass flow through 

the valve, 𝑢𝑣 ∈ (0, 1) the control input, 𝐴0 the cross-sectional area of the valve, and ξo and ζo 

the linearization terms from (19a) and (19b) 

The first model (16) is useful in situations where the valve is to be modelled at a fixed 

opening but does not allow for modulation of the flow rate through the valve making it 
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unsuitable in cases (like ours) where the flow rate through the valve is to be an input. The 

second model (17) is a linear approximation of a nonlinear relationship making it 

complicated to model and prone to errors at operating points away from the point of 

linearization. 

Thus, a new model is developed that allows the flow rate through the valve to be 

directly controlled instead of setting a valve opening or pressure gain. 

Let the sates, inputs and outputs be,  

𝑥 = [𝑞𝑣,𝑙   𝑞𝑣,𝑟]
⊤
 , 𝑢 = [𝑞𝑢], 𝑦 = [𝑞𝑣,𝑙   𝑞𝑣,𝑟]

⊤
 

where 𝑞𝑣,𝑙 and 𝑞𝑣,𝑟 are the mass flows at the left and right ends of the valve respectively and 

𝑞𝑢 is the commanded flow through the valve, and the relationship be defined as, 

𝑥̇ = 𝐴𝑣𝑥 + 𝐵𝑣𝑢, 𝑦 = 𝐶𝑣𝑥 + 𝐷𝑣𝑢                                                                              (21) 

where, 

𝐴𝑣 = 0, 𝐵𝑣 = 0, 𝐶𝑣 = 0, 𝐷𝑣 = [
−1 
 1 

]  

This reimagining of the model removes the need to consider the physical nonlinearity 

of the valve, keeping the model linear without any approximation errors due to linearization. 

In terms of the process, the valve is simply an input signal that removes and adds flow from 

its inlet and discharge sides respectively. Conservation of mass is immediate. 

 

3.3. Pipe Systems 

From figure 3.1 it can be seen that the mass flows from pipes 1 and 2 join into 

pipe 3. If this system is modelled as a joint (5) the inputs and outputs would be  

𝑢 = [𝑝1,𝑙   𝑝2,𝑙   𝑞0,𝑟  ]
⊤ 

𝑦 = [𝑝0,𝑟   𝑞1,𝑙   𝑞2,𝑙  ]
⊤ 
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Since the left end of pipe 2 is described by a q-port (because of the signals p2,l and 

q2,l) and the outputs of the valve model (𝑞𝑣,𝑙  𝑎𝑛𝑑  𝑞𝑣,𝑟) are also q-ports, the valve cannot 

be connected to the left end of pipe 2 because connections are only permitted between p-

ports and q-ports.  

  

(a)                                                              (b) 

Figure 3.5 (a) Valve and pipe 2 connection if modelled as a joint. (b) Valve and pipe 2 connection if 
modeled as a branch 

 

Hence, the system of pipes P1, P2 & P3 is reimagined as a branch with negative 

flow (flow direction is right to left instead of conventional left to right) through pipe 2. 

There is now a q-port input (𝑞2,𝑟) that can be connected to the q-port of the valve output 

(𝑞𝑣,𝑙) to satisfy the interconnection rules as seen in Figure 3.4 (b). 

This leads to the following state space model: 

 

 

 

 

 

 

 



20 

 

𝑥̇ = 𝐴𝑗𝑏𝑥 + 𝐵𝑗𝑏𝑢,       𝑦 = 𝐶𝑗𝑏𝑥 + 𝐷𝑗𝑏𝑢                                            (22) 

where,  

𝐴𝑗𝑏 = 

[
 
 
 
 
 
0
0
0
𝛽1
𝜅2

𝜅3

     

0
0
0
0
𝛽2

0

    

0
0
0
0
0
𝛽3

  

−𝛼1

0
0
𝛾1
0
0

   

𝛼1

−𝛼2

0
0
𝛾2

0

    

𝛼1

0
−𝛼3

0
0
𝛾3 ]

 
 
 
 
 

 

𝐵𝑗𝑏 =

[
 
 
 
 
 
0
0
0
𝜅1

0
0

  

0
𝛼2

0
0
0
0

  

0
0
𝛼3

0
0
0 ]

 
 
 
 
 

 

𝐶𝑗𝑏 = [
0
0
0

  
1
0
0

  
0
1
0

  
0
0
1

  
0
0
0

  
0
0
0

] 

𝐷𝑗𝑏 = 𝟎𝟑𝑿𝟑 

𝛼, 𝛽, 𝛾 𝑎𝑛𝑑 𝜅 are the constants defined in (4). 

The states, inputs and outputs are:  

𝑥 = [𝑝1,𝑟   𝑝2,𝑟   𝑝3,𝑟   𝑞1,𝑙   𝑞2,𝑙   𝑞3,𝑙  ]
⊤
, 𝑢 = [𝑝1,𝑙   𝑞2,𝑟   𝑞3,𝑟]

⊤
, 𝑦 = [𝑝2,𝑟   𝑝3,𝑟   𝑞1,𝑙  ]

⊤
 

 

The flow from pipe 5 branches out into pipes 4 and 6 as seen in Figure 3.1 so the  

system of pipes 4, 5 & 6 is modelled as a branch (7a) & (7b) with the following state 

space model: 
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𝑥̇ = 𝐴𝑏𝑥 + 𝐵𝑏𝑢,      𝑦 = 𝐶𝑏𝑥 + 𝐷𝑏𝑢                                                (23) 

where  

𝐴𝑏 = 

[
 
 
 
 
 
0
0
0
𝛽5
𝜅6

𝜅3

     

0
0
0
0
𝛽4

0

    

0
0
0
0
0
𝛽6

  

−𝛼5

0
0
𝛾5

0
0

   

𝛼5

−𝛼4

0
0
𝛾4
0

    

𝛼5

0
−𝛼6

0
0
𝛾6 ]

 
 
 
 
 

 

𝐵𝑏 =

[
 
 
 
 
 
0
0
0
𝜅5

0
0

  

0
𝛼4

0
0
0
0

  

0
0
𝛼6

0
0
0 ]

 
 
 
 
 

 

𝐶𝑏 = [
0
0
0
  
1
0
0
  
0
1
0
  
0
0
1
  
0
0
0
  
0
0
0
] 

𝐷𝑏 = 𝟎𝟑𝑿𝟑 

 

And the following states, inputs and outputs: 

𝑥 = [𝑝5,𝑟   𝑝4,𝑟   𝑝6,𝑟   𝑞5,𝑙   𝑞4,𝑙   𝑞6,𝑙  ]
⊤
, 𝑢 = [𝑝5,𝑙   𝑞4,𝑟   𝑞6,𝑟]

⊤
, 𝑦 = [𝑝4,𝑟   𝑝6,𝑟   𝑞5,𝑙]

⊤
 

 

3.4. Interconnected system 

Brüggemann et al. in [1] introduced a matrix formulation that enables the construction of 

state-space models for N interconnected components:   

𝑥̇ = 𝐴𝑥 + 𝐵𝑤,  𝑦 = 𝐶𝑥 + 𝐷𝑤                                                                                  (24a) 

𝑤 = 𝐹𝑦 + 𝐺𝑢                                                                                                          (24b) 

where,  
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𝐴 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐴(1) ,𝐴(2)  ,… . 𝐴(𝑁) )  

𝐵 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐵(1) , 𝐵(2)  ,… .𝐵(𝑁) ) 

𝐶 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐶 (1) ,𝐶 (2)  ,… . 𝐶 (𝑁)) 

𝐷 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐷(1) ,𝐷(2)  ,… . 𝐷(𝑁)) 

𝐹𝑖,𝑗 = {
1,
0,

 
𝑖𝑓 𝑦𝑗 = 𝑤𝑖

     𝑖𝑓 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

𝐺𝑖,𝑗 = {
1,
0,

 
𝑖𝑓 𝑢𝑗 = 𝑤𝑖

     𝑖𝑓 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

𝑥 is the total state vector,  

𝑢 is the total input vector to the system, 

𝑦 is the total output vector , 

𝑤 is the component input vector. 

Applying this matrix methodology to the system in Figure 3.1 results in the following 

model: 
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𝑥̇ = 𝐴𝑡𝑥 + 𝐵𝑡𝑤,  𝑦 = 𝐶𝑡𝑥 + 𝐷𝑡𝑤                                                  (25) 

where, 

𝐴 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐴𝑗𝑏 ,𝐴𝑏 , 𝐴𝑐 ,𝐴𝑣 , 𝐴𝑚)  

𝐵 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐵𝑗𝑏 ,𝐵𝑏 , 𝐵𝑐 ,𝐵𝑣,𝐵𝑚) 

𝐶 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐶𝑗𝑏 , 𝐶𝑏 ,𝐶𝑐 ,𝐶𝑣, 𝑐𝑚) 

𝐷 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐷𝑗𝑏 ,𝐷𝑏 ,𝐷𝑐 ,𝐷𝑣,𝐷𝑚) 

And the following vectors: 

𝑥 = [𝑝1,𝑟   𝑝2,𝑟   𝑝3,𝑟   𝑞1,𝑙   𝑞2,𝑙   𝑞3,𝑙   𝑝4,𝑟   𝑝5,𝑟   𝑝6,𝑟   𝑞4,𝑙   𝑞5,𝑙   𝑞6,𝑙   𝑞𝑣,𝑟   𝑞𝑣,𝑙   𝑝𝑐,𝑟   𝑞𝑐,𝑙   𝑤 ]
⊤
 , 

𝑢 = [𝑤𝜏    𝑞𝑢   𝑝1,𝑙    𝑞6,𝑟]
⊤
, 

𝑦 = [𝑝2,𝑟   𝑝3,𝑟   𝑞1,𝑙   𝑝4,𝑟   𝑝6,𝑟   𝑞5,𝑙    𝑝𝑐,𝑟   𝑞𝑐,𝑙   𝑞𝑣,𝑟   𝑞𝑣,𝑙   𝑤]
⊤
, 

𝑤 = [ 𝑝1,𝑙   𝑞2,𝑟   𝑞3,𝑟   𝑝4,𝑟   𝑝5,𝑙   𝑞4,𝑟   𝑞6,𝑟   𝑞𝑣,𝑙   𝑞𝑣,𝑟   𝑝𝑐,𝑙   𝑞𝑐,𝑟  ]
⊤. 

 

The boundary conditions are: 

𝑝3,𝑟 = 𝑝𝑐,𝑙 ,     𝑝5,𝑙 = 𝑝𝑐,𝑟 ,     𝑝2,𝑟 = 𝑝𝑣,𝑟 ,     𝑝4,𝑟 = 𝑝𝑣,𝑙  

𝑞3,𝑟 = 𝑞𝑐,𝑙 ,     𝑞5,𝑙 = 𝑞𝑐,𝑟 ,     𝑞2,𝑟 = 𝑞𝑣,𝑟 ,     𝑞4,𝑟 = 𝑞𝑣,𝑙 
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Figure 3.6 Diagram showing boundary conditions. 

 

 An alternative to the above matrix methodology is MATLABTM’s ‘connect’ 

function1. For each component in the networked system, the input and output signals are defined 

while respecting boundary conditions, the input and desired output signals of the interconnected 

system are also defined and the ‘connect’ function is called. 

 

 
1 See appendix A for MATLABTM definitions and interconnected system construction. 
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Figure 3.7 Schematic diagram of the compressor recycle loop with: inputs, compressor speed command 
signal and valve flow command (yellow circles); disturbance inputs, upstream pressure and downstream 

flow (pink circles); and, outputs, suction pressure and discharge pressure (blue circles).  

 

The interconnected system has 4 inputs. 𝑢 = [𝑤𝜏    𝑞𝑢   𝑝1,𝑙    𝑞6,𝑟]
⊤
.  𝑤𝜏 and 𝑞𝑢 are the two 

control inputs (compressor speed command and the valve flow command).  𝑝1,𝑙 and 𝑞6,𝑟  are 

extrernal inputs to the system , as these are the component inputs to pipe system P1, P2, P3 and 

P4, P5, P6 respectively that are not connected to any other ports. 

Since both the compressor and valve are modelled as a direct feedthrough (Output at the 

current timestep depends only the input at the current timestep. No system dynamics.), the zero-

direct-feedthrough (D=0) property of the EMD model (10) prevents the appearance of an 

algebraic loop between the inputs and outputs of the compressor and valve from forming in such 

a closed loop system. 

 

3.5. Source model 
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The external inputs to the system  𝑝1,𝑙 and 𝑞6,𝑟 play a crucial role in the behavior of the 

system. 𝑞6,𝑟, which describes the flow at the right end of P6 is constant with respect to the 

system since it is external input. As a result, the total flow in the interconnected system is 

conserved and no flow extra flow can enter or leave the system without having to change the 

input 𝑞6,𝑟 .  

Secondly, the suction pressure (p3,r) is a function of the inlet pressure (p1,l) as described by 

(22). Since the inlet pressure is the only input to the joint system of P1,P2,P3 and is constant 

with respect to the interconnected system, the suction pressure is also forced to be constant. To 

make the inlet pressure a state of the system, the dynamics of the flow before the inlet to the 

system needs to be described. This fact motivates the need for a model describing the source of 

the gas flow.  

The source of natural gas into the compressor system is modelled as pipes attached to the 

isothermal tank model developed in [3].  

 

Figure 3.8 Example of source with 2 wells 

 

The tank has a single state that describes the pressure inside the tank volume 𝑥 = 𝑝𝑡 and 

inputs 𝑢 = {𝑞1,𝑖 …… 𝑞𝑛𝑖,𝑖
   𝑞1,𝑜 … … 𝑞𝑛𝑜,𝑜}

⊤
where ni and n0 are the number of inlet and outlet 

pipes respectively and :is described by the relationship:  
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𝑥̇ =
𝑅𝑠𝑧0𝑇0

𝑉
 [1𝒏,𝒊   −1𝒏,𝒐]                                                                                                  (26) 

The inlet pressure (𝑝1,𝑙) is now the same as the tank pressure (𝑝𝑡). This allows the inlet 

pressure to change as a function of other system states instead of being an external input to the 

interconnected system. Having the inlet pressure as a system state consequently allows the 

suction pressure (p3,r) to change with compressor speed and recycled flow. 

Each pipe attached to the tank represents a natural gas well, and the length and diameter 

of the pipe are chosen to mimic properties of the well such as density and porosity of the rocks.  

Arbitrarily choosing to model two wells as two pipes 𝑃0,𝑎 and 𝑃0,𝑏 :  

𝑥̇ =  𝐴0,𝑎𝑥 + 𝐵0,𝑎𝑢,                 𝑦 = 𝑥                                                                 (27) 

𝑥̇ =  𝐴0,𝑏𝑥 + 𝐵0,𝑏𝑢,                 𝑦 = 𝑥                                                                 (28) 

where  

𝐴0,𝑎 = [
0 −𝛼0,𝑎

𝛽0,𝑎 𝛾0 ,𝑎

] , 𝐵0,𝑏 = [
0 𝛼0,𝑎

𝜅0,𝑎 0
]  

𝐴0,𝑏 = 𝐴0,𝑎 , 𝐵0,𝑏 = 𝐵0,𝑎  

the states and inputs are 

𝑥 = [𝑝0𝑎,𝑟   𝑞0𝑎,𝑙  ]
⊤
, 𝑢 = [𝑝0𝑎,𝑙   𝑞0𝑎,𝑟]

⊤
for pipe 𝑃0,𝑎 

𝑥 = [𝑝0𝑏,𝑟   𝑞0𝑏,𝑙  ]
⊤
, 𝑢 = [𝑝0𝑏,𝑙   𝑞0𝑏,𝑟]

⊤
for pipe 𝑃0,𝑏  

𝛼, 𝛽, 𝛾 𝑎𝑛𝑑 𝜅 are the constants defined in (4). 

 

 The source model is then the connection of the two pipes and the tank, described by the 

following relationship: 
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𝑥̇ = 𝐴𝑠𝑥 + 𝐵𝑠𝑢,      𝑦 = 𝐶𝑠𝑥 + 𝐷𝑠𝑢                           (29) 

 where  

𝐴𝑠 =  

[
 
 
 
 
 
 0
𝛽0𝑎

0
0
0
0

     

−𝛼0𝑎

𝛾0𝑎

0
0
0

𝑅𝑠𝑧0𝑇0

𝑉

     

0
0

𝛽0𝑏

0
0
0

    

0
0

−𝛼0𝑏

𝛾0𝑏

0
𝑅𝑠𝑧0𝑇0

𝑉

      

0
0
0
0
0
0

       

0
0
0
0
0
0]
 
 
 
 
 
 

 

𝐵𝑠 = 

[
 
 
 
 
 
 0
ҡ0𝑎

0
0
0
0

     

𝛼0𝑎

0
0
0
0
0

     

0
0

ҡ0𝑏

0
0
0

    

0
0

𝛼0𝑏

0
0
0

      

0
0
0
0
0
0

       

0
0
0
0
0

−𝑅𝑠𝑧0𝑇0

𝑉 ]
 
 
 
 
 
 

 

𝐶𝑆 = 𝐼𝟓  

𝐷𝑠 = 0𝟓 

 

And has the following states inputs and outputs: 

𝑥 = [𝑝0𝑎,𝑟    𝑞0𝑎,𝑙    𝑝0𝑏,𝑟    𝑞0𝑏,𝑙    𝑝𝑡]
⊤ 

𝑢 = [𝑝0𝑎,𝑙    𝑞0𝑎,𝑟   𝑝0𝑏,𝑙    𝑞0𝑏,𝑟   𝑞1,𝑜]⊤ 

𝑦 = [𝑝0𝑎,𝑟    𝑞0𝑎,𝑙    𝑝0𝑏,𝑟    𝑞0𝑏,𝑙    𝑝𝑡]
⊤ 

 

Modelling the source in this way also allows the same model to be used for midstream 

and upstream applications (described in Chapter 1) by changing the tank size. Having a tank with 

an extremely large volume (order of 109 m3) would result in the tank pressure being almost 

constant since the change in tank pressure is inversely proportional to tank volume (see (13)) , 

resulting in constant suction pressure. This mimics the midstream application of gas compressors 
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where the pipelines are packed to a constant pressure, thus changing the compressor speed or 

mass flow rate through the ASV does not affect the suction pressure. 

It is important to note here that just as a description of the dynamics upstream of the 

interconnected system was crucial to eliminate the effects of having a constant inlet pressure 

(𝑝1,𝑙), a description of the dynamics downstream of the interconnected system will also remove 

any effects the forced conservation of flow through the system due to the outlet flow (𝑞6,𝑟) being 

held constant. However, no such description is derived because the effects of the conservation do 

not affect the control problem being addressed, which is the regulation of suction and discharge 

pressure. 

 

 

3.6. Interconnected system with source model 
 

Figure 3.6 shows the complete interconnected system. There are 5 disturbances in 

total. Two pressure and two flow disturbances upstream, and one flow disturbance 

downstream of the compressor system.   
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Figure 3.9 Interconnected system with source model showing the inputs, compressor 
speed command signal and valve flow command (yellow circles); disturbance inputs, upstream 
pressure and downstream flow (pink circles); and, outputs, suction pressure and discharge 
pressure (blue circles). 

 

The interconnected system along with the source model describes both the input 

to output relationship (plant model) as well as the disturbance to output relationship 

(disturbance model).   

Connecting the source model (27) to the interconnected system (25a) & (25b) 

results in the following system2: 

 

 

 

 

 

 

 
2 See appendix A for MATLAB code using connect function 
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𝑥̇ = 𝐴𝑥 + 𝐵𝑤,  𝑦 = 𝐶𝑥 + 𝐷𝑤                                                   (30) 

where, 

𝐴 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐴𝑡 ,𝐴𝑠)  

𝐵 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐵𝑡 ,𝐵𝑠) 

𝐶 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐶𝑡 ,𝐶𝑠) 

𝐷 = 𝑏𝑙𝑘𝑑𝑖𝑎𝑔(𝐷𝑡 ,𝐷𝑠) 

with the added boundary condition 𝑝𝑡 = 𝑝1,𝑙 = 𝑝0𝑎,𝑙 = 𝑝0𝑏 ,𝑙 

And the following vectors: 

𝑥 = [ 𝑝1,𝑟  𝑝2,𝑟   𝑝3,𝑟   𝑞1,𝑙   𝑞2,𝑙   𝑞3,𝑙   𝑝4,𝑟  𝑝5,𝑟   𝑝6,𝑟   𝑞4,𝑙   𝑞5,𝑙  𝑞6,𝑙    

           𝑞2,𝑟   𝑞4,𝑟   𝑝5,𝑙   𝑞3,𝑟   𝑤   𝑞0𝑎,𝑙   𝑝0𝑎,𝑟   𝑞0𝑏,𝑙   𝑝0𝑏,𝑟   𝑝1,𝑙]
⊤   

𝑢 = [𝑤𝜏    𝑞𝑢   𝑝0𝑎,𝑙   𝑞0𝑎,𝑟   𝑝0𝑏,𝑙   𝑞0𝑏,𝑟   𝑞6,𝑟]
⊤
, 

𝑦 = [𝑝2,𝑟   𝑝3,𝑟   𝑞1,𝑙   𝑝4,𝑟   𝑝6,𝑟   𝑞5,𝑙    𝑝𝑐,𝑟   𝑞𝑐,𝑙   𝑞𝑣,𝑟   𝑞𝑣,𝑙   𝑤  𝑝1,𝑙   𝑝0𝑎,𝑟   𝑞0𝑎,𝑙   𝑝0𝑎,𝑟   𝑞0𝑎,𝑙]
⊤
, 

𝑤 = [ 𝑝1,𝑙   𝑞2,𝑟   𝑞3,𝑟   𝑝4,𝑟   𝑝5,𝑙   𝑞4,𝑟   𝑞6,𝑟   𝑞𝑣,𝑙   𝑞𝑣,𝑟   𝑝𝑐,𝑙   𝑞𝑐,𝑟   𝑝0𝑎,𝑙
  𝑞

0𝑎,𝑟
 𝑝

0𝑏,𝑙
  𝑞

0𝑏,𝑟
]⊤. 

 

The plant and disturbance dynamics are described together by the interconnected 

system and the resulting model is a 22nd order system. 

 

The commanded compressor speed (wτ) and ASV flow (qu) are the two control 

signals used to regulate the suction and discharge pressure, and the other five inputs 

(q6,r , q0a,r , p0a,l , q0b,r , p0b,l) represent the sources of disturbances : downstream flow 

arising from fluctuations in gas demand, and upstream pressures and flows arising from 

fluctuations in the wells. 
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Figure 3.10 Interconnected system consisting of plant and disturbance model. 

 

3.7.  Model behavior 

3.7.1 Step responses 

To test the validity of the model, step changes were applied to each control input 

(compressor speed and ASV flow) individually to see if the response of the outputs (suction 

and discharge pressures) matched with predicted behavior. We expect to see the suction 

pressure increase and the discharge pressure decrease for a decrease in compressor speed , 

or for an increase in the ASV flow.  
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Figure 3.11 Step responses to compressor speed  

  

Figure 3.7 shows the results of stepping down the compressor speed.  

• The compressor speed input shows a lag because of the motor drive.  

• The compressor performance curves (Figure 3.3) show that decrease in 

compressor speed results in a decrease in the discharge to suction 

pressure ratio for a constant mass flow rate through the compressor.  

• This causes the discharge pressure to decrease and the suction pressure 

to increase.  
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Figure 3.12 Step responses to ASV flow 

 

A similar effect is observed when the compressor speed is kept constant and 

mass flow rate through the ASV is increased.  

• When flow is recycled through the ASV, the flow rate at the discharge 

end of the compressor is reduced, causing the discharge pressure to 

drop. 

• The flow rate at the suction side of the compressor is increased  due to 

the extra flow from the ASV, causing the suction pressure to rise.  

Step changes to the inputs were also applied to the interconnected system with 

an extremely large tank volume (109 m3) to simulate a constant suction pressure 

condition since the change in suction pressure is inversely proportional to tank volume 

(see (13)).  
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Figure 3.13 Step responses to compressor speed for packed midstream application 

 

  

Figure 3.14 Step responses to ASV flow for packed midstream application 

 

The behavior in Figures 3.9 and 3.10 can be described in a similar manner to 

that observed from Figures 3.7 and 3.8. 
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• Suction pressure does not change with either of the control signals but 

there is some oscillation. 

• This resonance is the result of the constant tank pressure forcing the 

inlet (and consequently the suction pressure) to remain constant without 

any change in the flow rate through the system since the outlet pressure 

(𝑞6,𝑟)is held constant. 

• The discharge pressure drops to a lower value than it did for both the 

input changes (compared to a smaller tank volume) since the suction 

pressure cannot change. 

 

3.7.2 Compressor performance curves 

To test the validity of the model further, simulations were run at various 

compressor speeds for different mass flow rates through the ASV to map the pressure 

ratio from discharge to suction.  
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Figure 3.15 Recreated compressor performance curves 

 

Figure 3.11 shows how the pressure ratio changes for different mass flows 

through the compressor at different speeds. This is a linearized version of the 

compressor performance curves from Figure 3.2 and is described by (2). The individual 

performance curves for each rpm match with the real compressor performance from 

Figure 3.2 close to the point of linearization (1 MMSCFD/P1, 1.575) but deviates 

significantly further away from it due to the approximation errors from linearization.  

The constant flow line shows the trend followed by the compressor when the 

flow is kept constant while the speed is changed from the point of linearization (10,000 

rpm). This line is not parallel to the vertical axis because the suction pressure now 

changes with the compressor speed. This linearized version of the compressor 
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performance curves shows that the compressor behaves as expected when 

interconnected with the rest of the model. 

 
3.8. Anti-Aliasing filters and model reduction 

 

A 38th order system is constructed by concatenating the continuous time model of 

the interconnected system with two 8th order3 Butterworth Anti-Aliasing Filters (AAF’s) 

with a cutoff frequency of 0.5 Hz (3.14 rad/s) on the measured signals suction (p3,r) and 

discharge (p5,l) pressures. AAFs are needed to move from a continuous-time system to a 

sampled-data system and then to discrete time for implementation of the digital 

controller. The continuous time model of the plant outputs continuous time signals which 

need to be sampled for a digital controller to be implemented. The controller is focused 

on the bulk gas flow and not the acoustics that may occur in the pipes. The AAF’s get rid 

of the high frequency resonances before the signal is sampled.  

Since we move from continuous time to discrete time via sampling, the AAFs are 

tied to the sampling time. The sampling time for gas pipeline systems are typically slow, 

usually at 1 Hz, so the cutoff frequency for the AAFs is chosen to be smaller than half the 

sampling frequency.  Here we choose it to be 0.4 Hz = 0.8  2.513 radians per second. 

 

 
3 While 8th order might seem too high, this can be fixed in the next step of model reduction . 



39 

 

 

Figure 3.16 Frequency response of the AAF with cutoff frequency at pi rad/s and -3Db roll off at 
0.8𝜋 rad/s for a sampling frequency of 2𝜋 rad/s. 

 

Model reduction is then performed on the model with the AAFs to reduce the 

order. The idea of model reduction is that if the available model of a system is too 

complex for control design, remembering that poorly controllable or observable states 

may be connected with large gains within the controller, it is useful to reduce the model 

order while preserving the approximate input/output relationship. Balanced truncation is 

a form of model order reduction where the states are first transformed to have identical 

diagonal observability and controllability Gramians – this is ‘balanced’ – and then states 

with small values of controllability or observability are removed from the system. These 

states have a diminished effect on the input/output transfer function of the system. Thus 

removing these states does not overly affect the system behavior.  
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The resulting balanced realization of the model has equal and diagonal 

reachability and observability Gramians, with the non-negative elements on the main 

diagonals. These main diagonal elements are the Hankel singular values of the system 

and are listed in decreasing order. These values provide a measure of the contribution of 

each state to the transfer function, allowing states with very low singular values to be 

eliminated without great effect on the input output behavior.  

 

Figure 3.17 Hankel singular values of the stable modes for the 38th order system 

 

The 38th order interconnected system (22nd order system (30) combined with two 

8th order AAFs) is reduced to a 15th order system based on the Hankel singular values. 

The reduced model is described by the following system: 

𝑥̇ = 𝐴𝑟𝑥 + 𝐵𝑟𝑢,  𝑦 = 𝐶𝑟𝑥 + 𝐷𝑟𝑢                                                                              (31) 

Where 𝐴𝑟 ,  𝐵𝑟 ,𝐶𝑟 and 𝐷𝑟 are the reduced system matrices 

 



41 

 

MATLABTM’s ‘balreal’ function is used to compute a balanced state space 

realization and obtain the Hankel singular values. Then the ‘modred’ function is used to 

reduce the model order by eliminating unwanted states and using the ‘truncate’ option 

ensures that the strictly proper full order model results in a strictly proper reduced order 

model. Balanced truncation, since it requires computing Gramians, is only defined for 

strictly stable systems, i.e., poles inside the open left-half s-plane as the Hankel singular 

values do not exist for unstable poles. The interconnected system has one unstable pole at 

0 because of the tank being modelled as an integrator and is thus left invariant. In 

Matlab’s ‘balreal’ function, unstable poles/states are isolated, balanced truncation is 

performed on the stable part, and then added back to the balanced and reduced stable 

part. The unstable part is unaffected by the model reduction. Figure 3.13 shows the 

Hankel singular values of the full order system with the anti-aliasing filters. There are 37 

values associated with the stable modes plus the unstable integrator which is excluded 

from the reduction. 

 

Figure 3.18 Discharge pressure step response to compressor speed and valve flow, comparison between 
loop system without AAF (unfiltered), with AAF (filtered), and with AAF and subsequent reduced order 
model (reduced). 
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Figure 3.19 Suction pressure step response to compressor speed and valve flow, comparison between loop 
system without AAF (unfiltered), with AAF (filtered), and with AAF and subsequent reduced order 
model (reduced). 

 
 

The step responses for the unfiltered and filtered full order models and the reduced 15 th 

order models are compared in Figures 3.14 and 3.15.  

• Firstly, the reduced order model approximates the full order model very well, as 

seen by the fact that the dashed black line perfectly matches the solid red line.  

• Secondly, the AAFs introduce a phase delay to the signals, delaying the time at 

which the step response occurs. 
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Chapter 4 Model Based Control 

 

The control design is performed in two stages with the end goal being the implementation 

of a digital controller. A continuous time controller is first designed since the plant model is 

already described in continuous time. The reduced order plant model is then converted to 

discrete time via Matlab’s ‘c2d’ function to design a discrete time controller. The output of this 

discretize controller is passed through a zero-order hold so it can used for the full order 

continuous time system.  

4.1.Feedback design 

Two LQG regulators are designed to control the suction and discharge pressures 

individually using the two control inputs. Linear-Quadratic-Gaussian (LQG) control is a 

fairly well understood modern state-space technique for designing dynamic regulators 

via an optimizing procedure. It enables the tradeoff between regulation and control effort 

while considering process disturbances and measurement noise to design a regulator of 

the same order as that of the system. The LQG regulator consists of an optimal state-

feedback gain and a Kalman state estimator. 

i) Optimal feedback regulator 

The optimal state -variable feedback gain 𝐾 for a system with state x and state 

equation: 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢,                                                                            (29) 

Is computed by solving the Continuous time Algebraic Riccati Equation 

(CARE) for X: 

0 = 𝐴𝐻𝑋 + 𝑋𝐴 − 𝑋𝐵𝑅−1𝐵𝐻𝑋 + 𝑄,   𝐾 = 𝑅−1𝐵𝐻𝑋                (30) 

Subject to the minimization of the cost function : 
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𝐽1 = ∫ (𝑥†𝑄𝑥+ 𝑢†𝑅𝑢)𝑑𝑡
∞

0
                                                       (31) 

Resulting in the control law 𝑢(𝑡) = −𝐾𝑥(𝑡)                                (32) 

 

Where 𝑄 and 𝑅 are the costs associated with the states and inputs respectively 

ii) Kalman Estimator 

The LQ-optimal state feedback (17) is not implementable without full state 

measurement. When process and disturbance noises are included, it is possible. 

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝑤, 𝑦 = 𝐶𝑥 + 𝑣. 

However, to derive a state estimate 𝑥̂ such that 

 𝑢(𝑡) = −𝐾𝑥̂(𝑡)                                                                    (33) 

Remains optimal for the output-feedback problem with noises included. This state 

estimate is generated by the Kalman filter: 

𝑥̇̂ = 𝐴𝑥̂ + 𝐵𝑢 + 𝐿(𝑦 − 𝑦̂),     𝑦̂ = 𝐶𝑥̂                     (34) 

The observer gain 𝐿 is found by solving the following algebraic Riccati equation for 

𝑃: 

0 = 𝐴𝑃 + 𝑃𝐴𝑇 − 𝑃𝐶𝑇𝑉−1𝐶𝑃 + 𝑊,   𝐿 =  −𝑃𝐶𝑇𝑉−1                   (35) 

subject to the minimization of the cost functions 𝐽2,       

𝐽2 = ∫ 𝑡𝑟𝑎𝑐𝑒(𝑃(𝑡))𝑑𝑡
𝑇

0
= ∫ 𝔼(‖𝑥 −  ̂𝑥(𝑡)‖2𝑑𝑡 ≥ 0

𝑇

0
                      (36) 

𝑊 and 𝑉 parametrize the covariance of the state disturbance 𝑤(𝑡) and the 

measurement noise 𝑣(𝑡) respectively. 

 

The design parameters when building an LQG regulator are the 𝑄, 𝑅,𝑊 and 𝑉 

matrices. Adjusting the 𝑄 and 𝑅 matrices result in adjusting the control gain 𝐾 as they 
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define the trade-off between regulation (how fast 𝑥(𝑡) goes to zero) and control effort: 

large Q and small R would result in higher control gains. Similarly, adjusting the 𝑊 and 

𝑉 matrices alter the observer gain 𝐿 which affects the observer smoothing: large W and 

small V would yield faster, noisier state estimates, for example. 

The feedback is described by describing the plant (32), observer (37) and the 

control law (36) individually. 

Plant:               𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝑤,                           𝑦 = 𝐶𝑥 + 𝐷𝑢 + 𝑣 

Observer:        𝑥̇̂ = 𝐴𝑥̂ + 𝐵𝑢 + 𝐿(𝑦 − 𝑦̂),              𝑦̂ = 𝐶𝑥̂  

Control law:          𝑢 = −𝐾𝑥̂ 

Substituting (18) in (14) and (15) and replacing 𝑦̂ with 𝐶𝑥̂ in (19) results in: 

Plant:               𝑥̇ = 𝐴𝑥 − 𝐵𝐾𝑥̂ + 𝑤,                           𝑦 = 𝐶𝑥 + 𝐷𝑢 + 𝑣                          (39) 

Observer:        𝑥̇̂ = (𝐴 − 𝐵𝐾 − 𝐿𝐶)𝑥̂,                         𝑦̂ = 𝐶𝑥̂                                         (40) 

Which is the complete description of the feedback connection.  

 

The reduced 15th order model is used to design individually two regulators (one 

for suction pressure and one for discharge pressure) using MATLAB’s ‘lqg’ function. the 

reduced order model is used for regulator design and the full order models because 

poorly controllable or observable states in the full order model may be connected with 

large gains within the controller, and the resulting controller will be of the same large 

order as well. Thus, each regulator is a 15th order system that has one input (suction or 

discharge pressure) and two outputs (commanded compressor speed and commanded 

ASV flow) and are then used to control the full 38th order system (22nd order 

interconnected system plus two 8th order AAFs)   
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 Figure 4.1 Feedback loop with individual LQG controllers for suction and discharge pressure regulation. 

 

4.2.Simulations  

Optimal control design varies parameters Q, R, W, V in the two Riccati equations 

(30) & (35) to yield gains K and L. There is significant redundancy in the choice of these 

parameters, but stabilization of the model is assured for any choices. A succession of 

designs was performed and these pairs of parameters (𝑄, 𝑅) and (𝑊, 𝑉) adjusted to 

affect the closed-loop response.  

Choosing 𝑄 = 𝐶𝑟
𝑇𝐶𝑟  allows the weighting to be placed directly on the output 

variables while also making it positive semidefinite. For the 𝑊 and 𝑉 matrices, since the 

SI unit for pressure is Pa, which is in the orders of approximately 105, versus kg/s for 

flow in the order of 101 general idea is to put more relative weight on the pressure while 

considering the units. One way to achieve this is to normalize the weights using the 

steady state pressures/flows. The covariance for the disturbance inputs (𝑊) is chosen to 

be 𝐵𝑟𝐵𝑟
𝑇 to ensure that the off-diagonal elements of the covariance matrix are zero, 
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indicating no correlation between different components of the process noise and the 

measurement noise. Covariance (𝑉) is normalized using steady state pressure. Notice 

that the emphasis is not on optimality but on using optimization for control design. 

To test the controllers, a step disturbance in the upstream (source) pressures was 

simulated. 

 

 

Figure 4.2 Step decrease in upstream pressures. 

 

 

Figure 4.3 Suction pressure controller performance for decrease in upstream pressures. 
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• A decrease in upstream pressures causes a drop in suction pressure. 

• Compressor speed decreases and flow is recycled from the discharge side to the 

suction side through the ASV to bring the suction pressure back to its set point. 

 

 

Figure 4.4 Discharge pressure controller performance for decrease in upstream pressures. 

 

• A decrease in upstream pressures causes a drop in discharge pressure. 

• Compressor speed increases along with a negative flow (from the low pressure 

suction side to the high pressure discharge side) through the ASV to bring the 

discharge pressure back to its set point. 
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Figure 4.5 Step increase in upstream pressures. 

 

Figure 4.6 Suction pressure controller performance for increase in upstream pressures . 

 

 

• An increase in upstream pressures causes a rise in suction pressure. 

• Compressor speed increases along with a negative flow (from the low-pressure 

suction side to the higher pressure discharge side) through the ASV to bring the 

suction pressure back to its set point. 
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Figure 4.7 Discharge pressure controller performance for increase in upstream pressures. 

 

• An increase in upstream pressures causes a rise in discharge pressure. 

• Compressor speed decreases and flow is recycled from the discharge side to the 

suction side through the ASV to bring the discharge pressure back to its set point. 

 

The controller built from the 15th order reduced model is capable of stabilizing the full 

order plant model. However, in the cases of an increase in suction pressure or decrease in 

discharge pressure as in Figures 4.5 and 4.6, there is negative flow through the ASV, which 

means the respective controller, although fulfilling its purpose of regulating suction or discharge 

pressure, is commanding gas to be sent from the low-pressure suction side to the higher-pressure 

discharge side, which cannot physically happen in the real world. The reason for this negative 

flow command is the lack of pressure as an input to the valve. The valve model simply removes 

and adds flow from its inlet and discharge sides respectively without consideration of which 

direction flow can be permitted as a consequence of pressure differences. 

It can also be seen that in all cases that the ASV recycles flow, it remains open letting gas 

through as long as the disturbance exists in order to keep regulating the necessary pressure. Since 
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gas is always being recycled to maintain the set point, the system is in a state of partial recycle, 

which is a waste of the compressed gas. 

 
 

4.3.Improved Feedback design 

 

Two improvements are added to the feedback design to address the problems in the first 

simulation. Firstly, the integral of the ASV flow is added as an extra state (and output) to the 

model and is treated as an output to be controlled. The integral of the ASV flow represents how 

long the valve stays open, and the longer it stays open the higher the penalty imposed on it. This 

forces the controllers to close the valve in order to minimize it. 

Secondly, the flow through the ASV is saturated to ensure there in no flow in the reverse 

direction through the valve. Because the valve model does not use any pressure signals as inputs, 

saturation prevents the valve model from having a negative flow (from the low-pressure suction 

side to the high-pressure discharge side), since that would not be physically possible. The 

saturation is not expressly included in the control design however, thus a lower limit of 0 kg/s of 

flow is placed on the ASV flow signal. 
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Figure 4.8 Improved feedback design with individual LQG controllers for suction and discharge pressure 
regulation. 

 

 
4.3.1 Simulations 

 

The same scenario (step disturbances in upstream pressures) is simulated with the new 

improved feedback design. 

 

 

Figure 4.9 Improved suction pressure controller performance for decrease in upstream pressures.  
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• A decrease in upstream pressures causes a drop in suction pressure. 

• Compressor speed decreases and flow is recycled from the discharge side to the 

suction side through the ASV to bring the suction pressure back to its set point. 

 

 

Figure 4.10 Improved discharge pressure controller performance for decrease in upstream pressures . 

 

• A decrease in upstream pressures causes a drop in discharge pressure. 

• The bulk of the control is expected to be done only by the compressor, since any 

recycling of flow will cause discharge pressure to decrease. 

• Compressor speed increases with a slight overshoot, and a small amount of flow 

is recycled to bring the discharge pressure back to its set point. 
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Figure 4.11 Improved suction pressure controller performance for increase in upstream pressures . 

 

• An increase in upstream pressures causes an rise in suction pressure. 

• The bulk of the control is expected to be done only by the compressor, since any 

recycling of flow will cause suction pressure to increase. 

• Compressor speed increases with a slight overshoot, and a small amount of flow 

is recycled to bring the suction pressure back to its set point. 

 

 

 

Figure 4.12 Improved discharge pressure controller performance for increase in upstream pressures . 
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• An increase in upstream pressures causes a rise in discharge pressure. 

• Compressor speed decreases and flow is recycled from the discharge side to the 

suction side through the ASV to bring the discharge pressure back to its set point. 

 

Having the integral of the valve as a state that is penalized, forces the valve to close after 

the controlled variable (suction/discharge pressure) reaches its set point. This ensures that the 

compressor system is no longer in a state of partial recycle and prevents the compressed gas from 

being wasted.  

 

4.4. Modifying performance 
 

The following parameters can be changed by changing the design parameters 

(𝑄, 𝑅 ,𝑊, 𝑎𝑛𝑑 𝑉 matrices) of the controller: 

 

1. Duration of recycle : The amount of time the ASV stays open can 

be adjusted by appropriately adjusting the cost on the output that represents the 

integral of the valve input.  
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Figure 4.13 Effect of output penalty on ASV flow in regulating a decrease in suction pressure. 
 
 

2. Amount of gas recycled : The quantity of flow recycled by the ASV can 

be changed by adjusting the cost on the valve input signal.  

 

 

Figure 4.14 Effect of input cost on ASV flow in regulating an increase in discharge pressure.  
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The amount of recycled flow only affects how much the pressure rises 

before being controlled. In both cases, the compressor still reaches the same speed 

regardless of the amount of flow recycled since the valve must close eventually. 

 

 
4.5. Discrete controller performance 

 
 

In order to implement the controllers in discrete time, Matlab’s ‘c2d’ function is 

used to discretize the reduced (15th) order model of the interconnected system. The same 

pairs of parameters (𝑄, 𝑅) and (𝑊, 𝑉) chosen for the continuous time control design are 

used to design the discrete controller using the ‘lqg’ function.  

The same simulation (step disturbances in upstream pressures) in section 4.2 is 

used to test the discrete controllers. 

 

 

Figure 4.15 Discrete suction pressure controller performance for decrease in upstream pressures . 
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Figure 4.16 Discrete discharge pressure controller performance for decrease in upstream pressures . 

 
  

 

Figure 4.17 Discrete suction pressure controller performance for increase in upstream pressures . 
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Figure 4.18 Discrete suction pressure controller performance for increase in upstream pressures . 

 

Comparing the performance of the discretized controller to the continuous time controller 

(Figures 4.9, 4.10, 4.11, 4.12) we see that the discrete controller has similar performance but 

recycles a slightly different amount of flow. This discrepancy could be due to the fact that the 

discrete time controller was designed using a discretized model of the plant but is used for 

feedback control of the continuous time model of the plant. 

Chapter 5 Conclusions and Future Direction 

 
 

This work describes the development of control-oriented models for application in gas 

processing. The central features are that the accommodation of the physical operating 

environment and objectives drive the composition of the models and the control design in an 

orchestrated fashion. The models, while overtly highly simplified from their PDE antecedents, 

are shown to suit the feedback control methods of LQG, with their capacity for MIMO 

controllers including realistic operational parameters. The comparison methods are multiple 

single-channel PI controllers, for which design methods and guidance are wanting. 
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The required extension of component models from [2], [3], [4] and [5] was of particular 

importance and piquancy, in that the models needed adjustment for this new application purpose 

but also that this was achieved quite directly and without needing to exit the general framework 

of compartmentalized models.  

As an example of the modeling-for-control paradigm, which is still awaiting a solid 

formalism, the results indicate the core feature of simplicity and the need for linearity in order to 

use familiar control design tools. They also reinforce the requirement for inclusion of the 

ultimate control objective into the evaluation of the model. Equally, the ad hoc nature of the 

accommodation of the nonlinearity of the valve flow is a clear limitation of the approach; 

perhaps it was just luck. However, side stepping the nonlinear valve control - aperture 

specification to resultant flow - appears to be a repeatable systematic method for avoiding (at 

least monotonic) nonlinear actuators. 

 

 

The next natural phase is to implement and test these controllers in the field for more 

rigorous and practical evaluation. That is a stage which will require prototyping and safety-

jacketing. The conclusions from the current analysis are that the capabilit ies promised are 

suitably attractive to warrant considering these next steps. 

Avenues for further research could include the following. Starting with the control-

oriented modelling, the choices for the states and inputs can be swapped when performing the 

spatial discretization of the continuity, momentum, and ideal gas equations in (2) i.e. having the 

state variables be identified with the pipe PDE boundary conditions, 𝑝𝑙, 𝑞𝑟 and the input 

variables with the ODE solution, 𝑝𝑟, 𝑞𝑙. This exchange of variables could lead to all the 
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component inputs being connected to a component output when creating the interconnected 

system without a great deal of change in the state space matrices of the individual models. 

The approach for control design used in this thesis is to build the low order controller 

using the lower order approximation of the plant model. An equally valid method would be to 

build a high order controller from the original full order plant model and then reduce its order. 

One might also consider directly developing a low order controller based on the full order plant 

model without a model reduction step.  

 

 

 

Figure 5.1 Different approaches to designing a low order controller for a full order plant. 

 

The advantages and disadvantages of these different approaches are explored in [6]. 

Direct low order design in difficult since the extent to which iteratively tuning the weighting 

matrices (as is done for the conventional LQG design method) is possible or even how to do it is 

far from clear. The authors also reason that it should be more desirable to design a high order 

controller first and approximate it rather than the other way around with the general argument 

being that the approximation occurs as late as possible, minimizing the approximation errors. 
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The more specific reason is that since the low order controller is to be used in feedback with the 

full order control, any controller approximation demands knowledge of the plant in order to 

retain the same quality of performance. But this leads to a dilemma because the same argument 

applies to needing the controller information to obtain a faithful approximation of the plant 

model. A controller-suited plant model is needed to build an appropriate reduced model of the 

controller, while the associated controller-suited plant model would need to be connected to the 

reduced-order controller. This calls for iteration … and hope.  

Nevertheless, it may be worthwhile to explore other approaches by including ideas from 

[6] where the control objective plays a central role in modifying the model reduction phase. This 

permits the replacement of balanced truncation by a more control-oriented approach, allowing 

the modeling, model reduction and control design each to reflect the closed-loop objectives. The 

same thing can be said about discretizing the plant to build a discrete controller vs discretizing a 

continuous controller. 

The material in this thesis, in part, has been submitted for publication of the material as it 

may appear in the Conference for Control Technology and Applications, 2024, Ramadurai, 

Varun; Bitmead, Robert, 2024. The thesis author was the primary researcher and author of this 

paper. 
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Appendix A - MATLAB models and interconnections 
 

 
%% Constants 1 
 2 
psig2pa=6894.75728;         % Conversion from psig to pascal 3 
mmscfd2kgps=0.55/2.2;       % conversion from mmscfd to kg/s  4 
pbar_psig=650;              % nominal pipe pressure psig 5 
pbar = pbar_psig*psig2pa;   % nominal pressure Pa 6 
pbarVol = pbar*0.9;         % nominal pressure in large volume [Pa]  7 
qbar = 614.7*mmscfd2kgps;   % nominal flow Kg/s 8 
Re = 1.1684e8 ;             % 1.0901e7; % Reynolds number 9 
T = 300;                    % nominal temperature K 10 
z = 1;                      % gas compression factor 11 
Rs = 518.28;                % specific gas constant JK^{-1}mol^{-1} methane 12 
lambda = 0.0113*1;          % friction factor 13 
gamma = Rs*T;               % constant gas state 14 
L = 10;                     % Pipe Length [m] 15 
D = 27.25*2.54/100;         % Pipe Diameter [m] 16 
A = pi*D*D/4;               % Pipe Cross-sectional area [m^2] 17 
 18 
%% Sys1 : Joint 123 (Modelled as a branch) 19 
 20 
% Pipe 1dc 21 
D1 = 30*2.54/100; 22 
A1 = pi*D1*D1/4; 23 
q1bar=qbar; 24 
alf1 = -gamma*z/A1/L; 25 
bet1 = -A1/L; 26 
kapp1 = A1/L + lambda*gamma*z*q1bar*abs(q1bar)/2/D1/A1/pbar^2; 27 
gamm1 = -lambda*gamma*z*abs(q1bar)/D1/A1/pbar; 28 
% Pipe 2 % (Assuming negative flow) 29 
q2bar=-qbar; 30 
D2=D;A2=A; 31 
alf2 = -gamma*z/A2/(L/2); 32 
bet2 = -A2/(L/2); 33 
kapp2 = A2/(L/2) + lambda*gamma*z*(q2bar)*abs(q2bar)/2/D/A2/pbar^2;  34 
gamm2 = -lambda*gamma*z*abs(q2bar)/D/A2/pbar; 35 
% Pipe 3 36 
D3 = 24*2.54/100; 37 
A3 = pi*D3*D3/4; 38 
q3bar=qbar; 39 
alf3 = -gamma*z/A3/L; 40 
bet3 = -A3/L; 41 
kapp3 = A3/L + lambda*gamma*z*q3bar*abs(q3bar)/2/D3/A3/pbar^2;  42 
gamm3 = -lambda*gamma*z*abs(q3bar)/D3/A3/pbar; 43 
% Composite sys1 (J123) 44 
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delta123=alf2/(alf1+alf2); 45 
Ajb=[0,0,0,-alf1,alf1,alf1; 46 
0,0,0,0,-alf2,0; 47 
0,0,0,0,0,-alf3; 48 
bet1,0,0,gamm1,0,0; 49 
kapp2,bet2,0,0,gamm2,0; 50 
kapp3,0,bet3,0,0,gamm3]; 51 
Bjb=[0,0,0; 52 
0,alf2,0; 53 
0,0,alf3; 54 
kapp1,0,0; 55 
0,0,0; 56 
0,0,0]; 57 
Cjb=[0,1,0,0,0,0; 58 
0,0,1,0,0,0; 59 
0,0,0,1,0,0]; 60 
Djb=zeros(3,3); 61 
sys123_jb=ss(Ajb,Bjb,Cjb,Djb); 62 
sys123_jb.u={'p1l','q2r','q3r'}; 63 
sys123_jb.y={'p2r','p3r','q1l'}; 64 
sys123_jb.StateName={'p1r','p2r','p3r','q1l','q2l','q3l'};  65 
 66 
%% Sys2 : Branch 456 67 
 68 
% Pipe 5 69 
D5 = 24*2.54/100; 70 
A5 = pi*D5*D5/4; 71 
q5bar=qbar; 72 
alf5 = -gamma*z/A5/L; 73 
bet5 = -A5/L; 74 
kapp5 = A5/L + lambda*gamma*z*q5bar*abs(q5bar)/2/D5/A5/pbar^2;  75 
gamm5 = -lambda*gamma*z*abs(q5bar)/D5/A5/pbar; 76 
% Pipe 6 77 
D6 = 42*2.54/100; 78 
A6 = pi*D6*D6/4; 79 
q6bar=qbar; 80 
alf6 = -gamma*z/A6/L; 81 
bet6 = -A6/L; 82 
kapp6 = A6/L + lambda*gamma*z*q6bar*abs(q6bar)/2/D6/A6/pbar^2;  83 
gamm6 = -lambda*gamma*z*abs(q6bar)/D6/A6/pbar; 84 
% Pipe 4 85 
q4bar=qbar; 86 
D4=D;A4=A; 87 
alf4 = -gamma*z/A4/(L/2); 88 
bet4 = -A4/(L/2); 89 
kapp4 = A4/(L/2) + lambda*gamma*z*q4bar*abs(q4bar)/2/D/A4/pbar^2;  90 
gamm4 = -lambda*gamma*z*abs(q4bar)/D/A4/pbar; 91 
% Composite sys2 (B456) 92 
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Ab=[0,0,0,-alf5,alf5,alf5; 93 
0,0,0,0,-alf4,0; 94 
0,0,0,0,0,-alf6; 95 
bet5,0,0,gamm5,0,0; 96 
kapp4,bet4,0,0,gamm4,0; 97 
kapp6,0,bet6,0,0,gamm6]; 98 
Bb=[0,0,0; 99 
0,alf4,0; 100 
0,0,alf6; 101 
kapp5,0,0; 102 
0,0,0; 103 
0,0,0]; 104 
Cb=[0,1,0,0,0,0; 105 
0,0,1,0,0,0; 106 
0,0,0,1,0,0]; 107 
Db=zeros(3); 108 
sys456_b=ss(Ab,Bb,Cb,Db); 109 
sys456_b.u={'p5l','q4r','q6r'}; 110 
sys456_b.y={'p4r','p6r','q5l'}; 111 
sys456_b.StateName={'p5r','p4r','p6r','q5l','q4l','q6l'};  112 
 113 
%% Sys3 : Compressor 114 
 115 
kc = 1.57; 116 
Ac = zeros(2,2); 117 
Bc = zeros(0,3); 118 
Cc = zeros(2,0); 119 
Dc = [kc, -2.5*psig2pa, 8.9002e5/1000; 0,1,0]; 120 
sysC = ss(Ac,Bc,Cc,Dc); 121 
sysC.u = {'p3r','q5l','w'};    % pCl=p3r, qCr=q5l 122 
sysC.y = {'p5l','q3r'};        % qCl=q3r, pCr=p5l 123 
sysC.StateName = {'pCr','qCl'}; 124 
 125 
%% Sys4 : EMD 126 
 127 
tau=2; 128 
num=tau; 129 
den=[1 tau]; 130 
[Ad,Bd,Cd,Dd] = tf2ss(num,den); 131 
sysM=ss(Ad,Bd,Cd,Dd); 132 
sysM.u={'w_tau'}; 133 
sysM.y={'w'}; 134 
sysM.StateName={'w'}; 135 
 136 
%% Sys5 : Valve 137 
 138 
Av = zeros(2,2); 139 
Bv = zeros(0,3);  140 
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Cv = zeros(2,0);  141 
Dv = [1,0,0;-1,0,0];  142 
sysV = ss(Av,Bv,Cv,Dv);  143 
sysV.u = {'q_u','p4r','p2r'};  % qVl=q4r, and qVr=q2r 144 
sysV.y = {'q4r','q2r'};        % qVl=q4r, and qVr=q2r 145 
sysV.StateName={'qVl','qVr'}; 146 
 147 
%% Source model 148 
 149 
lambdap=lambda; 150 
Lp0=250; 151 
Diap0=9*2.54/100; 152 
Arp0 = pi*Diap0*Diap0/4; 153 
qp0bar = -qbar; 154 
alfp0 = -gamma*z/Arp0/(Lp0); 155 
betp0 = -Arp0/(Lp0); 156 
kappp0 = Arp0/(Lp0)+lambdap*gamma*z*(qp0bar)*abs(qp0bar)/2/Diap0/Arp0/pbar^2;  157 
gammp0 = -lambdap*gamma*z*abs(qp0bar)/Diap0/Arp0/pbar; 158 
Ap0a=[0 -alfp0; 159 
betp0 gammp0]; 160 
Bp0a=[0 alfp0; 161 
kappp0 0]; 162 
Cp0a=eye(2); 163 
Dp0a=0; 164 
sysp0a=ss(Ap0a,Bp0a,Cp0a,Dp0a); 165 
sysp0a.u={'p0al','q0ar'}; 166 
sysp0a.y={'p0ar','q0al'};  167 
sysp0a.StateName={'p0ar','q0al'}; 168 
 169 
sysp0b=sysp0a; 170 
sysp0b.u={'p0bl','q0br'};  171 
sysp0b.y={'p0br','q0bl'};  172 
sysp0b.StateName={'p0br','q0bl'}; 173 
 174 
Vvol = 1e1; 175 
 176 
At=zeros(1,1); 177 
Bt=(gamma*z/Vvol)*[1 1 -1]; 178 
Ct=1; 179 
Dt=[0 0 0]; 180 
sys_t=ss(At,Bt,Ct,Dt); 181 
sys_t.u={'q0al','q0bl','q1l'}; 182 
sys_t.y={'p1l'}; 183 
sys_t.StateName={'pt'}; 184 
 185 
inputs = {'q0ar','p0al','q0br','p0bl','q1l'}; 186 
outputs = {'p0ar','p0br','q0al','q0bl','p1l'}; 187 
source_model = connect(sysp0a,sysp0b,sys_t,inputs,outputs);  188 
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 189 
%% Interconnected system 190 
 191 
inputs = {'speed','u','q6r','q0ar','p0al','q0br','p0bl'}; 192 
outputs = {'p2r','p3r','q1l','p4r','p6r','q5l','p5l','q3r','q4r', ...  193 
'q2r','w','p1l','p0ar','p0br','qtl1','qtl2'}; 194 
total_sys = connect(sys123_jb,sys456_b,sysC,sysM,sysV,  ... 195 
source model,inputs,outputs); 196 
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