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Upscaling of Regional Scale Transport Under Transient
Conditions: Evaluation of the Multirate Mass
Transfer Model
Zhilin Guo1,2 , Graham E. Fogg1 , and Christopher V. Henri1

1Land, Air, and Water Resources, University of California, Davis, CA, USA, 2School of Environmental Science and
Engineering, Southern University of Science and Technology, Shenzhen, China

Abstract Regional scale transport models are needed to support the long‐term evaluation of
groundwater quality and to develop management strategies aiming to prevent serious groundwater
degradation. The purpose of this study is to evaluate the capacity of a previously developed upscaling
approach to adequately describe the main solute transport processes, including the capture of late‐time
tails under changing boundary conditions. Potential factors that impact the performance of upscaling
methods, including temporal variations in mass transfer rates and mass distributions, were investigated.
Advective‐dispersive contaminant transport in a 3‐D heterogeneous domain was simulated and used as a
reference solution. The equivalent transport under homogeneous flow conditions was then evaluated by
applying the multirate mass transfer (MRMT) model. The random walk particle tracking method was used
to solve the solute transport for heterogeneous and homogeneous MRMT scenarios under steady state and
transient conditions. The results indicate that the MRMT model can capture the tails satisfactorily for
plumes transported with ambient steady state flow fields at all studied scales using the same parameters.
However, when the boundary conditions change in either local, plume, or regional scale, the mass transfer
model calibrated for transport under steady state conditions cannot accurately reproduce the tailings
observed for the heterogeneous scenario. The deteriorating impacts of transient boundary conditions on the
upscaled model are more significant for regions where the flow fields are dramatically affected, which
highlights the poor applicability of the MRMT approach for complex field settings. This finding also has
implications for the suitability of other potential upscaling approaches.

1. Introduction

The declining groundwater quality caused by the chemicals and pathogens from agriculture and urban use,
such as nitrate, pesticides, and salts, in intensely irrigated alluvial basins has been a major concern globally
(e.g., Anastasiadis, 2004; Chae et al., 2004; Nativ, 2004; Nolan et al., 2002; Vengosh et al., 2002; Zektser &
Everett, 2004; Zhang et al., 2006). Previous studies conducted on groundwater age and age dispersion (e.g.,
Fogg et al., 1999; Tompson et al., 1999; Weissmann et al., 2002) concluded that the mean age of the extracted
groundwater inmanywells is much older than the contaminant sources, which indicates the potential for the
ongoing decline in groundwater quality during the coming decades and centuries (Fogg & LaBolle, 2006).
The deterioration of groundwater quality will further impact the economic and social fabric that depend
on those resources (e.g., Nativ, 2004). In this context, long‐term (multidecadal) data and models on ground-
water quality are necessary to evaluate the effects of current activities on groundwater quality, especially at
intermediate and large depths (e.g., Fogg & LaBolle, 2006). For example, the long‐term degradation of
groundwater quality has been observed in the San Joaquin Valley, California, by studying an over four‐
decade trend of the nitrate concentration (Dubrovsky et al., 1998; Harter et al., 2012). However, these types
of data are rare. Clearly, regional‐scale groundwater quality management models that can adequately
represent regional transport phenomena are needed to support the long‐term evaluation of groundwater
quality and to identify decadal time scale management strategies needed to reverse the ongoing degradation.

Regional groundwater quality management models must upscale the transport equation sufficiently to
represent the effects of heterogeneity, including preferential flow in well‐connected high‐conductivity net-
works and mass transfer between the high‐ and low‐conductivity media. The early arrivals of contaminants
caused by the preferential flow and the asymptotical tails resulting from transport through low permeability
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materials have been frequently observed, which significantly challenges long‐term management (e.g.,
Bianchi et al., 2011; Brusseau & Guo, 2014; Brusseau et al., 2007, 2011; Dearden et al., 2013; Fogg et al.,
2000; Fogg & LaBolle, 2006; Fogg & Zhang, 2016; Guo & Brusseau, 2017; LaBolle & Fogg, 2001; Matthieu
et al., 2014; Seyedabbasi et al., 2012). Although the effects of heterogeneity can be simulated by explicitly
including the spatial variability of hydraulic properties in the model, this approach is not feasible for most
plume‐scale contamination sites and is definitely not feasible for regional‐scale models covering 10s to
100s of kilometer. As a result, the velocity fields from coarsely described regional flow models will typically
be taken to represent the flow fields in these models. In this case, the advection‐dispersion equation (ADE) is
most likely to fail to reproduce the main transport behaviors due to heterogeneity. Accordingly, regional
transport models that are capable of using regional velocity fields from flow models while also representing
the appropriate transport phenomena are needed (Fogg & LaBolle, 2006).

In addition to representing the effects of subgrid‐scale heterogeneity, regional water quality management
models must be capable of representing transient boundary conditions and velocity fields. Indeed, we need
not only to model the past degrading water quality caused by past land and water uses, but we also need to
model the possible future changes in groundwater quality as a result of the changing contaminant sources
and velocity fields caused by changes in recharge, groundwater and surface water interactions, and changing
pumping rates and distributions. In other words, an upscaled regional model needs to (1) be as general as the
model that accounts for a detailed representation of the heterogeneity and solves transport using the ADE
and (2) be able to represent the effects of heterogeneity under transient flow as a result of temporally variable
boundary conditions.

For example, consider a typically heterogeneous alluvial aquifer system consisting of stratified interbeds
ranging from sands to clays. Although such deposits commonly function as integrated aquifer systems owing
to the good connectivity of the sands (e.g., Belitz et al., 1993; Carle et al., 1998; Fogg, 1986; Fogg & Zhang,
2016; Weissmann et al., 2002), horizontal stratification can result in a substantially lower vertical effective
hydraulic conductivity (K) compared to the horizontal K owing to the presence of numerous clay or silt beds.
The ambient, horizontal hydraulic gradients in such systems are commonly on the order of 10−3, yet the
vertical hydraulic gradients can become more than one hundred‐fold larger due to local effects, for example,
a pumping well installed to extract a plume or regional effects of the simultaneous recharge from the surface
and pumping of wells at depth. Clearly, these effects may significantly change the mass fluxes of solutes
moving between the aquifer and aquitard sediments, and any reliable transport modeling method should
be capable of representing such changes.

It is noteworthy that very few models have been produced that simulate pump‐and‐treat (PAT) remediation
accurately without explicitly modeling all of the aquifer and aquitard interbeds that result in both the pre-
ferential flow and the late‐time tails that can lead to decades‐long PAT operations as well as PAT rebound
(Guo & Brusseau, 2017; LaBolle & Fogg, 2001; Zhang & Brusseau, 1999). Upscaled transport modeling meth-
ods are needed that are capable of representing both forward plume movement under quasi‐steady
conditions and plume recovery under PAT or regional water quality changes under different land and water
management schemes.

Many studies on upscaling have been published in past decades (e.g., Cassiraga et al., 2005; Dagan, 1994;
Dagan & Lessoff, 2001; Fernàndez‐Garcia et al., 2009; Fernàndez‐Garcia & Gómez‐Hernández, 2007;
Fleckenstein & Fogg, 2008; Li et al., 2011; Renard & de Marsily, 1997; Rubin et al., 1999; Sanchez‐Vila
et al., 2006; Scheibe & Yabusaki, 1998; Wen & Gómez‐Hernández, 1996; Zhou et al., 2010). Most of these
studies have focused on upscaling the K field and have shown good preservation of the flows and heads.
However, fewer efforts have been focused on upscaling transport processes (e.g., Cassiraga et al., 2005;
Dagan, 1994; Fernàndez‐Garcia et al., 2009; Fernàndez‐Garcia & Gómez‐Hernández, 2007; Li et al., 2011;
Scheibe & Yabusaki, 1998; Willmann et al., 2008). It has been shown that models using flow upscaling
approaches often fail to reproduce solute transport behaviors (e.g., Cassiraga et al., 2005; Dagan, 1994;
Scheibe & Yabusaki, 1998).

To overcome the inability to represent non‐Fickian or nonergodic behaviors, nonlocal methods have been
developed. Among them, we can cite the continuous time random walk (CTRW; Berkowitz & Scher,
1995, 1998; Berkowitz et al., 2006), fractional ADEs (fADEs; Benson et al., 2000a, 2000b), multirate mass
transfer (MRMT; Haggerty & Gorelick, 1995; Harvey & Gorelick, 2000; Silva et al., 2009), and memory
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functions (Carrera et al., 1998; Carrera & Neuman, 1986). These nonlocal
methods have displayed good potentials in reproducing complex transport
behaviors but have only been tested under conditions where the flow
fields are relatively simple and the boundary conditions are steady (e.g.,
Benson et al., 2001; Berkowitz et al., 2006; Cortis & Berkowitz, 2005;
Harvey & Gorelick, 2000; Pedretti et al., 2014; Willmann et al., 2008;
Zhang et al., 2007; Zinn & Harvey, 2003).

Importantly, methods such as MRMT, fADE, or CTRW show promise as
means of upscaling transport, yet we are not aware of any tests of these
methods for conditions other than steady state, forward plumemovement.
Although one might not expect that such methods would be capable of

representing some of the transient scenarios mentioned above, where there are significant changes in the
hydraulic gradients and mass fluxes between aquifers and aquitards, we believe it is important to test the
performance of these methods to ascertain their general range of applicability under both steady and tran-
sient conditions. We hope this study will help refresh the discussion on how transport modeling methods
need to continue to be improved to better address modern groundwater contamination problems (Fogg &
Zhang, 2016).

This study investigates the performance of the MRMT method in describing solute transport, including
representation of the late‐time tails when the boundary conditions change. The possible factors explaining
the performance of the MRMT method, such as variable flow fields and mass distributions, are explored.
The local‐scale impact was investigated by studying the plume transport across control planes located at
different locations and a scenario in which regional‐scale changes of the boundary conditions were applied,
such as changes in recharge and flow fields due to extensive pumping. The MRMT method coupled with a
random walk particle tracking (RWPT) code was applied for demonstration in this study. Although this
work focuses on the MRMT method, our results provide insights into the possible limitations of other
upscaling methods under transient conditions in heterogeneous aquifer systems.

2. Methods

In this study, 3‐D heterogeneous domains were generated using a geostatistical method that is described in
the next section. Groundwater flow and solute transport were simulated for fully heterogeneous domains
under both steady state and transient conditions. Then, the groundwater flow and transport were upscaled
and simulated under steady state and transient conditions. These processes will be discussed in detail in the
following sections.

2.1. Heterogeneous Model
2.1.1. Geostatistical Simulation of the Heterogeneity
The computer program T‐PROGS, which is based on a transition probability–Markov chain random‐field
approach described by Carle and Fogg (1996, 1997), Carle (1997), and Carle et al. (1998), was used to gener-
ate 3‐D heterogeneous domains. The hydrofacies categories are identified by interpretation of the well logs
collected from sites. Transition probabilities are measured and used to conditionally simulate realizations of
hydrostratigraphy for each depositional direction (strike, dip, and vertical) and to generate 3‐D realizations
of random fields. In this study, 245 geological boreholes collected from the Tucson International Airport
Area (TIAA) Superfund site (Zhang & Brusseau, 1999) were interpreted and categorized into four hydrofa-
cies: clay (42.4%), silty sand (17.7%), sand (19.6%), and gravel (20.3%). The vertical lengths were determined
directly from the borehole logs, whereas the strike and dip lengths were estimated through both analysis of
the data and geologic interpretation (Carle et al., 1998; Carle & Fogg, 1997). The mean lengths of the four
hydrofacies in the dip, strike, and vertical directions are summarized in Table 1. Based on the resulting
Markov chain model of the transition probability, geostatistical conditional realizations were generated on
a grid of 250 (strike) × 250 (dip) × 70 (vertical) nodes with a 20.0 m × 20.0 m × 1.0 m spacing. The top of
the generated domain coincides with the water table. More details on the domain generation are discussed
in Guo et al. (2019). Ten realizations were generated to perform the analysis. One of the realizations is shown
in Figures 1 and S1 in the supporting information. The connectivity, herein defined as the binary condition
of whether the coarse facies fully percolates in the x, y, or z direction, was calculated using a code that

Table 1
Hydraulic Conductivity, K, and Porosity of the Four Hydrofacies for the
Heterogeneous Simulations

Hydrofacies K, m/d Porosity

Direction and mean length

Strike
(m)

Dip
(m)

Vertical
(m)

Gravel 124 0.25 360 500 9.6
Sand 45 0.25 200 265 8.6
Silt 3 0.25 380 350 13.8
Clay 0.00013 0.37 880 700 16.9
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searches for connectivity bodies and neighbors for each hydrofacies. In each realization, the coarse aquifer
facies comprised 39.9% of the system containing sands or gravels, which were fully interconnected or
percolated in all three dimensions. As a result, the overall transport behaviors, such as the early arrival
due to preferential flow and late‐time tailing, did not differ appreciably from realization to realization as
illustrated in Figure 2. For example, the variance for the mean travel times of particles among 10
realizations reaching the control plane located at x = 4,000 m is approximately 0.58 years and the
standard deviation is 0.76 years. This result is consistent with the findings of LaBolle and Fogg (2001).
Therefore, we concluded that it was not necessary to perform a full stochastic analysis with an extensively
large number of realizations.
2.1.2. Groundwater Flow Model
Groundwater flow was simulated using MODFLOW, a 3‐D numerical (finite difference) groundwater flow
model (McDonald & Harbaugh, 1988; Harbaugh et al., 2000) using the same grid as that of the geostatistical
model. General head boundaries were used along the west and east borders of the domain, with a natural
gradient (0.001) inducing lateral groundwater flow from west to east. The north, south, bottom, and top
are no‐flow boundaries. No vertical gradient was imposed in the boundary conditions. Spatially variable
Ks and porosities are assigned to individual cells according to the categories of hydrofacies for the corre-
sponding cells in the geostatistical domain (Table 1). The K and porosity for each hydrofacies used in the
model were determined according to the information generated from geologic borehole logs, pumping tests,
and historic data collected for the TIAA Superfund site (Zhang & Brusseau, 1999).
2.1.3. Solute Transport Model
The solute transport problem was solved using the code RW3D that solves advection, dispersion and multi-
rate mass transfer using the RWPT approach (Fernàndez‐Garcia et al., 2005; Henri & Fernàndez‐Garcia,
2014; Henri & Fernàndez‐Garcia, 2015; Salamon et al., 2006). The governing equation for advective‐
dispersive transport is given by the following:

θR
∂c
∂t

¼ ∇⋅ θD∇cð Þ−∇⋅ qcð Þ (1)

where q (L/T) is the groundwater flux, D (L2/T) is the dispersion tensor, θ (dimensionless) is the porosity,
c (M/L3) is the aqueous concentration, and R (dimensionless) is the retardation factor.

Figure 1. Heterogeneous domain for realization #1 and conceptual model setup.
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The conceptual foundation of the code RW3D, which implements the RWPTmethodology, was discussed by
Fernàndez‐Garcia et al. (2005). Particles are moved by advection according to their location in the flow field
and by dispersion by introducing a random term in the RWPT algorithm (e.g., Boso et al., 2012; Salamon et
al., 2006) as follows:

xtþdt ¼ xt þ Α xt; tð Þdt þ Β xt; dtð Þ⋅ξ tð Þ
ffiffiffiffiffi
dt

p
(2)

Α tð Þ ¼ qp

θR
(3)

Β⋅Βt ¼ 2D
R

(4)

where xt is the particle position at time t; vectorA andmatrixB are related to the advection and the dispersion
displacements of a particle, respectively; ξ is a vector of independent and normally distributed random vari-
ables characterized by a zero mean and a unit variance; and qp (L/T) is the modified Darcy velocity, which is
defined as qp = q + ∇ ⋅ (θD). The dispersion tensor used here has the form given by Lichtner et al. (2002).

The longitudinal, transverse, and vertical dispersivities representing the grid‐scale dispersion were set to 1.0,
0.1, and 0.01 m, respectively. To date, most of the dispersion in this system has been imparted by the geos-
tatistically modeled heterogeneity. The aqueous diffusion coefficient was 7.6 × 10−5 m2/day. This value
resulted in an average Péclet number (Pe) of 0.03 for clay, which is determined as the ratio of the character-
istic time for diffusion (tD) and the time scale for advection (tA). For a system with Pe greater than one, the
system is considered an advective‐dominant system since advection is faster than diffusion. For a system
with Pe smaller than one, the system is diffusion dominant (Guswa & Freyberg, 2000). Therefore, the natural
gradient flow in this study is a diffusion‐dominant system. A retardation factor of 1.4 was applied. These
parameters were determined based on the data for trichloroethene collected from the TIAA Superfund site
(Zhang & Brusseau, 1999).

2.2. Upscaled Model
2.2.1. Effective Flow Field
The equivalent flow fields for the homogeneous simulations were generated by upscaling the heterogeneous
K fields. The specified head boundaries were applied to two sides along the x axis of the domain and no‐flow

Figure 2. Breakthrough curves for 10 realizations and the mean of these realizations (bold lines) generated for
control planes at different locations: x = 3,750, 4,000, and 4,250 m. HO‐MRMT and HT refer to the homogeneous and
heterogeneous results under steady state conditions, respectively. HOP‐MRMT and HTP refer to the homogeneous and
heterogeneous results under transient conditions, respectively. The figures on the right side magnify the tails.
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boundaries to the other four bounds. For the heterogeneous case, a
gradient of 0.001 was imposed across the domain. The equivalent K
values along the x direction were computed based on the flow rates out
of the downstream edges of the domains for the heterogeneous
simulations using Darcy's equation. The equivalent Ks in the y and z direc-
tions were determined in the same way, using the flow rates leaving the
side and bottom edges of the heterogeneous domain, respectively. The
relative difference in flow between the homogeneous and heterogeneous
cases was below 0.5%, indicating that the homogenous equivalent
parameter preserves the average velocity and water balance observed in
the heterogeneous case. For the transient conditions we simulated, the

differences for the water budgets are also less than 1%, which shows that the flow field is preserved under
the transient conditions.
2.2.2. Transport Upscaling
The MRMT model, which was used to upscale the heterogeneous transport model, has been described by
Haggerty and Gorelick (1995) as follows:

∂cm
∂t

þ ∑
Nim

j¼1
βj
∂cim;j

∂t
¼ ζ cmð Þ (5)

∂cim;j

∂t
¼ αj

Rim;j
cm−cim;j
� �

(6)

where cm (M/L3) is the aqueous concentration in the mobile zone; cim (M/L3) is the concentration in the jth
immobile zone; Nim is the number of distinct immobile zones; αjis the first‐order mass transfer rate between
the mobile zone and jth immobile zone; and ζ(cm) is the transport operator of the mobile concentrations
defined by the following:

ζ cmð Þ ¼ ∇⋅
D∇cm
Rm

� �
−∇⋅

qcm
θmRm

� �
; (7)

where Rm (dimensionless) is the retardation factor in the mobile domain. The total capacity β is the ratio of
the total contaminant mass in the immobile zone to the total mass in the mobile zone at equilibrium and is
calculated by summing the capacity ratios of all immobile domains, that is,

β ¼ ∑
Nim

j¼1
βj ¼ ∑

Nim

j¼1

Rim;jθim;j

Rmθm
(8)

where θm (dimensionless) is the porosity of the mobile zone; θim,j(dimensionless) is the porosity of the jth
immobile zone (j = 1..., Nim); and Rim,j (dimensionless) is the retardation factor of the jth immobile domain
(j = 1..., Nim). The total capacity was determined according to the ratio of the total pore volume of clay and
silty sand in the first realization of the heterogeneous K field, where advection is minimal and can therefore
be assumed as equivalent to the total volume of the immobile domain, to the total pore volume of the other
hydrofacies, where advection is dominant. Values are given in Table 2.

The mass transfer coefficient and capacity coefficient for each immobile zone were determined by fitting the
breakthrough curves (BTCs) generated for the control planes located at 4,000 m for the homogeneous simu-
lations to the corresponding BTCs for the heterogeneous simulations conducted in the domain of realization
#1. As all of the realizations were generated based on the same geological data, it was assumed that the
physically based parameters should not vary among realizations. Therefore, the determined mass transfer
coefficients and capacity coefficients fitted for realization #1 were used for the other realizations. The results
presented below are for realization #2. The dispersivities and diffusion coefficients were set as the same as
those used for the heterogeneous simulations since we assumed that the MRMT model would reproduce
the macrodispersion resulting from the spatial variability in K. A porosity of 0.05 for the mobile zone and
retardation factor of 1.4 were used to match the arrival times of the solute on the BTC and the center of
the plume with those of the heterogeneous simulations. The low porosity used here also accounts for the

Table 2
Mass Transfer Coefficient, Capacity Coefficient, and Damkohler Number for
Each Immobile Zone

Capacity
coefficient

Mass transfer
coefficient

Retardation
factor

Damkohler
number

Mobile zone NA NA 1.4 NA
Immobile
zones

1 0.35 0.005 1.4 6.62
2 0.45 0.003 1.4 4.26
3 0.5 0.0005 1.4 0.74
4 0.7 0.0001 1.4 0.17
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effective porosity of the upscaled heterogeneous system, in which only approximately 40% of the system
consists of aquifer materials.

2.3. Simulations

Both steady state and transient flowwere simulated for heterogeneous and upscaled homogeneous scenarios
(Table 3). The total simulation time for steady state flow (S1 in Table 3) was 120 years. Two stress periods
were simulated for transient flow (S2 in Table 3). For the first stress period, groundwater flowed from west
to east, induced by a natural gradient for 16.4 years, and the plume migrated via ambient steady state flow
fields. During the second stress period, four wells located near x= 3,900m (shown in Figure 1) started pump-
ing for 100 years to represent the PAT remediation system. The total pumping rate was approximately one
fourth of the total inflow discharge, which was able to capture a satisfactory amount of the downgradient
plume without impacting the downgradient boundary. The simulations were conducted for heterogeneous
domains first. An instantaneous input with an initial mass of 66,900 kg was placed in cells containing the
gravel facies upgradient of the domain (Figure 1). Then, the homogeneous simulations were conducted in
the equivalent flow fields described in section 2.2.4. The solute transport for homogeneous domains was
simulated using the MRMT model with the upscaled parameters. To be consistent with the heterogeneous
simulations, the same amount of mass was placed in the same location. Additional simulations were
conducted with pumping rates that were increased by a factor of 3 for realization #1 to test the impact on
transport with different radius of influence for both homogeneous and heterogeneous simulations. For all
simulations, the solute mass flux was determined at a total of nine vertical control planes located at x =
2,500, 3,000, 3,250, 3,500, 3,750, 4,000, 4,250, 4,500, and 4,750 m, corresponding to 5.3, 7.1, 8.0, 8.9, 9.8,
10.7, 11.6, 12.5, and 13.4 times, respectively, the mean length of 280m of the coarse hydrofacies (gravel
and sand; Table 1). The BTCs plotted using the relative mass flux (J) versus time were used to evaluate
the performance of the MRMT model at different scales. An adaptive kernel density estimator method
(Pedretti & Fernandez‐Garcia, 2013) was used to reconstruct the BTCs to mitigate subsampling effects.
The late‐time slopes of the BTCs were determined based on the straight lines that were plotted on a
log‐log scale, d (log10 J)/d (log10 t). The errors between the slopes for the heterogeneous and upscaled
MRMT models were then calculated to quantitatively indicate the discrepancy.

To test the ability of the MRMT model to reproduce PAT remediation rebound, where concentrations
recover rapidly after pumping is ceased and then restarted, two additional sets of simulations were produced
with transient flow. In the first set (S4 in Table 2), pumping ceased after 20 years of extraction (in the second
stress period), which was 36.4 years after the simulation started, and the boundary condition was changed
back to the boundary condition in the first stress period. The mass fluxes across the control planes located
at x = 4,000 m and x = 4,250 m were measured. Another set of rebound tests (S5 in Table 2) were

Table 3
Summary of the Simulated Scenarios

ID Scenario Description Result representation

S1 Steady state Purely horizontal flow with natural gradient for 120 years HO‐MRMT, HT1

S2 Transient Two stress periods: first, horizontal flow for 16.4 years and,
second, pumping initiated

HOP‐MRMT, HTP2

S3 Transient Two stress periods: first, horizontal flow for 16.4 years and,
second, predominant vertical flow by increasing the
vertical gradient regionally

HOTR‐MRMT, HTTR3

S4 Rebound test 1 Three stress periods: first, horizontal flow for 16.4 years;
second, pumping for 20 years; and third, pumping ceased
and flow with natural gradient

HOP‐MRMT‐rebound, HTP‐rebound4

S5 Rebound test 2 Four stress periods: first, horizontal flow for 16.4 years;
second, pumping for 20 years; third, pumping ceased
for 10 days; and fourth, pumping restarted

HOP‐rebound, HTP‐rebound5

1Homogeneous simulation with multirate mass transfer and heterogeneous simulation under steady state conditions. 2Homogeneous simulation with multi-
rate mass transfer and heterogeneous simulation under transient conditions for the pumping scenario. 3Homogeneous simulation with multirate mass transfer
and heterogeneous simulation under transient conditions for the regional flow change scenario. 4Homogeneous simulation with multirate mass transfer and
heterogeneous simulation under transient conditions for rebound test 1. 5Homogeneous simulation with multirate mass transfer and heterogeneous simula-
tion under transient conditions for rebound test 2.
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conducted by restarting extraction after pumping had ceased for 10 days in the first set of rebound tests, and
the boundary condition was set the same as the boundary condition in the second stress period for transient
flow. The BTCs were plotted using the concentrations collected from the extraction wells.

The nonergodicity effects in the heterogeneous simulations caused by local variations in the transport at
scales smaller than the facies mean lengths are not considered to be a problem in this study because the
transport is strongly influenced by the connectivity of the aquifer facies, which fully percolates in all three
dimensions. Nevertheless, to help ensure that the results are not significantly affected by, for instance, the
pumping wells being adjacent to locally idiosyncratic heterogeneous features, we also ran a simulation
without pumping wells in which the changes in the regional flow field were regional rather than local (S3 in
Table 2). The simulation was set up similarly as the transient scenario described above, with two stress
periods. In the first stress period, we have ambient west‐to‐east groundwater flow for 16.4 ears with no
vertical gradient. In the second stress period, the boundary conditions were changed by introducing a down-
ward vertical gradient consistent with field conditions in which recharge, together with pumpage at depth,
induces a downward component of flow. The recharge was applied at the top of the domain and the general
head boundary at the bottom, which mimics the extensive pumping in the deep aquifer that can result in
significant vertical flow at a large scale. A vertical gradient of 0.3 was simulated to represent the effects of
simultaneous pumping at depth and recharge at the water table, resulting in an average Pe of 15 in the
vertical direction and turning the system to an advective‐dominant system. This magnitude of the vertical
gradient would be representative in many areas of the Central Valley of California, where both heavy pump-
ing and recharge from irrigation create strong vertical gradients with a range of 0.1 to 0.65 in the upper and
middle portions of the aquifer system (Gailey, 2018; Styles & Burt, 1999).

3. Results
3.1. Performance of the MRMT Method Under Ambient Flow

The BTCs resulting from the transport simulations in the 10 heterogeneous realizations are plotted in
Figure 2 and labeled as HT. Four immobile zones were required to be applied in the homogeneous
MRMT (HO‐MRMT) simulations to fit the BTCs resulting from the heterogeneous simulations. The mass
transfer and capacity coefficients for each immobile zone are listed in Table 2. Values of the Damkohler
number (Daj), a dimensionless parameter describing the magnitude of the nonideal transport associated
with mass transfer processes and characterizing the ratio of the mass transfer timescale to the advection
timescale, are also listed in Table 2. For each immobile zone j, the Damkohler number can be calculated
by the following:

Daj ¼ αj βj þ 1
� �

RmL
h i

=vx ; (9)

where vx is the pore water velocity (L/T), which is calculated by the Darcy equation and the porosity of the
mobile zone, and L is the domain length (L). The estimated Damkohler numbers are within the range of 0.01
and 100, which means that the concentration will be sensitive to the discharge rate and that a significant
mass transfer effect is observed (Haggerty & Gorelick, 1995).

For the steady state conditions, the plume was moving forward with natural gradient flow. Long tails are
observed from the BTCs for the heterogeneous simulations (HT in Figure 2), where the mass transfer
between low‐ and high‐K units has a significant effect. The upscaled equivalent model (HO‐MRMT in
Figure 2) was able to reproduce the tails of the BTCs generated for the heterogeneous simulations, which
has also been demonstrated in previous studies (e.g., Haggerty & Gorelick, 1995; Harvey & Gorelick,
2000). As mass transfer coefficients were obtained from model results at the control planes at x = 4,000 m,
the homogeneous simulation captured the tails perfectly (Figure S2) for the BTCs at this location. BTCs
were also plotted using results from the control planes at other locations for the HO‐MRMT case, which
were also acceptably matched to the corresponding curves from the heterogeneous simulations
(Figure S2). This result is consistent with the results presented in Haggerty et al. (2004), which showed that
the mass transfer time is not correlated with the advection time for data collected in sorptive porous media.
The minimal changes in the matches at different locations also indicate the negligible impacts arising from
the scale and nonergodicity.
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3.2. Performance of MRMT Under Transient Conditions

The BTCs for the pumping scenarios in both the fully heterogeneous case (HTP) and the upscaled homoge-
neous MRMT case (HOP‐MRMT) are also shown in Figure 2. Reductions in the mass flux after the start of
pumping at 16.4 years occurred in both simulations due to the large amount of mass extracted by pumping.
As all mobile masses in the homogeneous MRMT domain were accessible to be extracted, while only the
mass residing in the coarse materials in the heterogeneous domain was easily accessible, the mass flux for
the homogeneous simulation (HOP‐MRMT) dropped more than the mass flux for the heterogeneous simu-
lation (HTP). The differences between the tails of the BTCs for the homogeneous MRMT and heterogeneous
simulations are more pronounced downgradient of the extraction wells (at 4,000 and 4,250 m) compared to
the upgradient area (at, e.g., 3,750m). This phenomenon is also reflected in the calculated errors between the
slopes of the tails for the homogeneous MRMT and heterogeneous simulation shown in Table S1. The errors
become much larger, as high as −58%, for the simulations under transient flow conditions. In comparison,
the errors of the steady state simulations are below 5%. For the control planes located downgradient of the
wells, such as x = 4,000 m, the slope errors observed are larger than the errors observed at the planes located
further away downgradient (x= 4,250 m and x= 4,500m). After the start of pumping, the resulting Pe in 92%
of the clay facies within the radius of influence was increased 1.2 to 106 times compared to the value of 0.03
for the natural gradient flow, resulting in the Pe for 73% of the clay facies within the radius of influence being
larger than 1. Therefore, the system becomes advective dominant after pumping is started. The results of the
simulations with higher pumping rates are presented in Figure S3. As larger radius of influence result from
the increased pumping rates, the disparities of the mass flux between the homogeneous MRMT and hetero-
geneous simulations increase, and the impact expands further downgradient, that is, the difference in the
mass flux at 4,500 m increases.

3.3. Performance of the MRMT Model Under Transient Conditions for the Rebound Tests

Figure 3 shows the mass flux changes at the control planes located at x = 4,000 m and x = 4,250 m for the
rebound tests in which pumping was turned off after 20 years of extraction. For comparison, the mass flux
changes for the corresponding scenarios under both steady state and transient conditions are also shown.
Rebounds of the mass fluxes are observed for both the homogeneous MRMT and heterogeneous simulations
but by greater amounts for the latter. In the heterogeneous case, the rebound rises above themass flux for the
steady state case at 36.4 years, which is apparently due to (a) a higher mass flux from the coarse to the fine
materials during the pumping period and (b) a reversed flow direction after wells are turned off, leading to a
greater transport of particles toward the control plane that were previously moving in the opposite direction
due to pumping. Once the increased number of particles crosses the control plane causing the rebound, the
mass flux overlaps with the mass flux observed for the steady state simulation, which is expected since the
flow fields are identical, and therefore, the mass transfer coefficients calibrated under steady state conditions
work well. The errors shown in Figure 3 for the mass flux between the MRMT and heterogeneous simula-
tions are also reflected in the concentrations (Figure S4). The differences between the flow rates for the
homogeneous MRMT and heterogeneous simulations are listed in Table S2. Figure S4 shows the change
in concentration with time at x = 4,250 m. Therefore, the errors of the concentrations between the homoge-
neous MRMT and heterogeneous simulations are also 1–2 orders of magnitude under transient conditions,
and the errors of the rebound are approximately half an order of magnitude.

The BTCs recorded at the extraction wells are presented in Figure 4. HOP‐MRMT and HTP are the BTCs for
the homogeneous MRMT and heterogeneous simulations with continuous pumping, respectively. The
homogeneous MRMT simulation was not able to accurately represent the concentrations in the effluents
from the wells obtained for the heterogeneous simulation until the concentration dropped by approximately
2 orders of magnitude (after approximately 40 years of pumping). The differences between the concentra-
tions of the homogeneous MRMT and heterogeneous simulations are as large as a factor of 2 to 3.
Figure 4b shows the BTCs for the rebound tests on a semilog scale. After pumping was resumed, the concen-
tration of the heterogeneous simulation increased by approximately a factor of 2 and then dropped to the
concentration level of the simulation with continuous pumping. The homogeneous MRMT model failed
to represent this rebound, which reflects the failure of the MRMT method to reproduce the mobile‐to‐
immobile zone mass fluxes occurring in the transient rebound case.
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3.4. Contaminant Mass Distributions

The mass distributions within the domains under steady state conditions at different times are shown in
Figures 5a and 5b for the homogeneous MRMT and heterogeneous cases, respectively. An uneven mass dis-
tribution is observed for the heterogeneous system as a result of the permeability spatial variability
(Figure 5b), whereas the mass distribution in the homogeneous MRMT domain is, as expected, more uni-
form (Figure 5a). The mass distributions in the homogeneous MRMT and heterogeneous domains as a func-
tion of the distance at different times after pumping started are shown in Figure 6. Pumping was started after
16.4 years of ambient flow. The mass residing within the radius of influence (~300 to 400 m near the well
locations) was more impacted than those at other locations. For the homogeneous simulation whose mass
distribution was relatively uniform in the steady state, after pumping started, apparent mass decreases are
observed within the radius of influence. In addition, more mass was retained near the upgradient source
zone compared to the heterogeneous scenario at the same time because of retardation. An uneven mass dis-
tribution is also observed after pumping started, and more mass is retained at a distance of approximately
2,300 m due to the extensive presence of clay in the region.

Figure S5 shows the particle distributions after 6 years of plumemigration under ambient flow for the homo-
geneous MRMT simulation and heterogeneous simulation. Relatively uniform distributions of particles are

Figure 3. Breakthrough curves at the control planes located at x = 4,000 m (a) and x = 4,250 m (b) for the rebound test
during which pumping was turned off after 20 years of extraction.

Figure 4. Time continuous concentrations measured from the extraction wells for the scenario with continuous pumping
and the rebound test, where pumping was resumed after stopping extraction for 10 days following 20 years of continuous
pumping: (a) normal scale and (b) semilog scale.
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observed for the homogeneous simulation, whereas for the heterogeneous
simulation, the particles are distributed unevenly through the domain
with a portion of the particles trapped within low permeability zones,
while relatively rapid transport occurs in well‐connected channels.
These observations are consistent with the mass distributions depicted
in Figures 5 and 6. The fact that the observed preferential transport and
mass trapped in low permeability zones cannot be reproduced by the
homogeneousMRMTmodel helps explain the failure of theMRMTmodel
when applied under more general or transient conditions, which will be
further discussed in the following section.

3.5. Maximum Concentrations

Figure 7 shows the maximum concentrations with the distance at differ-
ent times for the homogeneous MRMT and heterogeneous simulations
under steady state conditions. The concentration and mass held back at
later times of the heterogeneous case show higher values in general com-
pared with the results of the MRMT simulation, which shows lower
concentrations and relatively uniform concentrations at later times. The
results of the simulations with pumping started later are presented in
Figure S6. Some oscillation is evident in Figure S6 due to declines in the
particle numbers. Simulations with more particles would generate
smoother solutions. Nevertheless, these results illustrate the general beha-
vior that more spatially variable concentrations are observed for the
heterogeneous case, whereas uniform low concentrations are observed
for the homogeneous MRMT case.

Therefore, in regards to the local problem, MRMTmodels failed to capture the high concentrations observed
in the heterogeneous simulations. However, in this case, the difference between the high concentrations of
the heterogeneous simulation and the corresponding concentrations at the same locations of the homoge-

neous MRMT simulations are less than 1 order of magnitude. This result
has implications for addressing different contaminants that have different
regulatory contaminant levels.

4. Discussion
4.1. Reasons for the Failure of the MRMT Model Under
Transient Conditions

The mismatches of the late‐time slopes between the MRMT and heteroge-
neous simulations after changing the boundary conditions indicate a
limitation of applying the MRMTmethod when the flow field is transient.
This finding is consistent with previous studies whereby a concrete rela-
tionship between the aquifer and mathematical parameters can only be
built for limited systems, such as a diffusion‐dominant system (Carrera
et al., 1998; Haggerty & Gorelick, 1995; Pedretti et al., 2014; Nkedi‐Kizza
et al., 1984), which indicates the possible failure of applying the MRMT
method when the system changes from diffusion dominant to advection
dominant or the opposite way. The non‐Fickian transport, that is, the
early‐ and late‐time tails arise especially because of the strong heterogene-
ity, including the connectivity of the high‐K media and the presence of
substantial amounts of low‐K media. As shown in Figures 2 and 3, the
early arrivals observed in the BTCs are due to the high permeability zones,
which percolate horizontally through the entire domain, and the late‐time
tails result from the slow mass transfer process through the extensive low
permeability lenses in the domain. In most sedimentary alluvial systems,
the high‐ and low‐Kmedia are in the form of laterally extensive, stratified

Figure 5. Mass distribution under steady state conditions at different time
periods: (a) homogeneous MRMT simulation and (b) heterogeneous simu-
lation. MRMT = multirate mass transfer.

Figure 6. Mass distribution at different times after pumping started (after 0,
4, 8, and 20 years of pumping): (a) homogeneous MRMT simulation and
(b) heterogeneous simulation. MRMT = multirate mass transfer.
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sands/gravels, silts, and clays, with the latter commonly making up the majority of the systems as is the case
for the study site in this work. The transport in these systems can be strongly affected by slow advective
processes, which can change dramatically as the boundary conditions change. The simulated scenarios
above, in which ambient plume migration is followed by transient changes in the flow system, present an
effective test on the application of the non‐Fickian method on non‐Fickian transport with a transient
boundary condition.
4.1.1. Perturbation of the Mass Transfer Caused by Variable Flow Fields
The mismatches in the tails between homogeneous the MRMT and heterogeneous simulations of transient
scenario S2 are observed for the BTCs at all monitored control planes after pumping started (Figure 2); how-
ever, the degrees of the mismatches are different, which is more apparent for the control planes located
downgradient of the wells than the wells located upgradient (e.g., Figure 2). The relative changes in the
fluxes (from the steady state to the pumping regime) across the five control planes located within the radius
of influence were calculated and listed in Table S2 for both the homogeneous MRMT and heterogeneous
simulations. The changes in the total fluxes across all control planes located downgradient of the pumping
wells are similar and so are the changes in the total fluxes across the control planes upgradient of the wells
due to preservation of the water balance. However, the changes in the fluxes across the portion of the control
planes located within the radius of influence of the pumping wells (identified by analyzing the drawdowns)
show high disparities.

The calculated errors between the slopes of the tails for the homogeneous MRMT and heterogeneous simu-
lation versus the percentage changes in the fluxes across the portion of the control planes located within the
radius of influence for the 10 realizations are plotted in Figure 8. For the control planes located downgradi-
ent of the pumping wells, the flux directions reversed, resulting in negative percent change values. Overall,
the slope errors for a given realization become larger as the change in the flux increases. The errors between
the slopes are relatively high for the negative percentage changes in the fluxes (left side in Figure 8) due to
the reversal of the flow direction, among which most of the errors are in the range of 5% to 40% and can be as
high as 58.67%. Therefore, for the control planes located downgradient of the wells, such as x = 4,000 m,
the slope errors observed are larger than the errors observed at the planes located further downgradient
(x = 4,250 m and x = 4,500 m). On the other hand, the slope errors are relatively small for the cases with
positive percentage changes in the fluxes (for the planes located upgradient of the wells, right side in
Figure 8), as the changes in the flow field, where the main flow direction remains unchanged, are not as
dramatic as the changes in the flow field downgradient of the wells. Therefore, relatively small changes in
the tail slopes are observed between the homogeneous MRMT and heterogeneous simulations for the con-
trol planes located upgradient of the wells (x = 3,500 m and x = 3,750 m). The results highlight the

Figure 7. The maximum concentration with the distance at different time periods: (a) homogeneous MRMT simulation
and (b) heterogeneous simulation. MRMT = multirate mass transfer.
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importance of the changes in the fluxes induced by extractions on the performance of the MRMT approach
in reproducing the tailings.
4.1.2. Misrepresentation of the Mass Distribution
The mass distributions throughout the domain are very different between the homogeneous MRMT and
heterogeneous simulations under both the steady state and transient conditions, as shown in Figures 5
and 6, respectively. The mass distributions in the mobile and immobile zones of the homogeneous MRMT
systems and mass distributions in the coarse materials (gravel and sand) and the finer materials (silty sand
and clay) of the heterogeneous systems were then evaluated separately. The mass residing in the mobile and
immobile zones of the homogeneous MRMT and heterogeneous scenarios are plotted in Figure 9a for the
steady state simulations (S1) and in Figure 9b for the transient simulations (S2) after pumping started.
The mass in the clay and silty sand of the heterogeneous scenarios was compared to the mass in the immo-
bile zones of the homogeneous MRMT scenarios. All contaminants were initially placed in the mobile zone
in the homogenous‐MRMT simulation and in the coarse materials in the heterogeneous simulation and
declined rapidly in the first few years (Figure 9a). Despite the decline in mass in both the mobile zone of
the homogeneous MRMT simulation and the coarse materials of the heterogeneous simulation, the mass
of the homogeneous MRMT simulation drops to much lower values compared to the mass of the heteroge-
neous simulation. The mass differences between the homogeneous MRMT and heterogeneous simulations
under transient conditions (Figure 9b) are larger than the mass differences observed in the simulations
under steady state conditions. For further details, the mass distributions in the different phases (mobile
and immobile zones of the homogeneous MRMT simulation and the coarse materials and clay of the hetero-
geneous simulation) are plotted separately in Figures S7 and S8.

In our implementation of the MRMT method, multiple calibrations were conducted by varying the capacity
coefficients (treating either clay or clay and silt as the immobile zone) and the mass transfer rates to fit the
tailings, and the mass distributions for the homogeneous MRMT and heterogeneous simulations were com-
pared for each calibration. The results of the calibration that generated the closest tails and mass distribu-
tions of the homogeneous MRMT simulations to those of the heterogeneous simulations are presented in
Figures 2 and S2, respectively. The late‐time tails generated by the MRMT simulations fit the corresponding
tails of the heterogeneous simulations well under steady state flow conditions. The mass in the mobile zone

Figure 8. Errors between the slopes of the tails for the homogeneous and heterogeneous simulations versus the percen-
tage changes in the fluxes across the control planes within the radius of influence for 10 realizations. A negative percen-
tage change in the flux indicates a change in the flow direction.
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of the homogeneous MRMT simulations, however, is always lower than the mass in the coarse materials of
the heterogeneous simulations, which likely augments the differences in the tails under transient boundary
conditions. Therefore, identifying the time‐varying mass in the mobile and immobile zones is considered a
potential way to capture the tails of the heterogeneous simulations under different boundary conditions.
However, no previous research that determines the mass or concentration separately for mobile and
immobile zones was found. Instead, previously reported studies only examined the residence
concentrations or flux‐averaged concentrations in mobile zones (e.g., Haggerty & Gorelick, 1995;
Haggerty et al., 2004; Harvey & Gorelick, 2000; Silva et al., 2009). Hence, simulating the mass in both the
mobile and immobile zones accurately could be vital to represent the transport process under transient
flow conditions in future studies.

4.2. Ergodicity and Effects of the Local Versus Regional Changes in the Flow System

Previous work on MRMT methods (e.g., Pedretti et al., 2014) has raised the issue of ergodicity, wherein the
scale of the transport processes may be too local to sufficiently “sample” enough of the heterogeneity to
reach the asymptotic conditions that can be considered generally representative. An important difference
between the random fields of Pedretti et al. (2014) and those of this study is that while ours consist mainly
of aquifer‐aquitard complexes, Pedretti et al.'s consist entirely of the heterogeneity within the aquifer mate-
rials modeled as Gaussian random fields. In the latter, the modeled plumes must indeed encounter enough
of the aquifer heterogeneity to approach asymptotic conditions. In the hydrofacies‐based aquifer‐aquitard
random fields generated with T‐PROGS of this paper, however, the main features producing dispersion
are the nearly ubiquitously interconnected (percolating) aquifer facies and the omnipresent, adjacent aqui-
tard facies. Because of the ubiquitously percolating aquifer facies, as found by LaBolle and Fogg (2001), the
modeled plumes in a system such as that of this study behave very consistently from realization to realiza-
tion, and the transport phenomena are consistent at most scales and localities, with relatively rapid transport
in the interconnected aquifers together with ubiquitous mass transfer to and from the aquitard units. In fact,
LaBolle and Fogg (2001) noted that in such a system, asymptotic conditions may never be reached, and the
researchers suggested these transport phenomena as explanations of the strong scale dependence of the
apparent dispersivities.

Accordingly, we do not anticipate that the nonergodicity bears heavily on the generality of our modeling
results. Nevertheless, one might argue that our well boundary conditions are sufficiently local within the

Figure 9. Time continuous mass change for the homogeneous MRMT and heterogeneous simulations. (a): Steady state.
The mass decline in the mobile zone of the homogeneous MRMT simulation and in the coarse materials of the
heterogeneous simulation and mass increases in the immobile zones of the homogeneous MRMT simulation and in the
clay of the heterogeneous simulation happen in the first few years, which are not clearly visible on the plot; (b): after
pumping is started, HO‐MRMT and HT refer to the homogeneous MRMT and heterogeneous results under steady state
conditions, respectively. HOP‐MRMT and HTP refer to the homogeneous MRMT and heterogeneous results under
transient conditions, respectively. MRMT = multirate mass transfer.
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heterogeneous fields that the nonergodic effects could be of concern related to which facies those wells
penetrate in the individual realizations. Therefore, we ran additional scenarios in which the forcings that
produce the regional flow and the transients are regional forcings, rather than those from wells. In these
other scenarios (S3), rather than pumping from wells as in scenario S2, we introduced a transient
representing a change from purely horizontal flow to predominantly vertical flow with a vertical
component representing the effects of recharge from above and flow out of the bottom of the model into
deeper parts of the aquifer system (see the description in the methods section). The results are shown in
Figure 10. Significant reductions in the mass fluxes were observed for the heterogeneous simulation
(HTTR) after the flow field was changed due to varied boundary conditions. However, for the
homogeneous MRMT simulation (HOTR‐MRMT), the changes in the mass fluxes across the control
planes were not as significant as those in the heterogeneous simulations because of the unvaried mass
transfer rates between the mobile and immobile zones. The mismatches between the tails of the
homogeneous MRMT and heterogeneous simulations are observed for all control planes that are located
at distances including 5 to 12 correlation scales.

In transient scenario S2, the boundary condition change was induced by the initiation of pumping at
the local scale. Because the lateral extents of the pumping well drawdowns are only 2 to 5 times larger
than the maximum facies correlation length of 280 m, there may be the potential for an effect due to
nonergodicity, where local effects of the heterogeneity are unique to particular realizations. In scenario
S3, transient conditions were simulated with a regional‐scale change in the flow field by applying
recharge and a vertical gradient. The mismatches between the tails of the heterogeneous and homoge-
neous simulations are observed in all control planes that cover 5–13 times the correlation length.
This result is consistent with observations from previous experiments involving pumping wells,

Figure 10. Breakthrough curves for control planes at different locations: x = 2,500, 3,250, 3,750, 4,000, 4,250, and 4,500 m, which includes 5.3, 8.0, 9.8, 10.7, 11.6,
and 12.5 mean lengths, respectively. HO‐MRMT and HT refer to the homogeneous and heterogeneous results under steady state conditions, respectively.
HOTR‐MRMT and HTTR refer to the homogeneous and heterogeneous results under transient boundary conditions, respectively.
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indicating that the failure of the MRMT model under transient boundary conditions is not an
artifact of nonergodicity.

In a stratified alluvial aquifer, the horizontal hydraulic gradients are commonly on the order of 10−3, and the
vertical gradients tend to be larger owing to the relatively low, effective K and the combination of recharge at
the water table and pumpage at depth (e.g., Fogg, 1986). When the pumping and recharge fluctuate, the
vertical gradients can easily fluctuate between values that are 10 to 1,000 times higher than the horizontal
gradients. This situation will result in significantly increased vertical leakage rates and mass transfer rates
into and out of the aquitards. This phenomenon explains why in scenario S3 when the vertical hydraulic
gradients were increased, the changes in the x, y, and z directions were observed in Figure 10. Basically,
the 3‐D flow fields create mass transfer rates among the facies that are functions of both diffusion and slow
advection. Because of the varied mass transfer rates among the facies due to the change in the boundary
condition, the MRMT models that work under steady state conditions with unvaried mass transfer rates
between the immobile and mobile zones will fail to represent the transport under transient conditions.
Therefore, upscaled models that can represent transient transport, including different boundary conditions
at regional scales, are needed.

4.3. Other Potential Problems Applying the MRMT Method

The homogeneous MRMT simulations also failed to reproduce the high concentrations that were observed
for the heterogeneous simulations as the plumemigrated with time. The uneven distributions of the concen-
tration with the location are the result of the permeability heterogeneity in the heterogeneous simulations.
With a uniformity of the flow field in the homogenous domain, reproducing these high concentrations will
also be an important task during the upscaling of the transport process as in real fields since the maximum
detected concentration is also an important indicator for site management.

The results shown in this study indicate errors of 1–2 orders of magnitude in the concentration or mass flux
between the homogeneous MRMT and heterogeneous simulations, which resulted from only one set of
pumping wells and simple changes in the boundary conditions. However, in the real field, there would be
more complex, transient conditions at the regional scale, where more wells are used, thus resulting in more
changes in pumping, more recharge, and more complex source loading, such as nonpoint sources. These
factors would cause additional uncertainties and perturbations on the upscaled model. The performance
of the MRMT model for representing these transient transport processes needs to be evaluated, especially
in complex nonpoint source scenarios.

4.4. Implications for the Application of Other Nonlocal Methods for Upscaling Transport

Other nonlocal methods, such as CTRW and fADE (Benson et al., 2000a, 2000b; Berkowitz et al., 2006;
Berkowitz & Scher, 1995, 1998), have been demonstrated to represent non‐Fickian transport with steady
state boundary conditions in field and laboratory work. Given that the application of these methods also
requires the calibration of parameters to fit plume migration and mass distributions under steady state con-
ditions, we anticipate that these methods will suffer from the same errors when the boundary conditions
shift significantly enough to change the internal hydraulic gradients among the hydrofacies, thereby
changing the mass transfer rates and consequences. Cortis and Knudby (2006) applied CTRW to a transient
flow problem with fixed boundary conditions, which showed possible implications for the interpretation of
pumping test data. The researchers were able to do the aforementioned by changing the CTRW parameters
with time and distance as a function of the changing velocity field under transient conditions. However,
their approach does not present a method that is sufficiently general to a priori estimate those parameters
unless one already has BTCs to guide the fitting procedure. After changing the boundary conditions, such
as the mass loading functions or pumping wells, the model with previously determined parameters can be
expected to fail to represent the transport processes. Therefore, even though the CTRW could presumably
work well using a time‐dependent memory function, the method still needs a predetermined function that
varies with time, which has not been found in any studies that show how this function can be estimated.
fADE is a special case of CTRW, whose mathematical similarity has been discussed in Berkowitz et al.
(2006) and Metzler and Klafter (2000). Therefore, we see no reason for fADE to perform any better for
transport behaviors under transient boundary conditions.
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5. Summary and Conclusions

This research studied a previously developed upscaling approach, the MRMT method, to represent solute
transport under both steady state and transient flow conditions. For forward plume movement under steady
state conditions, MRMT can capture the early‐ and late‐time tails quite well. When the boundary conditions
change due to the introduction of pumping wells, however, the MRMT model no longer represents the
effects of heterogeneity on transport. The potential causes of the misrepresentation with variable boundary
conditions, such as variable mass transfer and mass distributions, were investigated. The results from
scenarios with local and regional changes of the flow fields indicate the significant impacts of variable flow
fields, which result in changes in the mass transfer processes of the transport. The pervasively intercon-
nected (percolating) nature of our modeled aquifer/aquitard complexes that are modeled as hydrofacies,
together with the similar failure of the MRMT model when the boundary condition forcings are regional
rather than locally induced by pumping wells, indicate that the results are general and not artifacts of
nonergodic problems. The mass transfer between the mobile and immobile zones is strongly affected by
the internal hydraulic gradients between the high‐ and low‐K materials. When the boundary conditions
change, these hydraulic gradients and in turn the mass transfer phenomena change, thereby rendering
the upscaled MRMT model ineffective for modeling transport. Additionally, the quantities of mass in the
mobile and immobile zones of the homogeneous MRMT simulations differ significantly from those in the
coarse and finer materials in the heterogeneous simulations. Under transient conditions, the disparities
are even larger, which may contribute to the failure of fitting the tails for the homogeneous MRMT and
heterogeneous simulations. The homogeneous MRMT simulations also failed to capture the maximum
concentrations that were observed for the heterogeneous simulations, which can result in misguidance for
site management when local concentrations are monitored. Moreover, in realistic settings, especially in
the case of an intensely irrigated agriculture basin, contamination sources are often characterized as
nonpoint sources. Thus, the behaviors of the phenomena discussed in this study need to be explored for
nonpoint source cases.

Therefore, under the circumstances of 3‐D heterogeneous flow systems and transient flow fields caused by
transient boundary conditions, the MRMT method shows poor applicability. The same appears to be true
for other transport upscaling methods. To accommodate the needs for regional‐scale transport and local site
management, a method that can represent plume movement, especially capture late‐time tails, in heteroge-
neous systems under transient conditions is needed.
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