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Overview
Computational cognitive neuroscience involves the fabrica-
tion, analysis, and evaluation of computational models that
attempt to bridge the gap between brain function and overt
behavior. The Leabra modeling framework provides an inte-
grated collection of conceptual tools for the constructionof
such models. Leabra incorporates important biological fea-
tures of neural systems, such as membrane potential dynam-
ics, rapid shunting lateral inhibition, and biologically realistic
mechanisms for synaptic plasticity, while incorporating com-
putationally efficient approximations of aggregate network
behavior, allowing model simulations to scale up to tasks of
psychological relevance. Thus, Leabra spans a middle ground
between biophysically detailed neural simulations and cog-
nitive models, including abstract connectionist models, that
are grounded in psychological theory. Leabra has been im-
plemented in thePDP++ simulator: an open source software
package that includes support for a variety of connectionist
frameworks in addition to Leabra.PDP++provides a graphi-
cal point-and-click interface for constructing, executing, and
analyzing computational models, but it may also be easily ex-
tended through the incorporation of additonalC++ code. This
tutorial will provide an overview of the Leabra framework, as
well as hands-on experience with Leabra models of percep-
tion, attention, learning, memory, and cognitive control.

Expected Background of Participants
This tutorial will introduce participants to the Leabra frame-
work, including the generation and manipulation of Leabra
models using thePDP++software system. This material will
be presented so as to be accessible to researchers with no
background in cognitive modeling, connectionism, or compu-
tational neuroscience, though participants who have had some
exposure to these topics will find many new insights over the
course of the tutorial. Attendees are expected to have some
background in cognitive psychology, cognitive neuroscience,
or artificial intelligence, and they are expected to have a basic
understanding of differential calculus, linear algebra, prob-
ability, and statistics. The mathematics used in this tutorial
should not be challenging to graduate students with a scien-
tific background, but those who quake at the sight of equa-
tions may not appreciate this material. The ability to navi-
gate the graphical computer environments provided by mod-
ern WindowsR© XP, Mac OSR© X, or Linux R© systems will be
needed in order to complete the simulation exercises. While
PDP++can be extended usingC++ code, no knowledge ofC++

programming will be needed to benefit fully from this meet-
ing. In short, very little specialized background knowledge
will be expected of participants.

Preparation for the Tutorial Session
No preparatory activities are required for participation in this
tutorial. Participants may opt, however, to download and in-
stall thePDP++ implementation of Leabra, along with most
of the simulation exercises that will be used during the tuto-
rial session, prior to arrival. These may be freely downloaded
from the “Download Exploration Simulations” link at:

psych.colorado.edu/˜oreilly/comp_ex_cog_neuro.html

There arePDP++ executables at this web site for LinuxR©,
MicrosoftR© WindowsR© (using CygwinTM), Mac OSR© X (us-
ing Darwin), and various flavors of UnixR©. ThePDP++sys-
tem is an open source project, with source code available at:

psych.colorado.edu/˜oreilly/PDP++/PDP++.html

Installation of this software prior to arrival at the tutorial site
will allow more time to be spent on matters of substance.

Learning Goals
Attentive participants will leave this tutorial with a founda-
tional understanding of Leabra, as well as the ability to ex-
ecute, manipulate, and examinePDP++ simulations. While
the tools needed to construct completely novel Leabra models
from scratch will be introduced, it is unreasonable to expect
participants to become fluent in such skills over the course of
this short tutorial. Each participant will also receive a copy of
PDP++ (if they brought a laptop computer), extensive slides,
and step-by-step notes for the simulation exercises.

Topics to be Covered
This tutorial is divided into roughly two parts. During the
first half, the basics of the Leabra framework are introduced
and simulation demonstrations usingPDP++are used to drive
home the central principles of the modeling approach. In par-
ticular, this section includes material on:

• the dynamics of membrane potentials

• Leabra’s point-neuron approximation

• Leabra’s spiking model and its firing rate approximation

• the dynamics of bidirectional excitation

• the dynamics of fast feedforward and feedback inhibition

• Leabra’s efficient approximation of shunting inhibition
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Figure 1: View of a Leabra simulation in thePDP++system.

• using activation dynamics to satisfy constraints

• associative learning in Leabra

• biologically realistic error-correction learning in Leabra

• dopamine-based reinforcement learning in Leabra

Most of this initial section involves lecture presentations,
though simulation demonstrations will be used to commu-
nicate concepts, and participants will be welcome to follow
along with such demonstrations on their own computers. The
second half of the tutorial is more hands-on, and involves an
examination of several selected models of cognitive perfor-
mance. These models are “prepackaged” and designed with
pedagogy in mind. After a brief introduction to the general
tripartite cognitive architecture often used to guide Leabra
models (involving slightly different processing mechanisms
in the frontal cortex, in the medial temporal lobe, and in the
rest of neocortex), specific cognitive models from a number
of focal psychological domains will be examined, including:

• classical conditioning

• visual perception and attention

• the hippocampal memory system

• the prefrontal cortex in cognitive control and flexibility

Each of these models is quite rich, providing ample opportu-
nities for exploration and the garnering of insights. A brief
wrap-up session will be used to address general questions
from the attendees.
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tional cognitive neuroscience models of rule learning and rule
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international team of collaborators, he is currently investigat-
ing the development of hierarchical control representations
in frontal cortex, employing computational models using the
Leabra framework. One of these fellow scientists is Randy
O’Reilly, the principal architect of Leabra, with whom Noelle
has been collaborating for almost ten years.
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