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Dynamics of fractionalized mean-field theories: consequences for Kitaev materials

Tessa Cookmeyer'? * and Joel E. Moore! 2

! Department of Physics, University of California, Berkeley, CA 94720, USA
2 Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, California, 94720, USA

There have been substantial recent efforts, both experimentally and theoretically, to find a ma-
terial realization of the Kitaev spin-liquid—the ground state of the exactly solvable Kitaev model
on the honeycomb lattice. Candidate materials are now plentiful, but the presence of non-Kitaev
terms makes comparison between theory and experiment challenging. We rederive time-dependent
Majorana mean-field theory and extend it to include quantum phase information, allowing the direct
computation of the experimentally relevant dynamical spin-spin correlator, which reproduces exact
results for the unperturbed model. In contrast to previous work, we find that small perturbations
do not substantially alter the exact result, implying that a-RuCl; is perhaps farther from the Kitaev
phase than originally thought. Our approach generalizes to any correlator and to any model where
Majorana mean-field theory is a valid starting point.

I. INTRODUCTION

The Kitaev model describes spin-1/2’s on the honey-
comb lattice with a bond-dependent Ising interaction [1].
Remarkably, it is exactly solvable by a transformation to
Majorana fermions due to the appearence of an extensive
number of conserved quantities. The ground state has
the fascinating property that in a weak magnetic field
the low-energy excitations are non-Abelian anyons [1];
beyond the intrinsic interest, these anyons could form
the basis for a topological quantum memory device [2].

While the Kitaev model was first introduced without
a clear path towards material realization, Jackeli and
Khaliluin discovered one such route in 4d/5d transition
metals [3]. An alternative pathway involving the 3d tran-
sition metal Co has recently been discovered [4-6], and
there are now several candidate materials for realizing
Kitaev physics [7, 8] such as NaylrOs [9-15], LisIrO4
[13, 16-18], H3Lilr,Og4 [8, 19], Nay,Co,TeOg [20], and a-
RuCl; [21-25]. The “smoking-gun” evidence of a quan-
tized Thermal Hall effect has been found in a-RuCls [26-
28], though sample-dependence has complicated efforts
to reproduce the result [29-31].

Due to the convenience of an exact solution, the Ki-
taev model without additional terms is often used to
compare against experiments, for instance in inelastic
neutron scattering [22, 23] and thermal Hall effect [32]
experiments. In the candidate materials, however, the
microscopic spin Hamiltonian contains non-Kitaev terms
[8, 18, 33] such as Heisenberg and “I'” terms. It is
therefore important to have a general method to com-
pute static and dynamic quantities near the pure-Kitaev
model point and to know how such terms modify the
exact results.

Standard methods such as (infinite) density-matrix
renormalization group [34-36], (non-)linear spin-wave
theory [23, 24, 36-45], variational Monte-Carlo [46],
quantum Monte-Carlo [47, 48], Monte-Carlo cluster per-
turbation theory [49], Landau-Lifshitz dynamics [50], and
exact diagonalization [41, 51-53] have been used to ap-
proach this problem. Although the existence of the exact

solution allows some techniques to be more powerful [46—
48], there are numerous challenges in applying them to a
two-dimensional (2D) quantum mechanical system. In-
stead, one of the most intuitive starting point for taking
advantage of and extending the exact result is mean-field
theory (MFT) as the conserved quantities in the original
model can be thought of as mean fields. Many papers
have used MFT in analyzing the Kitaev model with var-
ious perturbations [54-67], but the authors of Ref. 68
argue that an augmented MFT is necessary to correctly
compute both static and dynamic quantities at the pure-
Kitaev point, which then must be the correct starting
point for an extension. It is not clear, however, how to
extend their approach to perturbations that mix the itin-
erant and localized Majoranas, such as a magnetic field,
since they are treated distinctly.

Fundamental to the argument of Ref. 68, though, is a
particular understanding of time-evolution in mean-field
theory; namely, time-evolution occurs under the mean-
field decoupled Hamiltonian. Although this perspective
is commonplace (for example, Refs. 69-72), an alterna-
tive approach would be time-dependent mean-field the-
ory (TDMFT), as we describe below. TDMFT as ap-
plied to electrons has been around, under the name time-
dependent Hartree-Fock approximation (TDHFA), since
Dirac [73-75], and, more recently, has been used to study
lattice Hamiltonians relevant to solids [76-78]. Working
by analogy, the authors of Refs. 79-81 extended TDMFT
to Majorana fermions and applied it to the Kitaev model
in a magnetic field to study quantum quenches [79] as
well as spin transport [80, 81]. Those studies were cen-
tered around the computation of expectation values, and
therefore the phase of the wave-function was not neces-
sary and not determined. Remarkably, TDMFT, as we
will show, is enough to capture all static and dynamic
ground-state quantities exactly for the Kiteav model, im-
plying that TDMFT might be integral to understanding
time-evolution within mean-field theory in a variety of
systems.

In this paper, we rigorously rederive TDMFT for Ma-
jorana’s and provide an explicit expression for the wave-
function at time ¢. We then demonstrate how this for-



malism allows us to compute dynamical quantities in the
perturbed Kitaev model that agree with exact results at
the Kitaev point, and, as our main result, we find the
features of the exact result are more robust than implied
by previous work [68, 82]. Our example quantity is the
dynamical spin-spin correlator, S(g,w), but we empha-
size that this approach is fully general and should work
for any ground-state correlator. Additionally, this ap-
proach is not limited to the Kitaev model but instead
can be applied whenever Majorana mean-field theory (or
a quadratic Majorana Hamiltonian) is a good starting
point, and this approach should be generalizable and ap-
plicable to bosonic mean-field theories where the boson
number is not conserved.

In Sec. 1I, we derive TDMFT for Majoranas. In
Sec. 111, we we apply TDMFT to compute the dynamic
spin-spin correlator (or dynamic structure factor) in the
Kitaev model in the absence and presence of a magnetic
field. In Sec. IV, we present the results of numerical cal-
culations. We discuss the implications for the results in
Sec. V, and conclude in Sec. VI.

II. GENERAL THEORY FOR
TIME-DEPENDENT MAJORANA MEAN-FIELD
THEORY

Our goal in this section is to explain how to perform
time-evolution within Majorana mean-field theory. This
method should be easily generalizable to arbitrary non-
interacting particles, however.

We will first describe TDHFA, which, in more modern
language, is equivalent to a time-dependent mean-field
theory decoupling. The analysis is natural and straight-
forward. For N particles with creation operators fj , one
computes the self-consistent decoupling of the Hamilto-
nian and diagonalizes the system into H(©) = Hy =
FiMy(0)f = > €n Vi via f = U7 where © denotes
some mean-field parameters like the density ( f;r fi), and
€n < €,41. The ground state wave-function is given by

(Wt = 0)) = {7~k 0) (1)

with |0) being the vacuum.

One can then imagine evolving this state un-
der some time-dependent Hamiltonian, H(©O(t)) =
> onm [l My, n(©)f, which depends on the time-
dependent values of O(t), and time-evolution over a short
time is given by e *#(®1)AL  Eyolution then follows by
comn}ruting the infinitesimal time evolution past each of
the ~;

(e + A1) = e HOM ()l (-0)0)

SN TR SRV T

where 'yj(—t—At) = e’iH(t)Atvg(—t)eiH(t)At = f;Uji(t—F
At).

We can compute that U(t + At) = e *MOIALY(¢)
and therefore the columns of U(t) satisfy a Schrodinger
equation evolving under the single-particle Hamiltonian
My.m(0). Tt is then straightforward to compute any ex-
pectation needed for ©(t) by converting to the basis of
73(—15). In practice, %T(—t) is used to compute ©O(t),
which is used to evolve fy;f(ft) to vj(ft — At), though
methods with higher order error in At exist [74, 77].

In order to study the Kitaev model, this method has
recently been extended to Majoranas [79-81]. In that
case, number is not a conserved quantity, but the authors
of Ref. 79 argue by analogy that the same method would
work. Here we rigorously derive why this analogy holds
and provide an explicit expression for the wave function
at time t.

In the Majorana case, we have some Hamiltonian

. 1 9. .
HM®09) = 35 eM e (3)

ij

where M;; is a function of time and MFT parameters
6;; and ¢ = 1 is a typical Majorana operator. Here
0;; = i{cic;) and is implicitly a function of time. We
imagine that any constant term (which can depend on ¢
or 0;;) has been written separately from the Hamiltonian,
and that we have M7 = —M. The factor of 1/4 is chosen
such that

[H(M), H(N)] = H([M,N]) (4)
as can easily be checked [1]. We, at this point, intro-
1

duce rescaled Majoranas ¢; — ¢;v/2 so that e = 5 and

{€,¢;} = 0;;. Tt is still true that 61 = ¢;, and we choose
this rescaling because it makes M diagonalizable by a
unitary matrix into a complex fermion basis.

At time t = 0, we diagonalize Hy = %ETAOZZ where
¢ = Uo)ijdj for aT = (al,ag,...,aN,aI,...,a}LV) and
Ao = diag{F1, Es, ..., En,—E1,...,—En}. The ground
state is now given by the unique state |v) such that
a;lv) = 0. Arguing by analogy, we should expect that
the time-evolved state will always be the vacuum of op-
erators a® = U(t)T¢ where instantaneously, we evolve
the columns of the matrix U(t) via a Schrodinger equa-
tion. Noting that infinitesimal time evolution is governed
by the quadratic Hamiltonian H (M (*%3)) it is clear that

Gt+AL) _ e—iH(JW(‘?eij))Ata(t)eiH(M(“eij))At

()

= U(t)TeiAtM(t;BU)g

will annhilate |vi1a) = e"'H(M(t;sij))At|vt> where |vg)
is the vacuum for a®®. Tt follows that U(t + At) =
e*iAtM(t;s”')U(t) implying, once again, that U(t) satisfies
a Schrodinger equation under the single-particle matrix
M®9%35) confirming our expectation.

However, this calculation does not fix the phase, and it
will be necessary in our case. Using standard results for
the expression of the relationship between the vacuum



states for two different fermionic bases, and the result of
Ref. 83 for the evaluation of <e‘iH(M(t‘6ij>)At>, we find

e~ HMO ) = /det Xed @) Fa'|y). (6)

tH(M) _— Hn e—iH(M(m,ez‘j))At

The matrix e~ is the ap-
proximate time evolution operator, and we use the no-
tation e~*Me = [ e—iMUm AL The matrices F =
—X~'Y, X, and Y are determined by the change of ba-
sis formula between the operators a*) and a, namely

= Ut(t)é = UleMiUga = (;,(* ;) a. (7)

As in Ref. 83, we evaluate VdetX = /|detX]e¢(})/2
and the sign ambiguity due to ¢(t) = arg[det(X)] is
avoided by requiring that ¢(t)/2 is a continuous func-
tion.

Now, evolving |v) proceeds as in the number-
conserving case. At any time step, we compute 6;; by
rewriting c;c; in the a® basis and using Eq. (6). The 6;;
specify the approximate infinitesmial time evolution op-
erator U(t + AL, t) = e~ HMTIAL which is then used
to find the a*t2%) basis and contribution to the phase
¢(t + At). This procedure can straightforwardly be ex-
tended to other states beyond |v), an example of which
we will see below.

An alternative perspective on the above results comes
from considering more carefully the approximate time-
evolution operator.

Z/[(t, O) — e—’iH(Mt) _ H e_iH(M(tn,eij))At

n

= exp lH (log (H fth“”””))] (8)

= exp [H (log (e*th))]

where the second step follows by the Baker-Campbell-
Hausdorff theorem since the H(M) distributes over ad-
dition, multiplication, and commutation, and [M, N] is
still an antisymmetric matrix with no trace [84]. This
calculation justifies our use of the notation e~ *¢ from
earlier. It is only, therefore, necessary to be able to com-
pute the 0;; and, instead of evolving the wavefunction,
one can just consider updating the time-evolution oper-
ator.

To close this section, we wrap up with a question
about the validity of TDMFT. We are making the mean-
field approximation because we cannot solve the model
exactly-whether or not this approximation is a good
starting point depends on the model. Assuming that it is
a good starting point, if we wish to compute U (¢, 0)|¥) =
e~ W) where H is any Hamiltonian and W is any state
in the Hilbert space, we need to mean-field decouple H in
some way. If |U) is somehow related to the ground state,
one might expect that replacing H with Hyp, with mean-
field parameters determined from the ground state, is the

way forward. However, since |¥) is not the ground state,
we can decouple H again at time ¢ with respect to |¥(¢)),
as in the TDMF'T introduced above. We show a compar-
ison between these two approaches in Appendix A, and
it is clear that TDMFT captures more of the relevant
physics. Since, as we will show, TDMFT reproduces the
exact results of the Kitaev model in the absence of per-
turbations without any kind of tuning, we expect that it
will remain a good approximation for small perturbations
and finite times. To support this expectation, we com-
pare TDMFT directly to density-matrix renormalization
group methods in Appendix B, and we find that it is able
to qualitatively (and sometimes quantitatively) capture
the effect of perturbations.

III. DYNAMICAL SPIN-CORRELATORS IN
THE KITAEV MODEL

We now turn our focus to the Kitaev-Heisenberg-I"
model near the Kitaev point in a small magnetic field,

h=—gpppoH
*Z KS#S +T Z S7s!
(tj)a B#BFo (9)
+J8; ~S]} +Y) h-S;.
The sum is over all nearest-neighbor bonds and each bond

has an index a = x, y, z according to its type. By substi-
tuting S = Lic;b? [1] we get

Z Kicic; be“b“ +JZZCZCJ (ib; bﬁ
(w

(10)
+T Z ic;c;(ib; bﬁ} ZZh ic;bY
BB
If we set h, = J =T = 0, this model can be exactly

solved since all the operators u; , = ibj'b§ commute
with H and with each other [1]. The ground state is
found in the sector with uniform u;;)  , and the resulting
Hamiltonian is quadratic in the ¢;.

Beyond an exact expression for the ground state, any
dynamic quantity, such as the dyanmic spin-spin [83, 85]
and dynamic energy current-energy current correlators
[86, 87], can be computed exactly. We focus on the former
defined as

1 . >
SWWFNZWWW/

P —0c0
%]

dte (S ()57 (0)).

J

(11)
Evaluating the dynamic spin-spin correlator expressions
for the Kitaev model is similar in nature to the x-ray
mobility edge problem, and multiple exact approaches
were derived in Ref. 83.



A. Zero-field approach

We will start by assuming h = 0 for simplification and
to compare with Ref. 68. In this case, we can mean-field

J

NH

B

Yl + Z

B#B#y

)-lkM—t

2|
Z icicj)
i)y

(i5) o

We will use TDMFT so the expectation values have
time dependence. As a convention, we will choose e.g.
H? to denote that the expectation values are computed
in the ground state, |v). The mean-field expectation val-
ues in the ground state are determmined self-consistently
using the unperturbed Kitaev model as an initial guess.

We will focus on the dynamic spin-spin correlation, but
this approach should work for any correlator. Letting
Enr be the ground state energy from mean-field theory,
we have

S5 (1) = (SE(0)SF) = e P bR U1 0)csbf). (13)
If we use the above formalism to evolve |¥) = Cjbf |v) in
time (to compute |¥(¢)) = U(¢,0)|¥) =~ U(t,0)|F)), we
can approximate the time evolution operator as e ~*H (M-
which implicitly depends on the history of mean-field pa-
rameters. Additionally, M; will be block diagonal in the
c and b, so we can separate the ground state into a ten-
sor product of the ground states of the ¢’s and b’s, i.e.

[v) = [ve) ® |vp), and
U(t,0)|T) = e~ W0 g He(MP) o= Hy(MY)

t
e~ Ha(MT) _ He—iAtHz(tn); U(t) = / dsHe(s)
0

(14)
where H,(t,) are determined from Eq. (12) with time-
dependent expectation values. Therefore

o 1 i —i
Sijﬁ(t) = Zéo‘ﬁe Burt—it(t)

<UC‘Ci€7iHC(Mf

(15)
—iH (MP)pf3

Jejlve) (ve|b'e ' |vb)

In order to evaluate the above expressions, we can use
the result of Ref. 83, which we rederive from Eq. (6) in
Appendix C. Additionally, because we need to compute
expectation values with respect to |¥(t)), we will need
to compute correlations like i(c;c; (¢)cx (t)c;) which follow
from a straightforward application of Wick’s theorem.

(K + J)(abebsy + 7 Y vl +1 3 (vl

(K + J)b6s) + 7> @by +T > ¢

decouple the Hamiltonian to get H ~ Hyp = H. + Hp +
Hco

1
N (&
1cicj = 3 g Mijcicj
,J

B#f#a

{6y Ne) 1 [eNe Ne?
By + )BT | = 5 D M b (12)
1.7

bﬁbﬁ (icicy)

po F#B#o

B. Recovering the exact solution

At the exactly solvable point J = I' = h = 0,
it is clear that the three flavors of b’s decouple and
Hy, = ), H{" can be diagonalized by the transforma-
tion Zb?b]a =1— QXLJ.MX(U)Q
all diagonal in the bond-fermion basis [85]. Because we
have diagonalized the Hamiltonian and we choose the
gauge where X&J’MX(U’M = 0, it is easy to compute

that <zbgblﬁ>(t) = 1 if k and ! are connected via a
bond except that (ib{b*)(t) = —1 when we are comput-
ing S5 (every other expectation is 0 except the trivial
(b0 = i).

Because H;(t,,) is diagonal in the bond-fermion basis,
it is clear the bond-fermions cannot move. Breaking the
ground state into a product of the ground states of each
of the b®’s we therefore compute

; put another way, Hj' are

(wp|b5e DB ) = G (b MEDB2 [0

. B
—iH) (MY)

X <’Ub[1|€ |’Ubﬁ><1}b'v|€7iH;(M )‘1}1,7>

= —i8ae€™ ") (pa [IDED vy ).
(16)
The phase exactly cancels that accumulated from the He
term because |U(t)) is still an eigenstate of the bond-
fermion operators so ib{'bS = (ib7b$). In the ground
state, (b7'0) = 0 unless i, j are connected by an a bond.
Putting everything together, and noting that Fyp is
exactly the ground state energy for the Kitaev model, we
find that we recover the exact result [83, 85]:

1 1
Hc(tn) = HF = —iK’LCZCJ -+ Z Z KiCkCl
(k) o
ao i i —1 17
S5 = = 4o e Irey) an
1 . .
S%a _ 761E0t<0i6_1HFtCZ‘>.
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In our approach, the flip of the value of {0 in the
Hamiltonian for the time-evolution operator, as seen in
the exact case [85], occurs because we recompute the
mean-field parameters for the state on which the Hamil-
tonian is acting. In Ref. 68, the flip occurs due to the
anticommutation relations between b and a newly intro-
duce Z; link variable. Despite agreeing for the exact case,
we will see that these two different approaches predict
quite different physics in the presence of perturbations.
In addition to S(g,w), this approach will also reproduce
the correct value of the flux gap via computing (b HbS')

H=Hyp=H.+ Hy+ Hy.+He + H, = — Z% My, + HL
—_—— N _

Hj.

[68].

C. Finite magnetic field

One of the advantages of our approach to comput-
ing S(q,w) is the ability to treat generic perturbations.
In Ref. 68, it was crucial that the mean-field decoupled
Hamiltonian does not mix the ¢; and the b§*’s. However,
a magnetic field is a very natural perturbation, and our
approach immediately generalizes.

Firstly, the mean-field decoupled Hamiltonian will now
be

1 . . .
Hy. = I Z Z(J—!— Kéq.) (zczb <zc]bB> + zc]b5<zczb5> —ic;b; <zc]bﬁ> — zcjbf@cibf))

(if)a | B

>

BB

He = 5 0 | Y00 + Kéag) (Gt Miesd) — Gieibf ;b)) +

(t)a | B

where H., Hy, and H¢ are defined above. Since all the
Majorana’s are being intermixed, we introduced ¥7 =
(€15 s Coan, T, U3, b, b N, bF, , B5 ). For ease of
notation, we will let (b7, b} b2 b3) = (cl,b b, b?) so that

R I I A I 17Y% 0 Y

v;, = b where i, =1+ 2Na.

Secondly, we are going to evolve the state |¥) = ¢, b? |v)
in time, and we will need to compute the correlators like
i(bcith; () (t)e;bY). To numerically evaluate this, we
just repeatedly apply Wick’s theorem in the same way as
before.

Lastly, we need to evaluate the expression

_leiEI\/[Ft—id)(t) <Cib?€

Sfjﬂ(t) _ —iHbc(Mt)cjb?>

—iH} (M) _ —iAtH] (tn).
e bel r)_He bel )7

n

¢m=£wﬂ%»
(21)

(zclbﬁ chbﬁ> +chb5<zcle> - zczbﬁ<zcjbﬁ> - zc]bﬁ@clbﬁ )

(18)
H//
(19)
1 . a
+ 3 zl: za: haic;b;
> T (G ich]) — Ged)esv))) | (20)
B#BF#a
[
In Appendix C, we prove the formula
B _ iEvrt—ig(t
S5 (t) = ——VdetXe™Mr Q)
[ WUt —UFUT), (U0 - OFOT),;, )
( ~UFUT);(UUY —UFU™),; ;,
+HUTT ~ UFUT)yy, (U0~ UFOT), 5
where U = U and X and F = —X 'Y are de-

fined from Eq. (7). Additionally, in this expression, the
multiplication of matrices, AB, only involves the first N
columns of A and the first N rows of B, even if A and B
are 2N x 2N matrices.

There is one additional subtlety, however. In a mag-
netic field, (S&) can develop an expectation. Then,
598 (q,w) = S (g, w) + 6(w)5(q)<S§‘)<Sf>. We therefore
only really want to calculate

S (6) = S (8) = (SF))(S))- (23)

If we focus on the first term of Eq. (22), we see that it
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Figure 1. (Color online) We plot |G}**|, where sites 0 and
1 are connected by a z bond, for a variety of parameters.
For small parameters, the asymptotic value as ¢ — oo is not
substantially different than the starting value. Only when
both J and T" are large do we see the value drop, which we
can interpret as fluxes become mobile [68]. The dashed line
indicates the exact (J = I' = 0) result, and the system sizes
are the same as in Fig. 2.

can alternatively be written

<u(t7 O)¢j1/)j5> )

uwoy - Y

T = — (U0, )01, 4(1,0)

Remember, though, that U(t,0) = e tHie(M)=id(t) ~
U(t,0) is just an approximation for the true time-
evolution operator. Using the fact that the ground state
should be an eigenstate of U(t,0), we undo the approx-
imation and find 73 = (Sf‘(t))(Sf} Therefore, ggﬁ(t)
simply involves the last two terms of Eq. (22).

If we do not cancel the term exactly, then when com-
puting S = (¢ = 0,w) the small approximation on ev-
ery site gets amplified by the number of sites. A percent-
level error then translates to a large discrepancy.

IV. RESULTS

One limiting factor in the numerics is finite size de-
termined by how long it takes for the Majorana’s to
travel across the entire system. In the ground state for
h = 0, the ¢ fermions experience an effective coupling of
K = (K+J)(ib;b%)+2J (ib7b%) +-2T (ib7b¥) giving a speed
of 3K /4 [80]. A system with N x N unit cells will then
experience finite size effects at roughly ¢ = 4N/(3K).
The only other knob we turn, for a given set of parame-
ters is At, and we ensure that decreasing At or increas-
ing N has minimal effect on the resulting S(q,w) plots.
We additionally avoid N that are multiples of 3 to avoid
the gapless points in the Majorana spectrum at the K
points [1] as they introduce additional complications to
the numerics. For additional discussion of convergence,
see Appendix D. The finite size effects makes it most dif-

ficult to probe small w, which are also least accessible for
inelastic neutron scattering experiments.

We are primarily interested in computing the results
for parameters that we expect to be in the Kitaev phase.
For varying J and I', we use the phase diagrams produced
via exact-diagonalization on 24 sites in Ref. 88, however
we additionally inlcude points at larger |J| when T' = 0
and vice-versa to highlight the effects that each pertur-
bation has individually. We focus on the ferromagnetic
Kitaev model (K = 1) as it has larger parameter space
when J,I' # 0, but the qualitative results hold true for
K=-1.

One of the main differences between our results
and those of Ref. 68 is the flux remains fixed much
longer. There are two ways that we can probe this: ei-
ther by the time evolution of the mean-field paramter
(0503 (¢)b§ (¢)b) or by the b component of Eq. (15),
G?}aﬂ(t) = (b?e’iHﬁ(M?)bJ@) We will use the former as
a more direct comparison with Ref. 68.

We plot G3*#(t) in Fig. 1 and see that even for fairly
large perturbations, the flux remains fixed. Only when
both J and I' are substantial does the flux begin to move,
consistent with the finding of Ref. 82 [89].

We now plot S(¢ = 0,w) in Fig. 2 for a variety of pa-
rameters. In total, we see that the perturbations have
only a small effect on the exact result. The Heisenberg
term, J, primarily moves the features to higher or lower
w, depending on the sign, but the overall qualitative fea-
tures are the same. For I', there is more power near the
kink in the exact result and less power at the peak. When
combined, we get some of both features, but, overall, the
results are less dramatically different than those found in
Ref. 68.

For the magnetic field, we consider the antiferromag-
netic model K = —1 as the ferromagnetic model changes
phase with h = 0.042[55] when the magnetic field is
aligned with one of the three spin-axes. We addition-
ally find it useful to use a higher order time-evolution
scheme [77] as the time-step necessary for convergence
needs to be smaller. In the presence of a magnetic field,
we can no longer separate the ¢ and b Majorana’s, and
therefore cannot compute Gjy.

Due to the smaller time-step, it is difficult to get to
as large of system sizes and a well-converged S(gq,w), so
we multiply S(g,t) by a Gaussian of width ¢ = 60. In
Fig. 2(d), we plot some results for a magnetic field in the
z or x direction. We still find only small effects, such as
a smoothing out of high-energy features and oscillatory
features at low-w. In Appendix B, we consider a field
in the [111] direction on a cylinder geometry and find
similar modifications, like found in Ref. 34.

V. DISCUSSION

The most immediate use of our results would be to
compare directly with experiments on a-RuCls or other
Kitaev materials where inelastic neutron scattering (INS)
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Figure 2. (Color online) We plot S(g,w) for a variety of parameters for an N X N unit cell system. The exact result (black line)
is the result from a N = 100 system and the other parameters have N as specified in each of the panels. In (a), we consider the
effect of J # 0 and T" = 0 and see that the primary effect is shifting the features from the exact case to higher or lower energy.
In (b), we plot the same but for J = 0 and I" # 0. Beyond some minor adjustments to the peak, the main effect seems to be to
smooth out the kink in the exact result. For (c), we see the combination of both J # 0 and I" # 0 and, for small parameters, the
two effects seem roughly additive. For larger parameters, as the flux becomes mobile, there are more substantial changes. In
(d), J =T = 0 but we consider the effect of a magnetic field in the z direction and z direction. Due to a smaller time-step, we
are not able to consider as large of systems, and so we multiply S(g,t) by a Gaussian of width o = 60, equivalent to convolving
S(g,w) with a Gaussian of width 1/0. The main effect of the magnetic field that we see is a smoothing of the high-energy
features, and some oscillatory features at low-w. We pick At small enough to ensure convergence (see Appendix D).

has been performed. We can compute the INS signal with

F@P Y (b - 28 ) s9q.0) (@)

a,B

I(g,w) ~

where we follow Ref. 53 in averaging over ¢, (assuming
that S*#(q,w) is independent of ¢.) as is done in experi-

ment and in approximating the form factor, f(q) = e~ e

with ¢ = (0.25 x 47)~2 A® to fit the result of Ref. 90.
Since we are envisioning the Jackeli-Khaliulin mechanism
[3] for producing a Kitaev material, the z—, y—, and z—
axes for the spins have out-of-plane components, and we
account for that when computing I(q,w). We plot the
result for a few parameters in Fig. 3.

The large peak in the exact case is not greatly modi-
fied by the perturbations, but the smaller higher energy
features are. Our results appear quite far from available
INS data on a-RuCl; [21, 22] unless the inclusion of an
in-plane magnetic field leads to substantial changes. Fur-
thermore, our approach is only valid in the Kitaev phase,

and we therefore hesitate to compute S(g,w) with some
of the best candidate spin-Hamiltonians of a-RuClj; since
numerical studies of these models do not support the con-
clusion that the field-induced spin-liquid is a Kitaev spin
liquid [41, 91]. In identifying and studying other Kitaev
materials, the main result of our approach is that the
INS signal should be well-captured by the exact Kitaev
model.

One major technicality that we have not addressed is
the role of gauge. Due to the enlargement of the Hilbert
space via the introduction of four Majorana’s per spin,
we must project the unphysical degrees of freedom away
with the operator P. The true ground state of the system
would then be P|v), and we explore the effect of this in
Appendix E. In total, our approach is consistent with
other mean-field treatments in the literature, but more
consideration is likely warranted in the future.

One shortcoming of our approximation is that it does
not agree with exact bounds. Using the Lehmann rep-
resentation, it is clear that S**(¢q,w) > 0 [46], and we



(J,T,h.,N) [S(qu,w)%err.[S(M,w)%err.
(~0.1,0.0,0.0,82) (1.7,0.5) (7.5, —16)
(0.1,0.0,0.0, 82) (0.42,0.29) (6.2, —15)
(~0.2,0.0,0.0,82) (3.2,3.0) (7.5, —14)
(0.2,0.0,0.0,82) (0.65,1.1) (5.3, —14)
(0.0,-0.1,0.0,77) |  (0.14,0.46) (0.12,0.39)
(0.0, -0.2,0.0,77) (0.03,2.0) (0.02,1.7)
(0.0,-0.3,0.0,77) (0.047,5.1) (0.035,4.5)
(0.1,-0.1,0.0,77) |  (0.35,0.66) (0.10,0.55)
(—0.1,-0.1,0.0, 77) (1.4,1.2) (0.048, 0.92)
(—0.2,-0.15,0.0,77)|  (2.6,4.8) (0.27,3.6)
(—0.3,-0.2,0.0,77) (4.1,11.4) (2.0,8.0)

Table I. We list the disagreement with exact bounds for the
parameters in the left hand column for S(g,w) for ¢ = 0 and
for ¢ at the M point. The error is reported as (Pheg, Paift)
where Ppeg is the percent of the support that is negative and
Paig is the percent difference between the left- and right-hand
side of Eq. (26). Although some of the errors are in the 10’s
of percent, most are 5% or less.

expect sum rules to be obeyed such as

S (gt = 0) = % / dwS™ (g, w). (26)

In the former case, we can quantify the disparity by com-
puting Poeg = [dwS*(q,w)/([ dw|S**(¢,w)|), and in
the latter case, we compute Py, the percent difference
between the two sides of Eq. (26).

In total we get the results plotted in Table. V. Focusing
solely on ¢ = 0, except for the largest parameter point,
we see the error is < 5%. At the M point, there are larger
errors for when J is the only perturbation, but, otherwise,
the same is true. Of course, these discrepancies must go
to zero for small perturbations since it must be zero in
the exact case.

Additionally, although TDMFT clearly is an impor-
tant starting point for the Kitaev case, the computation
of the mean-field parameters at each time step and the
exponentiation of M; greatly increases the cost of com-
puting dynamical quantities. For other systems, this may
make TDMFT impracticable. When, then is it neces-
sary to apply TDMFT instead of evolving in time under
the ground-state mean-field decoupled Hamiltonian? We
leave a detailed analysis for future work, but the im-
portance for the Kiteav model seems to be connected
to the localization of the fluxes. In fact, if one were
to apply TDMFT not to Sio‘jﬁ (t) but instead directly to
SF(q,t) = (S%,(t)Sg) where Sg(t) = 3, S¢(t)e~i=i 4,
the exact result would not be recovered. Indeed, in the
latter case the single flux being flipped would be dis-
tributed across the lattice and the mean-field value of
i(Sgbi(t)b;(1)S2,)/(SgS%,) would be uniform and unaf-
fected in the thermodynamic limit. Although this intro-
duces ambiguity into how TDMFT should be applied,
it is clear that, for the Kitaev model, the former is the

correct starting point. If the latter can be argued to
be the better starting point, then TDMFT will produce
the same results as time evolution under the mean-field
ground state in the thermodynamic limit.

VI. CONCLUSIONS

In this paper, we have rigorously developed time-
dependent Majorana mean-field theory, as introduced by
[79-81] and applied the technique directly to compute
dynamic correlators. This approach immediately repro-
duces the exact results of the Kitaev model, and we there-
fore expect it to qualitatively capture the effects of per-
turbations. Although we have only considered the Ki-
taev model here, our approach applies generally to any
mean-field decoupled (or quadratic) Majorana system,
and it should be generalizable to any mean-field decou-
pled fermionic or bosonic system.

In comparing and contrasting our approach with
Ref. 68, we both recover the exact result in the absence
of perturbations, but our approach immediately extends
to the case with perturbations without any additional
approximations. Furthermore, the Zs link variable that
Ref. 68 introduces provides feedback between the b and
the ¢; Hamiltonian, but our approach naturally includes
both that and the feedback between the ¢; and b Hamil-
tonian. Additionally, since we treat ¢; and b on the
same footing, we can accommodate any perturbation,
and we are able to recover an explicit expression for their
V() = (K + J)(@(b53 (£)b5 ()b5) — i(b§'d§)) /4, which
they approximated via a Heaviside step function. With
the inclusion of fewer approximations, our results indi-
cate that the features of the exact model are not signif-
icantly modified in the presence of small perturbations,
in contrast to previous results [82].

We also emphasize that our approach will agree with
exact results of the Kitaev model for any dynamic corre-
lator. In the exact case, the correlators will be evaluated
by commuting any [] b to the left or right to act on the
ground state |v), which is equivalent to recomputing the
mean-field parameters for the state [ ¢|v). One natural
future direction then would be to apply our approach to
the current-current correlator necessary to compute kg,
and Ky [86, 87].
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Figure 3. (Color online) We plot the INS intensity (in arbitrary units) at the (a) I and (b) M point. The legend specifies the
size of the system, N used for each parameter set, and when N is not divisible by two, we use the point slightly off of the M
point which satisfies the boundary conditions. For smaller perturbations, the features of the exact result are not substantially

modified.

Appendix A: Time-evolution in Majorana mean-field
theory: a comparison

When applying mean-field theory to time evolution of

states |¥), one starting point is to use

Ut 0)|W) = e~ 0) = e=iHurcst|g) (A1)
where H is some arbitrary Hamiltonian and Hyr gs is
the mean-field decoupled Hamiltonian where the mean-
field parameters are determined in the ground state. For
states near the ground state, this approximation might
be reasonable.

We can compare this kind of evolution to TDMFT by
doing the following. First, we follow Ref. 79 by com-
puting S(¢ = 0,w) via a quantum quench from a small
magnetic field. In this case, we write the Jordan-Wigner
transformed Kitaev Hamiltonian in an out-of-plane mag-
netic field as

H(h) =—Z§Z > abjia

JEA a=z,y (A2)
. - D T
— Zzajbj+2zajbj+g — 2§(ajaj — bj+zbj+z)

In this rewriting, the conserved quantity at h = 0 is
iajbj1: = £1 = ®;, and the ground state has ®; = ® =
1

Now, we find the ground state of H(h) for small h, and
compute the time evolution of the ground state under
the Hamiltonian H(h = 0). By computing (M*(¢)) =
(S#(t)):), we can compute [79]

M- (w)

1 .
Sla=0w) =+ 3 / e (5,(1)S;) = lim 2
4,7

(A3)

where M?(w)/h = wRe [fo7 dte’ @M= ()] with n <
1.

We can evolve in time in two ways-the first is
TDMFT [79] and the second is to instead evolve
with Hpypgs, which in this case is H = Hy =
—i(K/4) > ca2 0 ajbj+a. In the former case, we self-
consistently compute the expectations A = (ia;a;), B =
(ibjbj), (iajbjiz), (iajbjyz), (ibjaz), and (ia;b;).

To do the numerics, we Fourier transform and perform
time-dependent mean-field theory in k-space. Since each
(k, —k) pair is independent, we just need to keep track of
the 4 x4 matrix that provides the time-evolution operator
for that pair. To compute the k-integrals for expectation
values, we keep track of N,f points in the Brillouin zone
that are distributed as per Gaussian quadrature, and we
take N} as large as the numerics will allow.

We evolve for a time t|K| = 2.5 x 10* using the Euler
step method [77], n/|K| = 7.5 x 10~%, and our initial
magnetic field is o/K = 0.0015. Additionally, we average
S(qg = 0,w) over windows of Aw = 0.01K because of
rapid oscillations. We are able to essentially reproduce
the TDMFT curve from Ref. 79 and we derive an analytic
result below that matches evolution under Hyr gs.

We see in Fig. 4 that TDMFT is able to capture all the
qualitative features of the exact result whereas evolution
under Hvr,gg, labeled as MFT, produces a completely
different result. This plot heavily implies that the start-
ing point of understanding time-evolution in mean-field
theory should be TDMMFT.

1. Analytic MFT result

In addition to numerics, we can exactly compute M*(t)
in the case that we are evolving under Hvr,gs = Ho.
First, we observe that the state we are evolving is the
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Figure 4. (Color online) We compare computing S**(q¢ =

0,w) with a quantum quench using TDMFT and evolving
under Hyr,gs, which we refer to as MFT. When compared to
the exact answer (black curve), it is clear that TDMFT does
substantially better. Using the augmented mean-field theory
of Ref. 68 produces the same curve as MFT. We include the
analytic result Eq. (A8), which demonstrates the numerics
work. Here, we use Ny = 200 and the rest of the parameters
are given in the text, and the exact result is evaluated using
the Pfaffian method of Ref. 83 for 100x100 unit cells.

ground state of H(h). In the limit A — 0, we write the
self-consistent value of h = h + K A/2. We can write the

Hamiltonian as H(h) = Hy — hNM? (where N is the
number of sites), and treat the second term as a pertur-
bation. The ground state can be written as

0|Mz|n
) By =

@) =10) = AN > |n)

n#0

(A4)

Our next task is to determine which states |n) have non-
zero values of (0|M*|n). By going to Fourier space, the
resulting Hamiltonian is given by

133 (o o) (85 (2)

e (35 )

where a; = ,/%Zk etrigy and a£ = a_g. Here, Sp =
—iJ(e" e ety 4 1) /2 and Ty, = —iJ e /2

where n,/, = (£1/2,v3/2), &, = k,/V3, and & =
i(a;bit.) ~ —0.5249. We now diagonalize these Hamilto-

nians to get H = 32y | Skl (fi fi = 1/2) + [Txl (i fi — 1/2).
Rewriting M* in the fj basis, and acting on the state

(A5)

10
vacuum in that basis, we get

M*|0) = i Zlazaz ibi12biy.|0)

= Z <|Sk||Tk + 1> 1. 70).

Therefore, the N/2 states we need to counsider are |k) =
fikf,;rm) (one for each k € 1BZ), and the energy is Ej, =
|Sk| + [ Tk| + Eo

Now, it is a straightforward computation that

(A6)

(M=(t)) ( N Z (0| M= (t)|k){k|M*=(0)|0) + H.c
Ey — Ey
kelBZ
(K[M*(0)[0)*  i(£o—E)
= N - o .
Z B Eo (el +H.c)
ey
(A7)

which after integration (and taking only w > 0)

h
S(g=0,w)=2N— E|M?(0)|0)%6(w — E,, — E
(4=0) =2NF 3 (HM 010 0)

h1 Skl
=N > <1 +Re [';}J'T:q) 5w — |Sk| — |®]/2).
ke1BZ
(A8)
The final term we evaluate by rewriting §(x) = n/(x*+
n?) where 1 plays the same role as in Eq. (A3). This
expression resembles the density of states, but has some

additional energy dependence. As seen in Fig. 4, the
exact result and numerics are in good agreement.

Appendix B: Comparison with DMRG

In this appendix we will compare our results using
TDMFT with the density-matrix renormalization group
(DMRG)[92]. DMRG results are “exact” if the bond-
dimension Yy, the size of the matrices, goes to infinity.
See e.g. [93] for a review of the technique.

The authors of Refs. 35 and 34 have applied infinite
DMRG to compute S(g,w) in the presence of Heisenberg
terms or a magnetic field in the [111] direction. In the
latter case, we can directly compare TDMFT to their
results in Fig. 6(g) of Ref. 34.

In Fig. 5, we compare the results for ¢ = I and ¢ = K,
as defined in their work, and omit ¢ = M since it is sim-
ilar to ¢ = K. For TDMFT, we considered a system size
of (Ny, Ng) = (3,152) with step size At = 0.32, large
enough to have negligible finite-size effects, and we mul-
tiply S(q,t) by a Gaussian of width o = 55.8 as in Ref. 34.
Our results for h. = 0 are really for h, = 0.003, but we
have checked that this does not effect our forthcoming
analysis. We scale our results by an h.-independent con-
stant to match the results of Ref. 34 at large w and h, = 0
to account for their normalization of S(g,w).
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Figure 5. We plot the results of TDMFT vs. iDMRG from Ref. 34 for the NV, = 3 cylinder. In (a)-(d) [(e)-(h)], we plot S(q,w)
at the IV (K) point as definied in [34] for various magnetic field strengths in the [111] direction. In (b) and (c) we see that
TDMFT does captures the dominant effects of the magnetic field, but the comparison for (f) and (g) is worse. For (a) and
(e), the two curves should agree, and the difference is likely due to error in the iDMRG calculation incurred from having a
finite bond-dimension, which may explain some of the discrepancy in plots (f) and (g). Overall, TDMFT seems to be providing

qualitatively accurate results.

Even in the exact case, where the two should methods
should agree, there are discrepancies at small w. These
differences are likely due to the finite bond-dimension
in the DMRG simulations since larger and larger bond-
dimesions are needed to capture longer and longer time
behavior [93], as can be seen in the insets of Fig. 3 in
Ref. 35.

In light of this, comparing the h. # 0 results is not
straightforward since the largest discrepancies appear at
low w where the h, = 0 results disagree. Nevertheless,
there is reasonable qualitative agreement between the
results—at large w, the features are smoothed out with in-
creasing h., and similar oscillating features are added at
small w. Additionally, the perturbation h. only slightly
modifies the overall features of S(g,w), consistent with
our results.

To include an additional test, we compare our ap-
proach and that of Ref. 68 to short-time DMRG evo-
lution. We consider a 2 x IV, x IV, system with peri-
odic boundary conditions in the N, direction and open
boundary conditions in the N, direction. We time-evolve
the system for short times and check convergence in At
and the bond-dimension x. We use the TeNPy [94] pack-
age, and time-evolution is performed by constructing an
MPO representation of the time-evolution operator [95].
We are able to get exact agreement in the unperturbed
model. The z bond is chosen to be either of the two bonds
more closely aligned with the short axis of the cylinder.

We consider the small perturbation J = —0.04, and
plot the result for two cylinder sizes in Fig. 6 and Fig. 7.
We plot both S**(¢ = 0,t) = >, S (t) and S§;(t) +
SE7 (t) where the site 0 is picked to be far from the open
boundary conditions and is connected to site 1 by a z
bond.

For the N, = 3 cylinder in Fig. 6, we are able to get
to large enough bond dimension to have ¢ < 11 con-
verged. Remarkably, we see that both MFT approaches

(J,T) = (=0.04,0.00)

?04 | — x =150 augmented MFT
015 X =200 ---- exact Kitaev

+

=02 N, =3

S0

5.0 75 100 125 150

Figure 6. (Color online) In (a) we plot |S§§(¢) + S§7 (¢)] vs. t
(where site 0 is far from the boundaries of the cylinder and
connected to site 1 by a z bond) using DMRG at bond di-
mension Yy, using the augmented MFT of Ref. 68, and us-
ing TDMFT. For reference, we include the exact result from
the unperturbed Kitaev point. We see that the magnitude
of the sum of the two most important correlators for the
unperturbed model are accurately shifted (though we note
that the phases disagree). The DMRG and MFT results only
begin to diverge when the DMRG result is no longer con-
verged in bond dimension at around ¢ ~ 11. (b) We plot
S5**(q = 0,t) = 3,557 (t) vs. t computed through the var-
ious methods as in (a). There is a large quantitative shift,
but the qualitative features agree between the three methods.
The shift decreases with increasing cylinder size as seen in
Fig. 7. Here N, = 20.

accurately captures the shift in |SE5(t) + S§i(t)|, the
two correlators that contribute the most in the unper-
turbed model. However, the phase is not accurately
captured (not shown), and when we sum over all sites
for S**(q = 0,t), the MFT and DMRG approaches dis-
agree quantitatively but have similar features. The latter
point is expected since the overall features must closely
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Figure 7. (Color online) We make the same plot as in Fig. 6
for the N, = 4 cylinder. Both results are not well converged
in bond dimension, but we notice that S**(¢ = 0,t) is more
quantitatively similar than the Ny, = 3 cylinder implying some
of the discrepancy is due to the small circumferences. Here
N, = 16.

match the unperturbed result. For the IV, = 4 cylinder
in Fig. 7, the convergence in bond-dimension is worse,
but the quantitative discrepancy between S**(¢ = 0,t)
decreases implying that it is in part due to small cylin-
der circumferences.

Taken together, TDMFT compares favorably with
iDMRG and DMRG. We were unable to get to large
enough bond dimension to directly determine whether
TDMFT or augmented MFT is more accurate, but
TDMFT extends to the finite field case and the results
of Appendix A show that TDMFT is more broadly ap-
plicable.

Appendix C: Evaluating correlators

In order to evaluate Eq. (15), we need to evaluate ex-
pressions of the form

Iij = {a;e”HMgly (C1)

with regards to the vacuum |v) of the operators
%UJEZ-. Our first step is finding the basis b = St

STUya such that M = SDS'. In that case,

Ozl Q!

Lij = <ai(UgseiDSTUo)j+N,k@ke_iH(M)>

(C2)
= Jj+N,k m<aiake%alFaﬁag>

J

Ji = (cicien(—t)a(

1
Jo = iFaﬁ (cicjck(—t)cl(—t)alab

—t)) = 4((UUN) (U0 )y —

= 4(—(UUN(UFUT) 1y + (UUN) i (UFUT) jy — (UU N (UFUT) 11

12

here we have used Eq. (6) and T = UgeiMUo is the
change of basis matrix between a and a*). There is also
an implicit sum over repeated Greek letters (e.g. a and
B) from 1 to N and repeated Roman letters (e.g. k) from
1 to 2N. Now, we expand the exponential since only the
first two terms will produce non-zero overlaps. We find

1
Iij = Tj+npVdetX {5@1@1\/ + §Faﬁ(5ko¢5iﬁ — 0rpdia)

] vdetX X !
(03)

where X and Y are related to the four submatrices of T
as in Eq. (6). The last step follows because 7 is unitary
s0TTH=1 = 1=XXT4+YYT = X(Xt+ X~1YyY").
We have thus arrived at Eq. 27 of Ref. 83 without needing
to manipulate Pfaffians.

det X [ijj F(XTY)aY

As noted in the main text, we want to extract the
continuous function ¢(t) = arg[det(X)], which becomes
a very rapidly changing function as system sizes become
larger. Fortunately, a large portion of the change in ¢(t)
may be canceled from the prefactors e’ZMrt and e~
in Eq. (15).

In the presence of a magnetic field, we need to essen-
tially evaluate

< zH(M)ckcl>

T
¢ OX (cicsep(—t)e(—t)e % Fans)

zgk:l

(C4)

with an implicit sum over p and ¢ as before and ek (
eHM) e e HM) - We introduce the two matrices
V2Ua and &(—t) = V2Ua and U = eMU.

By making the following two observations

b=

CL};> = 2UiaUlj
V2U;;

(cici(—1)) = 2UiaUj 4N (aa

(cia;-) = \/iUleaa;) =

(C5)

where greek letters are implicitly summed only from 1 to
N. we can easly compute that J;;x = VdetX (J; + J2 +
J3) where

UTNi(UUT) o+ (UT)u(UUT) (C6)

— (UFUT)i; (U0 + (UFOT) (U o — (UFUT) 0 (U 31,)
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— (UUT = UFUT)(UTt — UFUT),, + (UT — UFUT) (Ut — UFUT)jk}

(J,T, h.) = (0.10, —0.10, 0.00)

1004
= \\‘\
S AL N)
LlO* 1 ---- (0.64,32)
N —--- (1.28,32)
N | -—-- (0.64,62) 5
——- (1.28,62) ¥
| (06a7)
10 _ (1.28,77) i
J 0 100 150

t

Figure 8. We plot S**(q¢ = 0,t) for one parameter point but
varying the time step At and the number of sites, which is 2 x
N x N. As argued in the main text, we see finite size effects at
a time that roughly scales with N, which is easily identifiable
as when the curve breaks off of a roughly exponential curve.

where all matrix multiplication AB in these expressions
is only over the first N columns of A the and first N rows
of B even if A or B has dimension 2N x 2N.

Although this expression looks quite different from I;;,
if we were trying to evaluate the analogous expression, we
would find

J” = <Ci€7iH(M)Cj> = \/m<cicj(_t)e%aLFaﬁa;>
= 2VdetX (UiaU}; = (UFUT)y) = 2Uialaﬁl{éj]_o)

which can be used to rewrite J;;z; accordingly. The last
step follows making use of the unitarity of 7

If we are interested in computing similar quantities
with more Majoranas, we can use Eq. (C8) of [84] to
prove that a modified Wick’s theorem applies. This re-
sult explains why our Eq. (C9) looks like it follows a Wick
theorem with a different definition of a contraction.
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1
Jg = fFagF.ﬂ;<cl-cjck(ft)cl(ft)alaﬁajfyaj;)

(

Appendix D: Convergence and other details from
the numerics

Since we are performing these calculations for finite
systems in real space, the two main parameters that we
should check convergence of are IV, indicating the linear
size of the system, and At, the time step after which we
recompute the mean-field parameters and S’iajﬂ (t). We
plot a prototypical example in Fig. 8. As discussed in
the main text, finite size effects appear at t. ~ N, and
this can roughly be seen as the curves break apart from
the overall exponential decay.

We compute

te )
59%(g,w) = / a5 (g, ) (D1)

—te

where S{7(—t) = (S[(1)* = (S/(t))* where we take
advantage of the translation and rotation symmetry. We
estimate t. for each system size based on when the finite-
size effects become clear. We only find slight differences
for the largest N’s if we replace the abrupt cutoffs with
a smooth one.

We check convergence of S%%(q,w) and find that N ~
80 seems sufficient for all the parameter choices we make,
except at the smallest w. We are limited from going to
larger N, in general, because the time it takes to perform
the largest system sizes and smallest time steps takes
days to weeks, but, when I' # 0, memory also becomes
a factor even though we are taking advantage of the re-
flection symmetry to reduce matrix size.

Appendix E: A note about Gauge

With the transformation S§* = ic;b§*, the Hilbert space
has been expanded, so, properly, we should project the
wave-function we obtain back into the physical Hilbert
space [1]. The projection opertaor has the form

1+ D;
P:H 5 ! (E1)

where D; = ¢;b7b!b?. The projection operator commutes
with all the spin operators S and therefore also the
Hamiltonian. Additionally, P? = P, as should be ex-

pected.



In applying mean-field theory, many works handle the
projection by imposing the constraint on average [59-65],
arguing that the effect is higher-order [66], using a differ-
ent transformation without a gauge issue [55, 79|, or ig-
noring the effect altogether [54, 56, 67]. In our formalism,
in zero-field, we automatically satisfy the constraints, on
average, as expressed in [64].

To fully take account of the gauge, we should alterna-
tively compute

ot _ L (IPEOEUC0)

E )
If we imagine expanding out P, we need to consider
the contribution from many different terms with various
numbers of D;. Focusing only on the exact case, every
term with at least one D; must vanish as is evident from
rewriting the b$’s in terms of bond fermions [85]. The
only exception is the term with all D; does not vanish by
this argument. However D = [[, D; ~ [, ¢; since all the
b pair up into the conserved quantities u;j),, = ibf'b.
The operator [], ¢; commutes with the Hamiltonian and
the ;). . Ignoring the complications from having a gap-
less point, we can see then that [[, D; acting on the
ground state just gives a constant. Beyond the exact
point, the Hamiltonian still commutes with D, which im-
plies that we can group any term, «, in the expansion
of P, with the term aD to just get an overall prefactor
1+(D) provided we limit which terms we consider accord-
ingly. We expect terms with fewer than all the D; to be
suppressed by correlations that are small. Limiting our
analysis the the zero-field case, we need an even number
of D; to have the correct number of ¢;. The analysis of
which terms are most important is complicated because,
there are (ZN;N y) terms with products of m D;. A rea-
sonable guess, though, would be that the leading order
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correction to our expression in the main paper would be
from the terms with the fewest numbers of D;. Namely

S‘.I/B = leiEMFt <U|(1 + Zk’l>k Dle)cib?U(t’ 0)07b53>
" 4 1+ Zk,l>k<Dle>

(E3)
However, we find that >, ;- (DxD;) scales linearly with
the number of sites implying that such a term might pro-
vide a large correction in the thermodynamic limit even
for small perturbations.

If we are interested in the case where J =1 = hy =
hy = 0 and h, # 0, we can use the Jordan-Wigner for-
malism [55]. In this case we just need to compute S77(t),
which is exact, and S§*(¢), which will contain Jordan-
Wigner strings. By picking site j to be the site where
S% = a;/2 (i.e. the unique site without a string opera-
tor), and using periodic boundary conditions, the expres-
sion for Sfj‘f’”(t) is equivalent to our approach above. The
“flipping” of the sign of the a;b;,, term occurs because it
is scaled by P, the string operator containing the prod-
uct of all the (—25%) in the first “row” of the honeycomb
lattice (all the sites connected just by x and y bonds),
which changes sign upon the operator of a; = 257. Ad-
ditionally, this operator Pro commutes with the Hamil-
tonian and has a value of 1 in the ground state, which
implies that S7¥, ;(t) also receives no correction. How-
ever, terms like ST, (t) and S7{, ,(t) do receive correc-
tions, which could be systematically included, but should
be suppressed by a factor of h, /| K|.

To summarize, our approach handles the projection
operator similarly to other works in the literature, and we
provide a potential path to include the neglected effects.
It would be beneficial, in future work, to quantify the
errors that these approximations produce.
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