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INTERPRETING MULTIPLICITY-GATED FRAGMENT 
DISTRIBUTIONS FROM HEAVY-ION COLLISIONS 

L. Phair, L.G. Moretto, Th. Rubehn, G.J. Wozniak, 
L. Beaulieu, N. Colonna*, R. Ghettit, and K. Tso, 

Nuclear Science Division 
Lawrence Berkeley National Laboratory, Berkeley, CA 

INTRODUCTION 

In recent years, multifragmentation of nuclear systems has been extensively stud-. 
ied, and many efforts have been made to clarify the underlying physics[l]. However, 
no clear consensus exists on the mechanism for multifragmentation. Is the emission of 
intermediate mass fragments (IMF: 3 :::; Z :::; 20) a dynamical process (brought on by 
the occurrence of instabilities of one form or another) or a statistical process (i.e. the 
decay probabilities are proportional to a suitably defined exit channel phase space)? 

Historically the charge (mass) distribution has played and still plays a very impor­
tant role in characterizing multifragmentation. Since this subject's inception, the near 
power-law shape of the charge and mass distributions was considered an indication of 
criticality for the hot nuclear fluid produced in light ion and heavy ion collisions [2, 3]. 
More modern studies still infer critical behavior from the moments of the charge dis­
tribution [4, 5, 6, 7, 8, 9]. Furthermore, a charge distribution is readily predicted by 
mpst models and easily compared with data. 

In what follows, we point out what the charge distributions might reveal regarding 
the mechanism of multifragmentation. 

STATISTICAL SIGNATURES 

Recently, it has been experimentally observed in many heavy-ion reactions that 
for any value of the transverse energy Et (Et = I: Ei sin2 ei where Ei and ei are the 
kinetic energy and polar angle of charged particle i in an event), the n-fragment emis-
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fDepartment of Physics, Lund University, Sweden 

1 



.,--... ... 
t:iJ ___.. 

N 

z 

1.000 

0.500 

0.100 

0.050 

0.010 

0.005 

0.001 
0.00 

36Ar+ 197Au, E/A=llO MeV 

Z= 
0 3 
0 6 
0 9 

0.02 0.04 0.06 0.08 0.10 
Et -t/z(Mev-1/z) 

Figure 1. The average yield per event of lithium (circles), carbon (diamonds), and fluorine 
(squares) as a function of lj.,JE;. The lines are linear fits to the data. 

sion probability Pn is reducible to the one-fragment emission probability p through a 
binomial distribution [10, 11, 12) 

(2) 

This empirical evidence indicates that multifragmentation can be thought" of as a 
special combination of nearly independent fragment emissions. The binomial combina­
tion of the elementary probabilities points to a combinatorial structure associated with 
a time-like or space-like one-dimensional sequence [12). It was also found that the log 
of such one-fragment emission probabilities (log p) plott~d vs 1 j v'"Et (Arrhenius plot) 
gives a remarkably straight line. This linear dependence is strongly suggestive of a 
thermal nature for p, 

p = e-B/T (3) 

under the assumption that the temperature T ex: VJF ex: y'JJJ; where E* is the excitation 
energy. These observations were made with data integrated over a broad range of 
fragment atomic numbers (3:::; Z :::;20). The difficulty of a thermal interpretation of 
the probability p averaged over Z was tentatively resolved by observing that if B is 
weakly (polynomial) dependent on Z then 

p = j e-t(Bo+aZ•Jaz = (~) I/s e_,. 

and therefore p retains the form of Eq. (3). 

(4) 

These aspects of reducibility and thermal scaling in the integrated fragment emis­
sion probabilities lead naturally to the question: Is the charge distribution itself re­
ducible and scalable? 

By limiting our study to a single value of Z, the emission probabilities become 
small. The binomial distribution reduces to a Poisson distribution. The observed 
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average multiplicity is now experimentally equal to the variance. Thus we are in the 
Poisson reducibility regime and we can check the thermal scaling directly on (n). If the 
charge distributions show "thermal" scaling then the average yield of a given charge 
should have a Boltzmann form, 

N ex e-Bz/T 
z ' (5) 

where Nz is the average yield of a given charge Z and Bz is the Z dependent barrier. 
For a Poisson distribution logNz should scale linearly then with 1/..;'E;. This can 
be seen experimentally for the average yield of individual elements of a given charge 
(see Fig. 1) for the reaction 36Ar+197 Au at E/A=110 MeV. In this case of isolating a 
single species, the reducibility is Poisson, and the thermal (linear) scaling with 1/ ..;E; 
is readily apparent. 

The thermal nature of the charge distributions of this particular data set has been 
addressed before [13]. In its broadest form, reducibility demands that the probability 
p(Z), from which an event of n fragments is generated by m trials, is the same at every 
step of extraction. The consequence of this extreme reducibility is straightforward: the 
probability distribution for IMF charges emitted from the one-fold events is the same 
as that for the n-fold events and equal to the singles distributions, i.e., 

P(l)(Z) = P(n)(Z) = Psingles(Z) = p(Z). (6) 

If the one-fold = n-fold = singles distributions is thermal, then 

(7} 

or TlnP(Z) ex -B(Z). This suggests that, under the assumption Et ex E* [10, 11, 12, 
13, 14], the function 

{.ilnP(Z) = D(Z) (8) 

should be independent of Et. 
In particular, since the charge distributions (i.e. the probability Pn(Z) to emit an 

IMF of a given charge Z and a given IMF multiplici~y) are exponential, 

we would expect for an the following simple dependence 

1 1 
an ex T ex .,JE; 

(9) 

(10) 

for all folds n. Thus a plot of an vs 1/ ..;E; should give nearly straight lines. This is 
shown in Fig. 2 for 36Ar+197Au at E/A=110 MeV. 

The expectation of thermal scaling appears to be met quite satisfactorily. For each 
value of n the exponent an shows the linear dependence on 1/ .,JE; anticipated in Eq. 
(10). On the other hand, the extreme reducibility condition demanded by Eq. (6), 
namely that a 1 = a 2 = ... = an = a, is not met. Rather than collapsing on a single 
straight line, the values of an for the qifferent fragment multiplicities are offset one 
with respect to another by what appears to be a constant quantity. 

In fact, one can fit all of the data remarkably well, assuming for an the form 

K' 
an= .,JE; + nc (11) 
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Figure 2. The exponential fit parameter O:n (from fits to the charge distributions, see Eq. (9)) is 
plotted as a function of 1/VEt- The solid lines are a fit to the values of O:n using Eq. (11). 

which implies 
J{ 

an= T +n·c 

or more generally, for the Z distribution 

" B(Z) 

P. (z) - -ncZ 
n CXe T • 

(12) 

(13) 

Thus, we expect a more general reducibility expression _for the charge distribution of 
any form to be 

(ln Pn(Z) + ncZJ/i = F(Z) (14) 

for all values of n and Et· This equation indicates that it is possible to reduce the 
charge distributions associated with any intermediate mass fragment multiplicity to 
the charge distribution of the singles (13]. 

We stress that the reduced quantity in Eq. (14) is independent of the functional 
form of the charge distribution. However, we have used the fact that the charge distri­
butions are well described by exponential fits in the 36 Ar+197 Au reaction to summarize 
the reducibility of an enormous amount of data. Nearly one hundred different charge 
distributions are represented in Fig. 2. 

The origin of the regular offset c has been addressed elsewhere (12, 13, 15, 16]. 

DYNAMICAL SIGNATURES 

It has also been suggested that fragment production might be related to the oc­
currence of instabilities in the intermediate system produced by heavy ion collisions 
(17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. In particular, two kinds of instabili­
ties are extensively discussed in the literature: volume instabilities of a spinodal type 
(see e.g. Ref. (27]) and surface instabilities (18]. Spinodal instabilities are associated 
with the transit of a homogeneous fluid across a domain of negative pressure, where 

4 



\ 

/ 

I 

the homogeneous fluid becomes unstable and breaks up into droplets of denser liquid. 
Surface instabilities can be subdivided into Rayleigh or cylinder instabilities which are 
responsible for the decay of shapes like long necks or toroids [17], and sheet instabilities 
which cause the decay of bubbles or disklike structures [18]. Many models predict the 
formation of these exotic geometries which may develop after the initial compression 
of nuclei in the early stage of the collision for both symmetric and asymmetric systems 
[18, 19, 21, 22, 25, 26, 27, 28]. Although the scenarios and the models vary, breakup 
into several nearly equal-sized fragments has been discussed for both kinds of instabil­
ities [29]. We have examined model independent signatures that would indicate decay 
into a number of nearly equal-sized fragments by investigating charge correlations from 
both experimental data and simulations [30]. 

We have experimentally studied the reactions Xe+Cu at E/A=50 MeV. The mea­
surements were performed at the National Superconducting Cyclotron Laboratory of 
Michigan State University using the Miniball [31] and a Si-Si(Li)-plastic forward array 
[32]. Detailed information on the experiment can be found in Ref. (33]. · 

For comparison, and to determine the sensitivity of our analysis, Monte Carlo 
calculations have been performed. The created events obey two conditions: the sum 
charge of all fragments is conserved within an adjustable accuracy, and a fragment is 
produced according to the probability resulting from the experimental finding, that the 
charge distributions for n intermediate mass fragments are nearly exponential functions 
[13], 

(15) 

In our simulations, we have chosen O::n = 0.3 (different values between 0.2 and 0.4 do 
not change our findings). The size of the decaying source (Zsource = 83) was chosen to 
be equal to the sum charge of Xe and Cu. Events with NIMF equal sized fragments of 
charge Zart were randomly added with probability P to simulate a dynamical breakup 
of the system into nearly equal-sized pieces. Furthermore, the charge distributions of 
the individual fragments from such events were smeared according to a Gaussian dis­
tribution. This smearing of the charge distribution roughly accounts not only for the 
width of the distribution due to the formation process, but also for the subsequent 
sequential decay of the primary fragments (i.e. the evaporation of light charged parti­
cles). In the following, the full width at half-maximum of this distribution is denoted 
by w. We have demanded that at least 75% of the total available charge is emitted ac­
cording to Eq. (15); i.e. the production of particles was stopped in the simulation once 
this percentage had been reached. We note that in this simple approach the transverse 
energy Et has not been simulated. Furthermore, we restrict our analysis to IMFs only. 

We have investigated two-particle correlations. Both the experimental and the 
simulated events have been analyzed according to the following method. The two­
particle charge correlations are defined by the e~pression 

(16) 

Here, Y(Z1, Z2 ) is the coincidence yield of two particles of atomic number Z1 and 
Z2 in an event with NIMF intermediate mass fragments and a transverse energy Et. 
The background yield Y'(Z1, Z2 ) is constructed by mixing particle yields from different 
coincidence events selected by the same cuts on NIMF and Et. The normalization 
constant C ensures equal integrated yiE1lds of Y and CY'. 
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Figure 3. Two-particle charge correlations of IMFs from simulations investigating events with 
NIMF = 6 and a source size of 83. Randomly, 1% (left panel) and 0.1% (right panel) of the events 
were chosen to have equal sized fragments (Zart = 6). 
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Figure 4. Two-particle charge correlations resulting from simulations for Z1 = 6 as a function of the 
fragment charge Z2 for different values of the width of the charge distribution w. Randomly, 1% of 
the events were chosen to have nearly equal sized fragments (full circles). For comparison, we have 
also plotted a calculation where no additional events with equal-sized fragments have been added 
(open circles). Experimental results for the case NIMF = 6 are shown in the right lower panel (full 
triangles). For clarity, these values are vertically shifted by a value of -0.15. The error bars are 
smaller than the size of the symbols. 
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Figure 5. Experimental two-particle charge correlations for the reaction Xe+Cu at E / A=50 MeV. 
The different figures correspond to NIMF cuts between 4 and 7. 

To demonstrate the sensitivity of our method to breakup configurations producing 
equal-sized fragments, we show in Fig. 3 the results of simulations for the case NIMF = 
6. Here, a "contamination" of 1% of the events consisting of fragments which all have 
the size Zart = 6 has been added to the data set. The peak produced by these fragments 
is clearly visible, even if we decrease the yield of equal-sized fragments to only 0.1 %. 
A different choice of Zart does not change our results; higher values would produce an 
even larger signal since the denominator value is smaller. 

The magnitude of the peak shown in Fig. 3 depends not only on the yield, but 
also on the width of the charge distribution of the nearly equal-sized fragments. In 
Fig. 4, we show the correlation functions (solid circles) for different widths w and for 
Z1 = 6. For comparison, we have plotted the results of a calculation (open circles) 
where no additional events with equal-sized fragments have been added: As expected, 
a dependence of the size of the peak on the smearing can be observed which limits the 
sensitivity of the two-particle correlation functions to an enhancement of events where 
the charge distribution is relatively narrow. Thus, for possible secondary decay resulting 
in large values of w, our analysis might not 'be adequate. The same analysis used for 
the simulation has been applied to experimental data. In Fig. 5, we show the results 
for central collisions (top 5% of events sorted by Et) of Xe+Cu at E/A=50 MeV for 
different NIMF cuts. With higher fragment multiplicity the distribution peaked along 
the line zl + z2 ~ 30 changes into a distribution peaked at values where one fragment 
is heavy and its partner is light. However, an enhanced signal for breakup into nearly 
equal-sized fragments (a signal appearing along the diagonal) was not observed in any 
of the NIMF bins. As an example, we show in Fig. 4 the experimental two-particle 
correlation function vs. z2 for NIMF = 6 and zl = 6 (triangles). 

Furthermore, we have investigated the correlation functions obtained by our sim­
ulations without enhanced breakup for several IMF multiplicities. The evolution of 
the shape of the distribution with increasing values of NIMF is very similar to that 
observed in the experimental data of Fig. 5. Simulations with different system sizes 
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show that the charge correlations decrease as Zsource increases; this can be attributed to 
the definition of an IMF (3 :::; ZrMF :::; 20) relative to Zsource· We have also performed 
calculations using a percolation code and have observed a dependence similar to that 
presented in Fig. 5. To further study the evolution of the distributions' shape with 
multiplicity, we have investigated the breakup of an integer number Z0 (chain) into n 
pieces. The calculated two-particle correlation functions for. different multiplicities n 
have an evolution with n similar to that shown in Fig. 5. These findings suggest that 
the observed experimental evolution of the shape of the two-particle charge correlation 
distribution with fragment multiplicity may be due to the limited number of possibili­
ties to create fragments if charge is conserved and the number of fragments is fixed. A 
signal of enhanced emission will sit on top of such a background. 

CONCLUSIONS 

In conclusion, we have studied different aspects of the charge distributions. The 
implications of the experimental evidence presented above are potentially far reaching. 

On the one hand, the thermal features observed in then-fragment emission proba­
bilities for the 36 Ar+197 Au reaction [10) extend consistently to the charge distributions 
and strengthen the hypothesis of the important role of phase space in describing mul-
tifragmentation. . 

On the other hand, we have investigated charge correlation functions of multi­
fragment decays to search for the enhanced production of nearly equal-sized fragments 
predicted in several theoretical works. The analysis of experimental data for the re­
actions Xe+Cu and Xe+Au at E/A=50 MeV and Ar+Au at E/A=50 and 110 MeV, 
however, shows no evidence for a preferred breakup into nearly equal-sized fragments. 
Recently, two groups have reported experimental signatures of possible formations of 
non-compact geometries in the reactions 86Kr on 93Nb at E/A=65 MeV aiJ.d Pb+Au 
at E/A=29 MeV, respectively [34, 35). It would be interesting to analyze these data 
using the method outlined above. 
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