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Abstract 

 
Single-Cell Molecular Profiling of Experience-Dependent Cell Type  

Development in Mouse Retina and Cortex 

 

By  

 

Salwan Younus Butrus 

 

Doctor of Philosophy in Chemical Engineering with a  

Designated Emphasis in Computational and Genomic Biology 

University of California, Berkeley 

 

Professor Karthik Shekhar, Chair 

 

Sensory experience (“nurture”) acts upon a genetically hardwired blueprint (“nature”) to sculpt the 

brain during early developmental stages known as “critical periods” (CPs). In the process, 

immature neurons acquire diverse identities and assemble into circuits defined by specific synaptic 

connections. Disrupted organization of neural circuits during CPs underlies a myriad of neural 

disorders, making the study of experience-dependent neural development fundamentally and 

clinically important. Recent advances in single-cell transcriptomics have enabled the “bottom-up” 

characterization of neural diversity at molecular resolution. By applying unsupervised machine 

learning approaches to large-scale gene expression measurements, catalogs of cell types have been 

generated and used to study development, function, dysfunction, and evolution across the nervous 

system. However, the influence of sensory experience during CPs on the development and 

maturation of diverse neuronal types remains unknown. Furthermore, due to the destructive nature 

of single-cell transcriptomic assays, temporal changes cannot be directly observed. They must be 

inferred from high-dimensional gene expression “snapshots” in distinct samples of single cells 

spanning developmental stages, conditions, and animals. In this thesis, I present developmental 

transcriptomic cell type atlases in three regions of the mouse brain: the retina, the whisker 

somatosensory cortex, and the primary visual cortex. I then use these atlases to understand the role 

of sensory experience in the maturation of cell types within each system. 

 

In the first part of this thesis, I investigate the role of vision in the development of 45 retinal 

ganglion cell (RGC) types, the retina’s sole output neuron.  The development and connectivity of 

RGCs are patterned by activity-independent transcriptional programs and activity-dependent 

remodeling. To inventory the molecular correlates of these influences, high-throughput single-cell 

RNA sequencing (scRNA-seq) was applied to mouse RGCs at six embryonic and postnatal ages. 

I identified temporally regulated modules of genes that correlate with, and likely regulate, multiple 

phases of RGC development, ranging from differentiation and axon guidance to synaptic 

recognition and refinement. Some of these genes are expressed broadly, while others, including 

key transcription factors and recognition molecules, are selectively expressed by one or a few of 

the 45 transcriptomically distinct types defined previously in adult mice. Next, I used these results 

as a foundation to analyze the transcriptomes of RGCs in mice lacking visual experience due to 

dark rearing from birth or due to mutations that ablate either bipolar or photoreceptor cells. 98.5% 

of visually deprived (VD) RGCs could be unequivocally assigned to a single RGC type based on 
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their transcriptional profiles, demonstrating that visual activity is dispensable for acquisition and 

maintenance of RGC type identity. However, visual deprivation significantly reduced the 

transcriptomic distinctions among RGC types, implying that activity is required for complete RGC 

maturation or maintenance. Consistent with this notion, transcriptomic alterations in VD RGCs 

significantly overlapped with gene modules found in developing RGCs. These results provide a 

resource for mechanistic analyses of RGC differentiation and maturation and for investigating the 

role of activity in these processes. 

 

In the second part of this thesis, I investigate the influence of vision on the development of cell 

types in the mouse primary visual cortex (V1), the area of the brain that processes visual 

information. By combining unsupervised and supervised machine learning approaches, single-

nucleus RNA sequencing, visual deprivation, genetics, and functional imaging, my colleagues and 

I discovered that vision selectively drives the specification of glutamatergic neuronal types in 

upper layers (L) (L2/3/4), while deep-layer glutamatergic neuronal types, GABAergic neuronal 

types, and non-neuronal cell types are established before eye opening. Furthermore, I found that 

L2/3 neuronal types form an experience-dependent spatial continuum defined by the graded 

expression of ~200 genes, including regulators of cell adhesion and synapse formation. One of 

these genes, Igsf9b, a vision-dependent gene encoding an inhibitory synaptic cell adhesion 

molecule, is required for the normal development of binocular neurons in L2/3. These results raise 

the intriguing possibility that sensory experience acts differentially in regulating the plasticity of 

individual cell types and provide a blueprint for future studies into the experience-dependent 

development of other brain regions.  

 

In the third part of this thesis, I investigate whether experience-dependent regulation of cell types 

exists in another cortical region known as the primary whisker somatosensory cortex (wS1).  wS1 

is a major model system to study the experience-dependent plasticity of cortical neuron 

physiology, morphology, and sensory coding. However, the role of sensory experience in 

regulating neuronal cell type development and gene expression in wS1 remains poorly understood. 

I assembled and annotated a transcriptomic atlas of wS1 during postnatal development comprising 

45 molecularly distinct neuronal types that can be grouped into eight excitatory and four inhibitory 

neuron subclasses. Using this atlas, I examined the influence of whisker experience from postnatal 

day (P) 12, the onset of active whisking, to P22, on the maturation of molecularly distinct cell 

types. During this developmental period, when whisker experience was normal, ~250 genes were 

regulated in a neuronal subclass-specific fashion. At the resolution of neuronal types, I found that 

only the composition of layer (L) 2/3 glutamatergic neuronal types, but not other neuronal types, 

changed substantially between P12 and P22. These compositional changes resemble those 

observed previously in the primary visual cortex (V1), and the temporal gene expression changes 

were also highly conserved between the two regions. In contrast to V1, however, cell type 

maturation in wS1 is not substantially dependent on sensory experience, as 10-day full-face 

whisker deprivation did not influence the transcriptomic identity and composition of L2/3 neuronal 

types. A one-day competitive whisker deprivation protocol also did not affect cell type identity but 

induced moderate changes in plasticity-related gene expression. Thus, developmental maturation 

of cell types is similar in V1 and wS1, but sensory deprivation minimally affects cell type 

development in wS1. 
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Finally, I highlight the major conclusions of each chapter, discuss their historical context, and 

suggest future work on the experience-dependent development of neuronal cell types and circuits 

in the mammalian nervous system.  
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Chapter 1: Introduction 
 

Critical periods of experience-dependent plasticity in mouse cortex 
  

For more than two centuries, we have known that sensory experience refines a genetically 

hardwired “rough draft” of the brain during development (James, 1890; Rosenzweig, 1996; 

Zanatta et al., 2018). However, the influence of sensory experience on the organization of neurons 

in the brain was not elucidated until the work of Hubel and Wiesel in the primary visual cortex 

(V1). Through studies in cats and monkeys, they discovered that V1 is organized into stripes 

containing neurons that respond to stimulation from either the left or the right eye (Figure 1.1A) 

(Hubel and Wiesel, 1969; LeVay et al., 1975; Wiesel and Hubel, 1963). They became immediately 

interested in how this macroscopic organization of V1 into “ocular dominance columns” (ODCs) 

arises during development and whether sensory experience is necessary for its establishment. They 

found that depriving the animals of vision in one eye (i.e., monocular deprivation) during early 

development led to a reduction in the size of columns connected to the closed eye and enlargement 

of those receiving input from the open eye (Figure 1.1A) (Hubel et al., 1977; Wiesel and Hubel, 

1963). Three key observations contextualize these results. First, while a columnar organization of 

V1 is evident by birth, the mature pattern is not achieved until several weeks after birth. Second, 

the effects of monocular deprivation could be reversed by reopening the closed eye, but this was 

only true during a specific time period early in development. Third, monocular deprivation of adult 

animals beyond this time period had no effect on ODCs. Together, these findings established that 

nurture (vision) acts upon nature’s genetically hardwired blueprint to sculpt organization within 

V1 during a critical period (CP) of early development. The malleability of V1 circuitry during the 

CP became known as “ocular dominance plasticity.” 

Figure 1.1. Experience-dependent plasticity in V1. (A) Visual deprivation of one eye during a critical 

period of development reduces the width of the ocular dominance columns for that eye (adapted from 

Levay et al., 1977). (B) A critical period for ocular dominance plasticity is evident in mice (adapted from 

Hensch, 2005). (C) Major milestones in mouse V1 development (adapted from Espinosa and Stryker, 

2012). 

A B

C

Normal primate visual cortex

Monocular deprivation

Scale bar = 1 mm
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In subsequent decades, the influence of experience on cortical circuitry in V1 was dissected at a 

molecular, genetic, and functional level in mice because mice are more amenable to mechanistic 

studies than cats and monkeys (Hooks and Chen, 2020). Unlike cats and monkeys, most of the 

mouse V1 receives only contralateral input and its binocular zone is not divided into ODCs. 

Despite the binocular zone comprising only 20% of mouse V1 and containing a mixture of 

monocularly and binocularly driven neurons (Tan et al., 2021, 2020), closure of the contralateral 

eye markedly shifts the preference of binocular neurons to inputs from the ipsilateral eye (Figure 

1.1B) (Gordon and Stryker, 1996). This only occurs during a critical period for ocular dominance 

plasticity between P21 and P35 (Figure 1.1C) (Espinosa and Stryker, 2012; Gordon and Stryker, 

1996). Visual experience during this period is necessary for the development and maintenance of 

the neural circuitry underlying binocular vision (Espinosa and Stryker, 2012; Gordon and Stryker, 

1996; Ko et al., 2014, 2013). 

 

Another cortical region that is highly amenable to investigating the role of sensory experience in 

regulating the development and plasticity of neural circuits is the mouse whisker primary 

somatosensory cortex (wS1) (Fox and Wong, 2005). wS1 processes tactile (touch) information 

from the facial whiskers and contains a somatotopic map of the whisker pad. Sensory manipulation 

(plucking or activation) of specific whiskers drives plasticity in the cortical columns corresponding 

to those whiskers (Figure 1.2A).  This provides strong technical advantages in studying plasticity 

and has made wS1 a workhorse for studying morphological and physiological experience-

dependent plasticity (Erzurumlu and Gaspar, 2012; Feldman and Brecht, 2005; Fox and Wong, 

2005). Cortical circuit development and critical periods are also well described in wS1 (Figure 

1.2B). Thalamocortical axons arrive in L4 at postnatal day (P) 1-2, segregate into whisker-specific 

clusters at P3, and drive patterning of postsynaptic L4 neurons into cylindrical modules (termed 

barrels) in L4. Barrel pattern development is partly driven by neural activity during this early 

period (P0-3).  After this age, the anatomical barrel pattern remains stable, but alterations in 

whisker use drive physiological plasticity in wS1 that is maximal during two overlapping critical 

periods (CP1 and CP2). CP1 and CP2 initiate at the onset of active whisking (at P12) and coincide 

with peak synaptogenesis in wS1. From P12-14, whisker deprivation (WD) disrupts receptive field 

structure (Maravall et al., 2004; Stern et al., 2001) and spine motility (Lendvai et al., 2000) in L2/3 

pyramidal (PYR) cells (CP1). From P12-16, removal of all but one whisker strengthens L4-L2/3 

and L2/3-L2/3 synapses to enhance the representation of the spared whisker (CP2) (Wen and 

Barth, 2011). Brief 1-day whisker deprivation (WD) also drives physiological plasticity in 

Figure 1.2. Mouse whisker somatosensory cortex (wS1). (A) Schematic of the mouse wS1, which contains 

a somatotopic map of the mouse’s whisker pad in which individual whiskers are represented by neural activity 

within barrel columns of the cortex. (B) Timeline of key milestones in wS1 development.  

A B
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parvalbumin-positive (PV) interneurons in L2/3, which acts to homeostatically preserve whisker-

evoked firing rates in PYR cells, a form of plasticity that is robust at P21 (Gainey et al., 2018).  

 

Beyond their macroscopic organization into binocular/monocular zones and whisker-specific 

barrels, V1 and wS1 contain a staggering level of diversity in the form of hundreds of neuron 

types. Since the work of Santiago Ramón y Cajal over a century ago, neurons in cortex have been 

classified into discrete types based on morphological and anatomical features (Ramón y Cajal and 

Ramón y Cajal, 1909; y Cajal, Santiago Ramon, 1899), functional properties (Gouwens et al., 

2019; Hubel and Wiesel, 1962; Wiesel and Hubel, 1963), connectivity patterns (Chiang et al., 

2011; Swanson and Lichtman, 2016; Varshney et al., 2011), and more recently, transcriptomic 

features (Hrvatin et al., 2018; Sarropoulos et al., 2021; Tasic et al., 2018; Tran et al., 2019). What 

remain less well known are the underlying mechanisms of experience-dependent plasticity at the 

level of cortical cell types. Experience-dependent plasticity has been extensively investigated at 

the level of morphological and physiological diversity (Antonini and Stryker, 1993; Oray et al., 

2004). At the molecular level, previous investigations of experience-dependent changes in gene 

expression during the critical period have compared bulk transcriptomic profiles of V1 and S1 

between normally reared (NR) and sensory-deprived animals (Kole et al., 2017; Majdan and Shatz, 

2006; Mardinly et al., 2016; Tropea et al., 2006) or within NR animals at different points during 

the critical period (Lyckman et al., 2008). However, the influence of vision on individual neuron 

types in V1 cannot be gleaned from “bulk” gene expression changes. To study plasticity during 

the CP in the context of the extensive molecular diversity of neuron types in V1 (Tasic et al., 2018), 

we need approaches that can resolve gene expression changes in single cells. This level of detail 

is essential for understanding how activity regulates the structure and function of cortical circuitry. 

  

Cell type classification and assessment using single-cell transcriptomics 
  

Droplet-based single-nucleus RNA-sequencing 

  

Since Santiago Ramón y Cajal first observed the neuron under a microscope over a century ago, 

neuroscientists have classified neurons based on their morphological features and 

electrophysiological characteristics (Figure 1.3A) (Fishell and Heintz, 2013; Franke et al., 2017; 

Markram et al., 2015; Migliore and Shepherd, 2005; Tyner, 1975). While these cell identity 

properties are important for studying any neuroscience problem, data acquisition (mostly involving 

light microscopy or cell attached recordings) tends to be laborious and low-throughput  (Figure 

1.3B) (Zeng and Sanes, 2017). Tools for robustly classifying neurons into types are highly 

desirable because they would facilitate reproducible studies across laboratories and experimental 

conditions. Indeed, classification would enable genetic access for functional studies and analyses 

of development, evolution, and disease (Zeng, 2022). 

 

The advent of single-cell RNA-sequencing (scRNA-seq) marked a watershed moment in the field 

of cell type classification (Macosko et al., 2015; Svensson et al., 2018; Zheng et al., 2017). First, 

it enabled the measurement of >20,000 features (genes) simultaneously in 10,000 cells per 

experiment (Figure 1.3C). Second, a variant was later developed using nuclei instead of cells 

(Habib et al., 2017), which was compatible with frozen tissue. With single-nucleus RNA-seq 

(snRNA-seq), tissues can be dissected, frozen,  preserved for long periods, and transported across 

facilities before processing. More importantly for cortical tissue and this thesis in particular, 
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snRNA-seq circumvents the challenges associated with dissociating cells from brain tissue without 

damaging them, as dissociating nuclei from brain tissue is a more time-efficient and reproducible 

process. In this thesis, the scRNA-seq technology from 10X Genomics was used in Chapter 2, and 

the snRNA-seq technology in Chapters 3-4.  

 

Read alignment and data preprocessing 

 

Identifying and characterizing cell types using snRNA-seq involves a series of computational 

steps. These include read alignment, data engineering and filtering, transformation, unsupervised 

learning, statistical differential expression tests, and supervised learning (Brüning et al., 2022; Hie 

et al., 2020). In this and the following section, we provide a high-level overview of the methods 

used in this thesis. First, the raw output of a snRNA-seq experiment involves millions of 

sequencing reads that have been barcoded to retain their single-cell origin (Zheng et al., 2017). 

These sequencing reads are mapped to a reference genome to quantify gene expression in each 

cell. High-quality reference genomes annotated with known protein-coding and non-coding genes 

are available for tens of species (Yates et al., 2020). The read alignment and quantification is often 

conducted using 10X Genomics’ cellranger suite of tools. The result of this alignment is a N  x D 

gene expression matrix (GEM), where N is the number of cells obtained, and D is the number of 

genes detected in the experiment,  with each entry reflecting the expression of each gene within 

each cell. N is typically no more than 10,000, and D ranges from 20,000 to 30,000 depending on 

the species profiled.  

 

Basic quality control seeks to remove low-quality observations (cells) and features (genes) from 

the GEM. Cells and genes with extremely low or high counts relative to the parent distributions, 

cells with a high mitochondrial count fraction, and cells statistically inferred to be multiplets 

Figure 1.3. Multi-scale neuronal cell type classification. (A) Drawing by Santiago Ramón y Cajal 

illustrating the layered structure of the human cerebral cortex (Cajal, 1899). (B) Neurons can be classified 

by multiple criteria (Zeng and Sanes, 2017).  (C) Single-cell RNA-sequencing experiment generates a gene 

expression matrix (Macosko et al., 2015). 
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(Wolock et al., 2019). The thresholds for each of the filtering criteria are determined on a dataset-

by-dataset basis (Heumos et al., 2023). Next, we attempt to address sequencing biases across cells 

by normalizing each cell's counts such that it sums to its median counts or a base number such as 

10,000. We then apply a natural log transformation X ← log(X+1) to reduce the data’s dispersion 

and make it more amenable to downstream dimensionality reduction analyses (Ahlmann-Eltze and 

Huber, 2022). 

 

Dimensionality reduction 

 

The preprocessing steps typically leave us with 10,000-20,000 genes. Only a fraction of these are 

useful for finding patterns in the data that relate cells to each other and ultimately allow us to 

cluster them based on their transcriptional similarity (Brennecke et al., 2013). To identify this set 

of features, known as highly variable genes (HVGs), methods range from ranking genes by their 

dispersion (standard deviation divided by mean) to estimating the underlying mean-variance 

distribution of the data and ranking genes by their deviation from this null model (Sarkar and 

Stephens, 2021; Satija et al., 2015). This step typically reduces the number of features from 20,000-

30,000 to 2000-5000 genes. The non-HVGs are not completely removed from the analysis, as their 

expression differences across experimental conditions may be of interest. Instead, they are simply 

held out during the process of cell type identification because their expression patterns within the 

dataset of interest are highly correlated and redundant.  

Recall that the major goal of our analysis is to infer cellular diversity in the form of communities 

(“clusters”, “types”) of cells that share unique transcriptional profiles and to then study the 

influence of experimental variables such as time, dark rearing, whisker deprivation, and genetic 

manipulation on these clusters. Consider that each cell is a vector x ∈ RD, where RD represents the 

2000-5000-dimensional gene expression space. Each dataset D = {x1, x2, …, xN} represents 

discrete samples drawn from an unknown distribution P(x). The high dimensionality and sparse 

nature of the data makes it difficult to learn P(x) from D. Therefore, we resort to unsupervised 

learning approaches to uncover patterns in the data (Figure 1.4). 

 

Figure 1.4. Using machine learning to uncover patterns in scRNA-seq data. Common analysis steps 

are highlighted. 
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Each gene does not individually define the identity of a cell. Rather, groups of genes contribute 

collectively to transcriptomic distinctions between cells. To identify these collections of genes, we 

compute a reduced dimensional representation of the data using principal component analysis 

(PCA). After PCA, each cell exists in a 30- to 50-dimensional space of principal components 

(PCs), each a unique linear combination of the input genes. Since the PCs inferred represent the 

axes of maximum variance in the data, the percent variance contributed by each PC can be used to 

select the top PCs using an “elbow” plot. If the GEM being analyzed comprises cells sampled from 

multiple biological replicates collected on different days, from different labs, or using different 

technologies, we may perform batch correction to reduce systematic differences between replicates 

(Luecken et al., 2022). Throughout this thesis, the method we used learns the shared biological 

states across datasets by transforming the input PCs to batch-corrected PCs via an iterative process 

of clustering similar cells from different batches while maximizing the diversity of batches within 

each cluster (Korsunsky et al., 2019).  

 

Clustering and visualization 

 

To cluster cells based on transcriptomic similarity and infer putative cell types, we can apply 

clustering algorithms to the low-dimensional representation of the data. The clustering algorithms 

most commonly applied to snRNA-seq data are community detection algorithms such as Leiden 

(Traag et al., 2019; Yu et al., 2022). First, a k nearest-neighbor graph is computed in PC space. 

The Leiden algorithm then iteratively partitions this graph into highly interconnected communities 

under the control of an objective function seeking to maximize the difference between the actual 

number of edges in a community and the expected number of such edges (Traag et al., 2019). We 

can then project the neighborhood graph from the PC space to 2D using Uniform Manifold 

Approximation and Projection (UMAP) to visualize these communities and the expression of 

particular genes across them (Figure 1.4) (Becht et al., 2019). The distances from a UMAP 

embedding are not meant to be interpreted literally, as they emanate from a non-linear optimization 

problem that distorts the gene expression space to reduce it from 30-50 PCs to a 2D UMAP plot 

(McInnes et al., 2020). Throughout this thesis, UMAP coordinates are not used to perform any 

quantitative analyses or draw any scientific inferences. Any downstream quantitative analyses of 

cell types are always performed in either the ambient gene expression space or the PC space. We 

use the 2D embeddings only to visualize gene expression patterns, where cells can be colored 

based on their type identity to create a graph summarizing the diversity of the dataset. Indeed, 

recent work has dissected the limitations and advantages of UMAP and other embedding methods, 

determining that they manifest differently based on input data and warning users of over-

interpreting the 2D coordinates (Chari and Pachter, 2023; Gorin et al., 2022; Lause et al., 2024). 

In addition to UMAP, 2D-3D plots of selected PCs can provide adequate visualization with directly 

interpretable axes and distances. Finally, we perform differential expression testing between each 

cluster and the rest to identify marker genes for each putative type, which facilitates the targeting 

of specific cell types in imaging and genetic gain- or loss-of-function experiments. 
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Comparing datasets across experimental conditions using supervised classification 

 

To understand the influence of experimental variables such as time, dark rearing, and whisker 

deprivation on transcriptomic cell types, we would ideally measure x(t) from P(x, t) or x(c) from 

P(x, c), where t and c represent time and rearing condition, respectively. However, a cell must be 

lysed for its transcriptomic contents to be measured. In the case of developmental changes for 

example, we only have access to discrete snapshots Dt0 , Dt1 , · · · , DtT . Consequently, we cannot 

directly observe the influence of time or rearing conditions on the molecular organization of 

neurons. We must infer it from snapshot measurements across developmental stages and rearing 

conditions. To do so, we can use transcriptomic similarity as a proxy for relationships between cell 

types as a function of experimental variables. Across a range of tissues and variables, it has been 

demonstrated that supervised classification is a suitable tool for inferring these relationships 

(Butrus et al., 2023; Cheng et al., 2022; Kölsch et al., 2021; Peng et al., 2019; Shekhar et al., 2016; 

Tran et al., 2019).  

 

Supervised classification has been used for decades to train a model using labeled ground truth 

data and then to use that model for categorizing new, unseen data (Bishop, 2006). The model is 

trained on a dataset that includes both the input features and the corresponding output labels for 

each observation. In the context of scRNA-seq data, given a set of cells with type labels and their 

gene expression information, the model can learn the data structure and predict labels for new, 

unlabeled cells. This can be used to relate cell types across experimental variables. By training a 

model on one time point, for example, the classifier can be used to transfer those labels onto a 

different time point. These results can be used to relate cell types across time and to predict how 

cell types develop and mature. 

 

Figure 1.5. Comparing cell types across experimental conditions using supervised classification. (A) 

Decision tree example. (B) Ensemble learning with decision trees using boosting (Deng et al., 2021). (C) 

Inference of couplings between cell types across experimental conditions (here, time) using supervised 

classification. 
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Many machine learning methods have been used to train supervised classification models, 

including logistic regression, support vector machines, k nearest neighbor graphs, neural networks, 

and decision trees. Decision trees are especially popular for supervised classification owing to their 

interpretability and scalability for large datasets (Breiman et al., 1984; Wu et al., 2008). Decision 

trees model decisions and their possible consequences as a tree-like structure of nodes, branches, 

and leaves (Figure 1.5A). The optimal training of a decision tree is an NP-hard problem (Pitt and 

Valiant, 1988). Therefore, training is performed using a greedy, top-down learning heuristic—an 

accessible learning algorithm that yields a theoretically non-optimal decision tree, but close to 

optimal for practical purposes. At each node, the algorithm selects a feature (gene) and a threshold 

that best splits the data into pure nodes based on their class (cell type) label. The data is then 

divided into subsets based on the selected feature and threshold–typically using metrics such as 

Gini impurity or information gain (Hastie et al., 2009). This process is recursively repeated at each 

node, creating branches of the tree until a stopping criterion is met. Stopping criteria for decision 

trees include setting maximum depth, minimum samples per node or split, halting when nodes are 

pure or further splits offer no improvement, limiting the number of nodes/leaves, and applying 

post-pruning to decrease tree complexity and minimize overfitting. 

 

Decision trees became especially ubiquitous with the advent of ensemble learning, which leverages 

the predictions of many models to improve overall performance (Freund and Schapire, 1997; 

Schapire, 1990). By leveraging the strengths and compensating for the weaknesses of many simple 

models that would perform poorly individually, ensemble methods can reduce errors and 

generalize better to unseen data than a single highly complex classifier. The key is that even if the 

individual models are weak, they should bring complementary information or have diverse error 

patterns, which the ensemble can exploit to improve overall performance. This diversity helps the 

ensemble generalize better to unseen data. Rather than take a single model's prediction, the 

individual models' predictions are combined to create an aggregate vote (Deng et al., 2021). 

Methods that train many models in parallel and take a majority vote fall under a category known 

as “bagging” (Breiman, 1996). We utilize a method that leverages the concept of “boosting”, 

wherein models are trained in series with each model focusing on the errors of the previous models 

(Figure 1.5B). 

 

In each step, boosting adjusts weights associated with each observation. Data points misclassified 

by previous models are given more weight, forcing the updated model to focus more on these 

difficult-to-classify points. By focusing on the errors of previous models, the process iteratively 

yields models that increase in accuracy and generalizability (Freund and Schapire, 1997). In 

particular, we use a method called extreme gradient boosting (XGBoost), which is a gradient-

boosted decision tree-based classification algorithm (Chen and Guestrin, 2016). In a typical 

workflow, we trained a classifier to learn cluster labels within a “reference” dataset and used it to 

classify cells from another “test” dataset (Figure 1.5C). If the experimental variable is time, for 

example, this generates a mapping Π(𝐶𝑖
𝑡1 , 𝐶𝑖

𝑡𝑛+1) between different time points that enables us to 

infer cell type maturation.  

 

Spatial and functional characterization of transcriptomic cell types  
  

The application of data analysis and machine learning tools to scRNA-seq data enables i) the 

identification of transcriptomically distinct putative cell types and ii) the assessment of how 
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experimental variables such as time and rearing conditions affect their gene expression patterns. 

These analyses generate hypotheses that must be further investigated with independent tools to 

connect them to the animal’s biology. Crucially, the analysis yields marker genes for labeling cell 

types and enables their characterization. One might be interested in determining if the putative cell 

types inferred in the computational analysis are distinct cell subpopulations in tissue or if their 

clustering is an artifact of the scRNA-seq data analysis. To test this, cells in the tissue can be 

labeled with their markers using fluorescence in situ hybridization (FISH) (Liao et al., 2021; 

Young et al., 2020). This technique can be used to study how transcriptomically defined cell types 

are arranged relative to each other and to further assay their morphological properties. 

Morphological properties include a type’s spatial distribution across the cortex, downstream 

projection areas, and dendritic and axonal synaptic arrangements. These properties can be recorded 

using techniques such as fluorescence microscopy and electron microscopy, which provides a 

higher magnification view of a cell’s morphology (Figure 1.6A). FISH also enables the validation 

of the influence of certain experimental variables on gene expression as predicted by scRNA-seq. 

FISH enables the assessment of several genes simultaneously and gives access to the spatial 

arrangement of expression lacking from bulk profiling methods such as quantitative polymerase 

chain reaction (qPCR) (Schwarzkopf et al., 2021).  

Cell type markers from scRNA-seq can also be leveraged to generate transgenic mouse lines using 

genome editing approaches (Navabpour et al., 2020). These techniques allow for targeted genetic 

access to transcriptomically defined types to further assess their functional properties, including 

their roles in development, cortical circuits, and animal behavior. After labeling a cell type using 

its markers, the synaptic physiology of its neurons can be studied using cell-attached recordings 

Figure 1.6. Spatial and functional characterization of cell types. (A) Example FISH image from the 

retina (Kishi et al., Nature Methods 2019). B) Cell-attached recordings of neuron electrophysiology 

(Biorender). (C) Two-photon imaging of L2/3 neurons in an awake behaving mouse (Cheng et al., 2022).  
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from acute tissue slices (Figure 1.6B). Cell-attached recordings preserve the intracellular 

environment, allowing for the precise measurement of action potentials and synaptic currents 

without perturbing the cell’s internal milieu. This technique involves gently sealing a glass pipette 

onto the membrane of the labeled cell, allowing for high-resolution recording of spontaneous or 

evoked activity while maintaining the integrity of the cellular environment. The data generated 

from these recordings primarily capture capacitive currents associated with action potential 

generation, offering insights into the timing and frequency of spiking activity. While this method 

does not measure synaptic currents, which require techniques like whole-cell or perforated patch 

recording, it can still reveal key aspects of a cell’s excitability. If applied across multiple cell types 

labeled by FISH, these physiological properties can be linked to the transcriptomic profiles of the 

recorded cells. 

 

Finally, we can interrogate the function of transcriptomically defined cells in awake, behaving 

animals. This enables chronic measurements of neuron activity to study the influence of variables 

such as development and rearing conditions on function. Calcium imaging is frequently used to 

record a neuron’s functional properties. When a neuron is active and firing an action potential, 

voltage-gated calcium channels open in response to the depolarization of its membrane, allowing 

calcium ions to enter from the extracellular space. The neuron’s intracellular calcium concentration 

rapidly increases. Several calcium indicators have been developed that optically record this 

calcium influx to track neuron activity (Grienberger et al., 2022; Grienberger and Konnerth, 2012). 

By expressing these calcium indicators in cell types of interest, calcium transients can be recorded 

in response to a battery of sensory stimuli  (Figure 1.6C) (Ayaz et al., 2019; Condylis et al., 2022; 

Mineault et al., 2016; Ohki et al., 2005; Tan et al., 2020). In the visual cortex, for example, drifting 

sinusoidal gratings of varying orientations, spatial frequencies, and speeds are used to study 

orientation selectivity, motion sensitivity, and spatial tuning Flickering checkerboards and 

complex plaid patterns assess contrast sensitivity and feature integration, while naturalistic scenes 

and movies mimic real-world visual inputs to explore responses to ecologically relevant stimuli. 

Sparse noise patterns and white noise are employed for receptive field mapping. For the 

somatosensory (whisker) cortex, controlled whisker deflections using piezoelectric actuators allow 

for studying neural tuning to direction, amplitude, and velocity of whisker movements. Textured 

stimuli test tactile discrimination and air puffs directed at specific whiskers help map receptive 

fields and assess barrel cortex sensitivity. Thus by combining calcium imaging with genetic access 

informed by scRNA-seq data, molecular cell type properties can be linked to functional responses 

and animal behavior. 

 

Molecular maturation of mouse retinal ganglion cell types 
  

The mouse retina was a prominent experimental system for testing the experimental and 

computational methods outlined above (Macosko et al., 2015). By far the most accessible part of 

the mammalian brain, the retina is a thin neural tissue that lines the back of the eye and transmits 

visual input to the rest of the brain to enable vision (Figure 1.7A-B) (Dowling, 1987). Because 

decades of work had generated molecular information about many retinal cell types (Masland, 

2012), researchers could confidently compare scRNA-seq data to prior ground truth classification 

of retinal heterogeneity. Neurons in the vertebrate retina reside in three layers and can be divided 

into five distinct classes (Figure 1.7C). Photoreceptors detect light and convert it into electrical 

signals. Horizontal cells integrate and regulate input from multiple photoreceptors, enhancing 
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contrast and edge detection. Bipolar cells relay visual signals from photoreceptors to retinal 

ganglion cells (RGCs) while modulating contrast sensitivity. Amacrine cells mediate lateral 

interactions in the inner retina, influencing motion detection and the temporal aspects of vision. 

Finally, RGCs transmit visual information from the retina to the brain via the optic nerve. Each 

class can be further subdivided into morphologically, functionally, and molecularly distinct cell 

types for a total of 60-140 distinct retinal cell types, depending on species (Baden, 2024; Bae et 

al., 2018; Shekhar and Sanes, 2021).  

After several studies dissected transcriptomic cell type heterogeneity in each of these classes in 

adult mammals (Hahn et al., 2023; Peng et al., 2019; Shekhar et al., 2016; Tran et al., 2019; Yan 

et al., 2020), focus naturally shifted towards understanding how retinal neurons develop from 

embryonic to postnatal stages using scRNA-seq. Prior to scRNA-seq, retinal cell class 

development had been the focus of many studies (Bassett and Wallace, 2012; Cepko, 2014). First, 

lineage tracing in rodents and frogs showed that single retinal progenitor cells (RPCs) are 

multipotential because they can give rise to any retinal neuron (Holt et al., 1988; Turner et al., 

1990; Turner and Cepko, 1987; Wetts and Fraser, 1988). Second, RPC competence to generate 

neurons of particular classes varies over time, accounting for their sequentially overlapping birth 

windows (Cepko, 2014; Livesey and Cepko, 2001). Third, studies suggested that competence may 

be partly probabilistic, with stochastic factors accounting for variations in the distribution of cell 

Figure 1.7. Retinal development. (A) The components of the visual system. (B) The anatomy of the eye, with 

major tissues highlighted. (C) Cross-section of the vertebrate retina showing its major cell classes: 

photoreceptors (i.e., rods and cones), horizontal cells, bipolar cells, amacrine cells, retinal ganglion cells, and 

Müller glia. (D) Temporal associations among immature retinal ganglion cell clusters (y-axis) between 

consecutive ages (x-axis) illustrated as a Sankey diagram. Adapted from (Shekhar and Sanes, 2021). 
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classes generated by individual RPCs (Boije et al., 2015; Gomes et al., 2011; Johnston and 

Desplan, 2010). Early scRNA-seq studies of retinal cell class development revealed differential 

temporal regulation of gene expression in transcriptomically distinct populations of RPCs (Clark 

et al., 2019; Lo Giudice et al., 2019). This is consistent with the segregation of birth windows 

observed in retinal cell classes. In contrast to these well-established dogmas of neuronal class 

development, far less is known about how immature postmitotic neurons (henceforth “neuronal 

precursors”) committed to a specific retinal class diversify into distinct types. The reason for this 

lack of resolution was that approximately 80% of retinal cells are rod PRs (Jeon et al., 1998), 

leaving too few of the less abundant but more diverse neuronal classes to recover rare types or 

distinguish similar types from each other. In particular, RGCs, the class chiefly responsible for 

enabling vision, comprise <1% of retinal neurons (Jeon et al., 1998), making it impossible to assay 

RGC cell type diversification using standard whole-retina scRNA-seq.  

 

To profile them in sufficient numbers, our colleagues enriched RGCs using VGlut2 (glutamate 

transporter) and Thy1 (CD90), which are broadly expressed in the brain but selectively expressed 

by RGCs in the retina (Tran et al., 2019). This protocol enabled a detailed characterization of RGC 

diversity in adult mice. RGC cell type classification using morphology and function had previously 

identified 30 cell types (Masland, 2012). scRNA-seq applied to enriched RGCs revealed 46 

molecular distinct cell types that were then verified using function and morphology (Goetz et al., 

2022). We then profiled RGCs at multiple times–from when they first become postmitotic through 

adulthood (Shekhar et al., 2022). We found no evidence that 46 types of specified progenitors give 

rise to 46 RGC types. Instead, RGC type identity was acquired gradually, with progressive but 

incompletely deterministic restriction of fate (Figure 1.7D). What remained unknown was the role 

of postnatal visual experience in diversifying multipotential postmitotic RGCs into discrete types. 

Would it be largely independent of synaptic input, suggesting primary roles for cell-intrinsic 

factors and nonsynaptic cell–cell interactions, or dependent on activity-derived signaling pathways 

that are influenced by visual input? Elucidating the mechanisms that regulate RGC development 

and underlie the interaction of activity-independent and -dependent influences would be greatly 

aided by comprehensive characterization of gene expression in developing RGCs in the presence 

and absence of vision.  

 

Scope of the dissertation 
  

This dissertation will focus on three projects that aim to understand how genetically hardwired 

developmental mechanisms interact with sensory experience to sculpt molecular cell type identity 

in three mouse sensory systems. Chapter 2 analyzes the transcriptomic response of RGCs to three 

distinct visual deprivation paradigms towards disentangling vision-dependent and -independent 

molecular maturation of 46 RGC types. Chapter 3 profiles the mouse primary visual cortex as a 

function of normal postnatal development and visual deprivation to determine how early sensory 

experience influences cell type development. Chapter 4 builds on the findings of the previous two 

chapters to profile experience-dependent cell type development in primary somatosensory cortex 

(S1) to gauge if the findings established in V1 can be generalized to other cortical regions 

corresponding to different sensory organs. Finally, in chapter 5, I discuss the findings of the 

preceding chapters in a broader neuroscience context while highlighting exciting avenues for 

future work.  
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Chapter 2: Vision-dependent and-independent molecular maturation of mouse 

retinal ganglion cells 
 

 

 

This chapter is adapted from the following published work:  

 

Irene E. Whitney*, Salwan Butrus*, Michael A. Dyer, Fred Rieke, Joshua R. Sanes#, Karthik 

Shekhar#. Vision-dependent and -independent molecular maturation of mouse retinal ganglion 

cells. Neuroscience, 508, 153-173 (2023). 
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Abstract  
 

The development and connectivity of retinal ganglion cells (RGCs), the retina’s sole output 

neurons, are patterned by activity-independent transcriptional programs and activity-dependent 

remodeling. To inventory the molecular correlates of these influences, we applied high-throughput 

single-cell RNA sequencing (scRNA-seq) to mouse RGCs at six embryonic and postnatal ages. 

We identified temporally regulated modules of genes that correlate with, and likely regulate, 

multiple phases of RGC development, ranging from differentiation and axon guidance to synaptic 

recognition and refinement. Some of these genes are expressed broadly while others, including 

key transcription factors and recognition molecules, are selectively expressed by one or a few of 

the 45 transcriptomically distinct types defined previously in adult mice. Next, we used these 

results as a foundation to analyze the transcriptomes of RGCs in mice lacking visual experience 

due to dark rearing from birth or to mutations that ablate either bipolar or photoreceptor cells. 

98.5% of visually deprived (VD) RGCs could be unequivocally assigned to a single RGC type 

based on their transcriptional profiles, demonstrating that visual activity is dispensable for 

acquisition and maintenance of RGC type identity. However, visual deprivation significantly 

reduced the transcriptomic distinctions among RGC types, implying that activity is required for 

complete RGC maturation or maintenance. Consistent with this notion, transcriptomic alternations 

in VD RGCs significantly overlapped with gene modules found in developing RGCs.  Our results 

provide a resource for mechanistic analyses of RGC differentiation and maturation, and for 

investigating the role of activity in these processes.  

 

Introduction 
 

Retinal ganglion cells (RGCs) are the sole output neurons of the retina (Figure 2.1A). They receive 

and integrate visual information from photoreceptors via interneurons and project axons to the rest 

of the brain. In mice, RGCs can be divided into ~45 discrete types that are distinguishable by their 

morphological, physiological and molecular properties (Baden et al., 2016; Bae et al., 2018; Goetz 

et al., 2021; Rheaume et al., 2018; Tran et al., 2019). Many of these types respond selectively to 

particular visual features such as motion or edges, thereby parcellating visual information into 

parallel channels that are transmitted to numerous central brain targets (Dhande et al., 2015; 

Martersteck et al., 2017). The structure, function and development of RGCs have been extensively 

studied, making them among the best-characterized of vertebrate central neuronal classes (Sanes 

and Masland, 2015). Consequently, studying the genesis, specification and differentiation of RGCs 

can not only help elucidate principles that govern the development of the visual system, but also 

inform our understanding of neural development generally.  

 

The development of RGCs and their integration into circuits are orchestrated by a combination of 

activity-independent and -dependent influences. Nowhere is this more evident than in the 

retinotectal projection (retinocollicular in mammals).  Sperry hypothesized that RGCs and their 

tectal targets bear graded “chemoaffinity” labels that lead to the orderly retinotopic mapping of 

the dorso-ventral and anterior-posterior axes of the retina onto those of the tectum (Sperry, 1963).  

In a long series of experiments, Bonhoeffer and colleagues devised ex vivo assays that recapitulated 

essential features of retinotopic matching (Bonhoeffer and Huf, 1985; Walter et al., 1987a; Walter 

et al., 1987b), leading eventually to the demonstration that opposing gradients of Eph kinases and 

their ligands, the ephrins, underlie the establishment of this mapping (Cheng et al., 1995; Drescher 



 

  25 

et al., 1995; Feldheim and O'Leary, 2010; Stahl et al., 1990a; Stahl et al., 1990b).  On the other 

hand, the “hard-wired” retinotopic map is somewhat imprecise, and is extensively refined by 

activity-dependent mechanisms, leading to the more accurate topography seen in adulthood (Cang 

et al., 2005; Feldheim and O'Leary, 2010; McLaughlin et al., 2003; Schmidt and Buzzard, 1993).  

 

Other features of RGCs are also shaped by an interplay of activity-dependent and -independent 

influences. For example, the segregation of RGC axons into discrete laminae in the lateral 

geniculate nucleus requires initial molecular recognition followed by activity-dependent 

refinement. In this case, however, little is known about the molecular basis of the initial phases 

(Hooks and Chen, 2007; 2008; Katz and Shatz, 1996). Within the retina, the dendritic arbors of 

specific RGC types appear to be shaped predominantly by intrinsic transcriptional programs (Liu 

et al., 2018; Peng et al., 2017) that also specify the interneuron types from which they receive 

synapses (Duan et al., 2014; Krishnaswamy et al., 2015; Sanes and Zipursky, 2020). However, 

visual deprivation and/or decreased activity affect both dendritic morphology (Bodnarenko et al., 

1995; Chalupa and Gunhan, 2004; El-Quessny et al., 2020; Tian and Copenhagen, 2003) and 

patterns of synaptic input (Arroyo and Feller, 2016; Kerschensteiner et al., 2009; Morgan et al., 

2011; Okawa et al., 2014). 

 

Interactions of activity-independent and -dependent influences occur dynamically and over a 

protracted period.  The transcriptomes of RGCs change dramatically as they diversify, develop 

and mature (see Results). Likewise, activity arises from multiple sources that change during 

development. In late embryonic and early postnatal life in rodents, RGC activity is “spontaneous”, 

arising from intrinsic biophysical properties of neighboring interneurons and their connections to 

each other and to RGCs (Arroyo and Feller, 2016; Wong, 1999).  Later, but prior to eye-opening, 

light-dependent activity affects development by non-image forming activation of rod and cone 

photoreceptors (Tiriac et al., 2018). Later still, conventional visual input affects maturation of RGC 

dendritic and axonal arbors as well as their maintenance (see above).  Finally, both pre- and 

postnatally, activation of melanopsin-containing intrinsically photosensitive RGCs (ipRGCs) 

affects development of retinal vasculature and patterns of spontaneous activity (Kirkby and Feller, 

2013).  

Figure 2.1. Retinal ganglion cell (RGC) development in mice. (A) Sketch of a cross-section of the retina, 

highlighting retinal ganglion cells (RGCs) located in the ganglion cell layer (GCL). PR, photoreceptors; HC, 

horizontal cells; BC, bipolar cells; MG, Müller glia; AC, amacrine cells; ONL, outer nuclear layer; OPL, outer 

plexiform layer; INL, inner nuclear layer; IPL, inner plexiform layer, (B) Timeline of RGC development in mice 

highlighting key developmental milestones. Green dots indicate ages considered in this study.  
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Elucidating the mechanisms that regulate RGC development and the ways in which activity-

independent and -dependent influences interact would be greatly aided by comprehensive 

characterization of gene expression in developing RGCs. Our aim in this study is to provide a 

resource that can be used for these purposes. The paper is divided into two parts. First, we analyzed 

the transcriptomes of 110,814 single RGCs at six ages from embryonic day (E)13, when RGCs are 

newly postmitotic, to adulthood (postnatal day [P]56; mice are sexually mature by around P40). 

We previously used these datasets to define 45 mouse RGC types (Tran et al., 2019), and analyze 

their diversification from a limited repertoire of postmitotic precursors (Shekhar et al., 2022). Here, 

we surveyed shared and type-specific gene expression changes to identify candidate regulators of 

RGC development. We identify genes whose temporal regulation overlaps with different phases 

of RGC development such as differentiation, axonal and dendritic elaboration, synaptic 

recognition and signaling.  

 

In the second part, we used three models of visual deprivation to assess the effects of light-driven 

activity on RGC maturation.  They were: (1) dark-rearing from birth to adulthood; (2) a well-

characterized mutant line (rd1) in which visual signals are undetectable shortly after eye-opening 

(at P14) due to photoreceptor dysfunction and death (Farber et al., 1994; Gibson et al., 2013); and 

(3) a mutant that lacks bipolar interneurons, which convey photoreceptor input to RGCs (Vsx2-SE-

/-) (Norrie et al., 2019). For each of these three models, we used high-throughput single cell RNA-

seq (scRNA-seq) to characterize the transcriptomic diversity of RGCs at P56 and compare their 

gene expression with that of RGCs from age-matched normally reared mice. We find that all 45 

RGC types are present in all models, indicating that visual activity (or lack thereof) does not alter 

the core transcriptional signatures that specify type-identity. However, visual deprivation 

attenuates the gene expression differences among RGC types, indicating an impact on 

transcriptomic maturation or maintenance. We then surveyed the gene groups impacted by visual 

deprivation and found that they share a significant overlap with the temporally regulated programs 

underlying normal RGC development. Together, these results indicate that while RGC 

diversification may be largely governed by vision-independent factors, visual activity plays a role 

in the final stages of cell type maturation. 

 

Results 
 

Mouse RGCs are the first-born neuronal class in the retina, with >95% of RGCs arising between 

embryonic days (E) 12 and 17 (Drager, 1985; Farah and Easter, 2005; Marcucci et al., 2019; 

Voinescu et al., 2009). RGC axons begin reaching retinorecipient targets by E15 and are refined 

in an activity-dependent manner postnatally as noted above (Godement et al., 1984; Osterhout et 

al., 2011). Dendritic development, however, only commences during early postnatal life, when 

RGCs receive synapses in the inner plexiform layer (IPL) from amacrine cells by P4 and from 

bipolar cells soon thereafter (Kim et al., 2010; Lefebvre et al., 2015; Sernagor et al., 2001). 

Beginning around E16, RGCs exhibit spontaneous and synchronized activity that propagates in a 

wave-like fashion (Feller and Kerschensteiner, 2020). Initially, activity is light-independent but 

starting around P10, light penetrating the eyelids generates responses in the photoreceptors that 

are transmitted to RGCs (Tiriac et al., 2018). Image-forming vision begins after P14, when the 

eyes open (Hooks and Chen, 2007) (Figure 2.1B). By the time of eye-opening, RGCs exhibit 

diverse type-specific axonal and dendritic arborization patterns (Kim et al., 2010), and feature-
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selective responses can be recorded ex vivo (Tiriac et al., 2022), indicating that RGC types and 

their basic circuitry are established without image-forming visual experience. 

 

RGC diversification 

 

To study RGC diversification we recently used scRNA-seq to profile RGCs at E13, E14, E16, P0, 

P5, and P56 (Shekhar et al., 2022; Tran et al., 2019). We briefly summarize the main conclusions 

of that study before proceeding to describe changes in gene expression during this period.  

 

First, the number of molecularly distinct groups of RGCs as well as their transcriptomic 

distinctiveness increases with age. Groups of RGCs at the earliest stages studied exhibit graded 

gene expression differences spanning a transcriptomic continuum, but they become increasingly 

discrete as development proceeds. Second, using a computational method called Waddington 

optimal transport (WOT; (Schiebinger et al., 2019); described below), we found that RGC types 

are not specified at the progenitor level but rather that multipotentiality persists in postmitotic 

precursor RGCs. Third, these precursor RGCs become gradually and asynchronously restricted to 

specific types with developmental age. Finally, diversification may in many cases occur in two 

steps, with precursors initially committing to subclasses, each defined by the selective expression 

of TFs in the adult. Subsequently, precursors within a subclass become restricted to single types 

by a process we named “fate-decoupling” (Shekhar et al., 2022).  

  

Gene expression changes as RGCs develop 

 

To analyze gene expression patterns during RGC development, we first combined all single cell 

transcriptomes at each age to identify changes broadly shared among types. We visualized the 

developmental progression at single-RGC resolution using a force-directed layout embedding 

(FLE; Figure 2.2A). FLE arranges cells on a 2D map based on mutually attractive/repulsive 

“forces” that depend on transcriptional similarity (Fruchterman and Reingold, 1991; Jacomy et al., 

2014). We then identified 1,707 global temporally-regulated DE genes and used k-means 

clustering to group them into modules with distinct temporal dynamics, choosing k=6 based on 

the gap-statistic method (see Methods; Figure 2.2B; Table S2.1). Figure 2.2C shows the FLE 

plot with each cell colored based on the average expression levels of genes in each of the six 

modules, verifying that the expression of these modules varied systematically with age and were 

broadly shared among RGCs.  

 

We analyzed the modules (Mod1-6) in two ways. First, we examined the enrichment of nine 

functional groups of genes chosen because of their well-documented importance in the 

development and function of RGCs: cell surface molecules (CSMs), G-protein coupled receptors 

(GPCRs), ion channels, neuropeptides, nuclear hormone receptors (NHRs), neurotransmitter 

receptors (NTRs), ribosomal genes (Ribo), transcription factors (TFs) and transporters (Figure 

2.2D). Second, we used conventional gene ontology (GO) enrichment analysis to highlight distinct 

biological processes, molecular functional units and cellular components that were enriched in 

each of these modules (Figure 2.3)(The Gene Ontology, 2019).  
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Mod1, consisting of 202 genes, was most active at E13. It included genes associated with retinoic 

acid signaling (Crabp1, Crabp2, Nr2f2) as well as axon guidance (Robo1, Nrp1, Sema3a, Slit1), 

coinciding with the initial period of axon growth (Zhang et al., 2017) (Figures 2.3A,B). Mod1 was 

also the only module significantly enriched for TFs (Figure 2.2D). TFs included several previously 

Figure 2.2. Global gene expression changes during RGC development. (A) 2D representation of progressive 

transcriptomic development of RGCs using a Force-directed layout (FLE) embedding (Weinreb et al., 2018). 

Individual points represent single RGCs colored by their age. (B) Heatmap of temporally regulated genes broadly 

shared among developing RGCs. Expression values of each gene (row) are averaged across all RGCs at a given age 

(columns) and z-scored across ages. White horizontal bars separate genes into six modules (Mod1-6) identified by 

k-means clustering. (C) 2D representation as in panel A with individual RGCs colored based on average expression 

of genes enriched in Mods1-6 (Table S2.1). (D) Barplot showing enrichment of cell surface molecules (CSMs), G-

protein coupled receptors (GPCRs), ion channels, neuropeptides, nuclear hormone receptors (NHRs), 

neurotransmitter receptors (NTRs), ribosomal genes (Ribo), transcription factors (TFs) and transporters among 

Mod1- 6. Note that our list of CSMs excludes GPCRs, ion channels, NHRs and NTRs, which are captured in other 

groups. Each group of bars represents a module, and bar color indicates gene group. y-axis shows statistical 

enrichment in _log10(p-value) units. Bonferroni corrected p-values were calculated according to the hypergeometric 

test (see Experimental procedures). 
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shown to influence RGC differentiation, such as SoxC class TFs Sox11/12 (Jiang et al., 2013; 

Kuwajima et al., 2017), Onecut2/3 (Sapkota et al., 2014), Nhlh2, Ebf3 and Irx3,5 (Jin et al., 2010; 

Lu et al., 2020; Lyu and Mu, 2021). We also found many TFs that have not, to our knowledge, 

been previously described in this context, including Baz2b, Hmx1, Tbx2 and Zeb2.  

  

Expression of genes in Mod2 and Mod3 was highest at later prenatal ages - E14 for Mod2 and E16 

for Mod3. Genes enriched in these modules included those associated with ribosome biogenesis 

and assembly (Rps-genes and Rpl-genes), translation, and mitochondrial function (Ndufa1-3, 

Ndufb2,4, Ndufv3), all consistent with requirements for neuronal growth and maturation during 

this period (Figures 2.2D and 2.3C).  

 

Figure 2.3. Gene Ontology (GO) analysis of temporally regulated gene modules Mod1-6. (A) Examples of 

significantly enriched Gene Ontology (GO) category ‘‘Biological Process (BP)” terms (rows) in Mod1-6 

(columns). Colors correspond to enrichment corrected p-values (-log10 units). GO analaysis was performed using 

the R package topGO (Alexa and Rahnenfu  ̈hrer, 2009). (B) Same as A, for GO category ‘‘Molecular Function 

(MF)”. (C) Same as A, for GO category ‘‘Cellular Component (CC)”. 
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Mod4-Mod6 were most active at the postnatal ages: P5 for Mod4, P56 for Mod6, and both ages 

for Mod5.  Mod4 and Mod5 contained many genes encoding cell surface molecules (Figure 2.2D). 

Among them were genes implicated in formation of retinal neural circuits, including members of 

the three superfamilies most prominently implicated in synaptic specificity: the cadherin (e.g., 

Cdh4, Cdh11, Pcdh17/19, Pcdha2, Pcdhga9), immunoglobulin (e.g., Dscam, Ncam2, and Nrcam) 

and leucine-rich repeat super-families (Lrrn3, Lrrtm2, Lrrc4c) as well as teneurins (Tenm1, 

Tenm2, Tenm4), which are counter-receptors for leucine-rich repeat proteins (Sanes and Zipursky, 

2020). Mod5 was enriched for transporters (e.g. Slc6a1, Slc6a11, Slc24a3, Atp1a1, Atp1a3). All 

three postnatal modules were enriched for genes required for synaptic transmission, such as GABA 

receptors (Gabra3, Gabrbr3, Gabbr2), ionotropic glutamate receptors (Gria1-4 and Grin1/2b), 

and synaptotagmins (Syt1,2,6).  Mod5 and Mod6 were especially enriched for genes encoding ion 

channels including many associated with action potential propagation (Scn1a, Scn1b, Cacnb4, 

Kcna1, Kcnc2, Kcnip4, Kcnab2; see Figure 2.3B,C).  

 

Taken together, these data provide a comprehensive catalogue of molecular changes associated 

with RGC maturation, including genes implicated in neuronal differentiation and growth, axon 

guidance and synaptogenesis, and acquisition of electrical and synaptic capabilities.  

 

Type-specific gene expression changes during RGC maturation 

 

We next leveraged the single-cell resolution of our dataset to identify genes selectively expressed 

in small subsets of RGC precursors. Such genes may contain factors that instruct specific fates 

(fate determinants), or RGC type-specific properties. To this end, we identified genes that were 

specific to transcriptomic clusters at each age as defined in our previous studies: they were 

expressed in at least 30% of the cells in fewer than 10% of the clusters and in no more than 5% of 

the cells in any remaining cluster (Shekhar et al., 2022; Tran et al., 2019). The number of specific 

genes increased steadily with age, from 2 at E13 (Lect1 and Pou4f3) to 200 at P56 (Table S2.2). 

The increase was striking even when taking the increasing number of clusters into account (10 at 

E13 and 45 at P56; Figure 2.4A; (Shekhar et al., 2022). The gene categories introduced in Figure 

2.2D accounted for 45-55% of genes at each age. The two most prominent categories were TFs 

and CSMs, accounting for 12-50% and 8-18% of all genes, respectively (Figure 2.4B). All the 

other categories were represented at lower proportions. There was substantial turnover of specific 

genes with age: only ~23% of specific genes at E14 and E16 and ~50% of specific genes at P0 and 

P5 remained specific at P56, reflecting the dramatic transcriptomic changes that occur during RGC 

diversification and maturation.  

 

To visualize the temporal evolution of these genes as RGC diversification progressed, we linked 

cell types across time with Waddington optimal transport (WOT)(Schiebinger et al., 2019). 

Briefly, WOT uses transcriptomic similarity as a proxy to directly compute fate associations at the 

level of individual cells without requiring clustering as a prior step, identifying putative precursors 

of each of the 45 adult RGC types at each of the early time points. This, in turn, enables us to 

visualize gene expression changes along the inferred developmental history of each type (see 

(Shekhar et al., 2022) for further discussion and validation).  
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Figure 2.4. Subclass- and type-specific gene expression changes during RGC development. (A) The 

number of specific genes per cluster increases with age. y-axis plots the number of type-specific genes divided 

by the number of clusters at each age, as defined in Shekhar et al., 2022 (10 clusters at E13, 12 clusters at E14, 

19 clusters at E16, 27 clusters at P0, 38 clusters at P5, and 45 clusters at P56). (B) Relative proportion of each 

of the 10 gene groups in Figure 2.2D among the specific genes in panel A. Abbreviations as in Figure 2.2D. 

The ‘‘other” category includes all expressed genes that were not present in any of the 10 gene groups. Note that 

E13 contains only two specific genes: one CSM and one TF. (C) Expression of eight RGC subclass-specific 

TFs (as in Shekhar et al., 2022) becomes increasingly specific with age. Expression specificity is defined as the 

z-scored dispersion of expression levels across cell types. At ages earlier than P56, putative precursors were 

inferred using WOT (see Experimental procedures). (D) Dot plot showing expression patterns of subclass-

specific TFs with age among putative type-specific precursors. Each row displays the expression levels of a TF 

at a particular age among type-specific precursors (columns) identified using WOT. The size of a dot 

corresponds to the fraction of cells with non-zero transcripts, and color indicates normalized expression levels. 

Row blocks corresponding to different TF are demarcated by dotted horizontal lines. In addition to the eight 

subclass-specific TFs in C, we also plot the expression patterns two RGC selective TFs, Satb1 and Satb2 (Peng 

et al., 2017; Dhande et al., 2019). (E) Same as (D), showing the expression of TFs identified as type- specific 

among WOT-inferred precursors at least two ages via DE analysis. (F) Same as C, showing increasing 

specificity of type-specific TFs plotted in E.  
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We used this framework to examine three sets of genes. First, we queried expression of a set of 

TFs that are expressed in transcriptomically proximate types of adult RGCs that we nominated as 

subclasses defined by shared-fate association (Shekhar et al., 2022). Many of these transcription 

factors have been noted in previous analyses as selectively expressed among RGC types (Kiyama 

et al., 2019; Liu et al., 2018; Mao et al., 2020; Rheaume et al., 2018; Rousso et al., 2016; Tran et 

al., 2019). Analysis of their expression revealed a gradual increase in specificity (Figure 2.4C-D). 

This coincides with gradual specification of RGC subclasses observed by Shekhar et al. (2022), 

with the Eomes and Neurod2 subclasses emerging earliest and latest, respectively. For the few that 

have been studied functionally, expression patterns were consistent with their roles (see 

Discussion).  

 

Second, we sought TFs that were selectively expressed in just 1-3 inferred types at one or more of 

the six ages, reasoning that they might include type-specific fate determinants. TFs in this category 

included Zic1 in type C6 (nomenclature of (Tran et al., 2019)), Gfi1 in C3, Eya1 in C10, Runx1 in 

C13, Msc in C31 and Esrrb in C41 (Figures 2.4E, S2.1A). Several of these types have been 

characterized morphologically and/or physiologically (see Discussion) but roles of the TFs remain 

to be explored. The majority of the selectively expressed TFs exhibited increasingly restricted 

expression with age, consistent with the overall transcriptomic divergence of RGCs (Figure 2.4F). 

However, this trend was not universal: for example, Esrrg and Fgf1 became less specific with age 

(Figure S2.1C). 

 

Third, we analyzed expression of recognition molecules that we and others have shown to play 

roles in synaptic choices of RGCs (Figure S2.1B) (Duan et al., 2014; Duan et al., 2018; 

Krishnaswamy et al., 2015; Liu et al., 2018; Liu and Sanes, 2017; Matsuoka et al., 2011; Osterhout 

et al., 2011; Osterhout et al., 2015; Peng et al., 2017; Yamagata and Sanes, 2018). Most of the 

genes queried become specific only during postnatal ages (Figure S2.1D), consistent with the 

known timing of dendritic elaboration and synaptogenesis, but nonetheless exhibit variability in 

timing. These data provide a rich resource for identifying candidate molecules that may, likely in 

combination, regulate selective aspects of RGC type identity. 

 

Visual deprivation models 

 

To assess the effects of visual experience on RGC maturation we analyzed three groups of adult 

mice that had been visually deprived (VD) postnatally. The first model, dark-rearing (DR) from 

birth to analysis in adulthood (P56), deprives the retina of all postnatal visual input. Standard 

histology, including immunostaining with antibodies to the RGC-specific marker Rbpms showed 

that dark-rearing had no obvious effect on retinal structure, and that RGCs were normal in number 

and position (Figure 2.5A).  

 

The second model is the well-characterized and widely used rd1 line, which carries a nonsense 

mutation in the gene encoding the rod-specific cGMP phosphodiesterase 6-beta subunit (Pde6b), 

a key component of the phototransduction cascade in rods. Loss of Pde6b results in dysfunction 

of rod photoreceptors, which is followed, for reasons that remain unknown, by death of rods and, 

subsequently, loss of cone photoreceptors (Farber et al., 1994; Keeler, 1924; Punzo and Cepko, 

2007). Although rods are not completely lost until one month of age and cones later still, their 

function is disrupted earlier, and visual signals are undetectable by P21 (Gibson et al., 2013). Since 
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eye-opening does not occur until P14, RGCs in rd1 mice experience conventional visual input only 

for a brief period. The outer nuclear layer, which contains rods and cones, was nearly absent from 

rd1 retina by P56, but the number of RGCs in the ganglion cell layer was not detectably affected 

(Figure 2.5A). 

Figure 2.5. Three visual deprivation models. (A) Sections from adult (P56) retinas of normally reared (NR), 

dark-reared, rd1 and Vsx2-SE-/- mice stained for Vsx2 (a pan-BC and Müller glia marker), Rbpms (pan-RGC 

marker), and Hoechst (nuclear marker). (B) Section from Vsx2-SE-/- retina co-stained for glutamine synthetase 

(GS), a marker of Müller glia, and Vsx2. All Vsx2 immunoreactivity in the mutant retina is associated with Müller 

glia. (C) Vsx2-SE-/- RGCs fail to respond to light.  Cell-attached recordings of responses to a light step from four 

wild-type (WT) RGCs (two OFF-sustained and two ON-sustained) and lack of response from four Vsx2-SE-/- 

RGCs.  Light step for WT RGCs was adjusted to 10 R*/rod/s.  Light step for Vsx2-SE-/- RGCs was to 1000 R*/rod/s.  

Note that the pattern of spontaneous activity is very different between OFF and ON Vsx2-SE-/- RGCs. R*/rod/s is 

the photoisomerization rate. (D) Strong synchrony between two nearby Vsx2-SE-/- OFF RGCs.  Simultaneously-

recorded OFF RGCs produce highly correlated spontaneous bursts of activity. Colors indicate two different RGCs. 

(E) Increase in inhibitory input produces gaps in spontaneous firing. Panels show simultaneous recordings of spikes 

in one OFF RGC and inhibitory input in another nearly OFF RGC. Increases in inhibitory input are correlated with 

a decrease in spontaneous firing in the neighboring cell. (F) Inhibitory input to OFF RGCs is strongly correlated. 

Simultaneous recordings of spontaneous inhibitory input to two nearby OFF RGCs. The correlation coefficient for 

this pair was 0.8. (G) Blocking of GABA (gabazine and TPMPA) and glycine (strychnine) receptors eliminates 

synchrony and patterned spontaneous activity. 
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The third model is a mutant (Vsx2-SE-/-) lacking the bipolar interneurons that convey signals from 

rod and cone photoreceptors to RGCs ((Gamlin et al., 2020; Norrie et al., 2019); see Figure 2.1A). 

Vsx2 is expressed in retinal progenitor cells and its expression is maintained in differentiated 

bipolar neurons and Müller glia. It is required for early progenitor divisions and also for formation 

of bipolar cells (Burmeister et al., 1996; Liu et al., 1994). An enhancer essential for Vsx2 

expression in bipolar cells is deleted in the Vsx2-SE-/- line, resulting in failure of bipolar cells to 

form. As other regulatory elements required for Vsx2 expression are intact, other retinal cell classes 

form normally.   Thus, RGCs receive no visual input in Vsx2-SE-/- mice, although it is likely that 

ipRGCs, which express the photosensitive pigment melanopsin, retain visual responsiveness. As 

expected, the inner nuclear layer was thin is this mutant, but there was no significant effect on the 

thickness of the outer nuclear layer, which contains photoreceptors, or the ganglion cell layer in 

which RGCs reside (Figure 2.5A). We noted some residual staining with anti-Vsx2 but determined 

that this reflected the retention of Müller glial cells (glutamine synthetase-positive), which express 

Vsx2 and are unaffected by deletion of the bipolar-specific enhancer (Figure 2.5B).  

 

The physiology of RGCs in the rd1 line has been characterized previously (Choi et al., 2014; Goo 

et al., 2015; Stasheff, 2008), but those in the Vsx2-SE-/- line have not. We therefore recorded from 

RGCs in isolated Vsx2-SE-/- retinas. RGCs were labeled by inclusion of a fluorescent dye in the 

recording pipette. We targeted cells with the largest somata, which in wild-type retinas are ON-

sustained, OFF-sustained and OFF-transient RGCs.  ON or OFF RGCs were identified based on 

confocal imaging following recording; dendrites of likely ON cells (n=5) arborized near the 

ganglion cell layer, while dendrites of likely OFF cells (n=10) arborized near the inner nuclear 

layer.  

 

As expected, none of the recorded RGCs generated measurable changes in firing rate in response 

to light steps; identical steps elicited large responses in WT RGCs (Figure 2.5C). Vsx2-SE-/- OFF 

RGCs generated spontaneous rhythmic activity consisting of high-frequency bursts of spikes 

separated by periods of silence (Figure 2.5C). Firing rates during the bursts often exceeded 100 

Hz. ON RGCs lacked this rhythmic activity, instead generating occasional spontaneous spikes that 

were not organized into bursts. Dual recordings demonstrated that spontaneous activity was 

strongly correlated between nearby OFF RGCs (Figure 2.5D). Similar spontaneous activity in rd1 

mice appears to originate in AII amacrine cells, which provide direct inhibitory input to OFF but 

not ON RGCs in wild-type mouse retina. Consistent with this mechanism, inhibitory input to an 

OFF RGC coincided with pauses in firing in a nearby OFF RGC (Figure 2.5E) and inhibitory 

input to nearby RGCs was very strongly synchronized (Figure 2.5F; peak correlation in three pairs 

was 0.7, 0.8 and 0.9, compared to 0.2-0.3 for pairs of WT RGCs). Moreover, pharmacological 

blockade of inhibitory synaptic transmission abolished the rhythmicity of activity in OFF RGCs 

(Figure 2.5G). RGCs did not show evidence for direct synaptic interactions: depolarizing one cell 

in a paired recording did not elicit a measurable response in the other (data not shown). These 

observations support a picture in which synchronized activity in the AII amacrine network 

produces strongly synchronized inhibitory input to OFF RGCs and produces coordinated pauses 

in their spontaneous firing.  

 

Effects of visual deprivation on RGC type identity  
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To study the influence of visual input on RGC type identity, we obtained scRNA-seq profiles of 

19,232 RGCs from DR mice, 14,864 RGCs from rd1 mice, and 22,083 RGCs from Vsx2-SE-/- 

mice, all at P56 (Methods; Figure S2.2A). We separately clustered each dataset in an 

unsupervised fashion to identify molecularly distinct RGC clusters (Figure S2.2B-E). We then 

used a classification framework  (Chen and Guestrin, 2016; Tran et al., 2019) to map each VD 

RGC to P56 NR RGC types (Chen and Guestrin, 2016; Tran et al., 2019) (Methods; Figures 2.6A-

D and S2.2F-H). This framework employs an ensemble of gradient boosted decision trees, with 

each decision tree assigning any given VD RGC to one of the 45 adult types in NR mice. A VD 

RGC was assigned to the NR type that received the majority vote. Cells were considered 

unequivocally mapped if their voting margin was 12.5%, or 5-fold higher than 2.2% (1/45), the 

margin of a classifier that votes randomly. All 45 types were recovered in all three models, and 

mapping was highly specific in that 98.5% of the 56,179 VD RGCs mapped to a single type based 

on this criterion (Figure 2.6E). Indeed, the average voting margin for a VD RGC was >90% for 

all three conditions, or 40-fold higher than chance, and the distribution was similar among 

conditions. Moreover, TFs and adhesion molecules that were type-specific in NR retina retained 

their type-specificity in all three VD models (Figure S2.3). 

 

Although nearly all VD RGCs could be assigned to NR types, two observations led us to examine 

the influence of visual deprivation on the specification of RGC types: First, VD RGCs were less 

transcriptomically separated in UMAP projections than their NR counterparts (Figure 2.6A-D). 

Second, when we assessed the correspondence of VD clusters to NR RGC types there were several 

cases in which not all RGCs within a single VD cluster mapped to the same NR type; instead, 

RGCs mapping to 2 or 3 different types co-clustered in the VD dataset (Figure S2.2F-H). To 

evaluate decreased transcriptomic separation as an explanation for multimapping, we calculated 

for each RGC in each condition, the silhouette score, a measure of the tightness of clustering in 

principal component space (Rousseeuw, 1987). The silhouette score for an RGC is a measure of 

how similar it is transcriptomically to other RGCs of the same type compared to RGCs of other 

types (Methods). VD RGCs exhibited consistently lower silhouette scores than their NR 

counterparts (Figure 2.6F) and nearly all types exhibited lower average silhouette scores 

compared to their NR counterparts (Figure 2.6G). Subsampling analyses verified that these 

differences were not driven by the larger sample size of NR RGCs. Moreover, RGCs in “multi-

mapped” clusters generally belonged to the most transcriptomically similar types in the NR retina 

(Tran et al., 2019). Consistent with the failure to fully acquire or maintain type-specific 

distinctions, >90% of RGC types in the VD conditions exhibited fewer DE genes than their NR 

counterparts (Figure 2.6H). Taken together, these results indicate that RGCs acquire their type 

identity in a vision-independent manner but require visual input for complete transcriptomic 

maturation or maintenance.  

 

We also compared the relative frequencies of each RGC type in NR and VD models. 40/45 types 

exhibited less than 2-fold change in relative frequency compared to the atlas across the full range 

of observed frequencies (0.1% to 8%). Such changes were comparable to those observed between 

normally reared P56 biological replicates (Figure 2.6I), suggesting that they likely represent 

sampling variation rather than true biological changes. Further the frequency distributions of types 

between VD and NR RGCs were very similar, as quantified by near zero values of the Jensen-

Shannon divergence (JSD), a measure of divergence between two frequency distributions (Bishop 

and Nasrabadi, 2006). Although we cannot rule out the possibility that larger samples and more 
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replicates would reveal modest changes in type frequency, we conclude that VD has no significant 

differential effect on the generation or maintenance of specific RGC types.  

Figure 2.6. Transcriptomic classification of RGCs from visually deprived mice. (A) 2D visualization of 

the transcriptomic diversity in normally reared (NR) P56 RGCs using Uniform Manifold Approximation 

(UMAP; (Becht et al., 2019)). Individual cells (points) represent single RGCs, and are colored by type identity 

as in Tran et al. (2019). (B). UMAP visualization DR RGC transcriptomes profiled in this study. Individual 

RGCs are colored based on NR type-identity as determined using a supervised classification framework 

(Methods). (C) Same as B, for rd1 RGCs. (D) Same as B, for Vsx2-SE-/- RGCs. (E) Cumulative distribution 

functions (CDFs) showing voting margins for VD RGCs by condition (colors). The voting margin is defined 

as the fraction of decision trees casting the majority vote. A VD RGC is assigned to the type receiving the 

majority vote as long as the margin is ≥5X greater than chance, corresponding to a margin of 0.022 (see 

Methods). (F) CDFs for silhouette coefficients for NR, DR, rd1 and Vsx2-SE-/- RGCs (colors). Details of 

calculating the silhouette coefficients are described in the Methods. CDFs for VD RGCs were significantly 

different from the CDF for NR RGCs based on the two-sample Kolmogorov-Smirnov test (p-values are 10-106, 

10-88, and 10-50 for DR vs. NR, rd1 vs. NR, and Vsx2-/--SE vs. NR comparison, respectively). (G) Comparison 

of the average silhouette coefficient for each of the 45 RGC types under NR (x-axis) and VD conditions (y-

axis). Each point corresponds to a type (45*3=135 total points), and colors and symbols (legend) indicate VD 

condition. (H) Scatter plot showing that there are fewer DE genes per type among VD RGCs (y-axis) than 

normally reared RGCs (x-axis). Colors and symbols as in G. (I) Scatter plot comparing relative frequencies of 

RGC types in NR (x-axis) vs. VD (y-axis). Colors and symbols of VD as in G. Blue crosses represent 

frequencies observed in replicates of NR RGCs. Dashed line shows y=x. Shaded ribbons are used to represent 

a frequency-fold change difference of 2 (dark gray) and 3 (light gray), respectively. JSD - Jensen Shannon 

Divergence, a measure of distance between the frequency distributions (0 – identical distributions, 1 – 

maximally disparate distributions). Difference between VD and control are in most cases comparable to those 

observed between NR replicates. 
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Effects of visual deprivation on gene expression  

 

Finally, we compared RGCs from each VD condition to NR RGCs to identify visual-experience 

dependent DE (vDE) genes (Methods). We began by identifying transcriptomic alterations that 

were broadly shared among RGCs (global vDE) (Figure S2.2I). We found a total of 477 genes 

that exhibited a >1.5-fold change between NR and at least one VD condition (MAST DE test; 

adjusted p-value < 10-4) and were detected in at least 70% of RGCs in either condition. At the bulk 

level, the transcriptomic profiles of RGCs from all three VD conditions were more similar to NR 

RGCs at P56 and to each other than they were to NR RGCs at P5 (Figure 2.7A). The number of 

global DE genes between P5 and P56 control RGCs, defined using identical metrics, is several-

fold larger than the number of global vDE genes at P56 between NR RGCs and any of the VD 

conditions. This difference is easily appreciated from the elliptical rather than circular profiles 

when gene expression changes between P5 NR and P56 NR RGCs are compared to those between 

P56 NR and P56 VD RGCs (Figures 2.7A-C). As an example, 217 genes are down-regulated and 

759 up-regulated in NR RGCs between P5 and P56, whereas only 23 (11% as many) are down-

regulated and 161 (21% as many) up-regulated in dark-reared compared to NR mice at P56 (Figure 

2.7B). This difference is insensitive to the choice of DE threshold in the range 1.2-fold to 1.8-fold, 

and very few genes exhibit higher fold changes in VD. Based on these results, we conclude that 

the majority of gene expression changes that occur during the maturational period between P5 and 

P56 do not rely on visual experience-driven activity.  

 

In addition to global vDE genes, we also sought genes that were selectively upregulated or 

downregulated in each of the 45 types (type-specific vDE genes). We identified 3637 type-specific 

vDE genes that exhibited a >1.5-fold change (MAST DE test; adjusted p-value < 10-4), between at 

least one of the VD and the NR dataset in 5 or fewer types at a detection rate of ≥30% for either 

condition.  We performed GO analysis on the combined set of global and type-specific vDE genes 

to assess pathways affected by VD (Figure S2.4A,B). We observed multiple instances of common 

GO terms enriched among vDE genes and those enriched in developmental modules. For example, 

most of the GO terms enriched in upregulated vDE genes in all three models were also enriched 

in developmental Mod2 and 3. However, it was challenging to interpret these similarities because 

of the redundancies among GO terms, a well-known problem (Jantzen et al., 2011). We therefore 

adopted the more direct approach of computing the statistical overlap between vDE genes and each 

of the six modules of temporally regulated genes identified in Figure 2. Upregulated genes in VD 

were significantly enriched for Mod 1-3, which are expressed in embryonic RGCs, while 

downregulated global vDE genes were enriched in Modules 4-6, which are postnatally active (p < 

10-4, Hypergeometric test; Figures 2.7F,G). Similar trends were evident for type-specific vDE 

genes (Figures 2.7I,J). Together, these results suggest that visual deprivation directly impacts 

biological pathways involved in RGC development. 

 

Remarkably, both global and type-specific vDE genes, were highly condition specific (Figures 

2.7E,H). Some of these differences may result from the different ways in which the three models 

affected visual input, but it is also likely that some genes that are vDE in single models are false 

positives, resulting from inadequate sampling or technical variations among samples. Lacking 

additional replicates or an independent validation method, we therefore focused on groups of 

related genes.  We highlight three interesting trends. 
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Figure 2.7. Global and type-specific gene expression changes in VD RGCs. (A) Pairwise correlation 

heatmap showing that the average transcriptional profiles of VD RGCs are more similar to the NR 

RGCs at P56 than they are to NR RGCs at P5. Colors represent Pearson correlation coefficients. (B) 

Scatter plot comparing average log2-fold changes in the expression of genes (points) between NR RGCs 

at P56 and NR RGCs at P5 (x-axis) versus between NR and DR RGCs at P56 (y-axis). Dashed red lines 

denote fold changes of 1.5 along each axis, and the number of genes in each region is indicated. The 

relative preponderance of dots with |log-fold| > 1.5 along the x-axis compared to the y-axis reflect the 

fact that maturation-related genes are not substantially impacted during VD. (C) Same as B, for rd1 

RGCs. (D) Same as B, for Vsx2-SE-/- RGCs. (E) Bar-plot showing the number of global vDE genes that 

are downregulated (red) or upregulated (blue) in a single VD condition compared to controls or shared 

among conditions. The combination of VD conditions corresponding to each pair of bars is indicated 

below. (F) Statistical enrichment of maturation modules Mod1-6 (as in Figure 2.2A) among globally 

upregulated vDE genes in each VD condition. (G) Same as F for globally downregulated vDE genes in 

each VD condition. (H) Same as E but for type-specific vDE genes. (I) Same as F but for type-specific 

upregulated vDE genes. (J) Same as F but for type-specific downregulated vDE genes. (K)Violin plot 

showing that the proportion of counts associated with mitochondrial transcripts is higher in the VD 

conditions compared to NR. Note that NR contains both control RGCs used in this study (Tran et al., 

2019) and RGCs from (Jacobi et al., 2022) (see Figure S2.5A). 
 



 

  39 

First, enrichment patterns of the modules were different among VD conditions: only in Vsx2-SE-/- 

RGCs was Mod1 upregulated; only in DR mice were all three postnatal developmental modules 

downregulated; and only in Vsx2-SE-/- were large numbers of genes upregulated (Figure 

2.7F,G,I,J). Likewise, few GO enrichment terms were shared among conditions (Figure 

S2.4A,B). Second, upregulated genes in Vsx2-SE-/- RGCs included many implicated in the 

formation and function of excitatory postsynaptic specializations. GO terms included G-protein 

coupled receptor activity, regulation of postsynaptic density organization, postsynaptic density 

assembly, PDZ domain binding, and dendritic membrane (Figure S2.4). Upregulated genes 

included several encoding glutamate receptor subunits (Gria1, Gria3, Grik3, Grik5) as well as 

other components of excitatory postsynaptic densities (Dlg1, Dlg4, Dlgap3, Lrrtm2, Lrrc4b, 

Ntrk3, Shank1)(Holt et al., 2019). By preventing formation of bipolar cells, this mutant deprives 

RGCs of their main source of glutamatergic excitatory activation.  The upregulation observed is 

reminiscent of “denervation supersensitivity” in which postsynaptic receptors and proteins 

associated with them are dramatically upregulated when skeletal muscle is denervated (Tintignac 

et al., 2015); similar phenomena have been observed in neurons (e.g.,(Kong et al., 2011; Kuffler 

et al., 1971)).  

 

Third, mitochondrially-encoded genes were upregulated in all three VD models (Figure 2.7K and 

S5A). The upregulation was broadly shared among RGC types, being evident in all 45 types in rd1 

and Vsx2-SE-/- and in 36/45 types in DR (Figure S2.5B). Upregulated genes included mt-Nd2, mt-

Nd3, mt-Nd4, mt-Nd4l, and mt-Co3, all of which have been found to bear missense (hypomorphic) 

mutations in Leber’s Hereditary Optic Neuropathy (LHON). Although these genes are 

ubiquitously expressed, the disease selectively affects RGCs (Yu-Wai-Man et al., 2011).  

Our results suggest the possibility that the decrease in mitochondrial gene expression caused by 

visual activity could further amplify respiratory chain dysfunction caused by the mutations, 

rendering RGCs particularly vulnerable to oxidative stress.  

  

Discussion  
 

The development of neurons, their differentiation into distinct types, and their integration into 

information processing circuits all result from hard-wired genetically encoded programs that are 

modified by neural activity. Both genetic and activity-dependent modes of development rely on 

molecular mediators, but our knowledge of their identities is incomplete for the former and 

rudimentary at best for the latter. Mouse RGCs are well suited for addressing these open questions 

for several reasons: (a) their structure, function and development have been studied in detail; (b) 

they comprise a neuronal class that has been divided into several subclasses and numerous (~45) 

types, enabling analysis at multiple levels; and (c) methods are available for manipulating the 

sensory input they receive and thereby the patterns of activity they experience.    

 

Our method was scRNA-seq, which enables comprehensive classification of neuronal cell types, 

and their mapping across developmental stages and experimental conditions. An additional 

advantage is that we were able to identify cells that were not RGCs and remove them from the 

dataset, ensuring that changes observed over time or after VD were attributable to RGCs and not 

to contaminating populations. By profiling RGCs at multiple developmental ages, we were able to 

map the changing transcriptional landscape of RGCs as they develop from embryonic stages to 

adulthood.  By profiling adult RGCs that had been visually deprived in three different ways, we 
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showed that vision is not required for full diversification of RGCs into subclasses and types but 

does affect patterns of gene expression in both global and type-specific ways. Our results can serve 

as a starting point for screening and assessing key molecular mediators of activity-independent 

and -dependent patterning of RGC development.   

 

RGC development 

 

We first identified temporal gene expression changes broadly shared among developing RGC 

types. Both gene ontology and enrichment analysis of key gene classes (e.g., cell surface 

molecules, transcription factors, ion channels, neurotransmitter receptors) showed a systematic 

progression of expression patterns as RGCs differentiate, form synapses, and mature.  DE genes 

expressed at E13 were enriched in TFs and regulators of neuronal differentiation and axon 

guidance.  At later embryonic ages (E14 and E16), enriched genes included ones required for 

robust neuronal and axonal growth – for example, genes associated with ribosomal biogenesis and 

mitochondrial function.  Perinatally (P0 and P5), genes required for synaptogenesis and synaptic 

choices – for example recognition molecules – are prominent, followed by genes encoding the 

machinery for axonal and synaptic signaling at P5 and P56 – for example, ion channels, 

neurotransmitter release components, and neurotransmitter receptors.  

 

We next catalogued DE genes restricted to one or a few clusters at each age. TFs and CSMs were 

particularly prominent in this group.  This is unsurprising in that genes involved in neuronal growth 

and function are shared among many neuronal types and classes. However, because the 

diversification into distinct RGC types occurs gradually, the relationship of embryonic clusters to 

adult types is not straightforward. We therefore used WOT, a statistical inference approach, to 

identify the likely precursors of each of the 45 types at each developmental stage.  We used these 

assignments to trace the expression of two sets of TFs among these precursors: ones expressed in 

few precursor groups, which might be type-specific fate determinants, and ones previously 

suggested to be markers of RGC subclasses. Some potential type-specific TFs were expressed by 

characterized types for which reagents are available to test their roles – for example Zic1 in W3B 

RGCs (C6), Etv1 in alpha RGCs (C41, 42, 45; see also (Martersteck et al., 2017)), and Msc in M2-

ipRGCs (C31). Others are present in uncharacterized types and could be used to mark and 

manipulate them – for example Eya1 in C10, Runx1 in C13, and Nfib in C19 and 20.  Of the TFs 

that defined subclasses, a few are expressed selectively at early times and might serve as fate 

determinants – for example, Eomes/Tbr2, Mafb, Bnc2 and Tfap2d.  Others are expressed 

selectively only peri- and postnatally – for example Neurod2 and Tbr1.  For those few that have 

been studied in retina, expression patters are consistent with mutant phenotypes: in Eomes/Tbr2 

mutants, most ipRGCs (a prominent set of Eomes/Tbr2-positive types) fail to develop, while in 

Tbr1 mutants, T-RGCs develop but exhibit defects in dendritic morphogenesis (Kiyama et al., 

2019; Liu et al., 2018; Sweeney et al., 2019). 

 

Importantly, broader expression of other genes does not exclude the possibility that their functional 

roles may be type-specific. Specificity may arise due to combinatorial action of multiple genes, 

varying expression levels, or coupling with other molecular features. This may be particularly true 

for the broadly expressed TFs in Mod1 or the CSMs in Mod4 and Mod5 (Figure 2.2D; Table 

S2.1).  Indeed, previous studies have found clear examples of redundancy among recognition 
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molecules and TFs that regulate RGC development (e.g.(Duan et al., 2018; Jiang et al., 2013; 

Sajgo et al., 2017)). 

 

Visual deprivation 

 

We used three methods to deprive mice of visual experience so we could ask how vision affects 

RGC diversification and maturation. Two methods relied on genetic manipulations – rd1 mice in 

which photoreceptors degenerate beginning in the second postnatal week, and Vsx2-SE-/- mice, in 

which no bipolar cells form, preventing communication from photoreceptors to RGCs.  A third 

model, dark rearing from birth, prevents non-image forming vision noninvasively.  

 

Importantly, although these perturbations prevent vision, they do not lead to complete inactivity 

of RGCs (Hooks and Chen, 2007); they therefore enabled us to assess roles of visually-evoked 

activity but not all electrical activity on RGC development. We observed that OFF RGCs in Vsx2-

SE-/- mice exhibited spontaneous bursty activity that was correlated between neighboring cells and 

was driven by inhibitory input likely arising from AII amacrine neurons. ON RGCs did not exhibit 

such spontaneous activity. This pattern resembles that previously described for RGCs in in rd1 

mice (Stasheff, 2008). Whether different patterns of spontaneous activity have a role in instructing 

type specific maturation is unclear.  Unfortunately, although there are methods for disrupting the 

coherence of spontaneous activity among RGCs (Kirkby et al., 2013), it is currently not feasible 

to inhibit all action potentials in RGCs over a prolonged period.  However, visual input has been 

shown to have clear effects on dendritic morphology of RGCs and refinement and maintenance of 

RGC axonal arbors in the superior colliculus (see Introduction), and transcriptomic analyses have 

documented significant alterations in gene expression in the lateral geniculate nucleus and visual 

cortex following visual deprivation (Cheadle et al., 2018; Cheng et al., 2022; Hrvatin et al., 2018; 

Tropea et al., 2006).   

 

The observation of fewer RGC clusters in VD retina than in NR retina initially suggested that late 

steps in diversification of types might require visual input.  However, when assessed at a cell-by-

cell level, over 98% of RGCs mapped with high confidence to a single adult type, even in clusters 

that contained RGCs of two or three types. Further, in terms of transcriptomic similarity, VD RGCs 

unequivocally resembled aged matched normally reared counterparts, rather than immature RGCs 

at P5.  Previously, we have shown that RGC diversification is incomplete at P5 (Shekhar et al., 

2022). The present results suggest that non-image forming visual-activity during the early 

postnatal period is not required for the establishment of RGC diversity, and image-forming light-

driven activity following eye opening is not required for its maintenance. However, we cannot rule 

out the possibility that light-independent activity, which begins by E16, influences RGC 

diversification.  

 

VD had clear effects on gene expression in RGC generally as well as in specific RGC types. In 

aggregate, they suggested maturational defects. First, VD RGC types exhibited fewer DE genes 

than their NR counterparts. Second, the genes that were altered were enriched for those that are 

temporally regulated during normal development. Genes expressed at embryonic stages of RGC 

development and subsequently downregulated (Mods1-3) were expressed at higher levels in VD 

RGCs than normal RGCs, while genes upregulated in postnatal RGCs (Mods4-6) were expressed 

at lower levels in VD RGCs. We speculate that these subtle but systematic changes may be 
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associated with previous studies showing that dark rearing perturbs both dendritic and axonal 

refinement (see above), without leading to a complete dedifferentiation of RGCs.  

 

In all three VD models, we profiled adult RGCs. A remaining question is whether vision affects 

maturation per se, maintenance of mature characteristics, or both. Physiological studies have 

provided evidence for both possibilities (e.g., (Carrasco et al., 2005; Feldheim and O'Leary, 2010; 

Hooks and Chen, 2006; Hooks and Chen, 2007). Profiling of RGCs at earlier times could settle 

this issue.  

 

 

Materials and methods 
 

Data and code availability 

 

The gene expression matrices and analysis scripts are available on our lab’s Github repository at 

https://github.com/shekharlab/RGC_VD. 

 

Experimental Methods 

 

Mice 

 

All animal experiments were approved by the Institutional Animal Care and Use Committees 

(IACUC) at Harvard University. Mice were maintained in pathogen-free facilities under standard 

housing conditions with continuous access to food and water. Mouse strains used for both scRNA-

seq and histology, were: C57Bl/6J (JAX #000664), rd1 mice with a mutation in the beta subunit 

of cGMP phosphodiesterase (Pde6b) gene, and Vsx2-SE-/- mice lacking bipolar cells (Norrie et al., 

2019). The rd1 mutant had been backcrossed onto a C57Bl/6J background (a kind gift from Prof. 

Constance Cepko) and the Vsx2-SE-/- mice were maintained on a C57Bl/6J background. 

Embryonic and early post-natal C57Bl/6J mice were acquired either from Jackson Laboratories 

(JAX) from time-mated female mice or time-mated in-house. For timed-matings, a male was 

placed with a female overnight and removed the following morning, this being E0.5. The day of 

birth is denoted P0. For dark-rearing (DR) experiments, animals were kept in light-tight housing 

in a dark room from the day of birth.  

 

Droplet-based single-cell RNA-sequencing of adult RGCs (scRNA-seq)  

For each VD condition, RGCs from two separate groups of mice were profiled. Identical protocols 

were used to isolate RGCs from dark-reared (DR), rd1 and Vsx2-SE-/- mice at P56 and profiled 

using the same methods described previously for normally reared mice (Shekhar et al., 2022; Tran 

et al., 2019), with one exception. Retinas from DR mice were dissected in a dark room using a 

microscope fitted with night-vision binocular goggles (Tactical Series G1, Night Owl), and an 

external infrared light source, with dissociation and staining steps conducted in LiteSafe tubes 

(Argos Technologies) to protect from light exposure.  

 

For RGC collection, all solutions were prepared using Ames’ Medium with L-glutamine and 

sodium bicarbonate, and subsequently oxygenated with 95% O2 / 5% CO2. Retinas were dissected 

out in their entirety immediately after enucleation and digested in ~80U of papain at 37oC, 

https://github.com/shekharlab/RGC_VD
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followed by gentle manual trituration in L-ovomucoid solution. We used a 70μm cell filter to 

remove clumps, and following this, the cell suspension was spun down and resuspended in Ames 

+ 4% Bovine Serum Albumin (BSA) solution at a concentration of 106 per 100μl. All spin steps 

were conducted at 450g for 8 minutes in a refrigerated centrifuge. 0.5μl of 2μg/μl anti-CD90 

conjugated to various fluorophores (Thermo Fisher Scientific) was added per 100μl of cells. After 

a 15 min incubation, the cells were washed with an excess of media, spun down and resuspended 

in Ames + 4% BSA at 7 x 106 cells per 1 ml concentration. Calcein blue was then added to cells. 

During fluorescent activated cell sorting (FACS), forward and side-scatter values were used to 

exclude cellular debris and doublets, calcein blue was used to select viable cells, and RGCs were 

collected based on high CD90 expression.  

 

Following collection, RGCs were spun down and resuspended in PBS + 0.1% non-acetylated BSA 

at a concentration range of 2000 cells/μl for scRNA-seq processing per manufacturer’s instructions 

(10X Genomics, Pleasanton, CA). The single-cell libraries for normally reared, rd1 and DR mice 

were prepared using the single-cell gene expression 3’ v2 kit on the 10X Chromium platform, 

while the Vsx2-SE-/- libraries were prepared using the v3 kit. scRNA-seq library processing was 

done using the manufacturer’s instructions. Libraries were sequenced on the Illumina HiSeq 2500 

platforms (paired end: read 1, 26 bases; read 2, 98 bases). 

 

Histology and Imaging 

Eyes were collected from animals intracardially perfused with 15-50ml of 4% paraformaldehyde 

(PFA), and post-fixed for an additional 15 min. Dissected eyes and lenses were visually inspected 

for signs of damage before proceeding further. Healthy eyes were transferred to PBS until retinal 

dissection, following which retinas were sunk in 30% sucrose, embedded in tissue freezing media 

and stored at -80oC. Later, retinas were sectioned at 20-25μm in a cryostat and mounted on slides 

(Tran et al., 2019). Staining solutions were made up in PBS plus 0.3% Triton-X and all incubation 

steps were carried out in a humidified chamber. Following a 1hour protein block in 5% Normal 

Donkey Serum at room temperature, slides were incubated overnight at 4oC with primary 

antibodies, washed 2 times 5 minutes in PBS, and incubated for 2 hours at room temperature with 

secondary antibodies conjugated to various fluorophores (1:1,000, Jackson Immunological 

Research), and Hoechst (1:10,000, Life Technologies). Following this incubation,  slides were 

washed again 2 times 5 minutes in PBS and coverslipped with Fluoro-Gel (#17985, Electron 

Microscopy Sciences).  

 

Antibodies used in this study were guinea pig anti-RBPMS (1:1,000, #1832-RBPMS, 

PhosphoSolutions), goat anti-VSX2 (1:200, #sc-21690, Santa Cruz Biotechnology), mouse anti-

Glutamine synthase (1:1,000, BD Bioscience, # 610517). All images were acquired using an 

Olympus Fluoview 1000 scanning laser confocal microscope, with a 20x oil immersion objective 

and 2x optical zoom.  Optical slices were taken at 1µm steps.  Fiji (Schindelin et al., 2012) was 

used to pseudocolor each channel and generate a maximum projection from image stacks. 

Brightness and contrast were adjusted in Adobe Photoshop.   

 

Physiology 

Mice (C57/Bl6 and Vsx2-SE-/-) were dark adapted overnight and sacrificed according to protocols 

approved by the Administrative Panel on Laboratory Animal Care at the University of 

Washington. After hemisecting each eye, we removed the vitreous mechanically and stored the 
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eyecup in a light-tight container in warm (~32°C), bicarbonate-buffered Ames Solution (Sigma-

Aldrich, St. Louis) equilibrated with 5% CO2 / 95% O2. All procedures were carried out under 

infrared light (>900 nm) to keep the retina dark adapted. All experiments were performed in a flat 

mount preparation of the retina. We placed a piece of isolated retina ganglion cell-side up on a 

polylysine coated cover slip within a recording chamber. The retina was secured by nylon wires 

stretched across a platinum ring and perfused with warm (30-34°C) equilibrated Ames solution 

flowing at 6-8 mL/min. Light from a light-emitting diode (LED; peak output = 470 nm; spot 

diameter 0.5 mm) was focused on the retina through the microscope condenser.  

 

RGC spike responses were recorded in the cell-attached configuration.  RGC inhibitory synaptic 

inputs were recorded in the voltage-clamp configuration with a holding potential near +10 mV 

(determined empirically for each cell to eliminate spontaneous inward currents).  We used an 

internal solution containing 105 mM CsCH3SO3, 10 mM TEA-Cl, 20 mM HEPES, 10 mM 

EGTA, 5 mM Mg-ATP, 0.5 mM Tris-GTP, and 2 mM QX-314 (pH ~7.3, ~280 mOsm); 0.1 mM 

alexa-488 or alexa-555 was included so that we could image RGC dendrites after recording and 

identify On and Off cells based on the level of stratification in the inner plexiform layer. 

 

Computational Methods 

 

Normally-reared RGC datasets 

Gene Expression Matrices (GEMs) for normally reared (NR) RGCs for E13, E14, E16, P0, P5 and 

P56 were downloaded from our previous studies (Shekhar et al., 2022; Tran et al., 2019), Entries 

of raw GEMs reflect the number of unique molecular identifiers (nUMIs) detected per gene per 

cell, which is a proxy for transcript copy numbers. Raw GEMs were filtered, normalized and log-

transformed following standard procedures described before (Shekhar et al., 2022). For each RGC 

in this dataset, we retained metadata corresponding to cluster/type IDs and also fate associations 

computed using WOT in (Shekhar et al., 2022), which allowed us to identify putative type-specific 

precursors at each age. These data can be downloaded from our Github repository: 

https://github.com/shekharlab/RGC_VD. 

 

Force-directed layout embedding of developing RGCs 

We visualized the developmental heterogeneity and progression of RGCs on a 2D force-directed 

layout embedding (FLE) using SPRING (Weinreb et al., 2018) 

(https://github.com/AllonKleinLab/SPRING\_dev) (Figure 2). To keep the run time manageable, 

we downsampled our normally reared RGC dataset to 30,000 cells chosen randomly (E13:1661, 

E14: 4743, E16: 3753, P0: 4968, P5: 4837, P56:10038).  The input to SPRING was a matrix of 

cells by principal component (PC) coordinates computed from the filtered GEMs as follows. To 

ameliorate within-age batch-effects, we tested RGCs within each age for genes that were globally 

differentially expressed (fold-difference > 2) within any of the biological replicates. We then 

computed highly-variable genes (HVGs) in the reduced dataset using a Poisson-Gamma model 

(Pandey et al., 2018), which resulted in 845 HVGs. The raw GEMs of 845 HVGs by 30,000 cells 

was once again median normalized and log-transformed. Using PCA, we reduced the 

dimensionality of this matrix to 41 statistically significant PCs. The 30,000 cells by 41 PCs matrix 

was supplied to SPRING, which constructed a k-nearest neighbor graph (k=30) on the data, and 

used the ForceAtlas2 algorithm (Jacomy et al., 2014) to compute the FLE coordinates over 500 

iterations.    

https://github.com/shekharlab/RGC_VD
https://github.com/AllonKleinLab/SPRING/_dev
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The aggregate expression levels for each of the six gene modules were visualized in the 2D FLE 

as follows. For each cell and module pair, we computed:  

 

𝑆𝑗𝑘
=

1

𝑁𝐺𝑘

∑ 𝑥𝑖𝑗

𝑁𝐺𝑘

𝑖∈𝐺𝑘

−
1

𝑁𝐺
∑ 𝑥𝑖𝑗

𝑁𝐺

𝑖∈𝐺

 

 

where 𝑆𝑗𝑘
 is a cell 𝑗’s score for module 𝑘, 𝑁𝐺𝑘

 is the number of genes in module k, 𝐺𝑘 is the set of 

genes in module k, G is the set of all genes, NG is the total number of genes, and 𝑥𝑖𝑗 is cell j’s 

normalized and log-transformed expression of gene i. The first term in the expression reflects the 

average expression of the module genes in the cell. The second term in the equation subtracts cell 

j’s mean expression across all genes from its module score corrects for baseline differences in 

library size across cells, a well-known source of variation in scRNA-seq. These scores were used 

to color cells in the FLE to visualize module activity (Figure 2).  

 

Global temporal gene expression changes in developing RGCs 

Genes expressed in fewer than 20% of the cells at all the six ages (E13, E14, E16, P0, P5, P56) 

were discarded. For each remaining gene, the average expression strength 𝑆𝑔,𝑡 was computed at 

each of the six ages as, 

 

𝑆𝑔,𝑡 = 𝑃𝑔,𝑡 ∗ 𝐸𝑔,𝑡  

 

where, 𝑃𝑔,𝑡 is the fraction of RGCs at time t that express gene g (nUMIs > 0) and 𝐸𝑔,𝑡 is the log-

average expression counts of gene g in the expressing cells. We further removed genes that 

satisfied the criteria,  

 

(𝑆𝑔,𝑡)  − 𝑚𝑖𝑛 (𝑆𝑔,𝑡)

𝑚𝑖𝑛 (𝑆𝑔,𝑡)
< 0.3 

 

to only consider genes that exhibited > 30% change in expression strength temporally. Next, we 

randomized the data by shuffling the age labels across RGCs, and used this to compute a 

“randomized” average expression strength of each gene 𝑆𝑔,𝑡̃. We then ranked genes based on 

values of the following quantity, 

 

𝑓𝑔 =
∑ (𝑆𝑔,𝑡 − 𝑆𝑔,𝑡̃)

26
𝑡=1

√∑ (𝑆𝑔,𝑡 + 𝛾)
26

𝑡=1
√∑ (𝑆𝑔,𝑡̃ + 𝛾)

26
𝑡=1

 

 

Genes with high values of 𝑓𝑔 exhibit greater temporal variability. Here 𝛾 represents a pseudo-

count, chosen to be 0.1 to avoid erroneous inflation of scores for lowly expressed genes. To assess 

the significance of 𝑓𝑔, we computed a null distribution of 𝑓𝑔̃ using two different randomizations,  

 



 

  46 

𝑓𝑔̃ =
∑ (𝑆𝑔,𝑡

1̃ − 𝑆𝑔,𝑡
2̃ )

2
6
𝑡=1

√∑ (𝑆𝑔,𝑡
1̃ + 𝛾)

2
6
𝑡=1
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6
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We selected genes that satisfied 𝑓𝑔 > 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒(𝑓𝑔̃, 0.99). This led to the identification of 1,707 

temporally regulated genes. We used k-means clustering to cluster the 𝑆𝑔,𝑡 matrix comprised of 

these 1,707 genes, with the number of groups determined using the gap statistic (Tibshirani et al., 

2001). This analysis identified six groups with distinct temporal expression patterns.  

 

Gene Ontology (GO) enrichment analysis 

We assessed the biological significance of the temporal gene expression modules by performing a 

Gene Ontology (GO) enrichment analysis. Using the R package topGO (Alexa and Rahnenführer, 

2009), each module was evaluated for enrichment of GO terms associated with the three ontology 

categories: Biological Processes (BP), Molecular Function (MF) and Cellular Component (CC). 

GO terms with FDR adjusted p-values less than 10-3 were identified for each module, and 

differentially enriched modules were visualized as heatmaps.  

 

Enrichment of function gene groups in modules    

We assembled lists of mouse transcription factors (TFs), neuropeptides, neurotransmitter receptors 

(NTRs), and cell surface molecules (CSMs) from the panther database (pantherdb.org). Genes 

encoding G-protein coupled receptors (GPCRs), ion channels, nuclear hormone receptors (NHRs), 

and transporters were downloaded from https://www.guidetopharmacology.org/. The list of CSMs 

were pruned for duplicates by removing genes that were NTRs, GPCRs, NHRs and Ion channels.  

All genes starting with “Rps” or “Rpl” were tagged as ribosome-associated genes. Each of these 

gene groups were filtered to only contain genes detected in our dataset. To assess the statistical 

enrichment of a gene group g within a module m, we computed the hypergeometric p-value, 

 

 

𝑝(𝑔, 𝑚) = ∑
(

𝐾
𝑘

) (
𝑁 − 𝐾
𝑛 − 𝑘

)

(
𝑁
𝑛

)

.

𝑘≥𝑘1

  

 

Here N is the number of genes in the data, K is the number of genes in the group g, n is the number 

of genes in the module m, and k1 is the number of genes common between the module m and group 

g. 𝑝(𝑔, 𝑚) represents the probability that k1 or more genes from the group could be observed in 

the module purely by random sampling, the null hypothesis. Consequently, low values of 𝑝(𝑔, 𝑚) 

or high values of − log 𝑝(𝑔, 𝑚)  are suggestive of significant statistical enrichment.  

 

Preprocessing and clustering analysis of single-cell RNA-seq data to recover RGCs 

Fastq files corresponding to single-cell RNA-seq libraries from the three VD mice were aligned to 

the mm10 transcriptomic reference (M. musculus) and gene expression matrices (GEMs) were 

obtained using the Cell Ranger 3.1 pipeline (10X Genomics). GEMs from each of the 12 VD 

libraries were combined and filtered for cells containing at least 700 detected genes. This resulted 

https://www.guidetopharmacology.org/
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in 75,422 cells of which 23,433 were from dark-reared mice, 23,989 were from rd1 mice, and 

28,000 were from Vsx2-SE-/- mice.  

 

Following standard procedures described previously, the GEMs were normalized and log-

transformed, and highly variable genes (HVGs) in the data were identified (Pandey et al., 2018; 

Shekhar et al., 2022). Within the reduced subspace of HVGs, the data was subjected to 

dimensionality reduction using PCA and the PCs were batch-corrected across experimental 

replicated using Harmony (Korsunsky et al., 2019). Using the top 40 PCs, we performed graph 

clustering (Blondel et al., 2008) and annotated each of the clusters based on their expression 

patterns of canonical markers for retinal subpopulations described previously (Macosko et al., 

2015). The predominant subpopulations included RGCs (82%), amacrine cells (ACs; 12.8%), 

photoreceptors (4.4%) and non-neuronal cells (0.8%). RGCs were isolated based on the expression 

of Slc17a6, Rbpms, Thy1, Nefl, Pou4f1-3.  Overall, we obtained 19,232 RGCs from dark reared 

mice, 14,864 RGCs from rd1 mice, and 22,083 RGCs from Vsx2-SE-/- mice. RGC yield varied 

among the three conditions, being 85% for dark rearing, 63.6% for rd1 and 79.3% for Vsx2-SE-/-.  

Following the in silico purification of RGCs (Figure S2.2A), they were subjected to a second 

round of dimensionality reduction and clustering to define VD clusters (Figures 2.6, S2.2).   

 

Quantification of transcriptomic separation among RGC types 

We used the silhouette score to quantify the degree of separation among RGCs in PC space. 

Assuming the data has been clustered, let  

 

𝑎(𝑖) =
1

|𝐶𝐼| − 1
∑ 𝑑(𝑖, 𝑗)

.

𝑗∈𝐶𝐼,𝑖≠𝑗

 

 

be the mean distance between cell i ∈ 𝐶𝐼 (cell i in cluster 𝐶𝐼) and all other cells in the same cluster, 

where |𝐶𝐼| is the number of cells in cluster 𝐼 and 𝑑(𝑖, 𝑗) is the distance between cells i and j in the 

cluster 𝐼. We can interpret 𝑎(𝑖) as the average distance of cell i is from other members of its cluster. 

Similarly, we can define the distance of cell i to a different cluster 𝐶𝐽 as the mean of the distance 

from cell i to all cells in 𝐶𝐽≠𝐼. Next, define for each cell i ∈ 𝐶𝐼 

𝑏(𝑖) = 𝑚𝑖𝑛
𝐽≠𝐼

1

|𝐶𝐽|
∑ 𝑑(𝑖, 𝑗)

.

𝑗∈𝐶𝐽

 

 

to be the smallest mean distance between cell i and the cells of any cluster 𝐶𝐽≠𝐼.  Finally, the 

silhouette score for each cell i is defined as, 

 

𝑠(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

𝑚𝑎𝑥[𝑎(𝑖), 𝑏(𝑖)]
 

   

and −1 ≤ 𝑠(𝑖) ≤ 1. 𝑠(𝑖) is a measure of how tightly grouped cell i is with other members of the 

same cluster. The smaller the value of 𝑠(𝑖), the tighter the grouping. Values of 𝑠(𝑖) across the 

dataset quantify the overall tightness of the clusters. Values near 0 reflect poorly separated, 

overlapping clusters, while values near 1 indicate highly distinct and well-separated clusters. 
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Negative values indicate that a cell has been assigned to the wrong cluster, as it is similar to cells 

of a different cluster than to cells of its own cluster.  

 

Clustering of VD RGCs and transcriptomic mapping of VD RGCs to control RGC types. 

RGCs in each VD group were processed separately using the pipeline described above to identify 

transcriptomically distinct clusters. We then mapped each VD RGC to a normally-reared (NR) 

RGC type using a classification approach. We used gradient boosted decision trees as implemented 

in the Python package xgboost to learn transcriptional signatures corresponding to the 45 NR types 

and used this classifier to assign each VD RGC a NR type label. Three separate classifiers were 

trained on the NR types, each trained using common HVGs between the atlas and a VD condition 

as the features. For training, we randomly sampled 70% of the cells in each NR type up to a 

maximum of 1000 cells. The remaining NR cells were used as “held-out” data for validating the 

trained classifier to ensure a per-type misclassification rate of less than 5%. Jupyter Notebooks 

detailing the analysis can be found on https://github.com/shekharlab/RGC_VD. 

 

The trained classifiers were then applied to each VD RGC. To avoid spurious assignments, we 

only assigned a VD RGC to a type if the classifier voting margin, defined as the proportion of trees 

accounting for the majority vote, was higher than 12.5%. This is quite stringent as for a multiclass 

classifier assigning each data point to each of 45 types, a simple majority could be achieved at a 

voting margin of 
100

45
≈ 2.2%. Encouragingly >98% of VD RGCs could be unequivocally assigned 

to a single RGC type by this criterion. The final mapping between VD clusters and control types 

were visualized as confusion matrices (Figure S2.2).  

 

Identification of global and type-specific visual-experience mediated DE (vDE) genes 

VD-related globally differentially expressed (vDE) genes were evaluated for each visual 

deprivation condition by VD RGCs as a group with normally reared (NR) P56 RGCs. We used the 

MAST test (Finak et al., 2015). A gene was considered globally vDE if it exhibited a fold-

difference of at least 1.5 and was expressed in at least one condition in >70% all RGCs. We used 

the same procedure to identify globally DE genes between NR P5 RGCs and NR P56 RGCs. To 

identify type-specific vDE genes, we repeated the above procedure to each of the 45 RGC type 

between each of the 3 VD condition and NR - a total of 45*3 = 135 tests. A gene was considered 

type specific vDE if it was not globally vDE, exhibited a fold-difference of at least 1.5 in a type 

across conditions, and was expressed in at least 30% of cells of that type in either condition.  

 

  

https://github.com/shekharlab/RGC_VD
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Figure S2.1. Rare type-specific TFs and assessment of CSM expression.  

 

A. Dot plot showing expression patterns of type-specific TFs (rows) with age in putative type-specific precursors 

(columns). Representation as in Figure 2.4D. This panel only displays TFs that were identified as type-

specific in at least one of the six ages.  

B. Same as panel A, displaying expression patterns of a subset of CSMs known to play roles in synaptic choices 

of RGCs (see Results). 

C. Expression specificity type-specific TFs shown in panel A with age. Unlike TFs in Figure 2.4F, here certain 

TFs become less specific with age. 

D. Expression specificity with age for CSMs in panel B. 
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Figure S2.2. Analysis of scRNA-seq data from three visual deprivation conditions. 

 

A. Composition (y-axis) of major cell classes in the scRNA-seq datasets collected from three visually deprived 

experiments (x-axis). RGCs comprised a majority (>70%) in all collections, while the main non-RGC classes 

included ACs and PRs. The minority category labeled as “other” predominantly comprised immune and 

endothelial cells.  

B. Left to right: Panels showing UMAP visualization of DR RGCs, rd1 RGCs and Vsx2-SE-/- RGCs colored by 

cluster identity. The coordinates are identical to Figures 2.6B-D. The number of single RGC transcriptomes 

analyzed in each VD model is indicated on the top of the corresponding panels.  

C. Confusion matrix showing that all transcriptomically defined clusters in DR RGCs as in panel B are learnable 

by a classifier with >90% accuracy. ARI: adjusted Rand index, a measure (-1 to 1) of mapping specificity.  

D. Same as C for rd1 RGCs. 

E. Same as C for Vsx2-SE-/- RGCs. 
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F. Confusion matrix showing mapping between DR clusters and NR types at P56 as in Tran et al., 2019.  

G. Same as F, for rd1 RGCs 

H. Same as F, for Vsx2-SE-/- RGCs.  

I. Post-hoc consistency check for global and type-specific vDE genes in each condition (shape). Each of the 12 

curves corresponds to a set of vDE genes identified in a condition (rd1, DR, or Vsx2-SE-/-), DE category 

(global or type-specific) and DE direction (up or down with respect to NR RGCs). Each vDE curve plots the 

cumulative distribution function or CDF (y-axis) corresponding to the number of types that show a significant 

change. CDF(x) denotes the fraction of genes in the vDE set that are DE in < x types. Thus, the “convex up” 

shape of the global vDE CDF suggests that these gene alterations are broadly shared. In contrast, the “concave 

up” shape of the type-specific CDFs suggests that these alterations are present only in a subset of types. 
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Figure S2.3. Type-specific gene expression of TFs and CSMs is maintained in VD.  

 

A. Dot plot showing expression patterns of type-specific TFs in VD retina. Developmental profiles are shown 

in Figure 2.4E. The size of each dot corresponds to the fraction of cells with non-zero transcripts, and color 

indicates normalized expression levels. Row blocks corresponding to different TF are demarcated by dotted 

horizontal lines.  

B. Same as A, but for a subset of the CSMs, including some shown in Figure S2.1B. 
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Figure S2.4. Analysis of vDE genes. 

 

A. Heatmap displaying significant GO terms (rows) associated with genes (global and type-specific combined) 

that are upregulated in VD (columns) compared to NR RGCs. Values correspond to -log10(adjusted p-value). 

Black and white annotation bar on the right of the heatmap identifies the GO category corresponding to each 

row (BP, MF or CC). 

B. Same as A, for downregulated genes in VD samples compared to control. 
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Figure S2.5. Expression of mitochondrially encoded genes in RGC types and conditions. 

 

A. Violin plot showing that the percentage of counts associated with mitochondrial transcripts is higher in the 

VD biological replicates compared to NR. NR1-10 are from (Jacobi et al., 2022) and constitute 36,620 RGCs 

not used in this study except in Figure 2.7K. NR11-13 are from (Tran et al., 2019) and constitute the 35,699 

NR RGCs used throughout this study in comparative analyses to VD RGCs. Batches were analyzed 

separately and the additional control data were included because apparent increases in mitochondrial gene 

expression are sometimes observed when cells are damaged during processing (Stegle et al., 2015). The 

consistent differences between NR and VD samples provides evidence that batch-to-batch variation does not 

account for the upregulation of mitochondrial gene expression we observed. 

B. Bar plot showing the mean proportion of mitochondrial transcripts in each RGC type across all four 

conditions. The upregulation of mitochondrial genes in VD shows no apparent type specificity.  
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Supplementary Table Legends 

 

 

Table S2.1. Global modules of temporally regulated genes during RGC development. 

 

Table S2.2. Cluster-specific genes at each age during RGC development. 

 

Table S2.3. Global vDE genes upregulated in two out of three VD conditions. 
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Chapter 3: Vision-dependent specification of cell types and function in the 

developing cortex 

   
 

 

This chapter is adapted from the following published work:  

 

Sarah Cheng*, Salwan Butrus*, Liming Tan*, Runzhe Xu, Srikant Sagireddy, Joshua T. 

Trachtenberg, Karthik Shekhar#, and S. Lawrence Zipursky#. Cell, 185, 311-327 (2022).  

 

* Equal contribution 

# Corresponding authors 

 

S.C. and R.X. performed all scRNA-seq and FISH experiments. S.B. performed all computational 

analyses with assistance from S.S. L.T. performed all functional experiments. 
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Abstract 

 
The role of postnatal experience in sculpting cortical circuitry, while long appreciated, is poorly 

understood at the level of cell types. We explore this in the mouse primary visual cortex (V1) using 

single-nucleus RNA-sequencing, visual deprivation, genetics, and functional imaging.  We find 

that vision selectively drives the specification of glutamatergic cell types in upper layers (L) 

(L2/3/4), while deeper-layer glutamatergic, GABAergic, and non-neuronal cell types are 

established prior to eye opening. L2/3 cell types form an experience-dependent spatial continuum 

defined by the graded expression of ~200 genes, including regulators of cell adhesion and synapse 

formation. One of these, Igsf9b, a vision-dependent gene encoding an inhibitory synaptic cell 

adhesion molecule, is required for the normal development of binocular responses in L2/3. In 

summary, vision preferentially regulates the development of upper-layer glutamatergic cell types 

through the regulation of cell type-specific gene expression programs.  

 

Introduction 
 

The establishment of neural circuitry in the mammalian cortex relies on the interaction of the 

developing postnatal animal with its environment. Cortical circuits comprise diverse cell types 

interconnected by complex synaptic networks (Motta et al., 2019; Tasic et al., 2016). The 

formation of this circuitry relies on genetically hard-wired mechanisms mediated by cell 

recognition molecules and sensory-independent neural activity (Ackman et al., 2012; Katz and 

Shatz, 1996; Ko et al., 2013; Meister et al., 1991; Sanes and Zipursky, 2020; Xu et al., 2011). 

During postnatal development, experience-dependent processes are required for the maturation of 

this circuitry (Hensch, 2004, 2005; Hooks and Chen, 2020; Ko et al., 2013; Wiesel and Hubel, 

1963). These periods of developmental plasticity, known as “critical periods”, are observed in 

sensory cortical areas and regulate processes such as language development and cognition (Reh et 

al., 2020).  

 

The influence of experience on cortical circuitry in the primary visual cortex (V1) is accessible to 

molecular, genetic, and functional analysis in the mouse and thus is well suited for mechanistic 

studies (Hooks and Chen, 2020). Neural circuitry is patterned by vision (Gordon and Stryker, 1996; 

Tan et al., 2020) and this process can be studied through longitudinal calcium imaging of neurons 

in V1 of awake behaving animals (Tan et al., 2021; Tan et al., 2020). Mice open their eyes around 

postnatal day (P)14.  Binocular circuitry is sensitive to vision after eye opening, but its peak period 

of sensitivity, demonstrated and defined by the effects of monocular deprivation on cortical ocular 

dominance, begins about a week after eye opening (~P21) and continues through ~P35 (Espinosa 

and Stryker, 2012; Gordon and Stryker, 1996). Visual experience during this period is necessary 

for the development and maintenance of the neural circuitry underlying binocular vision (Espinosa 

and Stryker, 2012; Gordon and Stryker, 1996; Ko et al., 2013; Ko et al., 2014; Tan et al., 2021; 

Tan et al., 2020; Wang et al., 2010).   

 

Recent advances in single-cell transcriptomics have uncovered a vast neuronal diversity in the 

adult mouse V1 (Hrvatin et al., 2018; Tasic et al., 2016; Tasic et al., 2018). Previous investigations 

of vision-dependent changes in gene expression during the critical period have relied on comparing 

bulk transcriptomic profiles of V1 between normally reared and visually deprived animals (Majdan 

and Shatz, 2006; Mardinly et al., 2016; Tropea et al., 2006), or within normally reared animals at 
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different points during the critical period (Lyckman et al., 2008).  Consequently, these studies did 

not investigate vision-dependent gene expression at the level of the diverse cell types in V1. This 

resolution is crucial to understanding the mechanisms by which experience regulates neural 

circuitry at the molecular, cellular, and functional levels. 

 

Here, we studied the role of vision in the development of V1 cell types and their circuitry in mice 

by combining single-nucleus transcriptomics, statistical inference, sensory perturbations, genetics, 

and in vivo functional imaging. We assembled a developmental transcriptomic atlas of postnatal 

mouse V1.  Using this as a foundation, we discovered that: 1) Vision is required for the 

establishment and maintenance of L2/3 glutamatergic types, but not other cell types in V1; 2) L2/3 

glutamatergic cell types are organized as sublayers in V1 and form a transcriptomic continuum 

through the graded expression of ~200 genes; and 3) Among these genes, Igsf9b, a vision-regulated 

cell adhesion molecule, is required in a graded fashion for the functional maturation of L2/3 

glutamatergic neurons. Together, our study establishes a framework for future investigations of 

how experience regulates cell type specification in the brain. 

 

Results 
 

Transcriptional profiling of mouse V1 development using single-nucleus RNA-seq 

 

To survey the transcriptomic diversity and maturation of cells in V1, we used droplet-based single-

nucleus (sn) RNA-seq to profile this region during postnatal development in normally reared mice 

(Figures 3.1A and S3.1D). We collected samples from six postnatal time points: P8, P14, P17, 

P21, P28 and P38 (Figure 3.1B). Three of these are prior to the classical critical period for ocular 

dominance plasticity, with synaptogenesis occurring between P8 and eye-opening (P14) (Hinojosa 

et al., 2018; Li et al., 2010) (Figures S3.1A-C), and the remaining three span the critical period of 

ocular dominance plasticity (Gordon and Stryker, 1996; Tan et al., 2020; Wang et al., 2010), 

including its start (P21), peak (P28), and closure (P38). 

 

Data from each timepoint consisted of four single-nuclei library replicates, each derived from cells 

collected from multiple mice (Methods). The resulting gene expression matrices were filtered to 

remove low-quality cells and doublets (Wolock et al., 2019), as well as cells with a high proportion 

of mitochondrial transcripts (>1%). In total, we obtained 144,725 high-quality nuclear 

transcriptomes across the six time points (Figures S3.1D-H). 

 

A postnatal developmental atlas of V1 cell classes, subclasses, and types 

 

We used dimensionality reduction and clustering to derive a developmental taxonomy consisting 

of cell classes, subclasses, and types (Yao et al., 2021a; Yao et al., 2020; Yuste et al., 2020; Zeng 

and Sanes, 2017) at each of the six time points (Figures 3.1C, D and S3.1D; Methods). Cell 

classes consisted of glutamatergic neurons (n=92,856; 3176 genes/cell detected on average), 

GABAergic neurons (n=13,374; 2966 genes/cell), and non-neuronal cells (n=38,495; 1549 

genes/cell) identified by canonical markers (Figure S3.1I and Table S3.1) (Hrvatin et al., 2018; 

Tasic et al., 2016; Tasic et al., 2018). The relative proportions of the three cell classes were 

consistent across biological replicates (data not shown). 
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Glutamatergic cells separated into eight subclasses within the four cortical layers - L2/3, L4, L5IT, 

L5NP, L5PT, L6CT, L6IT, and L6b (Figures 3.2A, B). We also identified six GABAergic 

subclasses, which included the four well-known groups defined by the selective expression of 

Pvalb, Sst, Vip, and Lamp5 (Zeng and Sanes, 2017) and two smaller subclasses that selectively 

expressed the genes Stac and Frem1. Non-neuronal cells included oligodendrocytes, 

oligodendrocyte precursor cells, astrocytes, vascular and leptomeningeal cells, endothelial cells, 

and microglia (Figure 3.1D). Similar results were obtained using an alternative computational 

pipeline (Figure S3.1K). We found a tight correspondence between the transcriptome-wide gene 

signatures that defined developing subclasses in our dataset and the subclasses identified in a 

recent survey of the adult mouse cortex (Tasic et al., 2018) (Figure S3.1J). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(Figure 3.1 legend on next page) 
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The relative proportions of most neuronal subclasses were stable over time (Figures 3.2C and 

S3.1L), although proportions of non-neuronal subclasses varied (Figure S3.1M). This suggests 

that the neuronal subclass composition of V1 is established before P8, our earliest time point. We 

also identified subclass-specific markers (Figures 3.2B, S3.2A-E, and Table S3.3). This included 

Ccbe1 (collagen and calcium-binding EGF domain-containing protein 1), which is specific for 

L2/3 glutamatergic neurons throughout development (Figures 3.2D and S3.2A-C).  

 

Next, we performed dimensionality reduction and clustering for each class at each age separately. 

We henceforth refer to transcriptomically distinct clusters as types. The eight glutamatergic 

subclasses separated into 14-16 types, the six GABAergic subclasses separated into 14-15 types, 

and the six non-neuronal subclasses separated into 9-11 types depending upon age (Figure 3.1D) 

(Methods). Post-hoc differential expression analysis identified robust cell type-specific markers 

at each age (Figures S3.3A-C, Table S3.4).  

 

Transcriptomic identities of L2/3 and 4 neuron types are established after eye opening  

 

While the number of cell types within each class was similar at each age, it was not immediately 

clear how types identified at different ages were related to each other. Using transcriptomic 

similarity as a proxy for temporal relationships, we tracked the postnatal maturation of types within 

each class using a supervised classification framework (Methods). We observed striking subclass-

specific differences in the maturation of glutamatergic neuron types (Figure 3.2E). L5, and to a 

slightly lesser extent L6, neuron types tightly corresponded throughout the time course, indicating 

that these types are established prior to eye-opening, and maintained. Conversely, upper-layer 

neuron types (L2/3 and L4) exhibited poor correspondences, suggesting gradual specification. 

Within L2/3, two neuron types at P8 and P14 matured into three types after eye-opening. By 

contrast, differences in the maturational patterns of GABAergic and non-neuronal subclasses were 

less pronounced (Figures S3.2F-I, Methods).  

 

These subclass-specific differences in the timing of glutamatergic neuron type development are 

supported by five quantitative observations: 1) L5/6 types at different ages could be related in a 

1:1 fashion with each other while L2/3/4 types could not be. These differences were based on the 

Adjusted Rand index (ARI), a measure of transcriptomic correspondence between two sets of 

clusters (Figure 3.2F). Furthermore, the clustering results for L2/3 and L4 were more sensitive 

(P<0.0001, one-way ANOVA) to changes in the resolution parameter than for L5 and L6 (Figure 

3.2G); 2) The transcriptomic separation among L2/3 and L4 types was lower than that among L5 

and L6 types, GABAergic types, and non-neuronal types at all ages (Figures S3.2J-L); 3) 

Differentially expressed genes that distinguished L2/3 and L4 neuron types varied with age, 

whereas those that defined L5 and L6 neuron types were stable (Figures S3.3D-G); 4) In a 

Figure 3.1. snRNA-seq profiling of V1 during postnatal development. (A) Schematic of the mouse visual 

system. Primary visual cortex (V1). Surrounding higher visual areas: A, anterior; AL, anterolateral; AM, 

anteromedial; LI, laterointermediate; LM, lateromedial; P, posterior; PM, posteromedial; POR, postrhinal; RL, 

rostrolateral; TEA, temporal anterior areas. (B) Experimental workflow of snRNA-seq profiling of V1 at six 

postnatal ages. (C) Cellular taxonomy of V1. (D) Uniform manifold approximation (UMAP) visualization of V1 

transcriptomic diversity during postnatal development. Dots correspond to cells, and distances between them 

reflect degrees of transcriptomic similarity. The central panel shows cells from all six ages colored by subclass 

identity (Table S3.1). Peripheral panels show cells from different ages, colored by type identity determined via 

clustering. Data from each age and class were analyzed separately and then merged for visualization purposes. 
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statistical test to identify temporally differentially expressed (tDE) genes in each layer (see 

Methods), L2/3 and 4 contained twice as many tDE genes as L5 and 6 (Figure S3.3H); and 5) 

The relative frequency of L2/3 and L4 types varied over time (see below). By contrast, the relative 

proportions of the ten L5 and L6 types, the smallest of which was present at an overall frequency 

of 1%, were stable throughout the time course. Together, these results suggest that within 

glutamatergic neurons of V1, transcriptomic specification of types within upper-layer subclasses 

(L2/3 and L4) occurs later than types in lower-layer subclasses (L5 and L6).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(Figure 3.2 legend on next page) 
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L2/3 neuron types are spatially segregated  

 

We classified L2/3 glutamatergic neurons into three types (A, B, and C) beginning at P17, the first 

time point assessed after the onset of vision at P14 (Figure 3.3A). These were visualized in tissue 

using in situ hybridization for marker genes Cdh13, Trpc6, and Chrm2 for types L2/3_A, L2/3_B, 

and L2/3_C, respectively (Figures 3.3B-D).  Within the L2/3 glutamatergic neuron subclass, these 

transcripts are specific for the aforementioned glutamatergic types. They are, however, expressed 

in other subclasses as well. Cells expressing the three transcripts were organized into sublayers 

that became more pronounced with age: L2/3_A close to the pia, L2/3_C bordering L4, and 

L2/3_B in between (Figures 3.3D, E). At the boundaries of these sublayers, cells co-expressed 

more than one type-specific marker, indicating a lack of discrete, sharp boundaries, and mirroring 

the continuous transcriptomic arrangement observed in silico (see below). 

 

Prior to the onset of vision (P8 and P14), however, only two transcriptomic types were resolved. 

We denote these AB and BC. AB and BC were organized as two sublayers based on their 

differential expression of Cdh13 and Chrm2 (Figures 3.3C and S3.4A-E), with cells at the border 

co-expressing the two markers. In contrast, the B marker Trpc6 was weakly expressed in cells 

scattered throughout L2/3 at these early stages (Figures 3.3B-C, E-H, and S3.4D, E). There is a 

striking difference in the distribution of Cdh13 between P8 and P38. At P8, Cdh13 extends to deep 

sublayers of L2/3, whereas by P38, expression is restricted to a narrow strip of cells at the top of 

L2/3. By contrast, Chrm2 expression extends slightly more towards upper sublayers at P38. 

Multiple A-, B-, and C-specific markers were not expressed before P14 and only appeared at later 

stages (Figure S3.3D). Thus, we infer that the L2/3 glutamatergic types A, B, and C arise from 

AB and BC types following the onset of vision (Figure 3.2E and Methods).  

Figure 3.2. Transcriptomic diversity of V1 glutamatergic neurons during postnatal development. (A) 

Schematic of glutamatergic neurons in V1 arranged in layers L1-L6. (B) Tracks plot showing subclass-specific 

markers (rows) in glutamatergic neurons (columns), grouped by subclass (e.g., L2/3). 1000 randomly selected 

cells from each subclass were used for plotting. Scale on the y-axis (right), normalized, log-transformed 

transcript counts in each cell. Ccbe1, a L2/3 marker, and Cux2, a L2/3/4 marker, are highlighted. (C) The 

proportions of glutamatergic subclasses are stable with age despite significant variation in the number of cells 

profiled (Table S3.2). (D) Coronal section through V1 analyzed by fluorescent in situ hybridization (FISH) at 

P21. Ccbe1 is selective for L2/3 glutamatergic neurons. Cux2 is expressed in L2/3 and L4 glutamatergic 

neurons and in inhibitory neurons and non-neuronal cells (see Figure S3.2B for other ages). Scale, 50 µm. (E) 

Transcriptomic similarity identifies temporal associations among V1 glutamatergic neuron types across ages. 

Sankey diagram computed using a supervised classification approach. Nodes, individual V1 glutamatergic 

neuron types at each age (as in Figure 3.1D); edges, colored based on transcriptomic correspondence. (F) 

Adjusted Rand Index (ARI) values quantifying temporal correspondence of glutamatergic types between each 

pair of consecutive ages based on transcriptomic similarity. Individual bars denote layers. ARI ranges from 0 

(no correspondence) to 1 (perfect correspondence). Bar heights, mean ARI computed across pairs of 

consecutive ages; error bars, standard deviation; ***, P<0.0001 (one-way ANOVA) for L2/3 and L4 against 

L5 and L6. (G) Types in L2/3 and L4, but not L5 and L6, are sensitive to changes in clustering resolution. 

Glutamatergic neurons at each age are re-clustered at different values of the resolution parameter (x-axis), and 

the results are compared with the base case corresponding to resolution = 1 (Methods). Line plots, mean ARI 

values for each layer (colors); error bars, standard deviation across ages.  
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Vision is necessary for establishing and maintaining L2/3 neuron type identity  

 

The emergence of three L2/3 neuron types following eye-opening prompted us to explore the role 

of vision in defining cell types. It is well established that vision is required for the development of 

cortical circuitry during the critical period for ocular dominance plasticity (P21-P38) (Espinosa 

and Stryker, 2012; Gordon and Stryker, 1996). We used snRNA-seq to profile V1 in animals that 

were dark-reared from P21 to P28 and P21 to P38. For brevity, these experiments are referred to 

as P28DR and P38DR, respectively (DR = dark rearing). We also profiled animals that were 

exposed to 8 hours of ambient light after dark-rearing from P21-P28 to assess the impact of visual 

stimulation following prolonged deprivation (Figure 3.4A). We refer to this experiment as P28DL 

(DL = dark-light). In total, we recovered 77,150 high-quality nuclei across these three experiments 

and identified classes, subclasses, and types using the same computational pipeline applied to the 

normally reared (NR) samples (Figure 3.4B and Methods).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(Figure 3.4 continued on next page) 

 

Figure 3.3. Anatomical and transcriptomic maturation of L2/3 glutamatergic neuron types. (A) 

UMAP plots of L2/3 glutamatergic neuron types across ages. (B) Dot plot showing expression patterns of 

L2/3 type-specific genes (rows and colors) across L2/3 neuron types arranged by age (columns). (C) FISH 

images showing type markers Cdh13, Trpc6, and Chrm2 within L2/3 at P8. Vertical colored bars, 

sublayers expressing the indicated markers; arrows, large cells expressing Cdh13 are not excitatory 

neurons; they are a subset of inhibitory and non-neuronal cells. Scale bars, 50 mm. (D) Same as (C), at 

P38. (E) Pseudo-colored representation of Cdh13, Trpc6, and Chrm2 expression in L2/3 cells at six ages. 

Cells are colored based on expression levels of one or more of these markers. Each panel is an overlay of 

five or six images of V1 from three mice. Pial to ventricular axis is oriented horizontally from left to right 

within each panel. Total number of cells analyzed: P8, 2324; P14, 1142; P17, 1036; P21, 1038; P28, 653; 

and P38, 1034. Scale bars, 100 mm. (E) and (F) are rotated relative to (C) and (D). ‘‘Top’’ and ‘‘bottom’’ 

are indicated. (F) Line tracings quantifying the number of cells per bin at each position along the pial to 

ventricular axis corresponding to (E). 0 on the x axis, region of L2/3 closest to pia. 14 bins were used over 

the depth of L2/3. (G) Relative proportions of cells within each expression group defined in (E) quantified 

using FISH data. (H) Same as (G) using snRNA-seq data. 
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Figure 3.4. Visual experience is required to maintain L2/3 glutamatergic neuron types. (A) Schematic 

of experiments. Data collected from three rearing conditions: dark reared between P21–P28 (P28DR) and 

P21–P38 (P38DR) and between P21–P28 followed by 8 h (P28DL). (B) UMAP plots of transcriptomic 

diversity in P28DR, P38DR, and P28DL. Clusters that match 1:1 to normally reared (NR) types in Figure 1D 

are labeled. This was not possible for all L2/3 and two L4 clusters, which correspond poorly to NR types. 

We, therefore, provisionally labeled these clusters L2/3_1, L2/3_2, L2/3_3, L4_1, and L4_2. (C) Adjusted 

Rand Index (ARI) quantifying transcriptomic similarity within each layer (x axis) between glutamatergic 

clusters observed in dark-reared mice and types observed in normally reared (NR) mice. Colors correspond 

to comparisons as indicated. (D) Expression of L2/3 type markers (columns) in NR, DR, and DL types and 

clusters (rows) at P28 and P38. (E) Same as (D) for L5. DR and DL clusters are labeled based on their tight 

transcriptomic correspondence with NR types (Figures S5F and S5G). (F) FISH images showing expression 

of L2/3 markers in NR, DR, and DL at P28. Arrows, inhibitory neurons expressing Cdh13. The level of Cdh13 

is modestly repressed by vision. Scale bars, 50 mm. (G) Pseudo-colored representation of Cdh13, Trpc6, and 

Chrm2 expression in NR, DR, and DL mice at P28 and P38. Each plot is an overlay of 5–6 images of V1 

from three mice. The pial to ventricular axis is oriented horizontally from left to right within each panel. Total 

number of cells analyzed: P28NR, 653; P28DR, 989; P28DL, 1,732; P38NR, 1,034; and P38DR, 1,177. (H) 

Cells per bin at each position along the pial to ventricular axis corresponding to (G). 0 on the x axis, region 

of L2/3 closest to pia. 14 bins were used over the depth of L2/3. (I) Proportions of L2/3 cells within each 

expression group defined in (G) quantified using snRNA-seq data. (J) Same as (I) using FISH data. 
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We performed three computational analyses to probe the effect of visual deprivation (DR and DL) 

on the transcriptomic patterns observed in normally reared (NR) mice. First, we compared the 

overall transcriptional profiles of cell types across the three conditions. We found that dark rearing 

disrupted the type identities of L2/3 and L4, but not L5 and L6, glutamatergic neurons (Figures 

3.4C and S3.5F). Furthermore, dark rearing neither altered the gene expression patterns that 

defined subclasses nor those defining GABAergic and non-neuronal cell types (Figures S3.5A-

C). Second, the cell type markers identified in NR mice were disrupted by dark rearing in L2/3, 

and slightly in L4, but not L5 and 6 (Figures 3.4D-E and S3.5D-E). Third, we probed the effect 

of visual deprivation on type-specific genes within each layer. While the signatures within all four 

layers were different when comparing DR to NR, the effect was most dramatic for L2/3 (Figure 

S3.6H). Thus, vision selectively influences transcriptomic profiles of upper-layer glutamatergic 

cell types.  

 

The effect of dark rearing was particularly striking in L2/3. The L2/3 clusters observed in dark-

reared mice poorly resembled the three types in normally reared animals, and the expression 

patterns of cell type-specific marker genes were disrupted (Figure 3.4C, D). By contrast to the 

three sublayers highlighted by Cdh13, Trpc6, and Chrm2 expression in L2/3 in normally reared 

mice, only two sublayers were observed in dark-reared mice. Notably, there was a sharp decrease 

in Trpc6-expressing cells (Figure 3.4F-J), consistent with snRNA-seq data (Figure 3.4D). There 

was also an increase in the number of Cdh13-expressing cells and the domain of expression 

extended into deeper layers.  This was not simply a loss of one cell type, however, but a global 

disruption of gene expression patterns throughout L2/3 (see below, Figure 3.6). The two-layered 

pattern was more prominent in dark-reared animals at P38 compared to P28 (Figures 3.4G-I and 

S3.5H-I). Thus, in the absence of vision, the expression patterns of these markers were similar to 

those prior to the onset of vision (see panels P8 and P14 in Figure 3.3E).  

 

The loss of cell type identity in animals deprived of light during the first half of the critical period 

was partially reversible. L2/3 transcriptomic clusters in mice exposed to 8 hours of ambient light 

after dark rearing between P21-P28 showed a marked recovery of gene expression patterns 

observed in normally reared animals (Figures 3.4C-D and S3.5G, S3.6H). In addition, the layered 

arrangement of Cdh13-, Trpc6- and Chrm2-expressing cells in these animals was also shifted 

towards that observed in normally reared animals (Figures 3.4F-J and S3.5H-I). These results 

demonstrate that vision is needed to maintain the transcriptomic and spatial identities of L2/3 cell 

types. 

 

As the spatial expression of cell type markers in the absence of vision and at eye opening were 

similar, we set out to assess whether vision was not only necessary to maintain cell types, but also 

required for their establishment. To test this, we dark-reared mice from P8 to P17 (Figure 3.5A) 

and assessed the expression patterns of Cdh13, Trpc6, and Chrm2 in tissue sections. These mice 

had two, instead of three, sublayers within L2/3, similar to P8 and P14 normally reared animals 

(Figures 3.5B-D). These changes included a dramatic reduction in Trpc6-expressing cells and an 

increase in Cdh13 expression, which was accompanied by an expansion in its expression domain 

towards the middle sublayer in mice with no visual experience (Figure 3.5E). This was not a 

general effect on glutamatergic cell types, as the relative proportions of L5 neuron types were 

insensitive to changes in visual experience (Figure S3.4G-H). In summary, these results show that 

vision acts selectively in L2/3 to establish and maintain cell types. 
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Continuous variation of L2/3 neuron types and gene expression gradients are shaped by vision 

 

The sublayers corresponding to types A, B, and C in L2/3 were partially overlapping, mirroring 

the continuous arrangement of their transcriptomes (see Figures 3.3A, E). Consistent with this 

continuous arrangement, more than 70% of the 285 differentially expressed genes among the L2/3 

types in normally reared mice exhibited graded, rather than digital, differences (Figures 3.6A and 

S3.6A-H). In dark-reared mice, these genes were no longer expressed in a graded fashion between 

the L2/3 clusters, although their overall (i.e., bulk) expression levels, for all but a few genes, were 

unaltered (Figures S3.6C). These gradients were partially recovered by brief restoration of normal 

visual experience to dark reared animals during the critical period (Figure 3.6A). Thus, vision 

Figure 3.5. Vision is required to establish L2/3 glutamatergic neuron types. (A) Schematic of 

experiments. (B) FISH images of L2/3 markers in normally reared (NR) and dark-reared (DR) mice at P17. 

Arrows, inhibitory neurons expressing Cdh13. Scale bars, 50 mm. (C) Pseudo-colored representation of 

Cdh13, Trpc6, and Chrm2 expression in L2/3 cells. Each plot is an overlay of six images of V1 from three 

mice. Cells quantified: P17NR, 1,036; P17DR, 1,411. (D) Line tracings quantifying cells per bin at each 

position along the pial to ventricular axis corresponding to (C). 0 on the x axis, L2/3 region closest to pia. 

14 bins were used over the depth of L2/3. (E) Proportions of cells in each expression group defined in (C) 

quantified using FISH data. 
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selectively regulates gene expression in a sublayer-specific fashion, contributing to the continuous 

variation of L2/3 cell types. 

 

We hypothesized that graded genes which are temporally regulated and expressed in a vision-

dependent manner could be associated with functional changes in L2/3 during the critical period. 

Several genes fit this description, including cell surface molecules (CSMs) and transcription 

factors (TFs) (Figures 3.6B, C and S3.6I, J). Among these were cell surface and secreted proteins 

previously shown to be involved in the development of neural circuits, including proteins 

regulating cell recognition (e.g., Kirrel3, Sdk2) and synaptic adhesion (e.g., Tenm1 and Cbln2) 

(Figures 3.6B, C).  

 

To identify candidate cell surface proteins from this set that may contribute to vision-dependent 

changes in circuitry during the critical period, we selected genes that satisfied three criteria across 

all L2/3 glutamatergic types: 1) Selective upregulation during the critical period; 2) 

Downregulation in DR animals; and 3) Upregulation in DR animals in response to eight hours of 

ambient light at P28 (i.e., P28DL mice). Five genes (Igsf9b, Epha10, Cdh4, Sdk2, and Sema4a) 

satisfied all three criteria (Figures 3.6E-F) and all five encode cell surface proteins implicated in 

regulating neuronal wiring, raising the possibility that they contribute to experience-dependent 

circuit development in L2/3. As the expression levels and dynamics of Igsf9b were the most robust 

of this group, we explored its function during the critical period.   

 

Igsf9b knock-out alters inhibitory synapses in L2/3 

 

IGSF9B is a homophilic cell adhesion molecule of the immunoglobulin superfamily that promotes 

Neuroligin2 (Nlgn2)-dependent inhibitory synapse formation (Lu et al., 2017; Woo et al., 2013) 

(Figure 3.6D). This protein is of particular interest because inhibition plays an important role in 

regulating V1 circuitry during the critical period (Reh et al., 2020). We assessed the spatial 

distribution of Igsf9b transcripts in L2/3 at different times in development using FISH (Figure 

3.6G) and in silico by regarding the transcriptomic positions of L2/3 neurons in gene expression 

space as “pseudo” spatial coordinates (Figure 3.6H; Methods). Igsf9b levels were low prior to 

eye opening and increased during the critical period in a graded manner favoring increased 

expression deeper into L2/3. Sensory activity further modulated the expression level and 

lamination of Igsf9b. Dark-rearing during the critical period decreased Igsf9b expression and 

slightly disrupted its graded expression in L2/3 neurons (Figures 3.6F, I, J and Figure S3.6K). 

These effects were reversed and Igsf9b expression levels were upregulated when dark-reared 

animals were exposed to ambient light for 8 hrs. Given the graded expression of Igsf9b across 

sublaminae increasing from upper to lower layers, it was particularly intriguing that a second gene 

encoding another Ig superfamily protein, Mdga1, a negative regulator of Nlgn2 (Figure 3.6D), 

was expressed in a graded and opposite spatial pattern to Igsf9b (Figure 3.6G, H; Figure S3.6F).  

Together, the spatiotemporal dynamics of Igsf9b and Mdga1 expression after eye opening form a 



 

  78 

gradient of inhibitory synapse potential along the pial-ventricular axis of L2/3, with lower 

sublayers exhibiting increased inhibition. 

 

 

(Figure 3.6 legend on next page)  
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To explore the role of Igsf9b in the development of inhibitory synapses in L2/3, we examined the 

expression of five markers of inhibitory synapses in wild-type (WT) and Igsf9b knock-out (KO) 

mice. These markers included three postsynaptic proteins (Gamma-aminobutyric acid Type A 

receptor subunit alpha 1 (GABRA1), Neurolign2 (NLGN2), and Gephryin (GPHN)) and two 

presynaptic proteins (the presynaptic vesicular GABA transporter (VGAT) and the enzyme 

glutamic acid decarboxylase (GAD65)) (Figure S3.7A). Expression levels of the postsynaptic 

markers GABRA1 and NGLN2 were significantly decreased in P37 KO mice relative to WT 

littermates (Figure S3.7B), although GPHN remained unchanged (not shown). By contrast, there 

was an increase in the levels of presynaptic markers GAD65 and VGAT (Figure S3.7B); this 

increase may reflect a homeostatic response to the changes reflected in the decrease in postsynaptic 

markers. Consistent with our finding that expression of Igsf9b in L2/3 increases with depth, these 

phenotypes were more pronounced toward the bottom of L2/3 (Figure S3.7D-G; see Figure 3.6G, 

H). By contrast, excitatory synapse markers were unaffected in KO mice (Figure S3.7C). Thus, 

loss of Igsf9b specifically affects inhibitory synapses in a graded fashion along the L2/3 pial-

ventricular axis.  

 

Igsf9b regulates vision-dependent maturation of binocular circuitry 

 

A defining feature of the critical period in V1 is the vision-dependent maturation of binocular 

neurons, which are required for depth perception, also known as stereopsis (La Chioma et al., 

2019). To mediate stereopsis, these neurons must selectively respond to the same kind of visual 

information from both eyes (binocular matching). Although binocular neurons can be detected 

shortly after eye opening, they exhibit poor matching at early stages. Visual experience during the 

Figure 3.6. Continuous variation of L2/3 neuron types and vision-dependent gene gradients implicated 

in wiring. (A) Heatmap of L2/3 type-specific genes with graded expression in normally-reared mice (NR). 

This is disrupted in dark-reared mice (DR) and partially recovered by exposing DR mice to light for 8 hrs 

(DL). For the full set of L2/3 type-specific genes grouped by expression pattern, see Figure S3.6A. Genes 

satisfying criteria in panels B and C (see text) are indicated in red lettering. Two of the three L4 cell types 

also exhibit graded expression differences (see Figure S3.6L-M). (B) Temporal regulation of cell surface 

molecules (CSMs) in panel A. Red print, genes upregulated during the classical critical period (P21-P38), 

downregulated in DR, and upregulated in DL. (C) Same illustration as panel B across the conditions P28NR, 

P28DR, and P28DL. (D) Schematic of MDGA1 and IGSF9B interactions with NLGN2 at synapses. MDGA1 

prevents NLGN2 interaction with NRXN presynaptically. IGSF9B binds homophilically and interacts with 

S-SCAM postsynaptically as does NLGN2. (E) FISH images of Igsf9b mRNA over time in V1. Three animals 

per time point, six images per animal. Scale, 20 μm. (Right) Box plot quantifying expression. Wilcoxon Rank 

Sum Test, **** P <0.0001. Cells quantified: P8,1191; P14,1011; P17, 1389; P21, 1729; P28, 1277; and P38, 

1588. (F) FISH images showing that dark rearing decreases Igsf9b expression in L2/3, and eight hours of light 

restores expression. Scale, 50 µm. (Right) Box plot quantifying expression. Three animals imaged per age and 

condition combination. Cells quantified: P28NR, 1290 cells; P28DL, 1506 cells; P28DR, 1521 cells; P38NR, 

1629 cells; and P38DR, 1885. Quantified at 40X. Wilcoxon Rank Sum Test, *** P <0.001. (G) FISH 

quantification of average Mdga1 and Igsf9b expression (y-axis) in glutamatergic cells as a function of distance 

from the top of L2/3 (x-axis). Shaded ribbons represent standard error of the mean. Cells quantified: P8, 2204; 

P14, 928; P17, 1037; P21, 1183; P28, 719; and P38, 942. Data from three or four animals at each age. (H) 

Reconstruction of Mdga1 and Igsf9b expression levels averaged across cells based on their inferred L2/3 

pseudo-spatial locations in gene expression space (see Methods). Shaded ribbons, standard deviation. (I) 

Same as panel G for P38DR, P28DR, and P28DL. Cell numbers: P38DR, 719; P28DR, 1061; and P28DL, 

1053 cells. Data collected from three animals at each time point. (J)Same as panel H for P38DR, P28DR, and 

P28DL. Note difference in scale for P28DL to capture the extent of increase in Igfs9b expression.  
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critical period (P21-P36) changes the population of binocular cells; binocular cells that are poorly 

tuned are rendered monocular and new well-tuned binocular neurons arise from well-tuned 

monocular neurons through recruitment of matched inputs from the other eye (Tan et al., 2021; 

Tan et al., 2020).  

 

(Figure 3.7 legend on next page) 
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We examined whether Igsf9b is required for the normal development of binocular responses in 

L2/3 using in vivo 2-photon calcium imaging in binocular V1 (Figure S3.7H, I). This region of 

V1 comprises not only neurons responsive to both eyes (i.e., binocular cells), but also monocular 

neurons responsive to stimuli presented to the ipsilateral or contralateral eye only. We measured 

responses of thousands of excitatory neurons to stimulation of each eye at P21 and P36 in normally 

reared WT and Igsf9b KO mice (Figure 3.7A; see Methods). These results were also compared 

to those from GCaMP6s transgenic mice that were normally reared (NR) or dark-reared (DR) 

during the critical period (Tan et al., 2020) (Figure 3.7A). Neuronal responses were measured at 

three depths, spanning the top (type A), middle (type B), and bottom (type C) sublayers of L2/3, 

corresponding to the regions of low, intermediate, and high Igsf9b expression, respectively (Figure 

3.7B-D, Figure S3.7J-L; see Methods). At P21, the proportion of binocular neurons and their 

orientation matching in KO mice were indistinguishable from those in WT (Figure 3.7E). This is 

consistent with the low expression of Igsf9b in L2/3 before P21 (Figure 3.7A, see Figure 3.6). At 

Figure 3.7. Igsf9B is required for vision-dependent maturation of binocular neurons in V1B L2/3. (A) 

Experimental setup for functional analysis . (Top) Schematic of 2-photon (2P) Ca2+ imaging using different 

sinusoidal gratings sequentially presented at 4 Hz. Visual stimuli were presented to each eye separately. The 

head-fixed mouse was awake on a running wheel. Mice used in this study are WT (Igsf9B+/+) and KO (Igsf9B-

/-) expressing AAV encoded jGCaMP7f. Panels G, J, K include our unpublished results from NR and DR (dark 

reared from P22-P36) transgenic mice carrying GCaMP6s expressed in excitatory neurons (from Tan et al., 

2020). (Bottom) WT and KO mice were imaged at P21 and P36, the onset and closure of the classical critical 

period, respectively. Orange, Igsf9b mRNA levels in L2/3 as a function of time. (B) Tuning kernel showing 

response of a single neuron (see Figure S3.7L) to the contralateral eye. The colors represent response strength 

(color bar, right) as a function of stimulus orientations (Y-axis) and spatial frequency (log scale; X-axis). (C) 

Response to contralateral (C) and ipsilateral eye (I) of monocular cells. Kernels for each neuron were normalized 

to the peak inferred spiking. (D) As in C, but for matched (top) and unmatched (bottom) binocular neurons. 

ΔOrientation, the difference in orientation preference between the two eyes. (E) (Left) proportions of binocular 

neurons in WT and KO mice at P21. Each point is from a single imaging plane. Mean and standard deviation, 

black dots and lines. Mann-Whitney U test. (Right)  ΔOrientation of binocular neurons in WT (4 mice, 761 

cells) and KO (3 mice, 619 cells) mice at P21. Black horizontal line, median; box, quartiles with whiskers 

extending to 2.698σ. Mann-Whitney U test. Note the absence of phenotype in binocular neurons at P21. (F) As 

in E but for binocular neurons at P36. WT, 5 mice, 602 cells; KO, 5 mice, 269 cells. (G) As in F but for binocular 

neurons in NR (4 mice, 339 cells) and DR (3 mice, 78 cells) mice. P36 phenotypes in KO and DR mice were 

similar. The difference in proportion between the WT (panel F) and NR (panel G) likely reflects differences in 

genetic background or experimental design (i.e., viral versus transgenic expression of GCaMP or differences 

between GCaMP6s and jGCaMP7f). (H) Example of a tuned cell from a WT mouse at P21. Inferred spiking as 

a function of imaging frames for a neuron with a tuned response. Numbers at the top left indicate imaging 

frames relative to stimulus onset. For this neuron, the SNR is 3.1, and peak response occurred 5 imaging frames 

or 323 ms after onset of its optimal stimuli, consistent with the kinetics of jGCaMP7f.  (I) As in H but for an 

untuned cell in the same mouse at P21. (J) Proportions of tuned neurons in WT and KO mice at P21 and P36, 

and in NR and DR mice at P36. Each point is from a single imaging plane. Mean and standard deviation, black 

dots and lines. Mann-Whitney U test. (K) (Left) Cumulative distribution of SNR to either eye of all imaged 

neurons at P21 in WT (4 mice, 3436 neurons ) or KO (3 mice, 3457 neurons) mice. Dashed vertical line marks 

the SNR threshold for visually evoked responses (see Methods). P-value from two-sample Kolmogorov-

Smirnov test is shown in the plot. (Middle) As in the left, but for mice at P36 in WT (5 mice, 2698 neurons) and 

KO (5 mice, 2699 neurons). (Right) As in the middle, but for neurons in NR (4 mice, 1905 neurons) and DR (3 

mice, 1188 neurons) mice. Neuronal responses to each eye were measured separately. (L) Proportions of tuned 

neurons as a function of depth in V1B L2/3 in WT and KO mice at P36. Top, middle, and bottom indicate the 

three imaging planes covering the corresponding sub-laminae within L2/3 in each mouse. Each gray line 

represents a mouse. Mean and standard error of the mean were shown as black dots and vertical lines. Mann-

Whitney U test with Bonferroni correction. 
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P36, after closure of the critical period—when Igsf9b expression would normally have increased—

only about half the normal number of binocular neurons were observed in KO mice, and these few 

neurons displayed poor binocular matching (Figure 3.7F). This phenotype resembles that 

observed in DR mice (Figure 3.7G).  

 

We also noted a marked decrease in the proportion of tuned cells in KO mice. Untuned cells were 

active, but by contrast to tuned cells, they were not responsive to specific visual stimuli in a time-

locked fashion (Figure 3.7H, I). While visual deprivation decreased the proportion of visually 

responsive neurons from 75% (NR) to 66% (DR), Igsf9b KO decreased the proportion of 

responsive neurons to 47% by P36 (Figure 3.7J). This reduction in proportion of tuned neurons 

in KO mice from P21 to P36 correlated with a marked reduction in the signal to noise ratios (SNRs) 

of neuronal responses at critical period closure (Figure 3.7K, left and middle panels). The extent 

of SNR impairment in KO was more severe than in DR mice (Figure 3.7K, compare middle and 

right panels). Notably, the severity of reduction of tuned neurons in KO increased with depth 

(Figure 3.7L), mirroring the graded expression of Igsf9b in L2/3 types A, B, and C along the pial-

ventricular axis in normally reared WT mice (see Figure 3.6). Taken together, these findings 

establish that Igsf9b regulates the vision-dependent maturation of L2/3 excitatory neurons in a 

graded fashion along L2/3 pial-ventricular axis. 

 

Discussion 
 

Critical periods define windows of postnatal development where neural circuitry is particularly 

sensitive to experience. Here we sought to gain insight into how experience influences circuitry 

during this period at the level of cell types in mouse V1.  

 

A postnatal developmental atlas of mouse V1 

 

To study vision-dependent cortical development at the level of cell types, we generated a 

developmental atlas of mouse V1 comprising over 220,000 nuclear transcriptomes spanning six 

postnatal ages and three light-rearing conditions. Several features of this dataset enabled us to 

identify robust and reproducible biological signals. First, we identified a similar number of 

transcriptomic clusters at all six ages, which were collected and processed separately. For all 

clusters, transcriptomic identities and relative proportions were comparable between independent 

samples, consistent with these being bona fide cell types. Second, computational inference of 

transcriptomic maturation showed that the GABAergic, deep-layer glutamatergic, and non-

neuronal cell types were present prior to eye opening and remained largely unchanged through the 

critical period, whether animals were reared in a normal dark/light cycle or in the dark. Third, these 

stable cell types served as important “negative controls” that enabled us to identify the minority of 

cell types among the upper layer glutamatergic neurons that were specified following eye opening, 

and whose transcriptomic identities were profoundly influenced by vision. Fourth, we identified 

cell type markers that enabled us to uncover the arrangement of L2/3 cell types in sublayers (see 

Figures 3.3B-D). And finally, the developmental atlas served as a foundation to investigate vision-

dependent functional maturation of V1 at the resolution of cell types and molecules.  
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The establishment and maintenance of L2/3 neuron types require vision 

 

In this study, we define a cell type based on a core transcriptomic signature that distinguishes it 

from other types. When the signature becomes invariant during development, we consider the cell 

type to be specified.  For L2/3 and 4 cell types, these signatures are established following eye-

opening, whereas for the remaining cell types, they are present from P8.  These signatures allow 

us to assess cell type-specific gene regulation under sensory deprivation. While activity-dependent 

gene expression changes occur in every layer, the changes are more extensive in L2/3 and 4, where 

cell type identity is disrupted. This is not the case for deeper layers (L5 and 6).  

 

It is striking that the acquisition of transcriptomic cell type identity in L2/3 excitatory neurons 

follows a time course similar to their functional maturation. We previously showed that there are 

few binocular neurons in L2/3 at eye opening. Their numbers increase over the next several days 

in a vision-dependent process (Tan et al., 2021). During the critical period, these binocular 

neurons, most of which are poorly tuned, are rendered monocular. In parallel, new binocular 

neurons are formed from the conversion of other well-tuned monocular neurons which gained 

matched responses to the other eye (Tan et al., 2020). It is through this exchange of neurons that 

well-tuned and matched binocular neurons emerge to give rise to mature binocular circuitry. This 

process relies on vision during the critical period. Activity may drive cell type changes that, in 

turn, instruct changes in circuit organization, or alternatively, transcriptomic programs could be 

regulated by circuit activity. Further experiments will be necessary to distinguish between these 

and other mechanisms. Experience-dependent regulation of upper-layer cortical cell types may be 

a general principle underlying cortical development during critical periods. 

  

Continuous variation in L2/3 identity and sublayer arrangement 

 

Although unsupervised clustering defined three predominant glutamatergic neuronal types in L2/3, 

the gene expression differences between them were graded, giving rise to continuous variation in 

transcriptomic identity (Figures 3.6A and S3.6A-B). This continuous variation in silico was seen 

as a spatially graded, sublayered arrangement in L2/3 via FISH. This is not a general feature of 

glutamatergic cell type specification, as glutamatergic cell type identity in L5, for example, is 

neither graded nor dependent upon vision. Continuous variation of cell type identity has been 

reported in other regions of the mammalian brain (Cembrowski et al., 2016; Cembrowski and 

Menon, 2018; O'Leary et al., 2020; Yao et al., 2021b).  

 

That the molecular heterogeneity in L2/3 reflects functional differences is supported by a recent 

retrograde labeling analysis of adult V1, which identified transcriptional signatures of L2/3 

glutamatergic neurons that project to the anterolateral (AL) and posteromedial (PM) higher visual 

areas (HVAs) (Kim et al., 2020; Kim et al., 2018). PM- and AL-projecting neurons localize in the 

upper and lower regions of L2/3 and express the markers Cntn5/Grm1 and Astn2/Kcnh5, 

respectively (Figure S3.6D). In our data, these markers are expressed in a graded and opposite 

fashion along the pial-ventricular axis, suggesting that PM- and AL-projecting L2/3 neurons 

localize to the upper (type A) and lower (type C) sublayers, respectively (Figure S3.6E).  

 

L2/3 neurons form numerous “local” circuits that process diverse visual information, but these are 

yet to be defined at the cell type level (Harris and Mrsic-Flogel, 2013). While a given excitatory 



 

  84 

neuron may participate in multiple circuits, there is evidence for synaptic specificity (Kim et al., 

2018).  It is tempting to speculate that this functional segregation may, in part, be due to graded 

molecular differences between neurons uncovered in our transcriptomic analysis. These graded 

differences may also exist along mediolateral and anteroposterior axes to further subdivide V1 into 

functional circuits.  

 

Experience-dependent cell type specification in L2/3 

 

One of our main findings is that vision specifies L2/3 cell types in V1 and that these cell types are 

arranged in a sublayered fashion.  Recent studies have reported the sublayered organization of cell 

types in L2/3 of the mouse motor cortex, in addition to the visual cortex (Berg et al., 2021; 

Gouwens et al., 2019; Munoz-Castaneda et al., 2021; Network, 2021; Scala et al., 2020; Zhang et 

al., 2021), suggesting an analogous experience-dependent mechanism may be involved in 

patterning this region. Emerging transcriptomic, morphological, and physiological evidence of 

similar cell type continuums arranged in sublayers in L2/3 of the human cortex (Berg et al., 2021) 

raise the exciting possibility that experience-dependent cell-type specification may be a general 

principle of mammalian cortical development.   

 

Igsf9b is a vision-dependent regulator of cortical circuitry  

 

Patterns of experience-dependent activity may promote the expression of recognition molecules 

that regulate wiring. Indeed, different patterns of experience-independent activity have been shown 

to regulate the expression of cell-type specific wiring genes in the mouse olfactory system 

(Nakashima et al., 2019). Our identification of vision-regulated recognition molecules expressed 

in L2/3 neurons and genetic studies on Igsf9b provide support for the view that experience-

dependent processes may also contribute to cell-type specific wiring (Figures 3.7 and S3.7).   

 

Analyses of V1 in mice that lack Igsf9b revealed changes in inhibitory, but not excitatory, synaptic 

markers. More significantly, Igsf9b-/-  mice showed a significant decrease in the proportion of 

binocular neurons and the proportion of tuned neurons. In the case of the latter phenotype, the 

severity of the defect increased in deeper sublayers, where in wild type animals, Igsf9b expression 

is higher.  A similar impact on the tuning of glutamatergic neurons, more broadly within L2/3, was 

observed in optogenetic experiments in which perisomatic PV inhibitory neuron activity was 

suppressed (Zhu et al., 2015).  Thus, IGSF9B may modulate PV inhibitory input onto L2/3 

excitatory neurons during the critical period. These findings are consistent with previous studies 

demonstrating a role for IGSF9B in regulating inhibitory synapses.  

 

Limitations of the study 

 

Our data clearly establish that many genes are expressed in a graded fashion along the pial-

ventricular axis of L2/3. The simplest interpretation of this finding is that individual cells at 

different depths express varying ratios of these genes, which would be consistent with the single-

cell sequencing data. However, to directly test this hypothesis, future studies should quantify the 

expression of multiple genes simultaneously in the same cell as a function of the cell’s position 

using spatial transcriptomics methods (Ortiz et al., 2021). 
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Our single-cell sequencing, FISH, and genetic data support a model in which IGSF9B acts within 

L2/3 excitatory neurons in a graded fashion to regulate function. This observation mirrors the 

graded distribution of Igsf9b expression along the pial-ventricular axis in L2/3. However, as our 

deletion of Igsf9b was systemic, the precise molecular and cellular mechanisms underlying the 

phenotype are unclear. Future experiments in this regard would include inducible, cell-type 

specific knockouts of Igsf9b in L2/3 excitatory neurons, as well as other neuronal populations, 

with the goal of examining the maturation of L2/3 receptive tuning properties during the critical 

period. As IGSF9B physically interacts with Negr1 (Wojtowicz et al., 2020), a heterophilic ligand 

expressed on inhibitory neurons, genetic experiments will be necessary to assess the role of Negr1 

in regulating the maturation of L2/3 neurons and to discriminate between a role for IGSF9B-

mediated heterophilic versus homophilic interactions in circuit maturation. In a larger context, 

detailed biochemical, histological, and physiological analyses will be necessary to establish the 

relationship between the genetic requirement for IGSF9B for the functional maturation of L2/3 

neurons and the development of inhibitory synapses.  

 

Concluding Remarks 

 

In summary, our results raise the exciting possibility that experience-dependent cell type 

specification is a general phenomenon in mammalian brain development. Understanding how the 

interplay between circuit function, cell type specification, and experience sculpts circuitry will rely 

on integrating multiple levels of analysis from molecules to behavior.  

 

Material and Methods 
 

 

Data and code availability 

• All raw and processed snRNA-seq datasets reported in this study are publicly available via 

NCBI’s Gene Expression Omnibus (GEO) Accession Number GSE190940. Processed 

h5ad files are available at https://github.com/shekharlab/mouseVC. Visualization of the 

atlas is available at https://singlecell.broadinstitute.org/single_cell (Study ID: SCP1664). 

The imaging data has been deposited at https://figshare.com/articles/dataset/Vision-

dependent_specification_of_cell_types_and_function_in_the_developing_cortex/169925

44. 

• Computational scripts detailing snRNA-seq analysis reported in this paper are available at 

https://github.com/shekharlab/mouseVC. All custom software for imaging analysis will be 

made available upon request. 

 

Experimental model and subject details  

 

Mice 

 

Mouse breeding and husbandry procedures were carried out in accordance with UCLA's animal 

care and use committee protocol number 2009-031-31A, at University of California, Los Angeles. 

Mice were given food and water ad libitum and lived in a 12-hr day/night cycle with up to four 

adult animals per cage. Only virgin male C57BL/6J wild-type mice were used for single nuclei 

sequencing and FISH experiments in this study.  

https://github.com/shekharlab/mouseVC
https://singlecell.broadinstitute.org/single_cell
https://figshare.com/articles/dataset/Vision-dependent_specification_of_cell_types_and_function_in_the_developing_cortex/16992544
https://figshare.com/articles/dataset/Vision-dependent_specification_of_cell_types_and_function_in_the_developing_cortex/16992544
https://figshare.com/articles/dataset/Vision-dependent_specification_of_cell_types_and_function_in_the_developing_cortex/16992544
https://github.com/shekharlab/mouseVC
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For genetic analysis of Igsf9b, mice used in immunohistochemistry and 2-photon imaging 

experiments were naive subjects with no prior history of participation in research studies. All live 

imaging was performed on mice expressing jGCaMP7f in V1B neurons. GCaMP expression was 

induced by AAV pGP-AAV-syn-jGCaMP7f-WPRE intracortically injected into Igsf9b WT and 

KO mice. WT (Igsf9b+/+) and KO (Igsf9b-/-) mice were bred from Igsf9b+/- mice graciously gifted 

by the Krueger-Burg lab. These mice were originally obtained by their lab from Lexicon 

Pharmaceuticals (Thee Woodlands, TX, U.S.A.; Omnibank clon 281214, generated through 

insertion of the Omnibank gene trap vector 48 into Igsf9b gene in Sv129 ES cells). The commercial 

version of this mouse has since sold to Taconic Biosciences (1 Discovery Drivee, Suite 304, 

Rensselaer, NY 12144) (https://www.taconic.com/knockout-mouse/igsf9b-trapped). The mice 

were backcrossed onto C57BL/6J background for at least 6 generations by the Krueger-Burg lab 

and confirmed to be null KO in Babaev et al 2018 (https://doi.org/10.1038/s41467-018-07762-1). 

Genotyping was performed on P6-P9 pups, and genotypes of pups were identified by PCR that 

was outsourced to Transnetyx (transnetyx.com). Plots for NR and DR mice in Figure 3.7G, J and 

K were from unpublished results in Tan et al., 2020.  A total of 14 mice, both male (9) and female 

(5) were used in 2-photon imaging. P21 WT: 3 males and 1 female. P21 KO: 1 male and 2 females. 

P36 WT: 4 males and 1 female (1 female overlaps with P21 WT). P36 KO: 1 male and 4 females 

(2 females overlap with P21 KO). 

 

Visual deprivation experiments 

 

Mice that were dark-reared were done so in a box covered from inside and outside with black 

rubberized fabric (ThorLabs Cat# BK5) for 7-17 days (P21-P28 or P21-P38) or 9 days (P8-P17) 

before being euthanized. The dark box was only opened with red light on in the room (mice are 

more than 10-fold less sensitive to red light). Mice that were dark-light reared were first dark 

reared for 7 days from P21 to P28 in the dark, and then transferred back to the mouse room to 

receive 8 hours of ambient light prior to euthanasia. Normally reared mice were housed in a 12 hr 

light-ON, 12 hr light-OFF cycle. Tissue was collected during a range of 4-8 hours into the light-

ON phase. DR mice were dark reared for a period of 7 (P28 DR) and 17 (P38 DR) days with no 

light. Tissue was collected immediately after retrieving the mice from the dark box. For the dark-

light rearing (P28 DL), mice were placed in the light for 8 hours during the light phase in the 

mouse room after coming out of the dark box. 

 

V1 dissection to obtain single nuclei 

 

Normally-reared mice were dissected at P8, P14, P17, P21, P28, and P38. Isoflurane was used for 

anesthetization and mice were euthanized by cervical dislocation.  Dark-reared mice were 

dissected at P28 and P38. Dark-light reared mice were dissected at P28 after exposure to 8 hr 

ambient light. For each age or condition group, 30 mice were dissected: 15 for each biological 

replicate of single-nucleus(sn) RNA-sequencing. Mice were anesthetized in an isoflurane 

chamber, decapitated, and the brain was immediately removed and submerged in Hibernate A 

(BrainBits Cat# HACA). While the dissection was aimed to target V1b, the region enriched for 

binocular neurons, due to the small size of this region, the dissection invariably captured 

neighboring V1 tissue. Therefore, we refer to the tissue as V1. Extracted brains were placed on a 

metal mold and the slice containing V1 was isolated by inserting one blade 0.5 mm posterior to 

the lambdoid suture and a second blade 1.5 mm further anterior (2 spaces on the mold). This slice 

https://www.taconic.com/knockout-mouse/igsf9b-trapped
https://doi.org/10.1038/s41467-018-07762-1
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was removed and lowered to Hibernate A in a 60cc petri dish, which was placed on a ruler under 

a dissecting microscope. The midline was aligned with the ruler and the first cut was bilaterally 

3.3 mm out from the midline. The second cut was 0.7 mm medial to the first cut. The cortex was 

peeled off the underlying white matter. The V1 piece with a total of 1 mm cortex depth by 1.5 mm 

thickness was transferred to a dish containing 600 µl of RNAlater (Thermo Fisher Cat# AM7020) 

and kept on ice until dissections were complete. Dissected tissues were then kept in RNAlater at 

4°C overnight and transferred to -20°C the next day. Tissue was stored this way for up to 1 month 

prior to being processed for snRNA-seq. 

 

Droplet-based single-nucleus(sn) RNA-sequencing 

 

For each biological replicate, dissected V1 regions from 15 mice were removed from RNAlater, 

weighed, then chopped with a small blade on a cleaned slide on top of a cooling cube. Tissue was 

then transferred to a dounce homogenizer chilled to 4°C and denounced slowly 30 times with a 

tight pestle in 1 ml of homogenization buffer containing 250mM Sucrose, 150mM KCl, 30mM 

MgCl2, 60mM Tris pH 8, 1 µM DTT, 0.5x protease inhibitor (Sigma-Aldrich Cat# 11697498001), 

0.2 U/µl RNase inhibitor, and 0.1%TritonX. All solutions were made with RNase-free H2O. Each 

sample was filtered through a 40 μm cell strainer and then centrifuged at 1000g for 10 minutes at 

4°C. The pellet was resuspended in the homogenization buffer and an equal volume of 50% 

iodixanol was added to the resuspended pellet to create 25% iodixanol and nuclei mix. This mix 

was layered upon 29% iodixanol and spun at 13,500g for 20 minutes at 4°C. The supernatant was 

removed and the pellet was washed in a buffer containing 0.2 U/µl RNAse inhibitor, PBS (137 

mM NaCl, 2.7 mM KCl, 8 mM Na2HPO4, and 2 mM KH2PO4, pH 7.4), 1% bovine serum albumin, 

and then filtered over a 40 μm filter and centrifuged at 500g for 10 minutes at 4°C.  The pellet was 

resuspended and filtered with two more 40 μm filters, cells counted on a hemocytometer and then 

diluted to 700-1200 nuclei/mm3. Nuclei were re-counted on a 10X automated cell counter. Nuclei 

were further diluted to the optimal concentration to target capturing 8000 cells per channel.  

 

Nuclei from each biological replicate were split into two and run separately on two channels of 

10X v3, targeting 8,000 cells per channel. We refer to these as library replicates. For each 

experiment, we performed two biological replicates towards a total of four library replicates. The 

two biological replicates were processed on different days.  Sequencing was performed using the 

Illumina NovaSeq™ 6000 Sequencing System (S2) to a depth of ~30,000 reads per cell. All library 

preparation and sequencing were performed at the UCLA’s Technology Center for Genomics & 

Bioinformatics (TCBG) core.  

 

Single-molecule fluorescent in situ hybridization (smFISH) 

 

C57/BL6J mice were anesthetized in isoflurane at ages ranging from P8 to P38 and then perfused 

transcardially with heparinized PBS followed by 4% paraformaldehyde (PFA) diluted in PBS and 

adjusted to pH 7.4. Following perfusion, the brains were collected and postfixed for 24h at 4°C in 

4% PFA, and then cryoprotected sequentially in 10%, 20%, and 30% sucrose in PBS solution until 

the brain sank. Brains were then frozen in OCT using a methylbutane and dry ice bath and stored 

at -80°C until time of sectioning. Brains were cut into 15 μm thick coronal sections at -22/-20°C 

using a cryostat (Leica CM 1950) and single sections were collected in a charged microscope slide 

in ascending order from the frontal to the occipital region starting in V1. For localization of the 
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visual cortex V1 and binocular zone of V1, coordinates from (Franklin, 2012) were used. Sections 

were stored at -80°C until further processing. For all FISH experiments, coronal sections were 

selected to be from a similar anatomical region within V1 when comparing conditions or ages. 

  

Multiplex FISH was performed following ACD Biology’s Multiplex RNAscope v2 assay 

(Advanced Cell Diagnostics, cat# 323110). Briefly, thawed sections were baked at 60°C, post-

fixed for 1 hr at 4°C in 4% PFA, and then dehydrated in sequential ethanol treatments followed by 

H2O2 permeabilization and target retrieval. Protease III treatment was used, then application of 

probes and sequential amplification and fluorophore development fluorophores (Akoya 

Biosciences cat# FP1487001KT, FP1488001K, FP1497001KT). Slides were counterstained with 

1 ug/ml 4,6-diamidino-2-pheenylindole (DAPI, Sigma cat #D9542) and mounted with Prolong 

Gold (Thermo Fisher Scientific cat# P36930).  RNAscope probes used include:  Igsf9b (cat# 

832171-C3), Mdga1 (cat#546411, 546411-C2), Nlgn2 (cat# 406681). Cdh13 (cat # 443251-C3), 

Chrm2 (cat # 495311-C2), Deptor (cat #481561 - C3), Gad1 (cat3 400951-C2), Slc17a7 (cat# 

416631-C2, 416631, 416631-C3), Trpc6 (cat# 442951), Tshz2 (cat# 431061-C1). Each time point 

or condition had three to four biological replicates comprising brain sections from different mice. 

NR mice at P8, P14, P17, P21, P28, and P38, DR mice at P17, P28, and P38, and DL mice at P28 

were used.  

 

Immunolabeling for synaptic markers  

 

Immunolabeling for VGLUT1 and GAD65 on brains at all time points shown was performed on 

perfusion-fixed brains that underwent the same preparation as for smFISH. Brains were sectioned 

to 15 μm sections. Sections were then incubated for 24 hr with anti-VGLUT1 (guinea pig 

polyclonal Millipore Sigma Cat# AB5905) and anti-GAD65 (mouse monoclonal Millipore Sigma 

Cat#MAB3521R) diluted 1:500 in blocking solution (10% NGS in 0.3% PBST), washed 3x times 

in PBS, and then incubated for 2 hr with goat anti-mouse 488 (Invitrogen Cat# A11029) and goat 

anti-guinea pig 568 (Invitrogen Cat#A11075) both diluted 1:500 in blocking solution.  

 

Immunolabeling for synaptic markers in IGSF9B KO vs WT experiments were performed on 

perfusion-fixed brains sectioned to 40 µm and preserved in aliquots of antifreeze (42.8g Sucrose 

Fisher Cat # S25590B, 0.33g of MgCl2.6H2O Sigma Cat#M2670, 312.5g (250 mL) glycerol 

Sigma Cat#G7757, 25mL 10X PBS, total to 500 mL w/ ddH2O). On the day of the experiment, 

tissues were washed 4 times at 15 minutes per wash from antifreeze using 0.3% PBST, blocked 

with 10% goat serum in PBST, incubated with primary antibody at 4C for 2 nights (~44 hours). 

Samples were washed 4 times, 15 minutes each in 1X PBS, then secondary antibody diluted in 

blocking solution was added for 2 hr at room temperature. Samples were washed 4 times at 

10minutes per wash in 1X PBS then stained with 1:10k DAPI for 15 minutes, washed for 10 min 

in PBS, and then mounted with Prolong Gold. Primary antibodies used include: anti-VGLUT1 

(guinea pig polyclonal Millipore Sigma Cat# AB5905), anti-VGLUT2 (Guinea pig polyclonal 

Synaptic Systems Cat#135404, anti-GAD65 (mouse monoclonal Millipore Sigma 

Cat#MAB3521R), anti-NLGN2 (guinea pig polyclonal Synaptic Systems Cat#129205), anti-

GABRA1 (rabbit polyclonal Synaptic Systems Cat#224203), anti-GABRG2 (guinea pig 

polyclonal Synaptic Systems Cat#224004 (anti-GPHN (mouse monoclonal Synaptic Systems 

Cat#147011), anti-VGAT (rabbit polyclonal Synaptic Systems Cat#131002), anti-PSD95 (rabbit 

polyclonal Invitrogen Cat#VH307495), anti-SSCAM (rabbit polyclonal Sigma Aldrich Cat#2441). 
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Secondary antibodies used include goat anti-guinea pig 566 (Invitrogen Cat#A11075), goat anti-

guinea pig 647 (Life Technologies Cat#A21450), goat anti-mouse 488 (Invitrogen Cat#A11029), 

goat anti-guinea pig 568 (Invitrogen Cat#A11075), goat anti-rabbit 488 (Life Technologies 

Cat#A11008), goat anti-mouse 568 (Invitrogen Cat#A11031), goat anti-rabbit 647 (Invitrogen 

Cat#A21244), goat anti-rabbit 568 (Invitrogen Cat#A11011).  

 
Confocal imaging  

 

All histology images were acquired on a Zeiss LSM 880 confocal microscope with Zen digital 

imaging software. In situ hybridization images were acquired using 20x and 40x magnification 

objectives with 0.8 NA and 1.2 NA, respectively. Each image frame was 1024 pixels x 1024 pixels. 

For 20X and 40X images, this corresponded to a 425.1 μm x 425.1 μm and 212.5 μm x 212.5 μm 

coverage area per frame, respectively. Vertically tiled 20X images were acquired covering all 

cortical layers, as well as 40X horizontal tiled images to cover L2/3 only. Z-stacks were taken to 

cover the entire 15 μm section. Mdga1 and Ccbe1, both L2/3-markers, were used as markers to 

assess the cortical depth covered by each 40X image. For each 40X frame starting at layer 2, one 

frame covered the depth of L2/3 based on Mdga1 and Ccbe1 signals. 

 

For immunolabeling experiments of synaptic markers, images were taken using a confocal 

microscope with high NA 63X magnification objective (1.4 NA), imaged on both hemispheres of 

the brain in L2/3 of V1 based on anatomical landmarks. Each z-stack comprising 15 optical 

sections spanned the first 5 μm of each section imaged with step interval of 0.3648 μm. For thick 

(40 µm) immunohistochemical sections, two 5 μm thick z-stacks under 63X objective were 

vertically tiled to cover the entire L2/3 of V1. Each individual imaging frame is 1024x1024 in 

pixel with 134.95 μm x 134.95 μm area coverage; two tiled images result in a final area coverage 

of 134.95 μm x 269.9 μm. 

 

Imaging quantification 

 

3D z-stacked images were z-projected on FIJI version 2.1.0/1.53c. The entire z-stack covering the 

slide was projected into a 2D image with maximum intensity. 20X images were tiled using DAPI 

and Slc17a7 channels (when available) as guides through linear blending to capture the entire 

cortical thickness. 40X and 63X images were processed as is. Maximum-projected images were 

entered into CellProfiler using a custom pipeline modified from the original SABER-FISH 

pipeline (Kishi et al., 2019). Modifications were made to detect up to four imaging channels 

(McQuin et al., 2018). CellProfiler was used to perform nuclear and cell segmentation, as well as 

puncta counting. Nuclear segmentation was done by using DAPI and cellular segmentation was 

done by taking a fixed radius of 5 pixels around the nucleus. For downstream computation, nuclear 

segmentation results were used. Segmented images had nuclear boundaries as well as individual 

puncta married in an overlay color with original image items in gray. All segmented images were 

inspected to ensure no aberration in segmentation or puncta calling.  

 

After segmentation and puncta calling, data were analyzed in R using custom scripts to compare 

nuclear mRNA counts (i.e., number of puncta) between time points and conditions. For cell type 

experiments, cells were sorted into types based on mRNA counts of marker genes. Briefly, cells 

were ranked based on their mRNA counts of each gene and visualized as a scatter plot of counts 
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vs. rank. The knee of this plot was located (Arneson et al., 2018). The mRNA count value at the 

knee was chosen as the cutoff for cell type assignment. Quantification of protein puncta in 

immunolabeling experiments also used Cell Profiler by adapting the same pipeline developed to 

count mRNA puncta. Protein puncta were quantified per image and normalized by the number of 

nuclei segmented in that image (Figure S3.7B-F). In Figure S3.7G, the unique peri-nuclear 

somatic distribution of NLGN2 enabled its quantification using a 20-pixel boundary around the 

nucleus and counting the puncta that fell in that boundary. This allowed for quantifying NLGN2 

protein puncta per cell.  

 

Surgery and AAV injection 

 

All epifluorescence and two-photon imaging experiments were performed through chronically 

implanted cranial windows. Mice aged P10-11 (for P21 imaging) or P25-26 (for P36 imaging) 

were administered with carprofen analgesia prior to surgery, anesthetized with isoflurane (5% for 

induction; 0.75–1.5% during surgery), mounted on a stereotaxic surgical stage via ear bars and a 

mouth bar. Their body temperature was maintained at 37°C via a heating pad. The scalp and 

connective tissue were removed, and the exposed skull was allowed to dry. Then a thin layer of 

Vetbond was used to cover the exposed skull and wound margins. Once dry, a thin layer of dental 

acrylic was applied around the wound margins, avoiding the region of skull overlying V1. A metal 

head bar was affixed with dental acrylic caudally to V1. A 3mm circular piece of skull overlying 

binocular V1 on the left hemisphere was removed after using high-speed dental drill to thin the 

bone along the circumference of this circle. Care was taken to ensure that the dura was not damaged 

at any time during drilling or removal of the skull.  

 

Local AAV injection into binocular V1 took place after the skull was removed. Exposed brain was 

submerged in normal saline during injection. AAV was diluted in 1xPBS that contains 2.5% 

mannitol (w/v) to a final titer of 6.7~7.5x1012 genomes per ml. Mannitol was used to increase the 

viral spread (Mastakov et al., 2001). For both age groups, virus was injected at least 10 days before 

imaging. Virus injection was done using a glass micropipette (tip diameter: 19-25 μm) and 

Nanoject III (Drummond Scientific Company) attached on Scientifica PatchStar 

Micromanipulator (Scientifica) controlled with LinLab2 (Scientifica). Injection site was at 3 mm 

lateral from the midline and 1 mm rostral from lambda. Injections occurred at three depths: 470, 

340 and 210 µm below the pial surface. At each depth, 65 cycles of injection were done, with each 

cycle injecting 5 nL at 5 nL/s speed, with 10 second intervals between cycles. Thus, 325 nL of 

AAV was injected at each depth, and 975 nL was injected into V1B in total. After virus injection, 

a sterile 2.5 mm diameter cover glass was placed directly on the exposed dura and sealed to the 

surrounding skull with Vetbond. The remainder of the exposed skull and the margins of the cover 

glass were sealed with dental acrylic. Mice were then recovered on a heating pad. When alert, they 

were placed back in their home cage. Carprofen was administered daily for 3 days post-surgery. 

Mice were left to recover for at least 10 days prior to imaging. Mice injected at P10-11 would also 

be imaged at P36 if their cranial windows remained clear. 

 

Mapping of binocular area of the primary visual cortex 

 

The precise location of the binocular region in V1 on the left hemisphere for each mouse was 

identified using low magnification, epifluorescence imaging of jGCaMP7f signals. For all mice, 
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visual areas were mapped the day before imaging. Briefly, jGCaMP7f was excited using a 470nm 

light-emitting diode. A 27-inch LCD monitor (ASUS, refreshed at 60 Hz) was positioned such that 

the binocular visual field fell in the center of the monitor. The screen size was 112 deg in azimuth 

and 63 deg in elevation and the monitor was placed 20 cm from the eyes. A contrast reversing 

checkerboard (checker size 10x10 degree) bar windowed by a 1D Gaussian were presented along 

the horizontal or vertical axis to both eyes (Figure S3.7H). The checkerboard bar drifted normal 

to its orientation and swept the full screen width in 10 sec. Both directions of motion were used to 

obtain an absolute phase map along the two axes. Eight cycles were recorded for each of the four 

cardinal directions. Images were acquired at 10 frames per second with a PCO edge 4.2 sCMOS 

camera using a 35mm fixed focal length lens (Edmund optics, 35mm/F1.65, #85362, 3mm field 

of view). The camera focused on the pial surface. The visual areas were obtained from retinotopic 

maps of azimuth and elevation. The binocular area of the primary cortex was defined as the region 

of primary visual cortex adjacent to the higher visual area LM (Figure S3.7I).  

 

Two-photon calcium imaging 

 

Two-photon imaging was targeted to the binocular area of V1 using a resonant/galvo scanning 

two-photon microscope (Neurolabware, Los Angeles, CA) controlled by Scanbox image 

acquisition software (Los Angeles, CA). A Coherent Discovery TPC laser (Santa Clara, CA) 

running at 920 nm focused through a 16x water-immersion objective lens (Nikon, 0.8 numerical 

aperture) was used to excite jGCaMP7f. The objective was set at an angle of 10-11 degrees from 

the plumb line to reduce the slope of the imaging planes. Image sequences (512x796 pixels, 

490x630 μm) were captured at 15.5 Hz at a depth of 120 to 320μm below the pial surface on alert, 

head-fixed mice that were free to run on a 3D-printed running wheel (14cm diameter). A rotary 

encoder was used to record the rotations of this running wheel. Three planes that were well 

separated in depth and covered the top, middle and bottom of L2/3 were imaged per mouse (Figure 

S3.7J). To measure responses of neurons to each eye separately, an opaque patch was placed 

immediately in front of one eye when recording neuronal responses to visual stimuli presented to 

the other eye. 

 

Visual stimulation during 2-photon imaging 

 

On the same screen that was used for visual area mapping, a set of sinusoidal gratings with 18 

orientations (equal intervals of 10 degrees from 0 to 170 degrees), 12 spatial frequencies (equal 

steps on a logarithmic scale from 0.0079 to 0.1549 cycles per degree) and 8 spatial phases were 

generated in real-time by a Processing sketch using OpenGL shaders (see https://processing.org). 

These static gratings were presented at 4 Hz in full screen in pseudo-random sequence with 100% 

contrast (Figure 3.7A). Imaging sessions were 15 min long (3600 stimuli in total), thus each 

combination of orientation and spatial frequency appeared 16 or 17 times. Transistor-transistor 

logic signals were used to synchronize visual stimulation and imaging data. The stimulus computer 

generated these signals, and these were sampled by the microscope electronics and time-stamped 

by the acquisition computer to indicate the frame and line number being scanned at the time of the 

TTL.  

 

Analysis of two-photon imaging data 

 

https://processing.org/
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Image processing 

Movies for either eye from the same plane were processed together using a standard pipeline 

consisting of movie concatenation, motion correction, cell segmentation and ROI signal extraction 

using Suite2p (https://suite2p.readthedocs.io/). ROIs determined for each experiment were 

inspected and confirmed visually (Figure S3.7K). Neuronal spiking was estimated via non-

negative temporal deconvolution of the extracted ROI fluorescence signal using Vanilla algorithm 

(Figure S3.7L) (Berens et al., 2018). Subsequently, fluorescent signals and estimated spiking for 

each cell were split into separate files corresponding to the individual imaging session for each 

eye. Each imaging plane was processed independently.  

 

Calculation of response properties 

 

Identification of visually responsive neurons using SNR 

 

Signal to noise ratio (SNR) was used to identify neurons with significant visual responses (tuned 

neurons). SNR for each neuron was calculated based on the optimal delay of the neuron. Optimal 

delay was defined as the imaging frame after stimulus onset at which the neuron’s inferred spiking 

reached maximum. To calculate SNR, signal was the mean of standard deviations of spiking to all 

visual stimuli around the optimal delay (4-6 frames, thus ~0.323 sec, after stimulus onset; see 

Figure7H), and noise was this value at frames well before or after stimulus onset (frames –2 to 0, 

and 13 to 17). Neurons whose optimal delays occurred outside of the time-locked stimulus 

response window of 3 to 7 frames after stimulus onset (padded by ±1 frame around the 4-6 frame 

range used above) were spontaneously active but visually unresponsive. They were untuned 

neurons and had SNR values close to 1 (Figure 3.7I). The SNR values of these untuned neurons 

were normally distributed (mean = 1.0±0.03) over a narrow range. Untuned neurons with optimal 

delays naturally occurring in the 3-7 frame time window can be distinguished from visually 

responsive neurons by SNR. This SNR threshold was defined at 3 standard deviations above the 

mean SNR of the above-mentioned normal distribution (See the vertical dashed lines in Figure 

3.7K). SNR values were calculated separately for responses to the ipsilateral or contralateral eye. 

A neuron is monocular if its SNR for one eye, but not the other, was above the threshold (Figure 

3.7C). A neuron is binocular if its SNR for either eye was above the threshold (Figure 3.7D). A 

neuron is untuned if its SNR for neither eye was above the threshold. 

 

Tuning kernel for orientation and spatial frequency 

 

The estimation of the tuning kernel was performed by fitting a linear model between the response 

and the stimulus. Cross-correlation maps were used to show each neuron’s inferred spiking level 

to each visual stimulus (orientation and spatial frequency) and were computed by averaging 

responses over spatial phases. The final tuning kernel of a neuron was defined as the correlation 

map at the optimal delay (Figure 3.7B). 

 

Orientation preference  

 

We used vertical slices of the tuning kernel through the peak response and calculated the center of 

mass of this distribution as orientation preference. Orientation preference calculation:  
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𝑂𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 =
𝑎𝑟𝑐𝑡𝑎𝑛(∑ 𝑂𝑛𝑒𝑖2𝜋𝜃𝑛/180

𝑛 )

2
 

 

On is a 1x18 array, in which a level of estimated spiking (O1 to O18) occurs at orientations θn (0 to 

170 degrees, spaced every 10 degrees). Orientation is calculated in radians and then converted to 

degrees.  

ΔOrientation for binocular neurons 

 

For a binocular neuron, Oricontra is the neuron’s orientation preference to contralateral eye and 

Oriipsi is the orientation preference to ipsilateral eye. ΔOrientation was calculated as  

 

𝛥𝑂𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 =  |𝑂𝑟𝑖𝑐𝑜𝑛𝑡𝑟𝑎 − 𝑂𝑟𝑖𝑖𝑝𝑠𝑖| 

 

If the value of ΔOrientation is above 90 (e.g., |170-10|=160), then the actual value for the 

difference of orientation preferences to two eyes is 180- ΔOrientation (180-160=20). 

 

Quantification and Statistical Analysis for 2-photon imaging 

 

A power analysis was not performed a-priori to determine sample size. All statistical analyses were 

performed in MATLAB (https://www.mathworks.com/), using non-parametric tests with 

significance levels set at α < 0.05. Bonferroni corrections for multiple comparisons were applied 

when necessary. Mann-Whitney U-tests (Wilcoxon rank sum test) or two-sample Kolmogorov-

Smirnov tests were used to test differences between two independent populations.  

 

Computational analysis of single-nucleus transcriptomics data 

 

Alignment and quantification of gene expression  

Fastq files with raw reads were processed using Cell Ranger v3.1.0 (10X Genomics) with default 

parameters. The reference genome and transcriptome used was GRCm38.92 based on Ensembl 92, 

which was converted to a pre-mRNA reference package by following Cell Ranger guidelines. Each 

single-nucleus library was processed using the same settings to yield a gene expression matrix 

(GEM) of mRNA counts across genes (columns) and single nuclei (rows). Each row ID was tagged 

with the sample name for later batch correction and meta-analysis. We henceforth refer to each 

nuclear transcriptome as a “cell.” 

 

Initial pre-processing of normally reared samples to define classes, subclasses, and types 

This section outlines the initial transcriptomic analysis of data from normally reared samples. 

Unless otherwise noted, all analyses were performed in Python using the SCANPY package (Wolf 

et al., 2018). The complete computational workflow is illustrated in Figure S3.1D.  

 

1. Raw GEMs from 23 snRNA-seq libraries were combined: 6 ages, 2 biological replicates 

per age and 2 library replicates per biological replicate except for P38, where one of the 

technical replicates failed quality metrics at the earliest stage of processing. This resulted 

in a GEM containing 184,936 cells and 53,801 genes. 

https://www.mathworks.com/


 

  94 

2. We then generated scatter plots of the number of transcript molecules in each cell 

(n_counts), the percent of transcripts derived from mitochondrially encoded genes 

(percent_mito), and the number of expressed genes (n_genes) to identify outlier cells. Cells 

that satisfied the following conditions were retained: 700 < n_genes < 6500, percent_mito 

< 1%, and n_counts < 40,000. Only genes detected in more than 8 cells were retained for 

further analysis. This resulted in a GEM of 167,384 cells and 30,869 genes. 

3. Cells were normalized for library size differences. Transcript counts in each cell were 

rescaled to sum to 10,000 followed by log-transformation. For clustering and visualization, 

we followed steps described previously (Peng et al., 2019). Briefly, we identified highly 

variable genes (HVGs), z-scored expression values for each gene, and computed a reduced 

dimensional representation of the data using principal component analysis (PCA). The top 

40 principal components (PCs) were used to compute a nearest-neighbor graph on the cells. 

The graph was then clustered using the Leiden algorithm (Traag et al., 2019) and embedded 

in 2D via the Uniform Manifold Approximation and Projection (UMAP) algorithm (Becht 

et al., 2018).  

 

Additional filtering and class assignment 

 

The analysis above yielded 42 clusters (Figures S3.1E-F). Canonical marker genes for cortical 

classes and subclasses were used to annotate these clusters (Figure S3.1G, Table S3.1). We then 

used Scrublet (Wolock et al., 2019) to identify doublets (Figure S3.1H). Clusters that expressed 

markers of two or more classes or contained more than 50% doublets were labeled “Ambiguous” 

(Figure S3.1I). Removal of ambiguous clusters and doublets in the dataset resulted in a GEM 

containing 147,236 cells by 30,868 genes.  

 

For further analysis, this matrix was subset by cell class (glutamatergic neurons, GABAergic 

neurons, and non-neuronal cells) and age (P8, P14, P17, P21, P28 and P38) into 18 separate GEMs 

(Figure S3.1D).  

 

Identification of cell types within each class by age 

 

Each of the 18 GEMs were separately clustered using the procedure described above with one 

modification. Following PCA, we used Harmony (Korsunsky et al., 2019) to perform batch 

correction. The nearest-neighbor graph was computed using the top 40 batch-corrected PCs.  

 

Each GEM was then iteratively clustered. We began by clustering cells using the Leiden algorithm, 

with the resolution parameter fixed at its default value of 1. As before, UMAP was used to visualize 

the clusters in 2D. Through manual inspection, small clusters with poor quality metrics or 

ambiguous expression signatures were discarded, likely representing trace contaminants that 

escaped detection in the earlier steps. The remaining clusters were annotated by subclass based on 

canonical expression markers (Table S3.1, Figure 3.1D). Next, we performed a differential 

expression (DE) analysis between each cluster and other clusters in its subclass. If a cluster did not 

display unique expression of one or more genes, it was merged with the nearest neighboring cluster 

in the UMAP embedding as a step to mitigate over-clustering. This DE and merging process was 

repeated until each cluster had at least one unique molecular signature (Figures S3.3A-C). We 

refer to the final set of clusters as types.  
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Workflow for supervised classification analyses   

 

To assess transcriptomic correspondence of clusters across ages or between rearing conditions, we 

used XGBoost, a gradient boosted decision tree-based classification algorithm (Chen and Guestrin, 

2016). In a typical workflow, we trained an XGBoost (version 1.3.3) classifier to learn subclass or 

type labels within a “reference” dataset, and used it to classify cells from another, “test” dataset. 

The correspondences between cluster IDs and classifier-assigned labels for the test dataset are used 

to map subclasses or types between datasets. The classification workflow is described in general 

terms below and applied to various scenarios in subsequent sections. 

  

Let R denote the reference dataset containing NR cells grouped into r clusters. Let T denote the test 

dataset containing NT cells grouped into t clusters. Here, each cell is a normalized and log-

transformed gene expression vector u ∈ R or v ∈ T. The length of u or v equals the number of 

genes. Based on clustering results, each cell in R or T is assigned a single cluster label, denoted 

cluster(u) or cluster(v). cluster(u) may be a type or subclass identity, depending on context.   

  

The main steps are as follows: 

1. We trained multi-class XGBoost classifiers CR
0 and CR

T on R and T independently using 

all 30,868 genes as features. In each case, the dataset was split into training and validation 

subsets. For training we randomly sampled 70% of the cells in each cluster, up to a 

maximum of 700 cells per cluster. The remaining “held-out” cells were used for evaluating 

classifier performance. Clusters with fewer than 100 cells in the training set were 

upsampled via bootstrapping to 100 cells in order to improve classifier accuracy for the 

smaller clusters. Classifiers achieved a 99% accuracy or higher on the validation set. 

XGBoost parameters were fixed at the following values: 

1. ‘Objective’: ‘multi:softprob’ 

2. ‘eval_metric’: ‘mlogloss’ 

3. ‘Num_class’: r (or t) 

4. ‘eta’: 0.2 

5. ‘Max_depth’: 6 

6. ‘Subsample’: 0.6 

2. When applied to a test vector c, the classifier CR
0 or CR

T returns a vector p = (p1, p2, …) of 

length r or t, respectively. Here, pi represents the probability value of predicted cluster 

membership within R or T, respectively. These values are used to compute the “softmax” 

assignment of c, such that cluster(c) = arg maxi pi if arg maxi pi is greater than 1.2*(1/r) or 

1.2*(1/t). Otherwise c is classified as ‘Unassigned’. 

3. Post training, we identified the set of top 500 genes based on average information gain for 

each CR
0 and CR

T. These gene sets are denoted GR and GT. 

4. Using the common genes G = GR ⋂ GT, we trained another classifier CR
 on 70% of the 

cells in R, following the procedure outlined in 1. As before, the performance of CR was 

evaluated on the remaining 30% of the data.  

5. Finally, we trained a classifier CR on 100% of the cells in R. CR was then applied to each 

cell v ∈ T to generate predicted labels cluster(v). 
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Comparing transcriptomic signatures of developmental V1 to adult V1/ALM subclasses (Tasic et 

al., 2018) 

 

We used the aforementioned classification workflow to evaluate the correspondence between V1 

subclasses in this work (Figure 3.1D) and those reported in a recent study of the adult V1 and 

motor cortex (ALM) (Tasic et al., 2018). We trained a classifier on the V1/ALM subclasses and 

used it to assign an adult label to each V1 cell collected in this study. A confusion matrix was used 

to visualize the correspondence between developmental V1 subclasses and V1/ALM subclasses at 

adulthood (Figure S3.1J). This correspondence served as a proxy to evaluate the overall 

conservation of subclass-specific transcriptomic signatures across developmental stages 

(developing vs. adult), RNA source (single-nucleus vs. single-cell), platform (3’ droplet-based vs. 

full-length plate-based), and region (V1 vs. V1/ALM).  

 

Inferring temporal association between V1 types using supervised classification 

 

Relating types across time  

 

The supervised classification workflow was used to relate cell types identified at each pair of 

consecutive ages within each class (5 x 3 = 15 independent analyses). In each case, the classifier 

was trained on the older age dataset and applied to each cell in the younger age dataset. Thus, each 

cortical cell at the younger age possessed two type labels, one identified via clustering of cells at 

that age and the other based on a classier trained at the next age. Assessing the correspondence 

between these labels enabled us to link cell types between consecutive ages (e.g., P8-P14, P14-

P17 and so on) and track their maturation across development       

 

Quantification and visualization of cluster correspondence  

 

The correspondences between types throughout development were visualized using Sankey flow 

diagrams (Figures 3.2E, S3.2F-G). In the case of glutamatergic neurons, for example, inspecting 

the Sankey flow diagrams revealed that L2/3 and 4 types mapped more diffusely across time than 

L5 and 6 types, suggesting subclass specific differences in maturation. We quantified such 

subclass-specific differences using three methods, 

 

(1) We computed the adjusted rand index (ARI) between the cluster labels and classifier-

assigned labels. The ARI ranges from 0 and 1, with extremes corresponding to random 

association and perfect (i.e., 1:1) mapping, respectively. Negative values are possible 

for the ARI but were not observed in our data. The ARI was computed using the 

function sklearn.metrics.adjusted_rand_score(). ARI values were computed for each 

pair of consecutive ages (e.g., P8 and P14) within each subclass (e.g., L2/3). ARI 

differences between glutamatergic subclasses were visualized as bar plots (Figure 

3.2F). The analysis was repeated for GABAergic and non-neuronal cells (Figure 

S3.2H-I). 

 

(2) We computed for each type the F1 score, which is a measure of a classifier’s 

effectiveness at associating cells within a type to their correct type label. Its value 

ranges from 0 to 1, with extremes corresponding to no association and perfect 
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association between transcriptome and type label, respectively. The F1 score was 

computed for each type at each time point using the function 

sklearn.metrics.f1_score(). Values were grouped by subclass to visualize differences 

(Figures S3.2J-L). This analysis showed that in addition to exhibiting poor temporal 

correspondence, L2/3 and L4 types were also less transcriptomically distinct than L5 

and L6 types at any given time point (Figure S3.2J). Subclasses within GABAergic 

and non-neuronal cells did not exhibit such striking differences (Figures S3.2K-L). 

 

(3) We assessed the sensitivity of each subclass’ clustering results to the clustering 

resolution parameter of the Leiden algorithm, which controls the number of output 

clusters. The clustering resolution was increased from 1 to 2. We computed the ARI 

between the clusters identified at each value of the resolution parameter and the 

baseline clusters computed at a resolution value of 1. The ARI was computed for the 

clusters within each subclass at each time point separately. L2/3 and L4 clustering was 

more sensitive to changes in the resolution parameter than the clustering in L5 and L6 

(Figure 3.2G).  

 

Analysis of visual deprivation experiments 

 

Separation of major cell classes  

 

In visual deprivation experiments, snRNA-seq profiles were collected from cortical samples of 

mice dark-reared from P21-P28 (P28DR), dark-reared from P21-P38, (P38DR) and dark-reared 

from P21-P28 followed by 8 hours of ambient light stimulation. Overall, 12 GEMs from these 

three experiments were combined and preprocessed (4 libraries per experiment) using the steps 

described above for normally reared samples.  The numbers of cells prior to pre-processing were 

43,234, 36,373 and 31,815 for P28DR, P38DR and P28DL respectively. The final numbers of 

high-quality cells reported were 24,817, 25,671, and 26,575, respectively. 

 

Comparing DR and DL clusters to NR types using supervised classification 

 

To examine cell type correspondence between visual deprivation and normally reared experiments, 

we used supervised classification as described above. Classifiers were trained on P28NR and 

P38NR types, and cells from P28DL, P28DR, and P38DR were mapped to the corresponding NR 

age. The resulting confusion matrices were visualized as dot plots, and the ARI was computed for 

types within each subclass (Figure S3.5). 

 

Differential gene expression analysis 

 

Differential expression (DE) was performed in multiple settings to identify genes enriched in 

specific classes, subclasses, types, or rearing conditions. We used the 

scanpy.tl.rank_genes_groups() function and Wilcoxon rank-sum test in the scanpy package for 

statistical comparisons (Wolf et al., 2018). While searching for genes enriched in a particular group 

of interest, only those expressed in >20% of cells in the tested group were considered. 
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The results of the DE analyses were used in the following contexts: 1) To assess the quality of cell 

populations identified in the initial analysis, where each cluster in Figure S3.1F was compared to 

the rest. Clusters that did not express a unique signature or those that express markers known to 

be mutually exclusive were removed; 2) To identify subclass markers (Figure 3.2B, Figure 

S3.2D-E). This was accomplished by comparing each subclass against the rest; 3) To identify type-

specific markers within each subclass (Figure S3.3A-C). Here, each type was compared to other 

types of the same subclass; and 4) To identify gene expression changes as a result of visual 

deprivation. We performed DE between NR and DR (both ways) subclasses (Figure 3.6A, Figure 

S3.6A). 

 

Identification of genes showing graded expression among L2/3 types 

 

We compared each L2/3 type to the other two (e.g., A vs B and C) to identify 287 type-specific 

genes at fold change > 2 and p-value < 10-10 (Wilcoxon test).  The expression levels of these genes 

were z-scored, and we used k-means clustering to identify k=7 groups based on their pattern of 

expression among the three types (Figure S3.6A). The optimal number of groups was identified 

using the elbow method. Five of the seven groups, containing 217 genes, showed graded 

expression differences that could be classified into one of the following patterns based on visual 

inspection: A > B > C (77 genes), A < B > C (36 genes), C > A > B (9 genes), C > B > A (85 

genes) and A > C > B (10 genes). The remaining X genes were expressed in a digital fashion that 

fell into one of two groups: C > B = A (35 genes) and A > B = C (35 genes). Thus, approximately 

75% of the DE genes among L2/3 types are expressed in a graded fashion. 

 

Pseudo-spatial inference of gene expression in L2/3  

 

FISH experiments targeting the three L2/3 glutamatergic type markers revealed that type A resides 

at the top (near the pia), type B in the middle, and type C at the bottom of L2/3, bordering L4 

(Figure 3.3). Surprisingly, this relative positioning of A, B, and C types was mirrored in the 

UMAP embedding. We therefore hypothesized that the UMAP coordinates of a neuron may serve 

as a proxy for the approximate relative position of its soma in the tissue and used this to calculate 

the expected spatial expression profiles of genes in each dataset.  

 

In a given scenario, we marked the “A” and “C” cells furthest from each other on the UMAP space 

as the “root” and the “leaf” and assumed that these represent the top and bottom of L2/3 

respectively.  We used diffusion pseudo-time (DPT) (Haghverdi et al., 2015; Wolf et al., 2019) to 

order all L2/3 cells relative to the root cell.  DPT and similar methods have been used previously 

to order cells based on their developmental state (i.e., pseudo-time); we have used it in this context 

to infer “pseudo-spatial” position based on the observed correspondence described above. Pseudo-

spatial positions for cells were close to 0 at the top, where type A begins, and gradually increased 

through types B and C, reaching the maximum normalized value of 1 at the end of L2/3 in UMAP 

space. We performed this pseudo-spatial analysis for L2/3 neurons in each of the six normally 

reared samples.  

 

For the DR and DL datasets, where the spatial organization and transcriptomic profiles are 

disrupted, a root cell was randomly selected from the beginning of L2/3 in UMAP space (e.g., a 

cell from the edge of cluster “L2/3_1” was chosen for P28DR) (Figure 3.4B). Finally, to visualize 
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the expression of gradient genes as a function of pseudo-spatial position (Figure 3.6F, H), we 

averaged the expressions along bins of pseudo-spatial location that contained as many cells as 

~10% of a given dataset.  

 

Identification of temporally regulated genes 

 

This analysis was repeated separately for each of L2/3, L4, L5, and L6. Of the 30,868 genes in the 

data, we considered only those expressed in more than 20% of the cells in at least one of the six 

time points. This resulted in 6339, 5746, 6096, and 5428 genes for further analysis in L2/3, L4, 

L5, and L6, respectively. We first computed the average expression strength of every gene at each 

of the six time points. Here, the average expression strength 𝐸𝑔,𝑡 of gene 𝑔 at age 𝑡 is defined as 

follows, 

   𝐸𝑔,𝑡 = 𝐹𝑔,𝑡𝑋𝑔,𝑡 

where 𝐹𝑔,𝑡 is the fraction of cells at age 𝑡 that express gene 𝑔 and 𝑋𝑔,𝑡 is the mean transcript counts 

of 𝑔 among cells with non-zero expression. We only considered genes that satisfied the following 

condition, 

max(𝐸𝑔,𝑡) − min(𝐸𝑔,𝑡)

max(𝐸𝑔,𝑡)
≥ 0.3 

resulting in 2594, 2410, 2190, and 2192 genes for further analysis in L2/3, L4, L5, and L6, 

respectively. Next, to identify genes that showed significant temporal variation, we z-scored each 

𝐸𝑔 vector and randomly shuffled the temporal identities of the cells. We then recomputed a 

randomized analog of 𝐸𝑔,𝑡, which we call 𝐸𝑔,𝑡̂ . We then defined for each gene 𝑔 a deviation score 

between the actual and randomized expression vectors, 

 

        α𝑔 =
∑ (𝐸𝑔,𝑡−𝐸𝑔,𝑡̂ )

2T
𝑡

√∑ 𝐸𝑔,𝑡
2 ∑ 𝐸𝑔,𝑡

2̂T
𝑡

T
𝑡

 

 

Here, 𝑇 = 6 is the number of time points and the denominator acts as a normalizing factor; we 

observed a bias towards highly expressed genes in its absence. High values of α𝑔 indicate that the 

observed temporal pattern of expression is significantly different from the randomized pattern. We 

picked 855 genes for further analysis that had 𝛼𝑔 > 0.2. This threshold was chosen by computing 

an empirical null distribution for 𝛼𝑔 using two randomizations 𝐸𝑔,𝑡
1 and 𝐸𝑔,𝑡

2̂ . The 99.9th percentile 

value of 𝑃𝑛𝑢𝑙𝑙(α𝑔) was 0.05, making 𝛼𝑔  = 0.2 a conservative threshold. Finally, we counted the 

number of temporally differentially expressed (tDE) genes identified in each layer (Figure S3.3H) 

 

Separation of cell classes and subclasses using Seurat 

 

In addition to clustering each time separately in SCANPY, Seurat (version 3.1, (Satija et al., 2015) 

was used to cluster data from all times and conditions together. This analysis was done to evaluate 

class and subclass level clustering, and to provide a framework to broadly check gene expression 

for FISH experiments in all subclasses at all times collectively. Seurat clustering was performed 

using two methods with similar final results. In the log-normalization based method, data were log 

normalized and scaled to 10,000 transcripts per cell, with 2000 variable genes used. In the 

generalized linear model method “SCTransform” (Hafemeister and Satija, 2019), normalization 
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was used with 3000 variable genes. In both methods cells with fewer than 1000 or over 6000 genes 

or >1% mitochondrial content were filtered out. PCA was performed and unsupervised clustering 

was applied to the top 80 PCs. Major cell type markers from (Tasic et al., 2016) and (Tasic et al., 

2018) were used to assign class and subclass designations to clusters. Clusters having two or more 

major markers were discarded as “doublet/debris” clusters, and clusters that were solely composed 

of one or two replicates were also discarded as debris clusters. In both log-normalization and SCT 

clustering by Seurat, the P8 cortico-cortical projecting excitatory neurons clustered separately 

from similar subclass neurons of later time points. Thus, P8 was clustered separately, and cell IDs 

from P8-only clustering were used to re-label the corresponding P8 cells in the full dataset. Class 

and subclass level clustering results matched SCANPY-based results (Figure S3.2J). 

 

Differential gene expression analysis using Seurat  

 

The Seurat-based clustering results were primarily used to assess subclass-level differentially 

expressed genes. Gene signatures of each cell subclass at different time points were identified with 

the FindMarkers function, performing pairwise time or condition comparisons and by comparing 

one time point to the average of others (a second method only used normally reared datasets). 

Genes were considered if they were present in 10% of cells, 0.25 log fold enriched (1.28 fold-

change or more), and had a Benjamini-Hochberg corrected P<0.05. Of these, genes that were 0.4 

log fold enriched (1.5-fold change or more) were classified as enriched. 

 

Quantification and statistical analysis 

 

Information for statistical analysis for all experiments and computational analyses are provided in 

the figure legends. Detailed descriptions of these statistical approaches can be found in the 

Methods. 
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Figure S3.1. Expression of GABAergic and glutamatergic markers with age, snRNA-seq data pre-processing, 

and comparison to transcriptomic signatures of adult visual and motor cortices (Tasic et al., 2018), related to 

Figure 3.1 
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A. Immunohistochemical analysis of the expression of VGLUT1 (a glutamatergic marker) and GAD65 (a 

GABAergic marker) with age.  Panels show a single confocal section of VGLUT1 (red) and GAD65 (green) 

during postnatal development in L2/3 of V1 in wild-type mice. Ages are indicated on the top right corner 

panels in the top row. Scale bar, 20 μm. 

B. VGLUT1 protein puncta quantification over time, n = 3-4 mice per age, quantified by slide imaged. 

Horizontal bars show p-values corresponding to a comparison of the number of puncta between each pair of 

ages using the Wilcoxon rank-sum test. Bar heights denote mean value, error bars are ± SEM.  

C. Same as B, for GAD65 protein puncta.   

D. A graphical summary of the computational pipeline used to define cell classes, subclasses, and types at each 

age in normally reared (NR) mice and to analyze the maturation of types.  A similar pipeline was used for 

analyzing the data obtained from dark-rearing (DR) and dark-light adaptation (DL) experiments described in 

Figure 3.4. See Methods for details. 

E. Uniform Manifold Approximation (UMAP) visualization of V1 transcriptomes prior to removing doublets. 

Individual nuclei are colored by age.   

F. Same as E, colored by transcriptomically defined clusters. This nominal clustering was used to identify and 

discard doublets and contaminants (Methods). 

G. Same as E, with nuclei colored by their subclass identity. Clusters in F were assigned to subclasses based on 

known gene markers (Table S3.1). 

H. Same as E, with computationally identified doublets highlighted in yellow. The doublets were identified 

using Scrublet, a nearest-neighbor classification framework that uses the data to simulate multiplets (Wolock 

et al., 2019). A post hoc analysis verified that the computationally identified doublets co-expressed markers 

from distinct classes and subclasses (Table S3.1) and were discarded prior to further analysis. 

I. Dot plot showing marker genes (columns) that distinguish subclasses (rows) identified in panel G.  The group 

labeled “Inh” is an admixture of inhibitory neuronal subclasses defined by Lamp5, Stac, and Frem1 that were 

not separated at this stage. The size of each dot represents the fraction of cells in each subclass with non-zero 

expression and its color denotes the average normalized expression level. 

J. Confusion matrix showing transcriptomic correspondence between subclasses identified in this study (rows) 

and subclasses (columns) reported in a scRNA-seq survey of the adult primary visual cortex (V1) and the 

anterior lateral motor cortex (ALM) (Tasic et al., 2018). The size of each dot represents the proportion of 

each row mapped to an adult cortex subclass based on an XGBoost classifier trained on the adult cortex. Each 

row of the matrix is normalized to sum to 100%. The specific pattern of mapping indicates that the 

transcriptomic correspondence at the level of classes and subclasses was robust despite differences in RNA 

source (nuclei vs. cells), age (P8-P38 vs. P70+), and sequencing methods (e.g., droplet-based and plate-

based). Glutamatergic and GABAergic subclasses map specifically to their V1 counterparts, reflecting 

regional specificity. Non-neuronal cells, on the other hand, mapped promiscuously, suggesting shared 

transcriptional programs between V1 and ALM for this class. 

K. UMAP visualization of subclass separation when the same dataset is analyzed using Seurat (Methods). (Left) 

colored by sample ID, (right) colored by subclass. X0 denotes low quality cells that were discarded. 

L. Line plots showing that the relative proportions of GABAergic neuronal subclasses remain stable with age 

despite significant variation in the number of nuclei collected (Table S3.2). 

M. Line plots showing relative proportions vs. age for non-neuronal subclasses. Abbreviations: Astro, astrocyte; 

Endo, endothelial cell; Micro, microglia; OD, oligodendrocyte; OPC, oligodendrocyte precursor cells; 

VLMC, vascular and leptomeningeal cells.  
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Figure S3.2. Additional data related to transcriptomic maturation of V1 cell types, related to Figure 3.2 

A. Ccbe1 is specific to L2/3 glutamatergic neurons (note transient expression in L4 and L5PT at P8), whereas 

Cux2 is expressed in both L2/3 and L4 glutamatergic neurons throughout development. 

B. Cux2 is also expressed in GABAergic neurons and some non-neuronal subclasses, while Ccbe1 is not. Thus, 

Ccbe1 is a bona fide L2/3 glutamatergic neuron-specific marker.  
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C. (Top) FISH images from coronal sections show that Cux2 is expressed in L2/3 and L4 while Ccbe1 is 

selectively expressed in L2/3 glutamatergic neurons from P14 to P38. Scale bar, 100 μm. Note that at P8, 

Ccbe1 and Cux2 overlap in expression, which is consistent with snRNA-seq results (panel A). (Bottom) 

Quantification of Ccbe1 and Cux2 expression as a function of cortical depth at P17. Images are aligned prior 

to quantification, so pia begins at 0 µm and the base of the cortex is 800 µm from pia. 

D. Tracks plot showing subclass-specific markers (rows) in inhibitory neurons (columns). For each gene, the 

scale on the y-axis (right) corresponds to normalized, log-transformed transcript counts detected in each cell. 

Columns are grouped and colored based by subclass (annotation bar, bottom). In addition to the well-known 

subclasses marked by Pvalb, Sst and Vip, we also identify subclasses of GABAergic neurons marked by the 

selective expression of Lamp5, Stac and Frem1. These subclasses were collapsed together in the group 

labeled “Inh” in Figure S3.1I. 

E. Same as panel D for non-neuronal subclasses.  

F. Sankey graph showing the transcriptomic maturation of V1 GABAergic types. Representation as in Figure 

3.2E. 

G. Same as F for non-neuronal types. 

H. Adjusted Rand Index (ARI) values quantifying temporal specificity during maturation of inhibitory types 

within each subclass. ARI is a measure of similarity between two ways of grouping the data, with values 

ranging from 0 (no correspondence) to 1 (perfect correspondence). For each subclass at each age, ARI values 

are computed by comparing the cluster identity of cells with the identity assigned by a multiclass classifier 

trained on the subsequent age. Individual bars denote the three inhibitory subclasses containing more than 2 

types each. Subclasses Lamp5, Stac and Frem1 are not shown as these could not be satisfactorily subdivided 

into constituent types in this study. Bar heights, mean ARI computed across pairs of consecutive ages; error 

bars, standard deviation. 

I. Same as panel H for non-neuronal subclasses. Subclasses Micro and Endo are not included as they each 

contain only one type.  

J. F1 score values quantifying the degree of transcriptomic separation among types within each glutamatergic 

layer. Each bar represents the average F1 score calculated for types from each layer across all ages. 

P***<0.0001 for comparison between L2/3 and L5/L6 and L4 and L5/6. 

K. Same as panel J for GABAergic types. 

L. Same as panel J for non-neuronal types. 
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Figure S3.3. Cell type-specific markers for glutamatergic, GABAergic, and non-neuronal subclasses, related to 

Figure 3.2 
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A. Dot plot showing markers (rows) for glutamatergic types (columns) within each subclass (panels, left to 

right). Within each subclass panel, the top two genes (rows) represent markers shared by all types, while the 

remainder are type-specific markers. Cux2 is also expressed in L4. By contrast, Ccbe1 is specifically 

expressed in L2/3 excitatory neurons from P14-P38. It is, thus, a subclass-specific marker. Type-specific 

genes Cdh13, Trpc6, and Chrm2 are specific to the A, B, and C type, respectively, within L2/3 but they could 

be expressed elsewhere in the developing V1. Expression levels are computed by pooling cells from all ages. 

Representation as in Figure S3.1I. Markers in all panels of this figure were identified using a Wilcoxon rank-

sum differential expression test with the following thresholds: fold-change > 2 and FDR < 0.05. 

B. Same as A, for GABAergic types within subclasses (panels, left to right). 

C. Same as A, for non-neuronal types. 

D. Dot plot showing that type-specific markers for L2/3 glutamatergic neurons vary with age. Also shown are 

markers for the precursor types AB and BC at P8 and P14, which are expressed in types A, B and C at later 

ages (P17-P38). The legend shown for this panel is the same for panels E-F. See Figure 3.3A and the 

corresponding text for a discussion of precursor types AB and BC. 

E. Dot plot showing that type-specific markers for L4 glutamatergic neurons also vary with age.  

F. Dot plot showing that type-specific markers for L5 glutamatergic neurons are stable with age 

G. Dot plot showing that type-specific markers for L6 glutamatergic neurons are stable with age. 

H. Bar plot showing the number of temporally differentially expressed (tDE) genes found in each layer. The 

elevated number of tDE genes in L2/3 and 4 is consistent with their late specification (see Figure 3.2). The 

selection criteria for tDE genes were identical for all layers (see Methods).  
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Figure S3.4. In situ analysis of L2/3 glutamatergic neuron types in normally reared mice, related to Figure 3.3 

A. Pseudo-colored representation of imaged cells (Methods) within L2/3 expressing one or more of the type 

markers Cdh13, Trpc6, and Chrm2 across the six ages. Each panel represents overlaid FISH images of 18 
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V1 regions from three mice imaged at 40X with the pial-ventricular axis oriented horizontally from left to 

right. Each imaging frame is 208 μm x 208 μm and is imaged starting at the top of L2/3 to the end of the 

imaging frame covering about the usual thickness of L2/3 in one frame. As pia could not be imaged within 

the same frame at 40X, alignment of overlaid images is less optimal compared to 20X images in the main 

figure. During quantification, this leads to an underrepresentation of Cdh13+ cells at the top of the imaging 

frame in 40X compared to 20X images.  

B. Line tracings quantifying number of cells per bin at each position along the pial to ventricular axis (x-axis) 

divided into 14 equally spaced bins, corresponding to panel A. 0 on the x axis is the region of L2/3 closest to 

pia.  

C. Same as panels A and B, at P5.  

D. Relative proportions of cells within each expression group defined in panel A as quantified by FISH.  Total 

number of cells analyzed: P5, 2106; P8, 3734; P14, 2937; P17, 3102; P21, 2078; P28, 2078; and P38, 2775. 

Scale bar, 100 µm. 

E. 40X FISH images of L2/3 at P8 labeled with the three type markers Cdh13, Trpc6, and Chrm2 that become 

evident after P17. Cdh13 and Chrm2 are selectively expressed between the precursor types AB and BC at 

earlier ages. Trpc6 is not expressed at this early stage. Pial to ventricular axis is oriented vertically from top 

to bottom. Scale bar, 50 µm. 

F. 40X FISH images of L2/3 at P35 labeled with the three type markers Cdh13, Trpc6, and Chrm2 showing 

sublayering along the pial to ventricular axis (top to bottom). Arrows denote inhibitory neurons expressing 

Cdh13. Scale bar, 50 µm. As in previous figures, the micrographs are rotated by 90 degrees compared to the 

quantification panels. 

G. FISH images showing the expression of L5 type markers at P28NR, P28DR, and P28DL. Deptor is a marker 

for L5IT and Tshz2 is a marker for L5NP. Scale bar, 50 µm. 

H. Same as panel G at P17NR and P17DR. Scale bar, 50 µm. 
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Figure S3.5. Transcriptomic changes in V1 cell type diversity in dark-rearing experiments, related to Figure 

3.4 

A. Confusion matrices from supervised classification analyses showing that transcriptomically-defined clusters 

in dark-reared (DR) mice (rows) map to the correct subclass in normally reared (NR) mice (columns). This 
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shows that the transcriptome-wide signatures that define the major subclasses are not disrupted by visual 

deprivation. Panels correspond to glutamatergic (left), GABAergic (middle) and non-neuronal (right) 

subclasses at P38. Results are similar when comparing P28DR vs. P28NR or P28DL vs. P28NR (data not 

shown).  

B. Confusion matrix from a supervised classification analysis showing that GABAergic clusters in P38DR mice 

(rows) transcriptomically correspond 1:1 to GABAergic types in P38NR mice (columns).  Results are similar 

when comparing P28DR vs. P28NR and P28DL vs. P28NR (data not shown). Together these results show 

that the transcriptomic signatures that define types within GABAergic neurons are not disrupted by visual 

deprivation. Inset, bar plot of the adjusted rand index (ARI) showing high transcriptomic correspondence 

between P28DR, P38DR and P28DL types and NR types at the same age. 

C. Same as panel B, showing the 1:1 transcriptomic correspondence of non-neuronal types between P38DR vs 

P38NR. ARI value is indicated on top. Results are similar for P28DR vs. P28NR and P28DL vs. P28NR 

(data not shown). Thus, the transcriptomic signatures that define non-neuronal types are not disrupted by 

visual deprivation.  

D. Dot plot showing expression patterns of L4 type markers (columns) in NR types at P28 and P38, and DR and 

DL clusters at the same ages (rows). Markers are grouped by those specific for NR types L4_A, L4_B and 

L4_C (annotation bar, top). 

E. Same as panel D for L6 types. L6 types in DR and DL experiments show a 1:1 correspondence with the NR 

types (panels D and E) and are therefore named accordingly. A similar 1:1 mapping is not possible for L2/3 

and L4 clusters in DR and DL experiments because of the disruption of type-specific gene expression 

signatures.   

F. Confusion matrices showing the transcriptomic correspondence between glutamatergic clusters in DR vs. 

types in NR at P28 (left) and P38 (right). With the exception of the three types in L2/3 and two types in L4, 

all the remaining types have a 1:1 match with a DR cluster. Thus, visual deprivation selectively impacts type-

specification within L2/3 and L4 among glutamatergic types.  

G. Confusion matrix showing the transcriptomic correspondence between glutamatergic clusters in DL vs. types 

in NR at P28. While the patterns are similar to panel D, L2/3 and L4 clusters show an increased 

correspondence, reflecting partial recovery of cell type specific signatures. 

H. Pseudo-colored representation of imaged cells (Methods) within L2/3 expressing one or more of the type 

markers Cdh13, Trpc6, and Chrm2 across five combinations of age and conditions, indicated on top. Each 

panel represents overlaid FISH images of 15-18 V1 regions from three mice imaged at 40X, with the pial-

ventricular axis oriented horizontally from left to right. Each imaging frame is 208 μm x 208 μm and is 

imaged starting at the top of L2/3 to the end of the imaging frame covering about the usual thickness of L2/3 

in one frame.  

I. Line tracings quantifying number of cells per bin at each position along the pial to ventricular axis (x-axis), 

divided into 14 equally spaced bins, corresponding to panel H. 0 on the x-axis is the region of L2/3 closest 

to pia. Total number of cells analyzed in H, I: P28, 933; P28DR 1671; P28DL, 2148; P38NR, 1419; and 

P38DR, 1784. 
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Figure S3.6. Graded gene expression among L2/3 types, and selective maturation of L2/3 types, related to 

Figure 3.6 

A. Type-specific genes for L2/3 types A, B and C (columns) are predominantly expressed in a graded (i.e., not 

a digital) fashion among the types. Each type was compared to the other two, and only genes with a fold-
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change (FC) cutoff >2 were selected (FDR< 0.05 by Wilcoxon rank-sum test). Colors denote z-scored 

expression levels across the three types. Genes (rows) are grouped by expression patterns among the types 

(e.g., A>B>C). The analysis was performed at P28NR, and the pattern of expression is similar at P38NR 

(data not shown). Green shading highlights graded genes, which are shown in Figure 3.6A. 

B. UMAP feature plots of L2/3 neurons at P28NR with cells colored based on their expression of selected DE 

genes from panel A. The leftmost panel on the top row shows the locations of the three types L2/3_A, L2/3_B, 

and L2/3_C. The remaining panels on the top row show three genes that are digitally expressed among the 

three L2/3 types. The bottom panels show four genes expressed in a graded fashion among the three L2/3 

types.  

C. Bar plot showing that only a small fraction of graded (shaded) genes from A are differentially expressed 

when L2/3 cells are compared in bulk between DR and NR mice at P28 (fold-change>2, P-value < 10-10 by 

Wilcoxon rank-sum test). Thus, visual deprivation does not change the average expression levels of these 

genes but disrupts their graded patterning.  

D. Schematic highlighting the anterolateral (AL) and posteromedial (PM) higher visual areas. Genes 

preferentially expressed by L2/3 neurons projecting to AL or PM are indicated. Colors identified by 

retrograde labeling experiments are listed (Kim et al., 2020). 

E. Violin plots showing expression of markers enriched in AL (left) and PM (right) projecting neurons from 

Kim et al., 2020 in L2/3 cell types in NR mice vs. L2/3 cell clusters in DR and DL mice at P28. The graded 

expression in NR types is disrupted in DR clusters and partially recovered in DL clusters.  

F. FISH images showing the expression of Mdga1 mRNA over time in V1. Three animals per time point, six 

images per animal. Scale bar, 20 μm.  

G. Box plot quantifying expression in panel F. Wilcoxon Rank Sum Test, **** p <0.0001. Number of cells 

quantified: P8,1191; P14,1011; P17, 1389; P21, 1729; P28, 1277; and P38, 1588. 

H. Bar plot showing the dependence of visual experience (DR and DL) on cell type specific genes within each 

layer. Each bar represents the Jaccard similarity of type-specific genes between different experience 

conditions. This was computed for each type within a layer separately and the mean and standard deviation 

are shown. While the gene expression signatures within all four layers are different for mice with different 

visual experience conditions, the effect is most dramatic for L2/3 (see L2/3 DR vs NR). In addition, DL 

significantly recovers the similarity of L2/3 signatures to those found in NR. 

I. Dot plot showing the temporal regulation of transcription factors (TFs) found in Figure 3.6A. Expression 

levels shown for L2/3 neurons. 

J. Same illustration as panel I across the conditions P28NR, P28DR, and P28DL. 

K.  (Left) Line plot showing that the temporal regulation of Igsf9b expression is confined to glutamatergic 

subclasses with the exception of oligodendrocytes. (Right) Line plot showing the regulation of Igsf9b 

expression across rearing conditions at P28. 

L. Assessment of L4 type markers to identify graded gene expression patterns. Each type was compared to the 

other two, and only genes with a fold-change (FC) cutoff >2 were selected (FDR< 0.05 by Wilcoxon rank-

sum test). Colors denote z-scored expression levels across the three types. Genes (rows) are grouped and 

colored by expression patterns among the types (e.g., A>B>C). The analysis was performed at P28NR, and 

the pattern of expression is similar at P38NR (data not shown). Green shading highlights graded genes. As 

predicted by Figure S3.5F, the markers for L4_A and B are more disrupted by dark-rearing than those for 

L4_C. Gene names can be found in Table S3.4. 

M. Bar plot showing the proportion of DE genes within each L4 type that are expressed in a graded fashion. The 

proportion of graded markers is higher for L4 types A and B (which neighbor L2/3) and is substantially lower 

for L4_C (which neighbors L5). 
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Figure S3.7. Immunohistological characterization of synaptic markers in Igsf9b KO, mapping V1b, and 

measuring receptive field tuning via 2-photon calcium imaging of awake mice, related to Figure 3.7 

A. Schematic of molecules at an inhibitory synapse. GAD65, VGAT, and NRXN are presynaptic. IGSF9B is 

both pre- and post- synaptic and binds homophilically. The intracellular component of Igsf9b interacts with 

SSCAM in the postsynaptic compartment, which also interacts with the intracellular domain of NLGN2 and, 

thereby, may stabilize NRXN-NLGN interaction at the cell surface. GABA receptors are post-synaptic. They 

comprise 5 subunits including subunits GABRA1 and GABRG2.  

B. Levels of GABRA1, GAD65, NLGN2, and VGAT protein in L2/3 of WT (n = 9) vs KO (n = 9) mice at P35-

38. Y-axis shows total puncta counted within a 130 x 260 m zone of L2/3 within V1 extending 260 µm 

from the top of L2/3 to the base of L2/3, and across by 130 m. *p < 0.05. **p <0.005 by Wilcoxon Rank 

Sum test. Exact P values: GABRA1, p = 0.0078; GAD65, p = 0.0056 VGAT, p = 0 .0028; NLGN2, p = 0.05. 

C. No significant difference in expression of excitatory synapse markers in KO vs WT, 9 mice per group, 

measured in L2/3 of V1 as in Figure 3.7B.  

D. VGAT protein as a function of L2/3 depth in KO (n = 9) vs WT (n = 9) mice. Top, p = 0.0078; Middle, p = 

0.55; and bottom, p = 4.1x10-5. Top, middle, and bottom regions of layer 2/3 are defined based on FISH 

results for type A, B, C markers. Top corresponds to the first 25 m of L2/3 and bottom corresponds to the 

lower 50 m with the middle being everything in between. 

E. VGAT and GPHN colocalization as a function of L2/3 depth in KO (n = 9) vs WT (n = 9) mice.  

F. GABRA1 as a function of L2/3 depth in KO (n = 9) vs WT (n = 9) mice, normalized by number of nuclei in 

the corresponding zone. Top region ns, Middle p = 0.00078, Bottom p = 0.063 (ns but trending).  

G. NLGN2 protein puncta per cell, in WT (n = 9) vs KO (n = 9) mice at P35-39. Total quantified cells: 2945 

from 9 mice in KO and 2786 cells from 9 mice in WT. Due to the perisomatic localization of Nlgn2, its level 

of expression was quantified on a cell by-cell basis by using a fixed 20-pixel ring around the nucleus as the 

cell border. **** p < 0.00005 by Wilcoxon Rank Sum test. Exact P values: Top ns. Middle p = 1.06 x 10-23, 

Bottom p = 3.96x 10-5.  
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H. Mapping visual cortical areas to localize the binocular region of V1 (V1b) using low-magnification 

epifluorescence imaging of jGCaMP7f evoked responses to checkerboard bars that were both drifting and 

flashing. 

I. Example image of a cranial window highlighting V1b and its border with higher-order lateromedial (LM) 

area. The purple rectangle delineates the field of view used for 2-photon imaging. Scale bar, 0.5 mm. 

J. Three planes of in vivo 2-photon calcium imaging of neurons within layer 2/3 in the field of view in panel I. 

The three imaging planes cover the top, middle and bottom sub-laminae in layer 2/3. Scale bar, 100 μm. 

K. Overlay of motion-corrected average fluorescence image and segmentation of neurons for the middle plane 

in J. Scale bar, 100 μm. 

L. Top left: a neuron expressing jGCaM7f in the bottom plane of panel J. Tuning kernel of this neuron was 

shown in Figure 3.7B. Scale bar, 10 μm. Bottom: the raw (black) and temporally deconvolved (red) 

jGCaMP7f signal from this neuron for 15 minutes of visual stimulation to the contralateral eye. The region 

in blue is expanded above horizontally to show more details of the signal.  

 

 
Table S3.1. List of canonical markers used to identify neuronal and non-neuronal subclasses, 

related to Figures 3.1 and 3.2. 

 

Table S3.2. Number of cells present in each of the 18 NR and 9 DR/DL datasets, related to 

Figures 3.1 and 3.4. 

 

Table S3.3. Subclass-specific markers for each subclass in the study, related to Figure 3.1. 

 

Table S3.4. Type-specific markers for each cell type in the study, related to Figure 3.1. 
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Chapter 4: Molecular states underlying neuronal cell type development and 

plasticity in the whisker cortex 
 

 

 

This chapter is adapted from the following work:  
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Shekhar#. Molecular states underlying neuronal cell type development and plasticity in the whisker 
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Abstract 
 

Mouse whisker somatosensory cortex (wS1) is a major model system to study the experience-

dependent plasticity of cortical neuron physiology, morphology, and sensory coding. However, 

the role of sensory experience in regulating neuronal cell type development and gene expression 

in wS1 remains poorly understood. We assembled and annotated a transcriptomic atlas of wS1 

during postnatal development comprising 45 molecularly distinct neuronal types that can be 

grouped into eight excitatory and four inhibitory neuron subclasses. Using this atlas, we examined 

the influence of whisker experience from postnatal day (P) 12, the onset of active whisking, to 

P22, on the maturation of molecularly distinct cell types. During this developmental period, when 

whisker experience was normal, ~250 genes were regulated in a neuronal subclass-specific 

fashion. At the resolution of neuronal types, we found that only the composition of layer (L) 2/3 

glutamatergic neuronal types, but not other neuronal types, changed substantially between P12 and 

P22. These compositional changes resemble those observed previously in the primary visual cortex 

(V1), and the temporal gene expression changes were also highly conserved between the two 

regions. In contrast to V1, however, cell type maturation in wS1 is not substantially dependent on 

sensory experience, as 10-day full-face whisker deprivation did not influence the transcriptomic 

identity and composition of L2/3 neuronal types. A one-day competitive whisker deprivation 

protocol also did not affect cell type identity but induced moderate changes in plasticity-related 

gene expression. Thus, developmental maturation of cell types is similar in V1 and wS1, but 

sensory deprivation minimally affects cell type development in wS1.  

 

Introduction 

Neural circuits and function in the neocortex develop in a two-step sequence. Intrinsic genetic 

programs specify diverse cell types and organize them into an embryonic connectivity map. 

Subsequently, sensory experience extensively refines this circuitry through activity-dependent 

mechanisms (Kandel, Eric R and Schwartz, James H and Jessell, Thomas M, 2000). The brain 

peaks in such experience-dependent plasticity during developmental stages known as critical 

periods (CPs) (Hubel et al., 1977; Lenneberg, 1967). These experience-dependent changes 

modulate individual neuronal features such as morphology and synaptic connectivity and alter 

network properties, including sensory coding and population activity dynamics (Espinosa and 

Stryker, 2012; Feldman and Brecht, 2005; Hensch, 2005). While sensory experience during critical 

periods influences the development of some neural cell populations, how these effects differ 

among the thousands of cell types that populate the mammalian cortex remains poorly explored 

(Yao et al., 2023, 2021; Zhang et al., 2023).  

Recent work in mouse primary visual cortex (V1) suggested that the maturation of glutamatergic 

neuronal types within the upper cortical layers (L2/3/4), but not lower-layer glutamatergic neurons 

or inhibitory neuronal types, is vision-dependent (Cheng et al., 2022; Xie et al., 2023). In response 

to visual deprivation, the transcriptomic profiles, spatial gene expression patterns, and functional 

tuning of L2/3 glutamatergic neurons were altered. Whether such selective influence of experience 

on cell type maturation is generally conserved across neocortical areas has not been studied. Given 

well-described deficits in experience-dependent forms of plasticity in neurodevelopmental 

disorders like autism, understanding the influence of experience in normal brain development is 

particularly important. 
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To address this gap, we studied the transcriptomic maturation of cell types in the mouse whisker 

primary somatosensory cortex (wS1; Figure 5.1A) during normal postnatal development and 

during deprived whisker sensory experience. wS1 processes tactile (touch) information from the 

facial whiskers. This is possible because wS1 contains a somatotopic map of the whisker pad so 

that sensory manipulation (plucking or activation) of specific whiskers drives plasticity in the 

cortical columns corresponding to those whiskers. The somatotopic organization provides strong 

technical advantages for investigating mechanisms of plasticity and has made wS1 a workhorse 

for studying morphological and physiological experience-dependent plasticity (Erzurumlu and 

Gaspar, 2012; Feldman and Brecht, 2005; Fox and Wong, 2005). Cortical circuit development and 

critical periods are also well described in wS1 (Figure 5.1B). Thalamocortical axons arrive in L4 

at postnatal day (P) 1-2, segregate into whisker-specific clusters at P3, and drive patterning of 

postsynaptic L4 neurons into  modules (termed barrels) in L4. Barrel pattern development is partly 

driven by neural activity during this early period (P0-3).  After this age, the anatomical barrel 

pattern remains stable, but alterations in whisker use drive physiological plasticity in wS1 that is 

maximal during two overlapping critical periods (CP1 and CP2). CP1 and CP2 initiate at the onset 

of active whisking (at P12) and coincide with peak synaptogenesis in wS1.  From P12-14, whisker 

deprivation (WD) disrupts receptive field structure (Maravall et al., 2004; Stern et al., 2001) and 

spine motility (Lendvai et al., 2000) in L2/3 pyramidal (PYR) cells (CP1). From P12-16, removing 

all but one whisker strengthens L4-L2/3 and L2/3-L2/3 synapses to enhance the representation of 

the spared whisker (CP2) (Wen and Barth, 2011). Brief 1-day whisker deprivation (WD) also 

drives physiological plasticity in parvalbumin-positive (PV) interneurons in L2/3, which acts to 

homeostatically preserve whisker-evoked firing rates in PYR cells, a form of plasticity that is 

robust at P21 (Gainey et al., 2018). It is unknown whether these physiological changes are 

associated with changes in gene expression. 

To study the relative contribution of intrinsic development and whisker experience to the 

establishment of wS1 cell types during early postnatal development, we combined single-nucleus 

RNA-sequencing (snRNA-seq), computational analyses, sensory perturbations, and fluorescence 

in situ hybridization (FISH) (Figure 5.1C). We first constructed transcriptomic atlases of wS1 at 

P12 and P22, which span from the onset of active whisking through CP1 and CP2. Within each 

atlas, single-nucleus transcriptomes were classified into a hierarchy comprising neuronal classes, 

subclasses, and types (Figure 5.1D). A comparison of gene expression between P12 and P22 

identified 250 genes that were predominantly up- or down-regulated temporally in a subclass-

specific fashion. We used FISH to validate some of the observed temporally regulated genes. 

These changes overlapped significantly with developmental changes observed in V1 during a 

similar period among corresponding neuronal groups (Cheng et al., 2022), suggesting that 

postnatal maturation programs may be conserved across cortical regions. At the resolution of 

neuronal cell types, we found the composition of lower-layer glutamatergic and GABAergic 

neuronal types to be highly concordant between P12 and P22. Similar to V1, only glutamatergic 

neuronal types in L2/3 underwent a significant compositional shift, suggesting they mature 

postnatally. Surprisingly, full-face whisker deprivation from P12 to P22 had minimal effect on 

gene expression programs and the development of cell type composition. This contrasts with V1, 

where dark-rearing imparted significant gene expression and compositional changes in L2/3 

(Cheng et al., 2022; Xie et al., 2023). Brief (1-d) whisker deprivation of a subset of whiskers in 

adolescent (P21) mice, a manipulation known to drive competitive whisker map plasticity, led to 

whisker column-specific changes in the expression of immediate-early genes (IEGs) in L2/3, 

demonstrating plasticity-related regulation of gene expression. Altogether, our results suggest that 
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wS1 and V1 develop similar cell types with a similar developmental timeline and exhibit activity-

dependent gene expression changes but with very different effects of postnatal sensory experience 

on cell type development.  

 

Results 

 
A single-nucleus transcriptomic atlas of the developing mouse whisker cortex  

 

To begin, we used droplet-based snRNA-seq to establish a reference atlas of wS1 neurons at P22 

in mice with normal whisker experience. By P22, all established CPs are complete (Figures 

5.1B,C). Next, to evaluate the influence of natural development and whisker experience on 

neuronal transcriptomic profiles, we used the same experimental approach to profile wS1 in three 

scenarios to compare with the reference atlas (Figure 5.1B). First, to identify temporally regulated 

genes and study cell type maturation from the onset of active whisking, we profiled wS1 from 

whisker-intact mice at P12, which coincides with peak synaptogenesis and the onset of CP1. We 

performed two additional experiments to study the role of whisker deprivation in regulating cell 

type-specific gene expression in wS1. In one experiment, we bilaterally deprived mice by plucking 

all whiskers from P12 to P22 to determine if WD from the onset of active whisking affects the 

composition of cell types and/or their gene expression programs. In the second, we plucked the B- 

and D-row whiskers for 1 day, from P21 to P22. This sensory manipulation induces plasticity of 

excitatory and inhibitory circuits within deprived whisker columns (Gainey et al., 2018; Li et al., 

2014).  The goal of this experiment was to test whether a brief WD caused cell type-specific 

transcriptomic changes that could explain this physiological plasticity. 
 

Data from each experiment consisted of 2-4 snRNA-seq biological replicates, each derived from 

cells collected from 2-3 mice (Methods). The resulting gene expression matrices were filtered to 

remove low-quality cells and cell-doublets (Wolock et al., 2019), cells from non-neuronal 

populations, cells with a high proportion of mitochondrial transcripts (>1%), and cells that mapped 

poorly to other cortical datasets (Methods). In total, we obtained 81,462 high-quality nuclear 

transcriptomes corresponding to neurons across the four conditions profiled (Figures 5.1C, S1A-

C). We then used standard dimensionality reduction and clustering approaches to hierarchically 

taxonomize wS1 neurons into 2 classes, 12 subclasses, and 53 molecularly distinct neuronal types.  

Annotations were performed by leveraging known markers, natural clustering, and supervised 

mapping to established cortical datasets (Figures 5.1D-E, Methods). The relative frequencies of 

the neuronal subclasses, which spanned two orders of magnitude, were highly consistent across 

the experimental conditions (Figure 5.1F).  
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Figure 5.1. snRNA-seq atlas of the juvenile mouse primary whisker somatosensory cortex (wS1). 

(A) Schematic of the mouse whisker somatosensory system, including the facial whisker pad and the 

whisker somatosensory cortex (wS1). wS1 contains a somatotopic map of the whisker pad in which 

individual whiskers are represented by neural activity within barrel columns of the cortex.    (B) 

Experimental design and developmental timeline for snRNA-seq profiling of one reference (control) 

dataset at P22 and three experimental conditions: an earlier time during development (P12) and 

following two different whisker deprivation paradigms at P22. RWD, row-whisker deprivation. AWD, 

all-whisker deprivation. (C) General experimental and computational workflow for snRNA-seq 

profiling and subsequent confirmatory studies. (D) Representation of cortical neuron diversity explored 

in this study highlighting the three taxonomic levels: classes, subclasses, and types. (E) Tracksplot 

showing marker genes (rows) for each neuronal subclass (columns). Data was aggregated from 81,456 

nuclei across all four conditions and each subclass was subsampled to the size of the smallest subclass 

for plotting purposes. (F) Relative frequencies of neuronal subclasses are highly consistent across 

biological replicates and experimental conditions. The highest variance is seen for L6b glutamatergic 

neurons, whose frequency ranges from 0.1% to 1% of all neurons. 
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Developmental gene expression changes are subclass-specific  

 

Next, we sought to characterize the patterns of developmental gene expression changes across the 

neuronal subclasses. We computed two scores for each gene: a subclass variability (SV) score, 

based on its maximum expression fold change among the subclasses, and a temporal differential 

expression (tDE) score, based on its maximum fold change between P12 and P22 among the 

subclasses. A total of ~4000 genes, each expressed in >40% of cells in at least one time point and 

at least one subclass, were included in this analysis (Table S5.1). Based on their scores (fold-

change (FC) >2 along each axis), genes were stratified into four quadrants Q1-Q4 (Figure 5.2A, 

Methods). Glutamatergic and GABAergic subclasses showed a similar proportion of genes (~70-

80%) with low SV and tDE scores (Q3 in Figure 5.2B). However, compared to GABAergic 

subclasses, glutamatergic subclasses were >3x more enriched (5.3% vs 1.5%) in genes with high 

subclass-variability and high tDE (Q1) and 1.5x more enriched (4.5% vs 3%) in genes with low 

subclass-variability and high tDE (Q2). Together, these results indicate that glutamatergic neurons 

undergo greater transcriptional changes during this period of postnatal maturation.  

 

To understand the functional significance of Q1-Q4 for glutamatergic neurons, we computed the 

enrichment of curated lists of genes such as transcription factors (TFs), cell adhesion molecules 

(CAMs), ion channels (ICs), and housekeeping genes (HK) in glutamatergic subclasses using a 

Fisher’s exact test (Figure 5.2C, Methods). Housekeeping genes generally had low scores on both 

scales and were therefore enriched in Q3, consistent with their constitutive and non-specific 

expression. TFs were not significantly enriched in any quadrant, which is in line with their broad 

roles in regulating transcription throughout development across all subclasses (Jain et al., 2022; 

Sousa and Flames, 2022). We found that CAMs, many of which are involved in regulating circuit 

formation (Sanes and Zipursky, 2020), were enriched strongly in Q1 and, to a lesser degree, in Q4. 

This is consistent with their previously reported cell type-specific and dynamic expression patterns 

during circuit formation in other organisms, suggesting that this is a conserved feature of neurons 

during key phases of wiring (Jain et al., 2022; Jain and Zipursky, 2023; Kurmangaliyev et al., 

2020; Özel et al., 2021). ICs were also enriched in Q1 and Q4, which aligns with changes in the 

physiological properties of neurons during this developmental period. Consistent with these trends, 

a Gene ontology (GO) analysis focusing on “biological process” revealed enriched categories such 

as “cell adhesion” and “axon guidance” for Q1 genes. In contrast, Q3 was enriched for general 

cellular processes such as “protein/mRNA transport” and “chromatin reorganization” (Figure 

5.2D, Figure S5.1D). Q2 was enriched in “synaptic translation” terms, reflecting a global 

developmental effort to synthesize proteins, and it also had ~60% of its enriched GO terms (8/13) 

overlapping with those of Q3 (Figure S5.1D, S5.2A). Q4 had a few terms overlapping with Q1 

and many overlapping with Q3 (Figure S5.2A). Among its top terms were “ion transport”, “cell-

cell adhesion”, and “protein phosphorylation” (Figure S5.1D). Together, these results suggest that 

Q1 is a subclass-specific program related to circuit development, Q2 is a global developmental 

program, Q3 is a static “housekeeping” program, and Q4 is a subclass-specific program associated 

with neuronal identity. These trends were qualitatively similar in GABAergic subclasses except 

with fewer Q1 and Q2 genes (Figures 5.2B, S5.2B). 
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Figure 5.2. Gene expression changes between P12 and P22 are enriched in neurodevelopmental 

processes. (A) Overview of analyses to classify genes based on subclass variability and temporal differential 

expression. (B) Scatter plot of subclass variability (SV) scores and temporal differential expression (tDE) 

scores of genes in glutamatergic (left) and GABAergic neurons (right). Scores along each axis are capped 

at the value of 2. (C) Same as B for glutamatergic neurons with four gene categories highlighted. Subpanels 

(clockwise, starting from top left) correspond to cell adhesion molecules (CAMs), transcription factors 

(TFs), housekeeping genes (HKs), and ion channels (ICs). Boxes on the right of each panel list the odds 

ratio (OR) and adjusted p-value (Padj) for the enrichment of the corresponding gene category in each 

quadrant (Fisher’s exact test). Grey values indicate neither enrichment nor depletion, while red and green 

indicate depletion and enrichment, respectively (see Methods for details). (D) Q1 is enriched in gene 

ontology (GO) programs associated with neurodevelopment, while Q3 is enriched in general housekeeping 

processes. (E) Stacked violin plot of example genes (rows) from Q1 with the highest tDE score in L2/3. 

Columns correspond to subclasses at P12 and P22, violins represent the expression distribution, and color 

represents median expression. Genes are colored according to the functional categories as in panel C. (F) 

FISH for tDE genes. Representative images (top) from an ‘across-row’ (see Methods) section in wS1. 

Cortical layers 2/3 and 4 are indicated on the sections. Quantification (bottom) of mean intensity in nuclei 

revealed strong temporal regulation of gene expression in L2/3 consistent with what was measured with 

snRNA-seq (see Figure 5.2E). Mann-Whitney test, ****p< 0.0001. L2/3_Col19a1: n = 4133, 3268 nuclei, 

L4_Col19a1: n = 1904, 1665 nuclei, L2/3_Sorcs3: n = 4414, 3394, L4_Sorcs3: n = 2221, 1876, 

L2/3_Gabrg3: n = 4340, 3210, L4_Gabrg3: n = 1808, 1564. Three mice per condition, two slices per mouse. 
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Next, we examined the degree to which temporally regulated genes were shared among subclasses. 

We isolated each subclass and identified significantly up/down-regulated genes (fold-change > 2 

between P12 and P22, FDR < 0.05 Wilcoxon rank-sum test) (Table S5.2). Of the ~421 genes 

identified, >60% were up/downregulated in a subclass-specific fashion (Figures S5.2C-D). These 

temporally regulated genes are a subset of the Q1-Q2 genes from Figure 5.2B. The subclass-

specific genes were enriched in Q1, and the shared genes were restricted to Q2 (Figures S5.2E,F). 

Additionally, we detected ~1.5x more downregulated than upregulated genes (Figure S5.2D). A 

similar pattern has been observed in multiple studies of fly brain development, where repression 

of gene expression is a dominant developmental driving force (“Dedifferentiation of Neurons 

Precedes Tumor Formation in lola Mutants - PMC,” n.d.; Rives-Quinto et al., 2020; Santiago et 

al., 2021). 

 

Figure 5.2E shows some examples of temporally regulated genes enriched in L2/3 glutamatergic 

neurons, including CAMs, TFs, ICs, and other genes. To confirm the temporal and subclass-

specific expression patterns seen with snRNA-seq, we performed multiplexed fluorescence in situ 

hybridization (FISH) using the RNAscope assay (Figure 5.2F). First, we verified the RNAscope 

assay was working as intended using proprietary positive and negative control probes. As 

expected, the positive control probes showed specific and widespread expression in the brain, and 

the negative control probes revealed no detectable signal (Figure S5.3E-F). Next, we selected 

three temporally regulated genes enriched in L2/3 from Figure 5.2E (Col19a1, Sorcs3, and 

Gabrg3), and probed their expression at P12 and P22 in wS1 (Figure 5.2F). The pattern of 

temporal regulation of gene expression was consistent between snRNA-seq and FISH (Figure 

5.2E-F), validating our findings of subclass-specific temporal regulation of gene expression in S1 

during postnatal development.  

  

Developmental changes in L2/3 cell type composition 

 

We next analyzed the maturation of cell types between P12 and P22. Using a decision tree-based 

classifier (Chen and Guestrin, 2016) trained on the cell type transcriptional profiles at P22, we 

assigned P22 type labels to each P12 transcriptome (Figures 5.3A, S5.3A-B; Methods, Table 

S5.3). Based on transcriptomic similarity, each neuron at P12 could be unequivocally classified 

into one of the 45 cell types at P22. This mapping allowed us to compare each cell type between 

the two ages.  

 

Despite spanning two orders of magnitude, cell type frequencies tightly corresponded between P12 

and P22 within all four GABAergic subclasses and 7/8 glutamatergic subclasses (Figure 5.3B-C). 

This suggests that most wS1 cell types acquire a distinct and stable transcriptional signature prior 

to P12. The only exception was L2/3 glutamatergic neurons (Figure 5.3C). Similar to what was 

observed in V1 (Cheng et al., 2022), L2/3 glutamatergic neurons in wS1 can be clustered into three 

nominal types that we label L2/3_A, L2/3_B, and L2/3_C. The relative frequency of L2/3_C was 

similar between the two ages, but L2/3_A halved from P12 to P22, while L2/3_B doubled from 

P12 to P22 (Figure 5.3C). Despite this prominent change in cell type composition, a principal 

component analysis (PCA) revealed that the transcriptomic programs underlying L2/3 

heterogeneity were similar. The first two principal eigenvectors from PCA corresponded highly 

between P12 and P22 (Figure 5.3D-E). The correspondence was nearly 1:1 for the top two 

eigenvectors, but with a slight reduction in the correlation coefficient, likely due to the 
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compositional shift of L2/3 neurons from P12 to P22. This temporal variation in cell type 

frequency coincided with i) a marked increase in the specificity of type A and C markers and ii) 

increased expression strength of B markers from P12 to P22 (Figures 5.3F, S5.3C). Consistent 

with the shift in cell type composition, >20% of L2/3 type-specific markers were temporally 

regulated, the highest among all subclasses (Figure S5.3D). 

  

Figure 5.3. L2/3 pyramidal cell type composition is selectively regulated during development. (A) 

Schematic for transferring P22 cell type labels (reference data) to P12 cells to facilitate cell type-level 

comparisons. (B) Within GABAergic neurons (~20% of all neurons), all cell types have approximately the same 

relative frequency between P12 (y-axis) and P22 (x-axis). Pearson correlation coefficient between the relative 

frequencies is indicated on top. (C) Same as panel B, for glutamatergic neurons (~80% of all neurons). All 

glutamatergic cell types except for L2/3_A and L2/3_B have approximately the same relative frequency 

between P12 and P22. (D) Percent variance captured (y-axis) by each principal component (PC) within L2/3 

neurons at P12 and P22 (colors). Note that PCA is performed independently on each dataset. For both ages, a 

spectral gap is observed after PC1 and PC2. (E) Pair-wise Pearson R values between the first four principal 

eigenvectors between P12 and P22. The first two principal eigenvectors corresponding to PC1 and PC2, which 

dominate the variance, map 1:1 between both ages with a high correlation. (F) Scatter plot of PC1 vs PC2 for 

L2/3 neurons at P12 (top row) and P22 (bottom row). With each row, the leftmost panel highlights cells by their 

type-identity (L2/3_A, L2/3_B, and L2/3_C). In the remaining panels within each row, cells are colored based 

on their aggregate expression levels of markers for each type (see Methods). Between P12 and P22, L2/3_A 

markers decrease in expression and increase in specificity, while L2/3_B markers increase in expression during 

development, driving cell type identity maturation.  
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Genes distinguishing L2/3 cell types and their temporal regulation 

 

We sought to validate the cell type compositional shift described above by performing 

fluorescence in situ hybridization (FISH) in wS1. We targeted markers enriched in the three L2/3 

types - Cdh13 for L2/3_A, Trpc6 for L2/3_B, and Chrm2 for L2/3_C (Figure 5.4A-B). These 

three genes were reported earlier to mark L2/3 types in V1 (Cheng et al., 2022). FISH experiments 

showed that between P12 and P22, Cdh13+ L2/3_A cells decreased in frequency, Trpc6+ L2/3_B 

cells increased in frequency, and Chrm2+ L2/3_C were stable (Figure 5.4C-D). At P12, L2/3_A 

cells were concentrated at the L1/2 border, with a small population of L2/3_B cells and a large 

population of L2/3_C cells. At P22, there were very few L2/3_A cells at the L1/2 border, and the 

majority were concentrated in the middle of L2/3 (Figure 5.4E). Similar to what was observed in 

V1, we showed that Cdh13+ cells in the center of L2/3 are likely inhibitory neurons, as they do 

not co-express Slc17a7 (vGlut1) (Figure S5.5A). Between P12 to P22, the Chrm2+ L2/3_C cells 

maintain their frequency, whereas the Trpc6+ L2/3_B cells increase relative to Cdh13+ L2/3_A 

cells (Figure 5.4E). In contrast to V1, where L2/3_A cells retain their L1/2 localization at ~P21 

despite decreasing in frequency, in wS1, L2/3_A cells are reduced at the L1/2 border while Trpc6+ 

L2/3_B cells become more prevalent (Figure 5.4E, Figure S5.5B-C). As another validation of 

L2/3 compositional changes, we targeted Adamts2 for L2/3_A, Bdnf for L2/3_B, and Chrm2 for 

L2/3C (Cheng et al., 2022; Tasic et al., 2018). The expression of Adamts2 and Bdnf showed the 

expected trend between P12 and P22 (Figure S5.5D-E), with Adamts2+ cells decreasing in 

abundance while Bdnf+ increased, agreeing with the snRNA-seq results (Figure 5.4A).  

 

Additionally, Figure S5.4 highlights the temporal regulation of several TFs, ICs, and CAMs 

differentially expressed among L2/3_A-C types. Note that genes enriched within a given type do 

not perfectly overlap and often bleed into the adjacent type, and this is related to the continuous 

nature of transcriptional variation within L2/3 (Cheng et al., 2022; Weiler et al., 2021; Xie et al., 

2023).  Some genes that retain expression patterns from P12 to P22 (e.g., Meis2, Foxp1, Kcnh7, 

Dscaml1) may be involved in the initial establishment and/or maintenance of cell type identity. 

Other genes (e.g., Rfx3, Zbtb16, Scn9a, Ncam2) are significantly temporally regulated and may be 

involved in the refinement of these cell type identities, including the maturation of their circuitry 

and physiology.  

 

Taken together, our results suggest that for most neuronal cell types in wS1, transcriptomic 

distinctions and relative composition are established prior to P12 and persist through the period of 

early sensory experience. Even though there are significant gene expression changes related to 

growth and maturation (Figure 5.2), these changes do not impact cell type identity. The exceptions 

to this rule were L2/3 types whose composition and type-specific gene signatures are significantly 

altered between P12 and P22. This mirrors the scenario reported earlier in V1 (Cheng et al., 2022), 

raising the question of whether the two cortices also share global and subclass-specific gene 

expression programs related to maturation, which we now address.  
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Figure 5.4. Cell type-specific temporal gene expression changes in L2/3 glutamatergic neurons. (A) 

Expression patterns of some L2/3 cell type-enriched genes along PC1 from Figure 5.3F. Genes are colored 

based on their type enrichment: A, green; B, orange; C, purple. Other genes are shown in Figure S5.4. (B) Same 

as Figure 5.3F, with cells colored by expression levels of Cdh13 (left), Trpc6 (middle), and Chrm2 (right), 

which are targeted for FISH experiments in panels C-E.  (C) Representative FISH images showing labeling of 

cell type markers Cdh13, Trpc6, and Chrm2 at P12 and P22 within wS1 L2/3. Arrowheads indicate putative 

Cdh13-expressing interneurons (See Figure S5.5A). (D) Summary plots based on overlay of all images of L2/3 

visualizing expression of Cdh13, Trpc6, and Chrm2 at P12 and P22. Circles represent individual excitatory cells 

within L2/3, colored based on their expression of one or more marker genes (color code as in panel E).  To the 

right of each summary plot is the kernel density estimate for each type along the pial-ventricular axis. Cdh13+ 

cells dominate in upper L2/3 at P12, whereas Trpc6+ cells are more abundant at P22.  N = 10-12 slices from 3 

mice per time point. (E) Quantification of the fraction of excitatory (Slc17a7+, not shown) L2/3 cells expressing 

one or more markers Cdh13, Trpc6, and Chrm2 at P12 and P22. N = 10-12 slices from 3 mice per time point. 
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Differences and similarities between wS1 and V1 in cell type development and gene expression 

changes 

 

The results thus far have highlighted multiple similarities between wS1 and V1 maturation. For 

example, both regions share the same transcriptomic subclasses and markers, L2/3 is selectively 

regulated by development in both, and both contain equivalent L2/3 cell types and markers (Cheng 

et al., 2022). These similarities motivated a systematic comparison of developmental gene 

expression changes between wS1 and V1.  

 

We identified tDE genes in V1 between P14 and P21, time points in the published data closest to 

those used in this study (Table S5.4). As in wS1, temporal gene regulation in V1 was 

predominantly subclass-specific (Figures S5.6A-B). Hypergeometric tests revealed that subclass-

specific tDE genes were shared between wS1 and V1 for most subclasses (Figure 5.5A). For a 

few subclasses (e.g. inhibitory Sst, Vip and Lamp5 and excitatory L4 and L6b), there were too few 

tDE genes to conduct the analysis (Figures S5.2C, S5.6A).  The shared subset of temporally 

regulated genes was enriched in GO terms related to neuronal development, including 

“GABAergic synapse”, “glutamatergic synapse”, “axon”, “nervous system development”, “axon 

guidance”, and other related programs (Figures 5.5B, S5.6C). Within L2/3, the overlapping genes 

were drawn from various functional categories, including CAMs, TFs, ICs, and NTRs (Figure 

5.5C). 
  

Moreover, wS1 and V1 share a striking correspondence in cell type composition. We trained 

classifiers on the V1 cell types at P14 and P21 and used them to transfer labels onto wS1 at P12 

and P22, respectively. All 45 wS1 cell types mapped to the correct V1 subclass, and most cell 

types mapped 1:1 (Figure S5.6D). We also found that the relative cell type frequencies were highly 

concordant between the matched ages, indicating a high degree of overlap in cell type identity 

between the two cortical regions (Figure 5.5D). Together, this suggests that the two cortical 

regions share developmental programs at cell type resolution. 
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Figure 5.5. Comparative transcriptomic analysis of wS1 and V1. (A) Heatmap highlighting the 

overlap of tDE genes between all pairs of wS1 subclasses (P12 vs. P22; rows) and V1 subclasses (P14 

vs. P21; columns). The left and right panels correspond to downregulated and upregulated genes. Values 

correspond to Bonferroni-corrected -log10(Padj) values from a hypergeometric test of overlap of tDE 

genes. The background set for these tests was the set of all the genes regulated in any subclass. Except 

for L4, subclasses with fewer than 10 tDE genes (Figures S5.2C, S5.6A) showed little to no overlap. The 

value Padj = 0.05 is highlighted on the scalebar (right). (B) Top 5 GO terms from shared downregulated 

and upregulated genes in V1 and wS1 in corresponding subclasses from panel A. See Figure S5.6C for 

a full list. (C) Examples of shared genes that are temporally downregulated (left) and upregulated (right) 

in L2/3 neurons between V1 and wS1. (D) Scatter plots showing highly similar relative frequencies 

between matched cell types (see Figure S5.6D) across V1 and wS1.  
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Full-face whisker deprivation by plucking does not alter cell type development 
 

In mouse V1, 1-2 weeks of dark rearing during development selectively alters the transcriptomes 

of L2/3 cell types, revealing a requirement of visual experience for cell type development (Cheng 

et al., 2022; Xie et al., 2023). To test whether whisker deprivation has a similar effect on cell type 

development in wS1, we plucked all whiskers on the face from P12 to P22 and analyzed the 

resulting gene expression changes. We refer to this manipulation as 10-day all-whisker deprivation 

(10d AWD).  

 

We repeated the analysis outlined in Figures 5.3A-C, training a classifier on the P22 cell types 

and using it to transfer P22 labels to 10d AWD transcriptomes. L2/3 composition and cell type 

frequency at P22 were minimally affected by 10d AWD (Figures 5.6A-B). Similar to the 

developmental analysis in Figure 5.3, we used PCA to study the influence on cell type composition 

in 10d AWD. For normal vs. 10d AWD P22, the top two principal eigenvectors, which captured 

>40% of the variance, exhibited a more robust 1:1 mapping compared to the case of the normal 

Figure 5.6. Full-face 10-day all-whisker deprivation (10d AWD) does not influence cell type maturation. 

(A) GABAergic cell types have approximately the same relative frequency in P22 10d AWD (y-axis) and 

normal P22 (x-axis). Note that cell type frequencies are normalized within all GABAergic neurons (~20% of 

all neurons). (B) Same as panel A for glutamatergic neurons (~80% of all neurons), highlighting similar cell 

type frequencies between P22 10d AWD (y-axis) and normal P22 (x-axis). (C) Similar to Figure 5.3D, showing 

that PC1 and PC2 are sufficient to describe transcriptional variance within L2/3 in the normal P22 and P22 10d 

AWD datasets. (D) Heatmap of Pearson correlation between the principal eigenvectors (as in Figure 5.3E) 

showing that the first two principal eigenvectors map 1:1 between the two datasets. (E) PC1 vs. PC2 scatter 

plot for L2/3 neurons at P22 10d AWD (top) and normal P22 (bottom), highlighting the location of types and 

the type-specific marker scores. Representation as in Figure 5.3F. Scores are similar between the two datasets 

(see also Figure S5.7A). (F) L2/3 markers genes, as in Figure 5.4A, are shown as a function of cells’ position 

along PC1 comparing patterns between normal P22 and P22 10d AWD.  
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P22 vs. normal P12 (Figures 5.6C,D, 3E), consistent with 10d AWD having a minimal effect on 

the overall expression levels and the correlation structure of gene expression. Furthermore, the 

expression patterns of L2/3 type markers along the first two principal components (PCs) were 

highly similar between normal and 10d AWD mice at P22 (Figures 5.6E-F, S5.7A).  

 

Analysis of differentially expressed genes (DEGs) further confirmed that 10d AWD had a minimal 

influence on gene expression in all subclasses (Table S5.5). We found 51 DEGs, which is ~8x 

smaller than the number of temporally regulated DEGs between P12 and P22 (Figures S5.7B-D). 

For most of DEGs, regulation was subclass-specific, with Lamp5+ interneurons exhibiting the 

largest number of changes. Altogether, we conclude that full-face whisker deprivation between 

P12 and P22 minimally impacts the maturation of cell types and subclass-specific transcriptional 

programs in wS1. 

 

Brief row-based whisker deprivation upregulates column-specific activity-dependent gene 

expression programs in wS1 

 

Previous work has shown that depriving a single row of whiskers for one day induces rapid 

plasticity in excitatory and inhibitory circuits in the columns corresponding to the deprived 

whiskers. This includes Hebbian and homeostatic synaptic plasticity and changes in the intrinsic 

excitability of neurons, with different mechanisms at play depending on the cell type and cortical 

layer (Gainey et al., 2018; Greenhill et al., 2015; House et al., 2011; Jacob et al., 2012; Li et al., 

2014). However, the molecular factors behind these layer-specific changes in response to whisker 

deprivation in are still unknown. 

 

We performed 1-day deprivation of the B and D whisker rows (1d RWD), a manipulation that 

induces competitive whisker map plasticity (Gainey et al., 2018), and assessed transcriptomic cell 

types and gene expression changes in S1 using snRNA-seq and FISH (Figure 5.7A). Cell type 

distributions were highly correlated between normal and 1d RWD datasets at P22 (Figures S5.8A-

B). As in the normal and 10d AWD P22 datasets, variation within L2/3 neurons was captured well 

by the top two PCs (Figure S5.8C), which correlated 1:1 with the top two PCs of normal P22 data 

(Figure S5.8D). Furthermore, the expression patterns of L2/3 type markers along the first two 

principal components (PCs) were highly similar between normal and 1d RWD mice at P22 (Figure 

S5.8E-G). Altogether, this suggests that 1d RWD has a minimal influence on cell type identity in 

wS1, as expected for such a brief sensory manipulation. 

 

It is well-established that sensory manipulation induces activity-dependent gene expression 

programs that result in long-lasting cellular adaptations essential for learning and maintaining 

circuit homeostasis (Bading, 2013; West and Greenberg, 2011). We hypothesized that 1d RWD 

may elicit an activity-dependent transcriptional response (Figure 5.7A). Within each neuronal 

subclass, we sought genes expressed in at least 20% of cells that were upregulated in 1d RWD 

mice (fold-change>2, FDR<0.05, Wilcoxon rank-sum test) (Table S5.6). We detected 59 such 

genes across all 12 subclasses. Figure 5.7B shows that the upregulated genes contain well-known 

“activity-dependent” genes such as Npas4, Btg2, Junb, and Nr4a1 (West and Greenberg, 2011). 

Importantly, these genes were different from the few regulated by 10d WD (Figure S5.7), 

indicating their specificity to 1d RWD plasticity.  
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(Figure 5.7 legend on next page) 
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We performed FISH experiments to confirm these gene expression changes and assess their 

laminar and columnar organization in the barrel field (Figure 5.7C). We used a plane of section 

that contains one whisker column in each of the five rows (A-E), enabling whisker row identity to 

be recognized since each whisker row maps to an array of cortical columns in the barrel field 

(Finnerty et al., 1999) (Figure 5.7A). We probed for three IEG candidates shown in Figure 5.7C-

-Npas4, Btg2, and Junb. These mRNAs were significantly increased in L2/3 of wS1 as measured 

by intensity per L2/3 cell (Figure 5.7D-F). To determine if the mRNAs were upregulated in a 

whisker column-specific manner, we separately analyzed the number of cells expressing each 

mRNA in excitatory L2/3 neurons in the deprived D vs. non-deprived C column of the same tissue 

section from sham and deprived mice (Figures 5.7G,H). We found that all mRNAs were 

upregulated in D compared to C in the whisker-deprived but not in sham controls, highlighting 

whisker column-specific gene regulation during competitive map plasticity (Figure 5.7H). 

Together, these results suggest that 1d RWD triggers rapid and selective induction of genes 

functionally associated with activity-dependent plasticity in a spatially localized pattern wherein 

mRNAs are more strongly upregulated in the deprived columns than in neighboring spared 

columns. Such gene expression patterns may constitute an early molecular mechanism of 

competitive map plasticity. 

 

 

 

 

 

 

 

  

Figure 5.7. Brief row whisker deprivation (1d RWD) upregulates activity-dependent gene expression 

programs in deprived columns. (A) Schematic representation of the 1d row-whisker deprivation (RWD) 

manipulation and ‘across-row’ S1 section in which all barrel columns are identifiable. A representative image of 

DAPI labeling in ‘across-row’ S1 section.  (B) Dotplots of genes upregulated by 1d RWD in glutamatergic 

subclasses (panels). Within each panel, rows indicate condition and columns indicate genes. The size of each 

circle corresponds to the % of cells with nonzero expression, and the color indicates average expression level. (C) 

Representative widefield images of wS1. Barrels and barrel fields are indicated with light grey rectangles and 

labeled. Boxes indicate the locations of ROIs used for analysis in G. (D) Npas4 intensity inside Slc17a7+ L2/3 

excitatory cells is increased after 1d RWD. Violin plots show median (dashed line) and quartiles (dotted lines). 

Mann-Whitney test, p < 0.0001 ****, n = 1571, 1337 cells respectively, from 3-4 mice per group.  (E) Junb 

intensity inside Slc17a7+ L2/3 cells is increased after 1d RWD. Mann-Whitney test, p < 0.0001 ****, n = 1483, 

1405 cells respectively, from 3-4 mice per group. (F) Btg2 intensity inside Slc17a7+ L2/3 cells is increased after 

1d RWD. Mann-Whitney test, p < 0.0001 ****, n = 1561, 1369 cells respectively, from 3-4 mice per group. (G) 

L2/3 C and D columns were compared to examine whether effects are specific to the deprived (D) column. 

Pseudocolored outlines of Npas4, Junb, and Btg2 expressing cells. Each plot is an overlay of 5 images of L2/3 S1 

from 3 mice. (H) Quantification of column-specific changes in 1d RWD upregulated genes measuring. Plotted 

values are the difference between the fraction of Npas4/Junb/Btg2 expressing cells among all excitatory 

(Slc17a7+) cells in the L2/3 D column and the corresponding fraction in the L2/3 C column. Symbols represent 

slices from sham and 1d RWD mice. For each condition, mean and SEM (error bars) are shown. Npas4: Unpaired 

t-test, *p = 0.0321, n = 12,14 slices, 3-4 mice. JunB: Unpaired t-test, *p = 0.0427, n = 12,14 slices, 3-4 mice. Btg2: 

Mann-Whitney, **p = 0.0077, n = 12,14 slices, 3-4 mice. 
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Discussion 
 

A postnatal developmental atlas of mouse wS1 

 

The somatosensory cortex is a canonical model to study experience-dependent and -independent 

development. Indeed, the principles of somatosensory organization and plasticity are similar 

between rodents and humans. Understanding the molecular programs underlying postnatal 

development of sensory cortex may be critical to understanding neurodevelopmental disorders 

such as autism that are associated with circuit dysfunction and impaired sensory processing. Prior 

studies have profiled the transcriptomic diversity of cell types in wS1 using scRNA-seq in adult 

mice (Yao et al., 2021) and bulk RNA-seq in adolescent mice (Kole et al., 2017a, 2017b; Yayon 

et al., 2023), but the gene expression changes that guide the emergence of cell type identity during 

early postnatal development in wS1 have not been explored.  

 

We used snRNA-seq to study the postnatal development of transcriptomic cell types in wS1 from 

P12 to P22, the period of juvenile development immediately following the onset of whisking.  Our 

mouse wS1 atlas comprises ~80,000 single-nucleus transcriptomes at two postnatal ages and 

across three rearing conditions. The overall taxonomy and frequency distribution of ~45 neuronal 

cell types were highly conserved across the time points and rearing conditions, allowing us to 

disambiguate broadly shared from cell type-specific changes during normal development and in 

response to whisker deprivation.  

 

Proper assembly of cortical circuits involves precise control of gene expression in space and time. 

The comparison of expression profiles between P12 and P22 revealed hundreds of temporally 

regulated genes in wS1, over 60% of which were subclass-specific and enriched for functionally 

relevant processes associated with neuronal maturation, such as axon guidance and synapse 

maturation. Overall, glutamatergic neurons contained a higher proportion of temporally regulated 

genes than GABAergic neurons. A recent comparative transcriptomics study of V1 across human, 

macaque, and mouse showed that excitatory neurons are more evolutionarily divergent than 

inhibitory neurons (“Identification of visual cortex cell types and species differences using single-

cell RNA sequencing | Nature Communications,” n.d.), similar to the increased excitatory neuron 

developmental regulation we observed in wS1. The upstream mechanisms controlling the timing 

and subclass-specific expression of these genes and their potential roles in circuit formation and 

refinement are important areas for future research.    

 

L2/3 cell types undergo significant changes during normal development 

 

Of the 45 molecularly defined neuronal cell types, 42 were present at identical frequencies at P12 

and P22, indicating that most wS1 neuron types are defined before P12. The only cell types that 

undergo significant changes in composition and cell type-specific gene expression between P12 

and P22 are pyramidal cell subtypes in L2/3 (L2/3_A-C). The molecular identity and 

developmental changes of the three L2/3 cell types in wS1 mirror those observed in V1 (Cheng et 

al., 2022), where L2/3 cell types have been shown to possess unique binocular tuning properties 

and correlate with distinct projections to higher visual areas (HVAs)(Cheng et al., 2022; Kim et 

al., 2018). It is, therefore, reasonable to surmise that the three L2/3 cell types in wS1 may possess 

distinct functional properties and connectivity patterns. For example, Cdh13 and Cdh12 were 



 

  137 

expressed in different L2/3 neurons, with Cdh13 enriched in type A and Cdh12 in types B/C. A 

recent study demonstrated that Cdh12+ and Cdh13+ L5 pyramidal neurons in S1 are inhibited by 

CCK+ and PV+ interneurons, respectively (Jézéquel et al., 2023). Based on these trends, it is likely 

that L2/3_A cells are inhibited by PV+ neurons and L2/3_B/C cells are inhibited by CCK+ 

neurons.  Another study identified that a group of mouse S1 L2/3 cells enriched in the Baz1a gene 

(likely the L2/3_B type) adapt to changes in whisker input via transient changes in IEG expression 

(Condylis et al., 2022). Thus, the delayed maturation of these L2/3 cell types may be linked to 

their experience-dependent plasticity in adulthood. Since the L2/3 cell types differ in laminar 

position, they may receive different thalamic inputs, with L2-situated cells (L2/3_A and B here) 

tending to receive less VPM axon innervation than L3-situated cells (L2/3_C)(Jouhanneau et al., 

2014; Sermet et al., 2019), as well as different local inhibitory inputs (Audette et al., 2018). 

 

A potential mechanism underlying the developmental flexibility of L2/3 neurons could be the 

presence of a transcriptomic gradient. In principal component space, we observed that L2/3 

neurons form a triangle, with each of the three cell types occupying a vertex. Additionally, many 

markers were expressed in a gradient fashion, like the functional gradients observed for L2/3 

neurons in V1 (Weiler et al., 2023). This suggests that wS1 L2/3 neurons exhibit an overall 

gradient pattern while also containing some specialist cell types, mirroring what has been observed 

in V1 and the intestine (Adler et al., 2019; Cheng et al., 2022; Xie et al., 2023). Occupying a 

flexible continuum could facilitate the drastic gene expression and compositional shifts observed 

in these neurons from P12 to P22. 

 

Developmental transcriptomic conservation and divergence between V1 and wS1 

 

Recent studies have shown a high degree of correspondence in neural diversity and cell type 

markers between cortical areas (Chen et al., 2024; Chou et al., 2013), and this was indeed the case 

between wS1 and V1. Our comparison of P12 to P22 in wS1 and P14 to P21 in V1 revealed similar 

developmental gene expression patterns. In most cases, there was significant overlap in the up- 

and down-regulated genes between matched neuronal subclasses between the two regions and little 

to no overlap across distinct subclasses. The notable exception was that L4 neurons did not share 

downregulated genes between the two regions (Figure 5.6A), which may be related to the fact that 

L4 contains spiny stellate cells in wS1 but not V1.  

 

Despite this broad similarity, there was a laminar difference in the organization of L2/3 neuron 

subclasses between the two regions. Our data suggests that wS1 undergoes a similar remodeling 

of cell types from P12 to P22 as V1, with A-like cells decreasing and B-like cells increasing in 

number. However, unlike V1 where the L2/3_A-C cells segregate into sublaminae along the radial 

(pial-ventricular) axis at P21, we found that, in wS1, L2/3_A and L2/3_B somas are intermixed in 

superficial L2/3, but are spatially separated from the C somas, which reside in deep L2/3. The 

factors driving this difference between V1 and wS1 are unknown but may stem from broader 

differences in laminae across the sensory cortices (Chang et al., 2018). 

 

The overall similarity in gene expression programs appears reasonable, given that V1 and wS1 

share many aspects in the timing of their postnatal development. Thalamocortical axons begin 

innervating the cortical plate and reaching their targets in L4 around the same time in wS1 and V1 

(Agmon et al., 1993; Ferrer and De Marco García, 2022). Callosal axons cross the midline around 
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the same time in V1 and wS1 also and undergo activity-dependent rearrangement during postnatal 

week two. By the second postnatal week, sensory input increases in V1 and wS1 at the onset of 

activity whisking (P12) and eye-opening (P14). However, an important difference is that the 

maturation of wS1 is accelerated compared to V1. Sensory-evoked responses can be elicited even 

before birth with whisker stimulation, in contrast to V1 where these responses arise by the end of 

the first postnatal week. The classically defined critical periods for whisker deprivation-induced 

plasticity in wS1 close in postnatal weeks 1-2, while in V1 the classical critical period for ocular 

dominance plasticity doesn't end until P32 (Gordon and Stryker, 1996).  

 

Despite the robust effects of whisker experience on wS1 circuit function, our results demonstrate 

that normal whisker experience from P12 to P22 is not required for the development of cell types 

in wS1. This contrasts with our previous observations in V1, where dark rearing led to significant 

changes in gene expression and composition of L2/3 cell types, resulting in altered spatial 

organization and functional tuning (Cheng et al., 2022; Xie et al., 2023). In wS1, 10d AWD did 

not impact gene expression or composition of L2/3 cell types. This result suggests that sensory 

experience may vary in importance for the maturation of cortical cell types across regions. In wS1, 

the proper formation and stabilization of neural circuits may rely more heavily on intrinsic 

programs, regardless of sensory input (Golshani et al., 2009).  

 

Why might L2/3 cell type development be regulated by visual experience in V1, but not by 10d 

AWD whisker deprivation in wS1?  One possibility is that the overall impact of sensory experience 

on cortical cell and circuit development is milder in wS1 than in V1.  Consistent with this idea, 

ocular dominance shifts of V1 neurons driven by monocular deprivation are often stronger than 

whisker tuning shifts in wS1 driven by plucking a subset of whiskers (Margolis et al., 2012; Rose 

et al., 2016).  During the critical period for ocular dominance plasticity in V1, visual experience 

shapes thalamocortical axons. It is required to maintain their structure, while in wS1, whisker 

sensory use does not alter thalamocortical or L4 topography after P4, and before that only nerve 

or follicle damage is sufficient to drive plasticity (Ferrer and De Marco García, 2022; Fox, 1992).  

The critical period for ocular dominance plasticity has a stark ending at P32 in mice (Gordon and 

Stryker, 1996), while S1 retains many forms of experience-dependent plasticity into adulthood 

(Feldman and Brecht, 2005), suggesting that wS1 plasticity may not be as tied to developmental 

mechanisms as in V1. 

 

Alternatively, the lack of effect of whisker deprivation on wS1 cell type development may stem 

from differences in the efficiency of whisker vs. visual deprivation paradigms (Fox and Wong, 

2005). Visual deprivation, such as dark rearing, completely removes sensory drive and statistical 

patterns of sensory input, leaving only retinal spontaneous activity, which has different properties. 

In contrast, whisker plucking does not fully eliminate external sensory input because direct contact 

with the skin of the mystacial pad, e.g. during grooming or cuddling, still provides some afferent 

activation.  Thus, plucking is likely to eliminate less sensory input than dark rearing and, hence, 

may have a less pronounced impact on S1 gene expression.  

 

Competitive whisker deprivation drives plasticity-related gene expression programs in L2/3 

 

Despite the lack of requirement for whisker experience on cell type maturation, we found that brief 

whisker deprivation of only two rows of whiskers (1d RWD) upregulates activity-dependent gene 
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expression programs in multiple wS1 cell types, including Npas4, Btg2, Junb, and Nr4a1, which 

are known to be involved in synaptic plasticity and circuit homeostasis (West and Greenberg, 

2011). Typically, expression of these IEGs is thought to be driven by increased levels of activity, 

as occurs during environmental enrichment (P65-75 animals) in S1 (Kaliszewska and Kossut, 

2015; Vallès et al., 2011) or dark rearing followed by light exposure in V1 (Xavier et al., 2024). 

A recent study in V1 showed that seven days of dark-rearing followed by 1-2 hours of light 

exposure induced IEG expression (Xavier et al., 2024). Interestingly, dark-rearing alone also 

increased the expression of several genes, particularly in L2/3 excitatory neurons (Xavier et al., 

2024). Our finding that a subset of IEGs are upregulated in response to deprivation indicates that 

IEG induction may represent a general plasticity program broadly used to engage plasticity 

mechanisms rather than a specific consequence of elevated neural activity. Notably, these IEGs 

were expressed mainly in the L2/3_B cell population, highlighting the role of L2/3_B cells as a 

critical functionally distinct subpopulation in L2/3 (Condylis et al., 2022).  

 

We found that the IEGs were upregulated in a column-specific fashion in wS1. Deprived columns 

showed strong upregulation of IEGs relative to neighboring spared columns. This deprivation 

paradigm triggers synaptic plasticity, a component of competitive map plasticity, wherein whisker-

evoked responses to deprived whiskers weaken and shrink within the whisker map while responses 

to spared whiskers strengthen and expand (Feldman, 2009).  Thus, the selective upregulation of 

IEGs in deprived columns may represent an early molecular step underlying competitive map 

plasticity. Together, the 1d RWD results indicate that whisker experience exerts only relatively 

subtle effects on the development of cell types, but has significant effects at the gene expression 

level within specific cell types. 

 

Summary and limitations 

 

This work contributes a single-nucleus transcriptomic resource for postnatal wS1 development 

under normal and deprived sensory experience. We delineated developmental changes in neuronal 

subclasses and types, and found that these were highly conserved between mouse V1 and wS1. 

However, whisker experience served a limited role in wS1 cell type development, which contrasts 

with the greater role of vision in V1 cell type development. Nevertheless, brief whisker deprivation 

induced significant changes in the expression of IEGs in a whisker column-specific fashion. Thus, 

while wS1 may rely less on experience and more on hardwired genetic programs than V1 to 

develop cell types, these cell types can undergo experience-dependent gene expression changes.  

 

Throughout the study, we validated multiple scRNA-seq findings by performing FISH 

experiments targeting representative genes. Future studies could quantify the expression of many 

genes simultaneously in the same cell as a function of the cell’s location, especially in the context 

of wS1 barrels, using spatial transcriptomics approaches to further test the hypotheses established 

in this work. The gene regulatory logic that translates experience-driven activity to cell-type 

specific transcriptome changes remains poorly explored. Further research aimed at dissecting 

patterns at the DNA level, such as chromatin organization and DNA methylation, could reveal the 

gene regulatory networks responsible for the transcriptomic patterns observed here. We also note 

that the paucity of changes in the transcriptome during 10d AWD or 1d RWD may be due to low 

sampling resolution in snRNA-seq, or because the underlying changes could be at the protein level. 

Finally, additional work could relate the cell type-specific IEG expression during 1d RWD 
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reported here to changes in neuronal physiology, for example, by labeling specific cell types and 

surveying their properties using slice electrophysiology or by performing 2P imaging of labeled 

cell types in vivo during whisker sensory behavior. 

 

Materials and methods 
 

Computational Methods 

 
Alignment and gene expression quantification 

 

FASTQ files with raw reads were processed using Cell Ranger v7.0.1 (10X Genomics) with 

default parameters. We used the mm10 (GENCODE vM23/Ensembl 98) reference genome and 

transcriptome. Reads aligning to the entire gene body (exons, introns, and UTRs) are used to 

quantify expression levels. Each single-nucleus library was processed using the same settings to 

yield a gene expression matrix (GEM) of mRNA counts across genes (columns) and nuclei (rows). 

Each row ID was tagged with the sample metadata for later meta-analysis. We henceforth refer to 

each single-nucleus transcriptome as a ‘‘cell.’’ 

 

Initial pre-processing and quality control of snRNA-seq data 

 

This section outlines the initial transcriptomic analysis of data from all samples. Unless otherwise 

noted, all analyses were performed in Python using the SCANPY package(Wolf et al., 2018) based 

on the following steps https://github.com/shekharlab/wS1dev: 

  

1. Raw GEMs from 12 snRNA-seq libraries were combined: P12 control (A1, A2), P22 

control (S1, S2, S3, S4), P22 1d RWD (D1, D2, D3, D4), and P22 10d AWD (C1,C2). This 

resulted in a GEM containing 199,524 cells and 32,285 genes. 

2. We generated scatter plots of the number of transcript molecules in each cell (ncounts), the 

percent of transcripts derived from mitochondrially encoded genes (percent_mito), and the 

number of expressed genes (ngenes) to identify outlier cells. Cells that satisfied ngenes < 7000 

and ncounts < 40,000, and ncounts > 500 were retained, and genes detected in fewer than 100 

cells were removed from further analysis. This resulted in a GEM of 199,074 cells and 

21,258 genes (Figure S5.1A). Cells were normalized for library size differences by 

rescaling the transcript counts in each cell to a total of 10,000, followed by log 

transformation. 

3. For clustering and visualization, we followed steps described previously(Cheng et al., 

2022). Briefly, we identified highly variable genes (HVGs), z-scored expression values for 

each HVG across cells, and used the z-scored data to compute a reduced dimensional 

representation based on principal component analysis (PCA). The top 40 principal 

components (PCs) were used to build a nearest-neighbor graph on the cells. We clustered 

this graph using the Leiden algorithm(Traag et al., 2019) and embedded it in 2D via the 

Uniform Manifold Approximation and Projection (UMAP) algorithm(Becht et al., 2019). 

We identified 39 preliminary clusters.  

4. Four of the 39 preliminary clusters contained 20-40% mitochondrial transcripts, while the 

remaining clusters contained, on average, 5-10% mitochondrial transcripts. We removed 

these clusters from the data, resulting in 169,674 cells (Figure S5.1A). One cluster 

https://github.com/shekharlab/wS1dev
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belonged to samples S1/S2, another to A1/A2, another to C1/C2/S4, and the last one to 

S3/D3/D4. 

5. With this filtered set of 169,674 cells, we re-ran the clustering pipeline described above to 

obtain a new set of clusters. To assess the quality of these clusters, we trained a multi-class 

classifier using XGBoost, a gradient boosted decision tree-based classification 

algorithm(Chen and Guestrin, 2016) on the subclasses from the primary visual 

cortex(Cheng et al., 2022) (V1). From the V1 study, we used all of the postnatal time points 

collected from normally reared animals. 28 out of the 39 preliminary clusters mapped 

strongly to one of the 20 V1 subclasses. However, 11 clusters mapped diffusely to the 

subclasses and/or mapped with low classifier confidence. Further inspection indicated that 

the poorly mapping clusters had higher doublet scores than tightly mapping 

clusters(Wolock et al., 2019), and their top markers were enriched in gene ontology (GO) 

terms related to “apoptosis” and “response to toxic substance”. Removal of the 11 

problematic clusters reduced the number of cells to 114,812. Next, we examined the V1 

subclass composition of each remaining cluster and removed cells corresponding to any 

V1 subclass that accounted for <2% of the cluster. This further purified clusters, ultimately 

yielding 112,233 cells (Figure S5.1A). 

6. Finally, we isolated each of the four experimental conditions (P12 control, P22 control, 

P22 1d RWD, and P22 10d AWD) and re-ran the clustering pipeline described above. 

Within each condition, we removed clusters containing cells that mapped to V1 subclasses 

in a non-specific manner. This yielded a final number of 111,299 cells that form the 

foundation of this paper (Figure S5.1A). Only the 81,462 neurons were used in all the 

analyses reported in this paper.   

 

Temporal regulation and subclass specificity analysis  

 

The gene quadrant analysis (Figure 5.2) was performed on the P12 and P22 control datasets 

separately for the glutamatergic and GABAergic neuronal classes. Within either class, we 

performed a Wilcoxon rank-sum test for each subclass against the rest of the subclasses to identify 

subclass-specific markers (fold-change (FC)>2, FDR<0.05, expressed in >40% of cells). For each 

pair of gene and subclass, we calculated fold changes separately at P12 and P22 and selected the 

maximum value as the subclass variability (SV) score. We next performed Wilcoxon rank-sum 

test between P12 and P22 for each subclass to identify temporally regulated genes (FC>2, 

FDR<0.05, expressed in >40% of cells). The maximum temporal FC value for each gene  across 

all subclasses was assigned to be its tDE score. To define the quadrants, a threshold FC value of 2 

was chosen, and we verified that values between 1.5 and 2.5 do not qualitatively impact the results 

shown in Figures 5.2 and S5.2.  

 

In Figures 5.2B,C of the main text, we assess the statistical enrichment of specific gene groups in 

each quadrant using a Fisher's Exact Test. For each quadrant, we calculated the odds ratio (OR) 

and p-value using Fisher's Exact Test to determine whether TFs, CAMs, ICs, or HKs were 

significantly over- or under-represented compared to the null expectation based on all genes. Given 

the multiple comparisons, we applied the Bonferroni correction to adjust the p-values, controlling 

for false positive rate. The results were visualized by categorizing the quadrants based on 

statistically significant under- or over-representation: quadrants were shaded grey if the adjusted 

p-value exceeded 0.05 (no enrichment), red if the adjusted p-value was less than 0.05 with OR < 
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1 (significant under-representation), and green if the adjusted p-value was less than 0.05 with OR 

> 1 (significant over-representation). This approach allowed us to identify statistically significant 

enrichment patterns, highlighting their potential regulatory roles in wS1 development. Finally, 

gene ontology (GO) enrichment analysis was performed on each quadrant’s set of genes using the 

python package GOATOOLS (Klopfenstein et al., 2018). We used the default background set in 

GOATOOLS, which comprised all protein-coding genes. 

 

Subclass-by-subclass differential gene expression analysis between each experimental condition 

and P22 control 

 

We sought to identify gene expression differences at the subclass level between the P22 control 

dataset and the three experimental datasets, including P12, P22 10d AWD, and P22 1d RWD. 

Here, each subclass was isolated, and a Wilcoxon rank-sum test was performed for that subclass 

between P22 control and each of the three conditions. Of the genes expressed in >40% of cells in 

one of the two datasets, we selected those with FC>2 at false-discovery rate (FDR)<0.05. A python 

implementation of the R package UpSetPlot (Lex et al., 2014) was used to compute and visualize 

the number of genes regulated in a shared and subclass-specific fashion. For these differential gene 

expression tests, samples S3, D3, and D4 were excluded due to their relatively low number of 

transcript counts and expressed genes to not affect the results (Figure S5.1B-C). However, these 

samples were not excluded from any other analysis and consistently contained all neuronal 

subpopulations with no frequency discrepancies (Figure 5.1F). 

 

Class, subclass, and cell type annotation of snRNA-seq data 

 

We annotated cells in our dataset according to the taxonomy in Figure 5.1D. The two major 

neuronal classes were easily identified using glutamatergic marker Slc17a7I and GABAergic 

markers Gad1 and Gad2 in each condition separately. Additionally, we identified non-neuronal 

groups using known markers(Tasic et al., 2018). Non-neuronal cells were discarded at an early 

stage, and we focused on the two neuronal classes, which clustered distantly from each other in 

gene expression space. Clusters within each condition naturally separated according to subclasses 

that could be annotated based on established markers(Cheng et al., 2022). The class and subclass 

levels of the taxonomy are highly conserved across cortical regions and studies. However, as the 

cell type level tends to vary across regions, studies, and conditions, we annotated cell types in the 

P22 control dataset, and then transferred these labels onto the other conditions.  

 

To annotate cell types in the P22 control dataset, we first trained a classifier on the cell types of 

the P21 V1 dataset(Cheng et al., 2022). We then applied the classifier to the P22 control dataset to 

assign each wS1 neuron a P21 V1 cell type label. Second, we isolated each subclass and used 

Leiden clustering(Traag et al., 2019), varying the resolution parameter from 0.25 to 2, with higher 

values providing more clusters. Third, we trained and validated a classifier for each clustering 

resolution, identifying the resolution at which cluster validation error (computed using held-out 

cells) increases significantly, indicating over-clustering. The general procedure to train and 

validate such classifiers is described in the following section. Another telltale sign for diagnosing 

over-clustering was when differential expression analysis yielded highly overlapping marker sets 

for their clusters. Ultimately, these steps nominated a range of optimal clustering resolutions, and 

we chose the final resolution at which the validation error was low (90%) and there was a high 
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concordance with the V1 clustering. This resolution also yielded unique marker sets across the cell 

types.  

 

Finally, we combined all subclasses for each of the two classes (glutamatergic and GABAergic 

neurons), and used a classification analysis to verify that we have not over-clustered the data. We 

trained a classifier on the P22 wS1 control data and mapped the P21 V1 data to it. Clusters from 

the P22 wS1 data were removed if they satisfied the following criteria simultaneously: 1) received 

no mapping from V1, 2) had a high doublet and/or mitochondrial score, and 3) were not learnable 

during training. This procedure filtered ~800 cells, approximately 2.5% of the P22 control data.  

 

Classifier-based mapping of experimental conditions to P22 control data 

 

To assess transcriptomic correspondence of clusters across ages (P12 vs. P22) or between rearing 

conditions (control vs. 1d RWD and 10d AWD), we used XGBoost, a gradient boosted decision 

tree-based classification algorithm(Chen and Guestrin, 2016). These analyses were performed to 

study the effects of development (P12), sensory experience (P22 10d WD), and rapid homeostatic 

plasticity (P22 1d WD) on cell type identity and composition. We also used this approach to 

compare the cell type compositional differences between V1 cell types and wS1 cell types. In a 

typical workflow, we trained an XGBoost (version 1.3.3) classifier to learn subclass or type labels 

within the P22 control “reference” dataset and applied this classifier to another “test” dataset. The 

correspondences between cluster IDs and classifier-assigned labels for the test dataset were used 

to map subclasses or types between datasets. The classification workflow is described in general 

terms below and applied to various scenarios throughout the study.  

 

Let R denote the reference dataset containing NR cells grouped into r clusters. Let T denote the test 

dataset containing NT cells grouped into t clusters. Each cell is a normalized and log-transformed 

gene expression vector u ∈ R or v ∈ T. The length of u or v equals the number of genes. Based on 

clustering results, each cell in R or T is assigned a single cluster label, denoted cluster(u) or 

cluster(v). cluster(u) may be a type or subclass identity, depending on context.  

 

The main steps are as follows: 

1. We trained a multi-class XGBoost classifier CR
0 on R using the intersection of HVGs from 

R and T as features. The training dataset was split into training and validation subsets. For 

training, we randomly sampled 70% of the cells in each cluster, up to a maximum of 1000 

cells per cluster. The remaining “held-out” cells were used for evaluating classifier 

performance. Clusters with fewer than 100 cells in the training set were upsampled via 

bootstrapping to 100 cells to improve classifier accuracy for the smaller clusters. Classifiers 

achieved >95% accuracy or higher on the validation set for most clusters, with some 

clusters yielding 85%-95% accuracy. XGBoost parameters were fixed at the following 

values: 

1. ‘Objective’: ‘multi:softprob’ 

2. ‘eval_metric’: ‘mlogloss’ 

3. ‘Num_class’: r 

4. ‘eta’: 0.2 

5. ‘Max_depth’: 6 

6. ‘Subsample’: 0.6 
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2. When applied to a test vector c, the classifier CR
0 returns a vector p = (p1, p2, …) of length 

r, respectively. Here, pi represents the probability value of predicted cluster membership 

within R, respectively. These values are used to compute the “softmax” assignment of c, 

such that cluster(c) = arg maxi pi if arg maxi pi > 1.2*(1/r). Otherwise c is classified as 

‘Unassigned’. 

3. After determining that the initial classifier CR
0 faithfully learns the reference clusters, we 

trained a classifier CR on 100% of the cells in R. CR was then applied to each cell v ∈ T to 

generate predicted labels cluster(v). In this study, T was P12, P22 10d AWD, P22 1d RWD, 

and V1 P21. 

 

The cell type frequency distribution predicted for T was compared to the distribution of cell type 

labels in R using scatter plots. Each dot represented one of the clusters in R, and the axes 

represented the frequency of that cluster in each dataset.   

 

Principal component analysis on L2/3 pyramidal neurons  

 

The classification analyses revealed that L2/3 was the only subclass where cell type frequency 

differed significantly between P12 and P22 (Figure 5.3B,C in the main text). To explore this 

further, we performed principal component analysis on L2/3 cells only. Since we were interested 

in understanding L2/3 cell type identity and how it varies across conditions, we chose as the 

features the top markers for each type (Wilcoxon rank-sum test, FC>1.5, FDR<0.05, expressed in 

>20% of cells in type), resulting in a set of 489 genes. The same set of genes was used for the PCA 

of all conditions. Correlations between the principal eigenvectors across the conditions were 

computed by taking their dot product. This is equivalent to the correlation coefficient of the 

loadings. Note that, by construction, the principal eigenvectors are orthonormal within a sample. 

Finally, a score for each marker set was computed for each cell as the mean expression of all genes 

in the set in that cell.  

 

Overlap of tDE genes between S1 and V1 

 

To determine the degree to which tDE genes are shared between S1 and V1, we performed 

subclass-by-subclass differential gene expression on P14 and P21 V1 data, as they are the most 

closely matched to our P12 and P22 data(Cheng et al., 2022). We then performed a hypergeometric 

test for the overlap of tDE genes in either direction for each subclass. In each test for each subclass, 

four variables are set: N, the universal set comprising all of the genes downregulated/upregulated 

in every subclass, K, the number of tDE genes in V1, n, the number of tDE genes in wS1, and k, 

the intersections of K  and n. The P value for each subclass was Bonferroni-corrected by 

multiplying by the number of subclasses tested.  
 

Experimental Methods 

 

Mice handling  
 

All procedures were approved by the UC Berkeley Animal Care and Use Committee and were in 

accordance with NIH guidelines. C57Bl6J male mice were obtained from Charles River 

Laboratories. Mice were maintained on a 12 hr day/night cycle and housed with littermates and 

the mother in the UC Berkeley animal facility. For whisker deprivation, mice were anesthetized 
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with isoflurane, and whiskers were carefully plucked under a dissecting microscope with forceps 

using slow and steady force to prevent removal of the whisker follicle. Sham mice were 

anesthetized for the same amount of time as deprived, but whiskers were only stroked briefly 

with forceps.  
 

Droplet-based snRNA-seq 

 

Mice were anesthetized with isofluorane, rapidly decapitated, and the brain was dissected out 

into ice-cold Hibernate A (BrainBits Cat# HACA). For each condition (P12, P22 control, P22 1d 

RWD, P22 10d AWD) 3 mice were used for each biological replicate of single-nucleus(sn) 

RNA-sequencing. Extracted brains were placed on a metal brain mold (Zivic Instruments,#5569)  

and the slice containing wS1 was isolated by inserting in the 11th space on the mold (~7.5 mm 

from the tip of the olfactory bulb, and a second blade 2 mm further anterior ( 4 spaces on the 

mold). This slice was removed and lowered to Hibernate A in a 60cc petri dish, placed on a ruler 

under a dissecting microscope. The midline was aligned with the ruler, and the first cut was 

bilaterally 2 mm out from the midline in a radial direction. The second cut was 2 mm medial to 

the first cut. The cortex was peeled off the underlying white matter. The wS1 piece was 

transferred into a RNAse-free cryovial, excess liquid was removed, and the tube was rapidly 

frozen on dry ice. Once all dissections were complete, the tissue was transferred from dry ice 

into a dewar of liquid nitrogen for storage before nuclei isolation. 

 

Nuclei Isolation 

 

Nuclei were isolated using the 10X Chromium nuclei isolation kit (10X Genomics,Cat#1000494). 

After isolation according to the chromium protocol, cells were counted on a hemocytometer in 

ethidium bromide and then diluted to 700-1200 nuclei/mm3. Nuclei from each biological replicate 

were split into two tubes and run separately on two channels of 10X v3, targeting 10,000 cells per 

channel. We refer to these as library replicates. For each experiment, we performed two or three 

biological replicates towards a total of four to six library replicates.  

Fluorescence in situ hybridization (FISH) 

 

C57BL/6 male mice (Charles River), from age P12 and P22, were anesthetized with isoflurane and 

transcardially perfused with 2% RNAse-free paraformaldehyde (PFA) in PBS (pH 7.4). Mouse 

brains were collected and immediately fixed in 4% RNAse-free PFA at 4ºC. After 24 hours, the 

brains were transferred to 30% sucrose in PBS and were allowed to sink 4ºC. Slices were cut from 

the left hemisphere in the ‘across-row’ plane. Brains were first mounted on a tissue guillotine with 

a 35º incline, rostral pointing upward. Brains were then cut at an angle 50º from the midsagittal 

plane. Using this plane, every S1 slice has one column from each whisker row A–E, and circuitry 

within columns remains largely intact (Allen et al., 2003; Finnerty et al., 1999). Slices were cut on 

a sliding microtome (Reichert Scientific Instruments 860) into 30 µm thick sections, collected into 

RNAse-free PBS, and onto charged microscope slides. Sections were air-dried overnight, then 

post-fixed in 4% RNAse-free PFA for 1 hour at 4ºC; this was followed by serial ethanol 

dehydration and dried before being promptly stored at -80ºC until further processing. 

Multiplex fluorescence in situ hybridization followed the protocol for ACDBio’s RNAscope 

Multiplex Fluorescent V2 Assay (Advanced Cell Diagnostics, cat# 323110). Thawed sections 

https://www.sciencedirect.com/topics/immunology-and-microbiology/white-matter
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underwent H2O2 permeabilization, 5-minute target retrieval, and protease III treatment. 

RNAscope probes Trpc6 (cat# 442951), Chrm2 (cat# 495311-C2), Cdh13 (cat# 443251-C3), 

Slc17a7 (cat# 501101-C4), Adamts2 (Cat# 806371-C3), Bdnf (Cat# 424821) Btg2 (cat# 483001), 

Npas4 (cat# 423431-C2), Junb (cat# 584761-C3), Col19a1 (cat# 539701), Sorcs3 (cat# 473421-

C2), Etv1 (cat# 557891-C3), and Gabrg3 (cat# 514421-C4), were applied and amplified in 

sequence with TSA Vivid and Opal Polaris dyes (Advanced Cell Diagnostics, cat# 323271, 

323272, 323273; Akoya Biosciences, cat# FP1501001KT). Cellular nuclei were counterstained 

with 1 µg/ml DAPI and mounted with Prolong Glass Antifade Mountant (Thermo Fisher 

Scientific, cat# P36982). All RNAscope runs were performed with both conditions side-by-side 

and controls, to reduce variability.  

Imaging was performed using a Zeiss Axio Scan 7 slide scanner with Zen digital imaging software. 

Tilescan images were acquired of the entire wS1 including all cortical layers at 20X. All channels 

were acquired at the same exposure, gain and laser power settings for each condition. The relevant 

barrel columns were identified using DAPI staining in combination with the other markers and 

images were cropped to target L2/3 and barrel columns of interest in FIJI. All pre-processing steps 

were kept consistent between conditions. Cropped images were inputted into CellProfiler to detect 

5 imaging channels. Nuclear segmentation was performed with DAPI channel and cellular 

segmentation was performed with the RNAscope probe Slc17a7 (vGlut1), a marker for 

glutamatergic neurons. For analysis of temporally-regulated mRNAs, nuclear segmentation with 

DAPI was used as a region of interest (ROI) to measure mean intensity values for each mRNA in 

each nucleus. Layers were estimated using empirically measured distance from the pial surface. 

L2/3 was considered 50-250 µm deep, and L4 was 250-350 µm. For cell type analysis, thresholds 

were set to identify cells expressing markers above background. Threshold parameters for each 

channel were kept the same across conditions. To determine cell type identity and overlap, cell 

type markers were identified as objects. Objects that did not overlap with the cell segmentation 

marker Slc17a7 were eliminated in order to isolate excitatory L2/3 cells. Lastly, object overlap 

across channels was computed. The coordinates of all identified objects from CellProfiler were 

used to generate scatterplots in Python with the Seaborn package.  For immediate-early genes 

(IEG) analysis, cellular segmentation with Slc17a7 was used as a region of interest (ROI) to 

measure intensity values for each mRNA in each excitatory L2/3 cell. Outliers were cleaned from 

the data in Graphpad Prism using the ROUT method(Motulsky and Brown, 2006). Outline plots 

were generated in CellProfiler(Carpenter et al., 2006), by relating cellular segmentation object 

results and IEG objects. Outlines for each image used in the analysis were overlaid by z-projecting 

in FIJI to generate summary outline figures. Plots and statistics were generated using Graphpad 

Prism 10. Normality tests were performed on all datasets. If datum were not normally distributed, 

nonparametric statistical tests were used. Each condition (P12, P22 control, P22 1d sham, P22 1d 

RWD) had 3-5 mice from which multiple brain sections were analyzed.   

Data and code availability 

 

All raw and processed snRNA-seq datasets reported in this study will be made publicly available 

via NCBI’s Gene Expression Omnibus (GEO) Accession Number GSE276528. Processed h5ad 

files are available at https://github.com/shekharlab/wS1dev. These h5ad files contain all relevant 

metadata and log-normalized counts. Computational scripts detailing snRNA-seq analysis reported 

in this paper are available at https://github.com/shekharlab/wS1dev. All custom software for 

https://github.com/shekharlab/wS1dev
https://github.com/shekharlab/wS1dev
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imaging analysis will be made available upon request. Any additional information required to 

reanalyze the data reported in this paper is available from the corresponding authors upon request. 
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Supplementary Materials 

 
Figure S5.1. Data filtering steps, quality control, and gene ontology (GO) analysis of temporally regulated 

genes. 

 

A. Bar plots showing the number of nuclei remaining in each biological replicate at the end of each filtering step 

(see Methods for details). Biological replicates (x-axis) are colored by their experimental condition (legend, 

right). “PreQC” represents the default number of nuclei the 10X CellRanger software provides. “QC4” 

represents the final set of nuclei used for downstream analyses.  

B. Distribution of total RNA counts detected in each biological replicate from each condition. 

C. Distribution of total number of genes detected in each biological replicate from each condition. 

D. The top 20 “biological process” gene ontology terms for Q1-Q4 for glutamatergic subclasses as shown in 

Figure 5.2D.  
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Figure S5.2. Developmental gene expression changes are subclass-specific. 

 

A. UpSet plot (Lex et al., 2014) showing the overlap of GO terms associated with “biological process” (BP) 

across Q1-Q4 for glutamatergic neuronal subclasses. The lower panel indicates the set intersections 

corresponding to each column (e.g. the third column indicates the number of GO terms found in Q3 and Q4, 

but not in Q1 and Q2). 

B. Top GO terms enriched in Q1 (left) and Q3 (right) for GABAergic neuronal subclasses. 

C. UpSet plots showing that downregulated (left) and upregulated (right) tDE genes between P12 and P22 are 

primarily subclass-specific. Only set intersections containing at least four genes are shown. Note that, unlike 

panel A, the sets here correspond to groups of subclasses rather than groups of quadrants. 

D. Bar plots summarizing that ~60% of genes are regulated in only one subclass and that the number of 

downregulated genes is ~1.6x that of upregulated genes. 

E. Visualization of the subclass-specific and global P12>P22 genes from panel A in the quadrant analysis of 

Figure 5.2B for glutamatergic neurons. 

F. Same as panel E for P22>P12 genes. 



 

  150 

 
Figure S5.3. Neuronal cell types at P22 and developmental changes. 

 

A. UMAP visualization of P22 wS1 cell types in glutamatergic (left) and GABAergic (right) neurons. 

B. Dotplots showing top cell type markers within each subclass at P22. Within each dotplot panel, rows 

indicate cell types and columns indicate genes. The size of each circle corresponds to the % of cells 

with nonzero expression, and the color indicates average expression level.  

C. Same as Figure 5.4A, but the y-axis now plots aggregate expression scores for_L2/3_A, L2/3_B, and 

L2/3_C along PC1. Curves correspond to P12 and P22. P-values are from a Kolmogorov–Smirnov test 

between the two ages. 

D. Barplot showing that L2/3 has more markers that are tDE between P12 and P22 than the other 

subclasses. 

E. Representative widefield images of RNAscope positive control showing expected labeling pattern.  

F. Representative widefield images of RNAscope negative control using nontargeting probes showing no 

signal as expected.  
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Figure S5.4. Expression patterns at P12 and P22 along PC1 of L2/3 type-enriched genes related to transcription 

factors (TFs), cell adhesion molecules (CAMs), and ion channels (ICs). 

 

A. Expression patterns of type-enriched TFs at P12 and P22 in L2/3 cells ordered by PC1 value.  

B. Same as A for ICs 

C. Same as A for CAMs 
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Figure S5.5. Representative FISH images of L2/3 cell type markers. 

 

A. Representative images of Cdh13 labeling at P12 (top row) and P22 (bottom row). Overlay with Slc17a7 

(vGlut1) shows that the majority of Cdh13 expressing cells in the middle of L2/3 do not colocalize with 
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Slc17a7 (white arrows) whereas the Cdh13+ cells along the Layer 1/2 border do coexpress Slc17a7 (white 

arrowheads). (right) Inset from area inside white squares.  

B. Widefield images of ‘across-row’ section (see Methods for details) with wS1 and surrounding cortical areas 

at P12. Arrows indicate cortical regions outside of wS1 where labeling becomes denser.  

C. Widefield images of ‘across-row’ section with wS1 and surrounding cortical areas at P22. Arrows indicate 

cortical regions outside of S1 where labeling becomes denser. 

D. Representative FISH images of wS1 L2/3 labeling cell type markers Adamts2, Bdnf, and Chrm2 at P12 and 

P22.  

E. Quantification of the fraction of excitatory (Slc17a7+, not shown) L2/3 cells expressing one or more of 

markers Adamts2, Bdnf, and Chrm2 at P12 and P22. N = 3-4 slices from 2 mice per time point. 
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Figure S5.6. Temporal gene expression changes in V1, GO enrichment for shared and region-specific genes, 

and mapping analysis. 
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A. UpSet plot (as in Figure S5.2C) summarizing subclass-by-subclass tDE analysis of V1 data. Only 

combinations containing at least four genes are shown.  

B. Barplots showing that as in the case of wS1 (Figure S5.2D), most downregulated (left) and upregulated 

(right) genes in V1 are subclass-specific. 

C. Full list of GO terms enriched in shared downregulated (left) or upregulated (right) tDE genes between V1 

and wS1. 

D. UMAP plots of V1 (rows 1 and 3) and wS1 (rows 2 and 4) data colored by V1 labels. V1 neuron labels are 

based on the published clustering in Cheng et al. (Cheng et al., 2022), while wS1 neurons were labeled using 

a supervised mapping analysis (see Methods).  
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Figure S5.7. Subclass-level gene expression changes between P22 10d AWD and P22 control. 

 

A. L2/3 type A, B, and C marker scores plotted as a function of a cell’s position along PC1. P values are based 

on a Kolmogorov–Smirnov test comparing the two conditions.  

B. UpSet plots showing that the few genes upregulated by 10d AWD are predominantly subclass-specific.  

C. Same as B but for genes downregulated by 10d AWD. 

D. Bar plots highlighting the small number of genes regulated by 10d AWD. Scale for y-axis is the same as for 

Figure S5.2D for comparison.  
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Figure S5.8. 1d RWD has little effect on L2/3 cell type identity. 

 

A. GABAergic cell types have approximately the same relative frequency at P22 1d RWD and P22 normal 

whisker experience. Representation as in Figure 5.6A. 

B. Same as panel A, for glutamatergic cell types.  

C. PC1 and PC2 are sufficient to describe transcriptional variance within L2/3 in the normal P22 and P22 10d 

AWD datasets  

D. Similar to Figure 5.6D, comparing principal eigenvectors between the P22 1d RWD and normal P22 datasets. 

The first two principal eigenvectors map 1:1.  

E. Similar to Figure 5.6E comparing the PC1 vs. PC2 distribution and type-specific scores between P22 1d 

RWD and normal P22 L2/3 datasets.  

F. L2/3 markers genes, as in Figure 5.4A, are shown as a function of cells’ position along PC1 comparing 

patterns between normal P22 and P22 1d RWD.  

G. L2/3 type A, B, and C marker scores plotted as a function of a cell’s position along PC1. P values are from 

a Kolmogorov–Smirnov test between the two conditions. 

 

 

  



 

  158 

Table Legends 

 

Table S5.1. tDE and SV scores for every tested gene in glutamatergic and GABAergic neurons. 

 

Table S5.2. Subclass-by-subclass differential expression testing results between P12 and P22. 

 

Table S5.3. Cell type markers from each subclass at P22. 

 

Table S5.4. Subclass-by-subclass differential expression testing results between P14 and P21 V1 

data. 

 

Table S5.5. Subclass-by-subclass differential expression testing results between P22 10d AWD 

and P22 

 

Table S5.6. Subclass-by-subclass differential expression testing results between P22 1d RWD and 

P22 
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Chapter 5 Conclusions and Future Directions 

The interaction between innate biological processes and external influences in shaping organisms 

has been contemplated for centuries. Recent technological advances in microscopy, 

electrophysiology, and genetics have deepened our understanding of experience-dependent 

plasticity (EDP) in the brain. However, the interaction between genetically programmed 

development and sensory experience was explored with methods that lacked the ability to fully 

consider the brain's massive diversity of cell types. Early research focused on measuring individual 

neurons with probes or populations of neurons with microscopy. The advent of next-generation 

sequencing marked a shift, allowing high-throughput profiling of cellular molecular content. This 

thesis introduces a new approach—examining EDP through the lens of cell types as a fundamental 

unit. It provides both experimental and computational frameworks to do so, supported by validated 

neuroscience findings. With a clearer understanding of how the mouse retina, visual cortex, and 

somatosensory cortex develop in experience-dependent and independent ways, the work in this 

thesis sets the foundation for future research that can build upon these findings. 

The role of vision in the maturation of mouse retinal ganglion cell types 
  

The development of neurons, their differentiation into distinct types, and their integration into 

information processing circuits all result from hard-wired genetically encoded programs that are 

modified by neural activity. Both genetic and activity-dependent modes of development rely on 

molecular mediators, but our knowledge of their identities is incomplete for the former and 

rudimentary at best for the latter. Mouse RGCs are well suited for addressing these open questions 

for several reasons: (i) their structure, function and development have been studied in detail; (2) 

they comprise a neuronal class that has been divided into several subclasses and numerous (∼45) 

types, enabling analysis at multiple levels; and (3) methods are available for manipulating the 

sensory input they receive and thereby the patterns of activity they experience. Our method was 

scRNA-seq, which enables comprehensive classification of neuronal cell types, and their mapping 

across developmental stages and experimental conditions. By profiling RGCs at multiple 

developmental ages, we were able to map the changing transcriptional landscape of RGCs as they 

develop from embryonic stages to adulthood. By profiling adult RGCs that had been visually 

deprived in three different ways, we showed that vision is not required for full diversification of 

RGCs into subclasses and types but does affect cell type distinctness and patterns of gene 

expression in both global and type-specific ways. Our results can serve as a starting point for 

screening and assessing key molecular mediators of activity-independent and -dependent 

patterning of RGC development. 

 

The fact that we find minimal influence of visual deprivation on RGC diversification may be in 

line with Hubel and Wiesel’s findings in monkeys. In their seminal monocular deprivation 

experiments, they found that retinal ganglion cells in the deprived eye, as well as neurons in the 

lateral geniculate nucleus that receive input from the deprived eye, responded well to visual stimuli 

and had essentially normal receptive fields (Hubel et al., 1977). While vision-based activity may 

not be involved in cell type diversification, the role of spontaneous activity via retinal waves 

remains unknown. It is known that waves of spontaneous retinal activity propagate throughout the 

entire visual system before eye opening and carry patterned information, guiding activity-

dependent development of complex intra- and inter-hemispheric circuits before image-forming 
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vision begins (Ackman et al., 2012). Several mouse knockout approaches exist for disrupting 

waves at various time points in the first two weeks of development (Ford and Feller, 2012). It 

would be interesting to profile RGC cell types in these mouse models to gain a more complete 

understanding of how other sources of activity in the visual system such as spontaneous waves 

contribute to transcriptomic cell type diversification and maturation. Since retinal waves 

predominantly occur between P0 and P15, and this is the time when RGC diversification is nearing 

completion (Shekhar et al., 2022), a lack of waves could lead to an incomplete diversification of 

RGCs. Moreover, a less-characterized earlier stage of retinal waves occurs between embryonic 

(E16) day 16 and P0 (Voufo et al., 2023).  If disrupting postnatal waves does not affect cell type 

diversification, it would be reasonable to study the influence of these embryonic retinal waves on 

RGC diversification. 

 

While scRNA-seq has provided valuable insights into the transcriptional patterns underlying RGC 

diversification and maturation under different conditions, regulatory mechanisms driving these 

changes remain unknown. To bridge this gap, it is crucial to now perform upstream measurements, 

such as scATAC-seq, to explore the chromatin landscape that dictates gene expression patterns 

during RGC development. scATAC-seq allows us to map accessible chromatin regions, 

identifying active regulatory elements like enhancers and promoters that are likely driving the gene 

expression programs observed in the scRNA-seq data (Finkbeiner et al., 2022). Integrating the two 

modalities would help in elucidating how specific patterns of neural activity, including 

spontaneous retinal waves, influence chromatin accessibility and, consequently, gene expression 

during critical periods of RGC development. Moreover, comparing ATAC-seq profiles between 

normally developed RGCs and those from visually deprived or retinal wave-disrupted models 

could reveal key regulatory elements whose activity is modulated by different forms of neural 

activity. This would provide a more comprehensive understanding of the activity-dependent and 

independent mechanisms that shape RGC diversification and maturation, offering new targets for 

further functional studies. Incorporating these upstream measurements will enable us to uncover 

the underlying regulatory processes that guide these critical developmental changes. This shift in 

focus is essential for a more complete understanding of the molecular underpinnings of retinal 

ganglion cell development and their integration into visual processing circuits. 

  

The interplay between natural development and visual experience in the maturation 

of cortical cell types 
  

We studied the role of vision in the development of V1 cell types and their circuitry in mice by 

combining snRNA-seq, statistical inference, sensory perturbations, genetics, and in vivo functional 

imaging. We assembled a developmental transcriptomic atlas of postnatal mouse V1. Using this 

as a foundation, we discovered that: (1) vision is required for the establishment and maintenance 

of L2/3 glutamatergic types, but not other cell types in V1; (2) L2/3 glutamatergic cell types are 

organized as sublayers in V1 and form a transcriptomic continuum through the graded expression 

of ∼200 genes; and (3) among these genes, Igsf9b, a vision-regulated cell adhesion molecule, is 

required in a graded fashion for the functional maturation of L2/3 glutamatergic neurons. Together, 

our study establishes a framework for future investigations of how experience regulates cell type 

development in the brain. 
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Our single-cell sequencing, FISH, and genetic data collectively point to a model where neuronal 

activity regulates IGSF9B functions within L2/3 excitatory neurons in a graded manner. This 

aligns with the observed graded expression pattern of Igsf9b along the pial-ventricular axis in L2/3. 

However, given that our Igsf9b deletion was systemic, the specific molecular and cellular 

mechanisms driving the observed phenotype remain to be fully characterized. Future 

investigations should involve inducible, cell-type-specific knockouts of Igsf9b in L2/3 excitatory 

neurons, as well as in other neuronal populations, to explore the maturation of L2/3 receptive 

tuning during the critical period. Considering that IGSF9B interacts with NEGR1, a heterophilic 

ligand expressed in inhibitory neurons (Wojtowicz et al., 2020), genetic studies will be needed to 

clarify the role of Negr1 in L2/3 neuron development and to distinguish between the effects of 

IGSF9B-mediated heterophilic versus homophilic interactions in circuit formation. On a broader 

scale, comprehensive biochemical, histological, and physiological analyses are essential to 

determine how IGSF9B contributes to the functional maturation of L2/3 neurons and the 

development of inhibitory synapses. 

 

Based on our findings, we can speculate that local circuitry within V1, inputs to and from higher 

visual areas, and inputs from other brain areas may, alone or in combination, sculpt cell type-

specific transcriptomes and circuitry gradually and iteratively within different sublayers. These 

changes, in turn, would alter the circuit properties of neurons (e.g., their patterns of connections or 

synaptic function) leading to the establishment of multiple sublayer-specific networks of circuits 

with distinct functional properties. An initial step towards probing these hypotheses entails 

profiling the local connectivity of L2/3 neurons, especially during development and as a function 

of visual input. The knowledge we have established about the spatial and transcriptomic 

organization of L2/3 neuron types is an ideal launch point for these investigations. For example, 

one may apply emerging single-cell technologies that simultaneously measure the transcriptomic 

and connectomic profiles of single cells (Clark et al., 2021; Saunders et al., 2022; Yuan et al., 

2024). By using these techniques to profile V1 during development and across rearing conditions, 

we can answer four key questions about the connectivity of L2/3 neurons. Do transcriptomically 

distinct cell types possess distinct wiring specificities to other cell types? Are the temporally-

regulated cell-surface molecules identified in our study involved in this wiring? Are synaptic 

interactions of L2/3 cell types organized in a sublayered fashion in the recipient regions? Which 

interactions are sensitive to visual input? Establishing a molecular understanding of L2/3 

connectivity by answering these questions is a prerequisite to understanding how vision sculpts 

the structure and function of circuits across the visual system. 

 

Beyond local connectivity within V1, L2/3 pyramidal neurons project to 10 higher visual areas 

(HVAs) for object recognition, processing self-motion cues, and external object motion cues 

(Andermann et al., 2011; Glickfeld and Olsen, 2017). A study using axonal reconstructions from 

single neurons and RNA barcode-based mapping (MAPseq) showed that the anterolateral (AL), 

posteromedial (PM), and lateromedial (LM) areas receive the most projections out of the 10 HVAs 

(Han et al., 2018). A subsequent study, using retrograde viral tracing, focused on L2/3 neurons 

projecting to these three HVAs and found that PM-projecting neurons were confined to the pial 

pole of L2/3 while AL-projecting neurons bordered L4 (Kim et al., 2020). Our smFISH studies 

revealed that cell type L2/3_A was confined to the pial end of L2/3 while L2/3_C bordered L4, 

suggesting that L2/3_A projects to AL while L2/3_C projects to PM. Fortunately, the study 

reported gene markers for the AL- and PM-projecting neurons. When we tested the expression of 
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these markers in our data, we found that AL and PM markers were selectively expressed in L2/3_A 

and C. These correlations we have established here between transcriptomically distinct cell types 

and HVA projection patterns warrant further investigation on several fronts. There are 10 HVAs 

in mouse V1 but we have only identified and tracked the development of three L2/3 pyramidal cell 

types using snRNA-seq. What explains this discrepancy? Do transcriptomically indistinguishable 

subsets within these three cell types project to different HVAs? Future work aimed at answering 

this question will need to inject multiple HVAs with a retrograde virus that then labels L2/3 

neurons with a barcode that enables the mapping of gene expression profiles to projection targets. 

Subsequent studies can integrate other measurements, such as anatomy and physiology, with 

transcriptomics at different time points to determine the functionally-relevant number of cell types 

in L2/3 and how they develop. An initial hypothesis to test that would not require any experiments 

would be to compare the cell types in our study to the cell populations profiled with Patch-seq by 

the Allen Institute recently (Sorensen et al., 2023) to identify their  morphological and 

physiological characteristics. 

 

Traditional studies of experience-dependent plasticity in V1 analyzed changes in the receptive 

fields, ocular dominance, or functional characteristics of neurons in response to visual 

manipulations such as dark rearing or lid suturing. Our work utilizes single-cell transcriptomic 

profiles to assess the impact of visual deprivation. Thus, we investigate the sensitivity of a cell 

type’s underlying gene expression program to sensory manipulation, which we propose as another 

facet of neuronal plasticity. While a critical period (CP) for ocular dominance plasticity (ODP) has 

been established for decades (Gordon and Stryker, 1996), we have yet to determine a critical period 

for the establishment of transcriptomic cell type identity. Our sensory manipulations were focused 

on the CP for ODP, which is not general to all brain circuits. Even within V1, the CPs for 

organization of neural connections differ among cortical layers and among features such as 

orientation and direction selectivity (Kandel, 2013). Moreover, multiple studies in the last two 

decades have raised the possibility that visual experience, in combination with spontaneous 

activity, shapes circuit development in V1 during a “precritical” period (Feller and Scanziani, 

2005). The findings of a recent study strongly support this hypothesis by demonstrating that vision 

is required for the formation of binocular neurons shortly after eye-opening–up to a week prior to 

the onset of the classical CP (Tan et al., 2021). Given our discovery that cell type identity is 

sensitive to visual experience, it is important to establish a timeline for this type of plasticity. By 

dark-rearing mice from birth, exposing them to light for eight hours at P17, then performing 

snRNA-seq and smFISH, we can answer two key questions. To what degree will brief light 

exposure prior to the classical CP attenuate the effects of visual deprivation? Are the molecules 

and cell types involved the same or different from those observed in the P28DL experiment? 

Answers to these questions will elucidate the timescale for the plasticity of cell type identity in 

V1. Beyond these early postnatal stages, it would be important to understand if the effect of DR is 

temporally restricted to the CP discovered from these studies. For example, dark rearing 

experiments performed on adult mice (>P40) would reveal if dark rearing has no effect at those 

stages or if its effects are distinct from those observed at earlier stages.  

 

The key finding of our study is that L2/3 pyramidal neurons undergo the most changes during 

postnatal development and are most sensitive to dark rearing compared to all other neuronal cell 

types. Several lines of future inquiry can help elucidate the underlying mechanism and teleology. 

The first line involves the fact that L2/3 neurons are born the latest during cortical neurogenesis 
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compared to L4-L6 (Cooper, 2008). One way to test the link between late neurogenesis and 

prolonged plasticity in L2/3 neurons is by experimentally manipulating their birth timing. For 

example, using inducible genetic tools or in utero electroporation, the birth of L2/3 neurons could 

be delayed or advanced relative to their typical developmental schedule. By comparing the 

molecular, functional, and plasticity profiles of these neurons to normally timed counterparts, we  

could directly assess whether late neurogenesis is a key determinant of L2/3’s prolonged plasticity 

and heightened sensitivity to sensory experience. Such experiments would provide mechanistic 

insights into how developmental timing shapes the unique properties of L2/3 neurons. The second 

line of inquiry involves the patterns of connectivity between layers. Research in mouse primary 

whisker somatosensory cortex (wS1) has shown that there are many more connections between 

L2/3 and 4 excitatory neurons than among L5 and L6 (Hooks and Chen, 2020). Perhaps the higher 

frequency of connections would require more time to establish and mature, providing one possible 

reason for the delayed maturation of superficial types. In addition, we know that L2/3 and L4 

project from V1 in the intratelencephalic (IT) tract to other cortical regions, while L5 and L6 

neurons project mostly back to the thalamus and pyramids (Shepherd and Yamawaki, 2021). Does 

the nature and complexity of visual processing tasks executed by L2/3 and L4 neurons make their 

development vision-dependent? Future research would map these projections in the context of the 

transcriptomic cell types we discovered to answer these questions.  

 

The third line of inquiry could focus on L2/3 evolution. It is known that L2/3 pyramidal neurons 

have massively expanded during mammalian evolution: both in terms of relative numbers as well 

as cortico-cortical connectivity (Vanderhaeghen and Polleux, 2023). Furthermore, L2/3 neurons 

in primates exhibit delayed maturation compared to their rodent counterparts, a property known as 

neoteny. Could these reasons underlie the greater plasticity and experience-dependence of L2/3 

cell types? An exciting project would be to compare V1 cell types from several species covering 

the last few hundred million years of evolution using single-cell multiomics. This would reveal 

how the cell types that populate L2/3 in extant mammals evolved and diversified from the common 

mammalian ancestor and what molecular factors underlie their expansion and neo-

functionalization in primates. Such a project would be especially pertinent since a recent study of 

retinal ganglion cell (RGC) evolution across 17 species identified rodent orthologues of midget 

RGCs, which comprise more than 80% of RGCs in the human retina, subserve high-acuity vision, 

and were previously believed to be restricted to primates (Hahn et al., 2023). Projections of both 

primate and mouse orthologous types are overrepresented in the thalamus, which supplies V1. 

Molecular studies of V1 evolution would add to this work in the retina and enable us to build a 

more general theory of visual system evolution (Baden et al., 2020). 

 

The neurons at the center of this study send excitatory signals, but previous studies have 

highlighted the importance of inhibitory inputs in adult neuronal plasticity (Davis et al., 2015; Lin 

et al., 2008; Reh et al., 2020). The transcriptomic changes we observed in L2/3 as a function of 

time and dark rearing must in some way be mediated by inhibitory neurons. We did not find 

evidence that gene expression in inhibitory neurons was affected by light deprivation, but it is 

possible that the proteomic, morphological, electrophysiological, or circuit properties of these 

neurons were modified in ways not detectable by snRNA-seq. Indeed, vision appears to be crucial 

for parvalbumin (PV) cells to receive excitatory input, while the connectivity of PV cells to 

pyramidal neurons might represent an intrinsic mechanism (Fang et al., 2021). Although PV cells 

fail to broaden their orientation tuning in dark-reared (DR) mice—likely due to impaired excitatory 
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input from local neurons—the inhibitory currents recorded in pyramidal neurons continue to 

strengthen to adult levels even in the absence of visual experience. This suggests that the 

broadening of tuning is dependent on vision, potentially through vision-dependent factors 

expressed by PV cells that facilitate their innervation by local pyramidal neurons. For example, 

the molecular response of inhibitory neurons could be largely post-transcriptional, and would only 

be detected by performing proteomics or mRNA translation studies using ribosome profiling 

(VanInsberghe et al., 2021). This could especially be true since a different study found that PV 

cells exhibit minimal transcriptional changes in response to visual deprivation (Hrvatin et al., 

2018). If the deficit observed in DR conditions is primarily due to altered innervation of PV cells 

by pyramidal neurons, that would explain the transcriptional changes being more pronounced in 

pyramidal neurons than interneurons.  

  

Gene regulatory networks underlying the development of L2/3 pyramidal neurons 

in V1 
  

Sensory experience refines an embryonic blueprint of the primary visual cortex (V1), enabling the 

maturation of functional circuits. Recently, we showed that the transcriptomic and functional 

identity of layer (L) 2/3 cell types in V1 arises postnatally in a vision-dependent fashion. However, 

the temporally coordinated interactions between transcription factors (TFs) and enhancers that 

underlie these transcriptional dynamics are unknown. In a currently ongoing study, we profiled 

chromatin accessibility and gene expression at single-nucleus resolution within V1 across several 

time points and light-rearing conditions. We then used computational approaches to infer gene 

regulatory networks (GRNs) associated with cell type development in V1. We discovered two 

orthogonal programs that regulate the maturation of a L2/3 continuum consisting of three 

archetypes. The first is the vision-independent Rfx3+ program, peaking in activity before eye-

opening, and the second is the vision-dependent Npas4+ program, peaking in activity after eye-

opening. Future work should focus on perturbing these programs in vivo to assess their roles in 

various V1 functions. 

 

Our preliminary results show that type L2/3_A initially predominates in frequency (>50% of L2/3 

cells). Between P12-P14, the L2/3_B type increases in frequency at the expense of L2/3_A cells. 

As neurons are postmitotic at this stage with no clear evidence of cell death, these frequency 

changes are likely due to a redistribution of L2/3_A cells acquiring L2/3_B-like gene expression 

patterns. By comparison, L2/3_C is relatively stable. The postnatal expansion of L2/3_B-like cells 

is common to both V1 and wS1, but the functional significance is not clear. Does L2/3_B represent 

a meaningful functional unit essential for animal behavior, or is it merely an epiphenomenon 

observed through snRNA-seq? We found that Rfx3 is selectively expressed in L2/3_A neurons 

throughout development. The activity of its target regions and genes peaks between P10 and P14, 

and it predominantly regulates genes and regions that are L2/3_A-specific. One hypothesis 

motivated by these results is that knocking out Rfx3 embryonically or during early postnatal 

development prevents the development of the L2/3_B type. In this scenario, L2/3_A cells may 

continue to predominate in frequency into later postnatal stages, affecting V1’s functional 

development, including the functional tuning and projection patterns of L2/3 neurons (Kim et al., 

2020; Tan et al., 2020). One could also perturb the vision-dependent program, involving TFs such 

as Npas4, Fosb, Fosl2, and Fos. This GRN switches on after eye-opening (P14) and is selective to 

L2/3_B neurons. The target genes and chromatin regions featured in this program are L2/3-B 
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specific, and both were suppressed by dark-rearing. Therefore, while the intrinsic Rfx3+ GRN is 

likely responsible for “preparing” L2/3 for the emergence of L2/3_B, these activity-dependent 

GRNs form the basis for this new cell state. Perturbing these vision-dependent GRNs would offer 

an alternative approach to creating a V1 without L2/3_B neurons, providing a way to test for the 

functional role of this cell type.  

 

Another crucial factor in regulating gene expression during L2/3 pyramidal neuron development 

could be the protein MeCP2, which binds to methylated cytosine bases in DNA, often found in 

regions called CpG islands. MeCP2 is known to interpret and translate the epigenetic information 

encoded in DNA methylation patterns, influencing the structure of chromatin and thereby 

impacting gene expression (Gulmez Karaca et al., 2019). Disruptions in MeCP2 function are 

linked to neurodevelopmental disorders, most notably Rett syndrome, which is characterized by 

severe cognitive and physical impairments due to mutations in the MECP2 gene. A recent study 

showed that loss of MeCP2 disrupts sublayer-resolved gene programs in L2/3 of V1 (Moore et al., 

2024). This disruption is striking similar to what we have observed in dark-reared animals. This 

result suggests that MeCP2 might be involved in fine-tuning the expression of genes critical for 

the development and function of L2/3 neurons. Future work should explore the temporal dynamics 

of MeCP2 binding in L2/3 neurons, particularly in relation to changes in chromatin accessibility 

observed in our ATAC-seq data. By integrating ChIP-seq data for MeCP2, we can investigate 

whether regions with high MeCP2 binding show decreased accessibility over time in specific L2/3 

cell types, and how this correlates with the development of these cells. Additionally, we could 

examine the overlap of differentially methylated sites between MeCP2 knockout (KO) and wild-

type (WT) neurons with our ATAC peaks to determine how MeCP2-mediated methylation 

influences gene regulatory networks in V1. Such studies would provide deeper insights into the 

epigenetic mechanisms underlying sensory experience-dependent development in the cortex. 

  

The role of whisker experience in the maturation of cortical cell types in health and 

disease 
  

To study experience-dependent wS1 development at the resolution of transcriptomic cell types, 

we generated an atlas of mouse wS1 containing over 80,000 nuclear transcriptomes spanning two 

postnatal ages and three rearing conditions. We found that developmental gene expression changes 

are highly subclass-specific and that L2/3 pyramidal neuron type identity changes dramatically 

during development. In comparative analyses, developmental gene expression and cell type 

changes were largely conserved between mouse V1 and wS1. However, whisker experience served 

a limited role in wS1 cell type development, which is in stark contrast to the strong role of vision 

in V1 cell type development. Nevertheless, brief whisker deprivation did induce activity-

dependent gene expression in a whisker column-specific fashion. The dataset we generated and its 

associated findings present a variety of exciting avenues for future research 

 

The publicly accessible dataset enables the pursuit of several research directions without the 

immediate need for experiments. First, future work could use CellChat (Jin et al., 2023) to explore 

how intercellular communication evolves across developmental stages, conditions, and cell types 

in this dataset. For example, applying CellChat to L2/3 neurons at P12 and P22 under both 1-day 

and 10-day deprivation conditions could reveal how specific ligand-receptor interactions are 

modulated by development and sensory experience. Comparing signaling networks between 
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excitatory and inhibitory populations may highlight shifts in ligand-receptor dynamics during 

circuit maturation. Integrating results across these variables would ultimately offer a 

comprehensive model of how developmental timing and sensory experience shape cortical 

communication networks. Second, future directions could focus on determining whether the 

observed transcriptomic patterns in this dataset can be explained by underlying gene regulatory 

networks. Applying Single-Cell Regulatory Network Inference and Clustering (SCENIC) across 

different neuronal subclasses in both control and whisker deprivation conditions would allow for 

the comparison of inferred gene regulatory networks (GRNs) between these states (Van de Sande 

et al., 2020). SCENIC leverages co-expression of genes and transcription factors (TFs) to infer 

GRNs by integrating scRNA-seq data with TF motif discovery, searching for TF binding sites 

around co-expressed genes. This analysis could reveal regulatory dynamics driving observed 

changes and help generate hypotheses about DNA-level mechanisms. For instance, by analyzing 

L2/3 neurons at P12 and P22, we could infer regulons and visualize their activity to identify 

persistent and temporally regulated programs. Exploring whether P12 neurons are enriched for 

TFs related to type specification or comparing regulon expression across cell types and conditions 

would further clarify the developmental trajectory of these cells.  

 

Our work employed smFISH to validate the cell type-specificity or temporal regulation of select 

genes nominated by scRNA-seq. To further test the hypotheses generated in this work, future 

studies should quantify the expression of many genes simultaneously in the same cell as a function 

of the cell’s location, especially in the context of wS1 barrels, using spatial transcriptomics 

methods across multiple time points and rearing conditions. For example, recent work showed that 

the barrel cortex contains two distinct L2/3 pyramidal neuron subpopulations: a stable columnar 

framework of columnar whisker-tuned cells that may promote spatial perceptual stability and an 

intermixed, non-columnar surround with highly unstable tuning (Wang et al., 2022). It would be 

interesting to determine if these subpopulations are marked by distinct genes and if they follow 

similar developmental trajectories. Another study used spatial transcriptomics to identify gene 

expression patterns distinguishing L4 septal from spiny stellate neurons and their innervation by 

specific thalamic inputs during development (Young et al., 2023). In the future, by integrating 

spatial gene expression data with cellular physiology and connectivity patterns, such approaches 

can reveal how distinct transcriptomic landscapes correspond to specific functional 

subpopulations, and how these profiles are dynamically regulated by sensory experience.  

 

Furthermore, transcriptomic measurements provide a window into “what” cells are doing (their 

state) at the time of tissue sampling but do not reveal “how” the cell arrived at that point. Future 

studies aimed at dissecting patterns at the DNA level, such as chromatin organization and DNA 

methylation, will reveal the gene regulatory networks responsible for the transcriptomic patterns 

observed herein. Finally, additional work must be undertaken to assess the findings of our study 

in the context of neuronal physiology and animal behavior. Experiments labeling specific cell 

types and surveying their properties using slice electrophysiology will provide a mapping between 

the types discovered here and their functions and how these change under different experimental 

conditions. Additionally, 2P imaging of labeled cell types coupled with a whisking-related task 

would pinpoint the role of these cell types in the context of animal behavior. Ultimately, these 

studies could bridge the gap between transcriptomic diversity and functional specialization in 

cortical circuits. One immediate hypothesis to test is whether the cell type-specific expression of 

Cdh13 and Cdh12 we observe in L2/3 pyramidal neurons contributes similarly to inhibitory 
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microcircuit specificity as in L5 IT and ET neurons in wS1 (Jézéquel et al., 2023). A targeted study 

replicating the L5 analysis in L2/3 neurons could reveal analogous or distinct mechanisms of 

inhibitory connectivity, shedding light on the broader principles of synaptic organization across 

cortical layers. 

 

Beyond studying wS1 during typical development,  the disrupted organization of neural circuits in 

wS1 during critical periods (CPs) may underlie the manifestation of neurodevelopmental disorders 

such as autism (Chen et al., 2020; Llamosas et al., 2021; Michaelson et al., 2018; Zhang et al., 

2014, 2021). A long-standing model of autism spectrum disorders (ASDs) is that a cortical increase 

in synaptic excitation-to-inhibition (E-I) ratio drives hyperexcitability that is hypothesized to 

potentiate the cognitive and behavioral symptoms of ASD (Nelson and Valakh, 2015; Rubenstein 

and Merzenich, 2003). A recent study profiled E-I ratio phenotypes in L2/3 neurons of wS1 in four 

mouse ASD models, including the Fragile X Syndrome Fmr1 KO (Antoine et al., 2019). Rather 

than causing circuit hyperexcitability, they found that an increased E-I ratio is a compensatory 

mechanism that stabilizes synaptic depolarization and spiking excitability in all four models. 

Structural and physiological synaptic defects that lead to sensory abnormalities in mouse models 

of autism have been identified in S1 (Balasco et al., 2019; Robertson and Baron-Cohen, 2017). 

However, the gene expression changes in S1 cell types that underlie these phenotypes remain 

unknown. One hypothesis could be that ASD causes neurodevelopmental transcriptomic 

alterations that disrupt cell type plasticity in whisker S1. Discovering the cell types involved in 

this process would enable us to link molecular and behavioral phenotypes and improve our 

understanding of ASD pathophysiology. Future studies should combine snRNA-seq with whisker 

deprivation on Fmr1 KO mice to uncover transcriptomic signatures underlying ASD’s influence 

on cellular homeostasis and laminar circuitry. 
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