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Abstract

Statistical and computational methods for single-cell transcriptome sequencing and
metagenomics

by

Fanny Gabrielle Solange Marie Perraudeau

Doctor of Philosophy in Biostatistics
and the Designated Emphasis in

Computational and Genomic Biology

University of California, Berkeley

Professor Sandrine Dudoit, Chair

I propose statistical methods and software for the analysis of single-cell transcriptome
sequencing (scRNA-seq) and metagenomics data. Specifically, I present a general and flexible
zero-inflated negative binomial-based wanted variation extraction (ZINB-WaVE) method,
which extracts low-dimensional signal from scRNA-seq read counts, accounting for zero
inflation (dropouts), over-dispersion, and the discrete nature of the data. Additionally,
I introduce an application of the ZINB-WaVE method that identifies excess zero counts
and generates gene and cell-specific weights to unlock bulk RNA-seq differential expression
pipelines for zero-inflated data, boosting performance for scRNA-seq analysis. Finally, I
present a method to estimate bacterial abundances in human metagenomes using full-length
16S sequencing reads.
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1.1 Representation of the difference between bulk and single-cell sequencing. Using
single-cell sequencing it is possible to get the gene expression of each cell in a
sample providing a way to identify different cell-types within one sample. On
the contrary, using bulk sequencing, one gets a averaged gene expression profile
across all the cells is a sample. The idea to illustrate the difference between bulk
and single-cell sequencing using fruits is from a talk given by Shalek and Regev
in 2016. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Schematic view of the ZINB-WaVE model. Given n cells and J genes, let Yij
denote the count of gene j (j = 1, . . . , J) for cell i (i = 1, . . . , n) and Zij an
unobserved indicator variable, equal to one if gene j is a dropout in cell i and zero
otherwise. Then, µij = E[Yij|Zij = 0, X, V,W ] and πij = Pr(Zij = 1|X, V,W ).
We model ln(µ) and logit(π) with the regression specified in the figure. Note that
the model allows for different covariates to be specified in the two regressions; we
have omitted the µ and π indices for clarity (see Methods for details). . . . . . . 31

2.2 Low-dimensional representation of the V1 dataset. Upper panels provide two-
dimensional representations of the data, after selecting the 1,000 most variable
genes. Lower panels provide barplots of the absolute correlation between the first
two components and a set of QC measures (see Methods). (a, b) PCA (on TC-
normalized counts); (c, d) ZIFA (on TC-normalized counts); (e, f) ZINB-WaVE
(no normalization needed). ZINB-WaVE leads to a low-dimensional represen-
tation that is less influenced by technical variation and to tighter, biologically
meaningful clusters. The ZINB-WaVE projection was robust to the number of
genes selected (Figure 2.11). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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2.3 Using ZINB-WaVE to gain novel biological insights: Lineage inference for OE
dataset and discovery of rare cell types for 10x Genomics 68k PBMCs dataset.
(a–c) Lineage inference on the OE dataset. Slingshot minimum spanning tree
on cell clusters: (a) PCA with endpoint supervision (marked as red nodes in the
tree); (b) PCA with no endpoint supervision; (c) ZINB-WaVE with no endpoint
supervision. (a–b) RSEC clustering (see Methods) on the first 50 PCs of the nor-
malized counts led to 13 clusters; (c) the same procedure on 50 components of
W from ZINB-WaVE led to 6 clusters: horizontal basal cells (HBC); transitional
HBC (DHBC1-2); immature sustentacular cells (iSUS); mature sustentacular cells
(mSUS); globose basal cells (GBC); microvillous cells (MV); immediate neuronal
precursors (INP1-3); immature olfactory neurons (iOSN); mature olfactory neu-
rons (mOSN). mOSN, MV, and mSUS are the mature cell types and should be
identified by Slingshot as the three lineage endpoints. (d–e) Discovery of novel
cell types for the 10x Genomics 68k PBMCs dataset. (d) Scatterplot of first two
t-SNE dimensions obtained from 10 components of W from ZINB-WaVE; cells
are color-coded by cluster. Clustering was performed on the 10 components of
W (see Methods). (e) Heatmap of expression measures for marker genes for the
18 clusters found by our procedure: columns correspond to clusters and rows to
genes; the value in each cell is the average log expression measure per cluster,
centered and scaled so that each row has mean zero and standard deviation one. 35

2.4 Average silhouette width: Real datasets. (a) V1 dataset; (b) S1/CA1 dataset;
(c) Glioblastoma dataset; (d) mESC dataset. Silhouette widths were computed
in the low-dimensional space, using the groupings provided by the authors of
the original publications: unsupervised clustering procedure (a, b), observed
characteristics of the samples, such as patient (c) and culture condition (d).
PCA and ZIFA were applied after normalization: unnormalized (RAW), total-
count (TC), trimmed mean of M values (TMM), and full-quantile (FQ). For the
mESC dataset (d), we fitted the ZINB-WaVE model with batch as a sample-level
covariate (ZINB-Batch) in addition to the default model with only a sample-level
intercept (see Figure 2.5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
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2.5 Accounting for batch effects in ZINB-WaVE: mESC and Glioblastoma datasets.
Upper panels provide two-dimensional representations of the mESC data, with
cells color-coded by batch and shape reflecting culture conditions: (a) Default
ZINB-WaVE with only sample-level intercept; (b) ZINB-WaVE with batch as
known sample-level covariate. (c) Average silhouette widths by biological condi-
tion for ZINB-WaVE with and without batch covariate; (d) Average silhouette
widths by batch for ZINB-WaVE with and without batch covariate. Although
the cells cluster primarily based on culture condition, batch effects are evident in
(a). Accounting for batch effects in the ZINB-WaVE model (b) leads to slightly
better clustering by biological condition (c) and removes the clustering by batch
(d). Note the difference in scale between the barplots of (c) and (d). Lower pan-
els provide two-dimensional representations of the Glioblastoma data, with cells
color-coded by batch: (e) Default ZINB-WaVE with only sample-level intercept;
(f) ZINB-WaVE with total number of expressed genes as sample-level covariate.
Despite the confounding between patient and batch, the addition of a covariate
that captures the batch difference allows ZINB-WaVE to remove the batch effect
without removing the patient effect. . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.6 Bias and MSE for ZINB-WaVE estimation procedure: ZINB-WaVE simulation
model. Panels show boxplots of (a) bias ln(µ), (b) bias π, (c) MSE ln(µ), and
(d) MSE π for ZINB-WaVE estimation procedure, as a function of the number
of unknown covariates K. ZINB-WaVE was fit with X = 1n, common/genewise
dispersion, and with/without sample-level intercept (i.e., column of ones in gene-
level covariate matrix V ). For each gene and cell, bias and MSE were averaged
over B = 10 datasets simulated from our ZINB-WaVE model, based on the
S1/CA1 dataset and with n = 1, 000 cells, J = 1, 000 genes, scaling of one for
the ratio of within to between-cluster sums of squares (b2 = 1), K = 2 unknown
factors, zero fraction of about 80%, X = 1n, cell-level intercept (V = 1J), and
genewise dispersion. The lower and upper hinges of the boxplots correspond to
the first and third quartiles (the 25th and 75th percentiles), respectively. The
upper/lower whisker extends from the hinge to the largest/smallest value no
further than 1.5× IQR from the hinge (where IQR is the inter-quartile range or
difference between the third and first quartiles). Data beyond the whiskers are
called outliers and are not plotted here. Figure 2.31 provides the same boxplots
with individually plotted outliers. . . . . . . . . . . . . . . . . . . . . . . . . . . 43



viii

2.7 Between-sample distances and silhouette widths for ZINB-WaVE, PCA, and ZIFA:
Simulation models. (a) Boxplots of correlations between between-sample dis-
tances based on true and estimated low-dimensional representations of the data
for simulations based on the V1 dataset. (b) Same as (a) for simulations based
on the S1/CA1 dataset. (c) Boxplots of silhouette widths for true clusters for
simulations based on the V1 dataset. (d) Same as (c) for simulations based
on the S1/CA1 dataset. For (a–d), all datasets were simulated from our ZINB-
WaVE model with n = 1, 000 cells, J = 1, 000 genes, “harder” clustering (b2 = 5),
K = 2 unknown factors, zero fraction of about 80%, X = 1n, cell-level intercept
(V = 1J), and genewise dispersion. Each boxplot is based on n values corre-
sponding to each of the n samples and defined as averages of correlations (a, b)
or silhouette widths (c, d) over B = 10 simulations. See Figure 2.34 for the same
scenario but with n = 10, 000 cells and Figure 2.35 for additional scenarios. (e–g)
Average silhouette widths (over n samples and B = 10 simulations) for true clus-
ters vs. zero fraction, for n ∈ {100, 1, 000, 10, 000} cells, for datasets simulated
from the Lun and Marioni [40] model, with C = 3 clusters and equal number of
cells per cluster. While ZINB-WaVE was relatively robust to the sample size n
and zero fraction, the performance of PCA and ZIFA decreased with larger zero
fraction. Between-sample distance matrices and silhouette widths were based on
W for ZINB-WaVE, the first two principal components for PCA, and the first
two latent variables for ZIFA. ZINB-WaVE was applied with X = 1n, V = 1J ,
genewise dispersion, and K ∈ {1, 2, 3, 4} (only K = 2 is shown in (e–g)). For
PCA and ZIFA, different normalization methods were used. Colors correspond
to the different methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.8 Low-dimensional representation of the S1/CA1 dataset. Upper panels provide
two-dimensional representations of the data. Lower panels provide barplots of
the absolute correlation between the first three components and a set of QC mea-
sures (see Methods). (a, b) PCA (on TC-normalized counts); (c, d) ZIFA (on
TC-normalized counts); (e, f) ZINB-WaVE (no normalization needed). ZINB-
WaVE leads to a low-dimensional representation that is less influenced by tech-
nical variation and to tighter, biologically meaningful clusters. . . . . . . . . . . 48

2.9 Low-dimensional representation of the mESC dataset. Upper panels provide two-
dimensional representations of the data, after selecting the 1,000 most variable
genes. Lower panels provide barplots of the absolute correlation between the first
two components and a set of QC measures (see Methods). (a, b) PCA (on TC-
normalized counts); (c, d) ZIFA (on TC-normalized counts); (e, f) ZINB-WaVE
(no normalization needed). ZINB-WaVE leads to a low-dimensional represen-
tation that is less influenced by technical variation and to tighter, biologically
meaningful clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
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variable genes. Lower panels provide barplots of the absolute correlation be-
tween the first two components and a set of QC measures (see Methods). (a,
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ZINB-WaVE with and without batch covariate, PCA with and without applying
ComBat on raw counts and TC, TMM, and FQ-normalized counts; (d) Average
silhouette widths by batch for ZINB-WaVE with and without batch covariate,
PCA with and without applying ComBat on raw counts and TC, TMM, and
FQ-normalized counts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

2.24 ZINB-Wave and ComBat: Glioblastoma dataset. (a) PCA on FQ + ComBat-
normalized counts; (b) ZINB-WaVE with batch as sample covariate; (c) Boxplot
of sample detection rate stratified by batch. Sample detection rate is defined as
the total number of genes with at least one read in a given sample. . . . . . . . 64

2.25 Goodness-of-fit of ZINB-WaVE and NB models: Mean-difference plots of esti-
mated vs. observed mean count for V1 dataset. Left panel: ZINB-WaVE. Right
panel: Negative binomial model fit using edgeR package. Observed and estimated
mean counts were averaged over n cells. Counts were plotted on a log scale. See
Methods for details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

2.26 Goodness-of-fit of ZINB-WaVE and NB models: Mean-difference plots of esti-
mated vs. observed zero probability for V1 dataset. Left panel: ZINB-WaVE.
Right panel: Negative binomial model fit using edgeR package. Observed and
estimated zero probabilities were averaged over n cells. See Methods for details. 65

2.27 Goodness-of-fit of ZINB-WaVE and NB models: Estimated dispersion parameter
vs. observed proportion of zero counts for V1 dataset. Left panel: Genewise
dispersion parameters φj estimated using ZINB-WaVE. Right panel: Genewise
dispersion parameters φj estimated using edgeR package. See Methods for details. 66

2.28 Goodness-of-fit of MAST hurdle model for V1 dataset. Left panel: Mean-difference
plot of estimated vs. observed mean log2(TPM+1). Middle panel: Mean-
difference plot of estimated vs. observed zero probability. Right panel: Esti-
mated Gaussian variance parameter σ2

j vs. observed proportion of zero counts.
For left and middle panels, observed and estimated mean log2(TPM+1) and zero
probabilities were averaged over n cells. Parameters were estimated using the
function zlm from the MAST package, with an intercept and a covariate for the
cellular detection rate (as recommended in the MAST vignette for the MAIT data
analysis) for both the discrete and continuous parts. . . . . . . . . . . . . . . . . 67
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2.29 Bias, MSE, and variance for ZINB-WaVE estimation procedure: ZINB-WaVE
simulation model. Boxplots of bias, MSE, and variance for ln(µ) and π as a
function of the number of cells n. For each gene and cell, bias, MSE, and variance
were averaged over B = 10 datasets simulated from our ZINB-WaVE model,
based on the S1/CA1 dataset and with n ∈ {50, 100, 500, 1, 000, 5, 000, 10, 000}
cells, J = 1, 000 genes, scaling of one for the ratio of within to between-cluster
sums of squares (b2 = 1), and zero fraction of about 80%. The following values
were used for both simulating the data and fitting the ZINB-WaVE model to
these data: K = 2 unknown factors, X = 1n, cell-level intercept (V = 1J), and
genewise dispersion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

2.30 BIC, AIC, and log-likelihood for ZINB-WaVE estimation procedure: ZINB-WaVE
simulation model. Panels show boxplots of (a) BIC, (b) AIC, and (c) log-
likelihood for ZINB-WaVE estimation procedure, as a function of the number of
unknown covariates K. ZINB-WaVE was fit with X = 1n, common/genewise
dispersion, and with/without sample-level intercept (i.e., column of ones in gene-
level covariate matrix V ). For each gene and cell, BIC, AIC, and log-likelihood
were averaged over B = 10 datasets simulated from our ZINB-WaVE model,
based on the S1/CA1 dataset and with n = 1, 000 cells, J = 1, 000 genes, scaling
of one for the ratio of within to between-cluster sums of squares (b2 = 1), K = 2
unknown factors, zero fraction of about 80%, X = 1n, cell-level intercept (V =
1J), and genewise dispersion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

2.31 Bias and MSE for ZINB-WaVE estimation procedure: ZINB-WaVE simulation
model. Same as Figure 2.6, but with outliers plotted individually (i.e., observa-
tions beyond the whiskers). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

2.32 Variance for ZINB-WaVE estimation procedure: ZINB-WaVE simulation model.
Panels show boxplots of variance (over B = 10 simulated datasets) for estimates
of ln(µ) (a, c) and π (b, d). Outliers plotted in (a, b) and omitted in (c, d).
Simulation scenario as in Figure 2.6. . . . . . . . . . . . . . . . . . . . . . . . . 71

2.33 Bias for ZINB-WaVE estimation procedure: ZINB-WaVE simulation model. (a)
Mean-difference plot of estimated vs. true negative binomial mean (log scale),
ln(µ̂) − ln(µ) vs. (ln(µ) + ln(µ̂))/2. (b) Mean-difference plot of estimated vs.
true zero inflation probability, π̂ − π vs. (π + π̂)/2. The estimates are based on
one of the B = 10 datasets simulated from our ZINB-WaVE model, based on the
S1/CA1 dataset and with n = 1, 000 cells, J = 1, 000 genes, scaling of one for
the ratio of within to between-cluster sums of squares (b2 = 1), and zero fraction
of about 80%. The following values were used for both simulating the data and
fitting the ZINB-WaVE model to these data: K = 2 unknown factors, X = 1n,
cell-level intercept (V = 1J), and genewise dispersion (as in Figures 2.6, 2.31 and
2.32). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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2.34 Between-sample distances and silhouette widths for ZINB-WaVE, PCA, and ZIFA:
ZINB-WaVE simulation model. (a) Boxplots of correlations between between-
sample distances based on true and estimated low-dimensional representations of
the data for simulations based on the V1 dataset. (b) Same as (a) for simulations
based on the S1/CA1 dataset. (c) Boxplots of silhouette widths for true clusters
for simulations based on the V1 dataset. (d) Same as (c) for simulations based
on the S1/CA1 dataset. All datasets were simulated from our ZINB-WaVE model
with n = 10, 000 cells, J = 1, 000 genes, “harder” clustering (b2 = 5), K = 2 un-
known factors, zero fraction of about 80%, X = 1n, cell-level intercept (V = 1J),
and genewise dispersion. Each boxplot is based on n values corresponding to
each of the n samples and defined as averages of correlations (a, b) or silhouette
widths (c, d) over B = 10 simulations. Between-sample distance matrices and
silhouette widths were based on W for ZINB-WaVE, the first two principal com-
ponents for PCA, and the first two latent variables for ZIFA. ZINB-WaVE was
applied withX = 1n, V = 1J , genewise dispersion, andK ∈ {1, 2, 3, 4}. For PCA
and ZIFA, different normalization methods were used. Colors correspond to the
different methods. See Figure 2.7a–d for the same scenario but with n = 1, 000
cells and Figure 2.35 for additional scenarios. . . . . . . . . . . . . . . . . . . . 73

2.35 Between-sample distances and silhouette widths for ZINB-WaVE, PCA, and ZIFA:
ZINB-WaVE simulation model. (a) Correlation between between-sample dis-
tances based on true and estimated low-dimensional representations of the data
for simulations based on the V1 dataset. (b) Same as (a) for simulations based on
the S1/CA1 dataset. (c) Silhouette width for true clusters for simulations based
on the V1 dataset. (d) Same as (c) for simulations based on the S1/CA1 dataset.
As in Figure 2.7, all datasets were simulated from our ZINB-WaVE model with
J = 1, 000 genes, K = 2 unknown factors, X = 1n, cell-level intercept (V = 1J),
and genewise dispersion. Each point corresponds to a simulation scenario (zero
fraction, clustering strength, sample size); correlations between true and esti-
mated between-sample distances and silhouette widths are averaged over B = 10
simulated datasets and n cells. Column panels show three different clustering sce-
narios, where the scaling of the ratio of within to between-cluster sums of squares
b2 corresponds to the original clustering (b2 = 1), a harder clustering (b2 = 5),
and no clustering (b2 = 10). Row panels correspond to different numbers of cells
(n ∈ {100, 1, 000}). Between-sample distance matrices and silhouette widths were
based on W for ZINB-WaVE, the first two principal components for PCA, and
the first two latent variables for ZIFA. ZINB-WaVE was applied with X = 1n,
V = 1J , genewise dispersion, and K ∈ {1, 2, 3, 4}. For PCA and ZIFA, different
normalization methods were used. Colors correspond to the different methods. . 74
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2.36 Precision and recall for ZINB-WaVE, PCA, and ZIFA: Lun and Marioni [40]
simulation model. Average (a) precision coefficient and (b) recall coefficient (over
n samples and B = 10 simulations) vs. zero fraction, for n ∈ {100, 1, 000, 10, 000}
cells, for datasets simulated from the Lun and Marioni [40] model, with C = 3
clusters and equal number of cells per cluster. Clustering was performed using
k-means on W for ZINB-WaVE, the first two principal components for PCA,
and the first two latent variables for ZIFA. ZINB-WaVE was applied with X =
1n, V = 1J , genewise dispersion, and K = 2. For PCA and ZIFA, different
normalization methods were used. Colors correspond to the different methods.
While ZINB-WaVE has a recall and precision of one for all sample sizes n and zero
fractions, the performance of PCA and ZIFA decreases with larger zero fraction.
See Methods for details on clustering procedure and precision and recall coefficients. 75

2.37 CPU time for ZINB-WaVE estimation procedure. Log-log scatterplot of mean
CPU time (in seconds) vs. (a) sample size n, (b) number of genes J , and (c) num-
ber of latent factors K. For each panel B = 10 datasets were simulated from the
Lun and Marioni [40] model with zero fraction of about 60%. The following spe-
cific values were used for each panel: (a) n ∈ {50, 100, 500, 1, 000, 5, 000, 10, 000}
cells, J = 1, 000 genes,K = 2 latent factors; (b) J ∈ {50, 100, 500, 1, 000, 5, 000, 10, 000}
genes, n = 1, 000 cells, K = 2 latent factors; (c) n = 1, 000 cells, J = 1, 000 genes,
and K ∈ {2, 3, 5, 10, 50, 100} latent factors. The following values were used to
fit the ZINB-WaVE model: X = 1n, cell-level intercept (V = 1J), and common
dispersion. CPU times were averaged over B = 10 simulated datasets and stan-
dard deviations are indicated by the vertical bars. Computations were done with
7 cores on an iMac with eight 4 GHz Intel Core i7 CPUs and 32 GB of RAM. . 76
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3.1 Zero inflation results in overestimated dispersion and jeopardizes power to dis-
cover differentially expressed genes. (a–e) Scatterplots of estimated biological
coefficient of variation (BCV, defined as the square root of the negative binomial
dispersion parameter φ) against average log count per million (CPM) computed
using edgeR. (a) BCV plot for the real Buettner et al. [75] scRNA-seq dataset
subsampled to n = 10 cells. (b) BCV plot for the real Deng et al. [100] scRNA-
seq dataset subsampled to n = 10 cells. Both panels (a) and (b) show striped
patterns in the BCV plot, which significantly distort the mean-variance relation-
ship, as represented by the red curve. (c) BCV plot for a simulated bulk RNA-seq
dataset (n = 10), obtained from the Bottomly et al. [101] dataset using the sim-
ulation framework of Zhou, Lindsay, and Robinson [102]. Dispersion estimates
generally decrease smoothly as gene expression increases. (d) BCV plot for a
simulated zero-inflated bulk RNA-seq dataset, obtained by randomly introducing
5% excess zero counts in the dataset from (c). Zero inflation leads to overesti-
mated dispersion for the genes with excess zeros, resulting in striped patterns, as
observed also for the real scRNA-seq data in panels (a) and (b). (e) BCV plot
for simulated zero-inflated bulk RNA-seq dataset from (d), where excess zeros are
downweighted in dispersion estimation (i.e., weights of 0 for excess zeros and 1
otherwise). Downweighting recovers the original mean-variance trend. (f) True
positive rate vs. false discovery proportion (FDP-TPR curves) for simulated zero-
inflated dataset of (d). The performance of edgeR (red curve) is deteriorated in
a zero-inflated setting due to overestimation of the dispersion parameter. How-
ever, assigning the excess zeros a weight of zero in the dispersion estimation and
model-fitting results in a dramatic performance boost (orange curve). Hence,
downweighting excess zero counts is the key to unlocking bulk RNA-seq tools for
zero inflation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
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3.3 Comparison of DE methods on simulated scRNA-seq data.(a) scRNA-seq data sim-
ulated from Islam et al. [84] dataset (n = 90). (b) scRNA-seq data simulated
from Trapnell et al. [114] dataset (n = 150). DE methods are compared based
on scatterplots of the true positive rate (TPR) vs. the false discovery proportion
(FDP); zoomed versions of the FDP-TPR curves are shown here, full curves are
displayed in Figure 3.13. Circles represent working points on a nominal 5% FDR
level and are filled if the empirical FDR (i.e., FDP) is below the nominal FDR.
Methods based on ZINB-WaVE weights clearly outperform other methods for
both simulated datasets. Note that the methods differ in performance between
datasets, possibly because of a higher degree of zero inflation in the Islam dataset.
The SCDE and metagenomeSeq methods, specifically developed to deal with ex-
cess zeros, are outperformed in both simulations by ZINB-WaVE-based methods
and by DESeq2. The DESeq2 curve in panel (a) is cut off due to NA adjusted
p-values resulting from independent filtering. The behavior in the lower half of
the curve for MAST in (b) is due to a smooth increase in true positives with an
identical number of false positives over a range of low FDR cut-offs. The curve
for NODES is not visible on this figure, only in the full FDP-TPR curves. . . . 93

3.4 Comparison of DE methods on simulated scRNA-seq datasets.DE methods are com-
pared based on FDP-TPR curves for data simulated from a 10x Genomics PBMC
scRNA-seq dataset (n = 1, 200); zoomed versions of the FDP-TPR curves are
shown here, full curves are displayed in Figure 3.18. Circles represent working
points on a nominal 5% FDR level and are filled if the empirical FDR (i.e.,
FDP) is below the nominal FDR. 10x Genomics sequencing typically involves
high-throughput and massive multiplexing, resulting in very shallow sequencing
depths and thus low counts, making it extremely difficult to identify excess ze-
ros. Unweighted and ZINB-WaVE-weighted edgeR are tied for best performance,
followed by ZINB-WaVE-weighted DESeq2. In general, bulk RNA-seq methods
are performing well in this simulation, probably because the extremely high zero
abundance in combination with low counts can be reasonably accommodated by
the negative binomial distribution. The behavior in the lower half of the curve
for NODES is due to a smooth increase in true positives with an identical number
of false positives over a range of low FDR cut-offs. . . . . . . . . . . . . . . . . . 94
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3.5 False positive control on mock null Usoskin datasets (n = 622 cells). (a) The
scatterplot and GLM fits (R glm function with family=binomial), color-coded
by batch (i.e., picking sessions Cold, RT-1, and RT-2), illustrate the association
of zero abundance with sequencing depth. The three batches differ in their se-
quencing depths, causing an attenuated global relationship when pooling cells
across batches (blue curve). Adjusting for the batch effect in the ZINB-WaVE
model allows to properly account for the relationship between sequencing depth
and zero abundance. (b) Histogram of ZINB-WaVE weights for zero counts for
original Usoskin dataset, with (white) and without (green) including batch as a
covariate in the ZINB-WaVE model. The higher mode near zero for batch ad-
justment indicates that more counts are being classified as dropouts, suggesting
more informative discrimination between excess and NB zeros. (c) Boxplot of
per-comparison error rate (PCER) for 30 mock null datasets for each of seven DE
methods; ZINB-WaVE-weighted methods are highlighted in blue. (d) Histogram
of unadjusted p-values for one of the datasets in (c). ZINB-WaVE was fit with
intercept, cell type covariate (actual or mock), and batch covariate (unless spec-
ified otherwise) in X, V = 1J , K = 0 for W , common dispersion, and ε = 1012.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.6 Biologically meaningful DE results for 10x Genomics PBMC dataset. (a) Scatter-
plot of the first two t-SNE dimensions obtained from the first 10 principal com-
ponents. Cells are color-coded by clusters found using the Seurat graph-based
clustering method on the first 10 principal components. Pseudo-color images
on the right display normalized enrichment scores (NES) after gene set enrich-
ment analysis (GSEA) for cell types related to CD4+ T-cells (see “Methods”),
for clustering based on (b) the first 10 principal components and (c) W from
ZINB-WaVE with K = 20. For dimensionality reduction, ZINB-WaVE was fit
with X = 1n, V = 1J , K = 20 for W (based on AIC), common dispersion, and
ε = 1012. To compute the weights for DE analysis, ZINB-WaVE was fit with in-
tercept and cell type covariate in X, V = 1J , K = 0 for W , common dispersion,
and ε = 1012. NES for more cell types are shown in Figure 3.23. . . . . . . . . 99

3.7 Variability in bulk and single-cell RNA-seq data. Mean-difference plots for two
samples from the Islam et al. [84] scRNA-seq dataset (left panel) and two sam-
ples from the Pickrell et al. [128] bulk RNA-seq dataset (right panel). A higher
variability in the scRNA-seq data is observed as compared to the bulk RNA-seq
data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

3.8 BCV plots for conquer datasets. Estimated biological coefficient of variation
(BCV) vs. average log count per million (CPM), computed by edgeR, for con-
quer scRNA-seq datasets subsampled to n = 10 cells. The striped patterns reflect
genes with many zero counts and high dispersion estimates, distorting the mean-
variance relationship. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
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3.9 BCV plot for Trapnell dataset. Estimated biological coefficient of variation (BCV)
vs. average log count per million (CPM), computed by edgeR, for the 72h subset
of the Trapnell et al. [114] scRNA-seq dataset, where colors represent the total
number of positive counts across cells. The striped patterns originate from genes
with few positive counts. They are also present in the lower half of the BCV plot,
but can only be noticed with the coloring. The red line indicates the common
dispersion estimated with edgeR. . . . . . . . . . . . . . . . . . . . . . . . . . . 106

3.10 Zero proportion vs. log library size for conquer datasets. The fraction of zero
counts for a cell is associated with library size, for scRNA-seq datasets downloaded
from the conquer repository. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.11 Zero proportion vs. average log CPM for conquer datasets. The fraction of zero
counts for a gene is associated with its average expression, measured by the
average log count per million (CPM), for scRNA-seq datasets downloaded from
the conquer repository. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3.12 ZINB-WaVE posterior probabilities on real Islam and Trapnell scRNA-seq datasets.
The histograms display the ZINB-WaVE estimated posterior probabilities of be-
longing to the negative binomial count component for all zeros in the Islam et al.
[84] and Trapnell et al. [114] datasets. Many zeros are identified as excess zeros
in the Islam dataset, while in the Trapnell dataset a reasonable proportion are
estimated to be NB zeros. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

3.13 Comparison of DE methods on simulated scRNA-seq datasets. (a) scRNA-seq
data simulated from Islam et al. [84] dataset (n = 90). (b) scRNA-seq data
simulated from Trapnell et al. [114] dataset (n = 150). As in Figure 3.3, DE
methods are compared based on scatterplots of the true positive rate (TPR)
vs. the false discovery proportion (FDP). Circles represent working points on a
nominal 5% FDR level and are filled if the empirical FDR (i.e., FDP) is below the
nominal FDR. Methods based on ZINB-WaVE weights clearly outperform other
methods for both simulated datasets. Note that the methods differ in performance
between datasets, possibly because of a higher degree of zero inflation in the Islam
dataset. The SCDE and metagenomeSeq methods, specifically developed to deal
with excess zeros, are outperformed in both simulations by ZINB-WaVE-based
methods and by DESeq2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
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3.14 Comparison of DESeq2 variants on simulated scRNA-seq data. (a) scRNA-seq
data simulated from Islam et al. [84] dataset (n = 90). (b) scRNA-seq data
simulated from Trapnell et al. [114] dataset (n = 150). Three DESeq2 variants
are compared based on scatterplots of the true positive rate (TPR) vs. the false
discovery proportion (FDP). Circles represent working points on a nominal 5%
FDR level and are filled if the empirical FDR (i.e., FDP) is below the nominal
FDR. Enabling the imputation step in DESeq2 (method DESeq2_impute) results
in a deterioration of performance on both datasets. Our default DESeq2 analysis
(method DESeq2) has shrinkage of the fold-changes enabled, but disabling this
option (method DESeq2_noShrink) does not seem to have a detrimental effect on
performance. Note that the curve for DESeq2_noShrink is superimposed on the
curve for DESeq2 due to approximately identical performance. . . . . . . . . . . 111

3.15 p-value distributions on simulated Islam scRNA-seq dataset (n = 90). The p-value
distributions for methods based on ZINB-WaVE weights appear uniform for large
p-values and enriched for low p-values, as would be expected from an appropriate
statistical inference method on datasets with known effects. metagenomeSeq,
NODES, and ZINB-WaVE-weighted limma-voom have anti-conservative p-value
distributions, also evident in the FDP-TPR curves. SCDE and MAST have
conservative p-value distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . 112

3.16 p-value distributions on simulated Trapnell scRNA-seq dataset (n = 150). The p-
value distributions for methods based on ZINB-WaVE weights appear uniform for
large p-values and enriched for low p-values, as would be expected from an appro-
priate statistical inference method on datasets with known effects. metagenome-
Seq, NODES, and ZINB-WaVE-weighted limma-voom have anti-conservative p-
value distributions, also evident in the FDP-TPR curves. SCDE and MAST have
conservative p-value distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.17 Comparison of edgeR and DESeq2 with and without ZINB-WaVE weights on sim-
ulated bulk RNA-seq datasets (n = 10). Bulk RNA-seq data were simulated from
the Bottomly et al. [101] dataset using the simulation framework of Zhou, Lindsay,
and Robinson [102]. DE methods are compared based on scatterplots of the true
positive rate (TPR) vs. the false discovery proportion (FDP). Circles represent
working points on a nominal 5% FDR level and are filled if the empirical FDR
(i.e., FDP) is below the nominal FDR. (a) Zero-inflated bulk RNA-seq dataset,
where 5% of all counts were randomly replaced by zeros. Methods based on
ZINB-WaVE weights correctly identify excess zeros, while standard unweighted
bulk RNA-seq tools break down in performance due to overestimation of the dis-
persion parameters. (b) Bulk RNA-seq dataset. Methods based on ZINB-WaVE
weights have a similar performance to their unweighted counterparts, highlighting
that in the absence of zero inflation, it is not detrimental to use the ZINB-WaVE
weights for differential expression analysis. . . . . . . . . . . . . . . . . . . . . 114
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3.18 Comparison of DE methods on simulated scRNA-seq datasets. As in Figure 3.4,
DE methods are compared based on FDP-TPR curves for data simulated from
a 10x Genomics PBMC scRNA-seq dataset (n = 1, 200). Circles represent work-
ing points on a nominal 5% FDR level and are filled if the empirical FDR (i.e.,
FDP) is below the nominal FDR. 10x Genomics sequencing typically involves
high-throughput and massive multiplexing, resulting in very shallow sequencing
depths and thus low counts, making it extremely difficult to identify excess ze-
ros. Unweighted and ZINB-WaVE-weighted edgeR are tied for best performance,
followed by ZINB-WaVE-weighted DESeq2. In general, bulk RNA-seq methods
are performing well in this simulation, probably because the extremely high zero
abundance in combination with low counts can be reasonably accommodated by
the negative binomial distribution. . . . . . . . . . . . . . . . . . . . . . . . . . 115

3.19 Differential expression results for Usoskin scRNA-seq dataset. The barplots pro-
vide the number of DE genes for the Usoskin et al. [79] dataset, based on 7
DE methods comparing each cell type (panels) to all other cell types combined.
The results for SCDE were obtained by assessing the number of genes with
|Zadj| ≥ 1.96 (see supporting information for the original manuscript; http:
//pklab.med.harvard.edu/scde/sensory.html). All other methods are evalu-
ated on a 5% nominal FDR level. . . . . . . . . . . . . . . . . . . . . . . . . . . 116

3.20 False positive control on mock null 10x Genomics PBMC datasets (n = 2, 700
cells). (a) Boxplot of per-comparison error rate (PCER) for 30 mock null datasets
for each of seven DE methods; ZINB-WaVE-weighted methods are highlighted
in blue. (b) Histograms of unadjusted p-values for one of the datasets in (a).
ZINB-WaVE was fit with intercept and mock cell type covariate in X, V = 1J ,
K = 0 for W , common dispersion, and ε = 1012. . . . . . . . . . . . . . . . . . 117

3.21 Impact of ZINB-WaVE regularization parameter for one mock null Usoskin dataset.
(a) PCER as a function of the ZINB-WaVE regularization parameter ε. (b) His-
tograms of unadjusted p-values for different values of ε. DE genes for one mock
null dataset are identified based on ZINB-WaVE-weighted edgeR, with an un-
adjusted p-value cut-off of 0.05. ZINB-WaVE was fit with intercept, mock cell
type covariate, and batch covariate in X, V = 1J , K = 0 for W , and common
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3.22 Impact of ZINB-WaVE regularization parameter for one mock null 10x Genomics
PBMC dataset. (a) PCER as a function of the ZINB-WaVE regularization pa-
rameter ε. (b) Histograms of unadjusted p-values for different values of ε. DE
genes for one mock null dataset are identified based on ZINB-WaVE-weighted
edgeR, with an unadjusted p-value cut-off of 0.05. ZINB-WaVE was fit with in-
tercept and mock cell type covariate in X, V = 1J , K = 0 for W , and common
dispersion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
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3.23 Gene set enrichment analysis based on PCA and ZINB-WaVE for 10x Genomics
PBMC dataset. Pseudo-color images of normalized enrichment scores for gene set
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Chapter 1

Introduction

This introduction provides an overview of the current state of genomics and gives relevant
biological background for readers not familiar with the field. The dissertation is composed
of chapters, where, for each chapter, a paper was either already published or submitted for
publication. Although each chapter has been written with care and is internally consistent,
the notation can be different from one chapter to another. In particular, Chapter 4 addresses
a completely distinct question than Chapters 2 and 3.

1.1 The rise of personalized genomics
Genomics is defined as the study of the structure, function, evolution, mapping, and editing
of genomes, where a genome is an organism’s complete set of DNA, including all of its genes
[1]. Genomics aims at the characterization and quantification of genes, which direct the
production of proteins with the assistance of enzymes and messenger molecules. In turn,
proteins make up body structures such as organs and tissues as well as control chemical re-
actions and carry signals between cells. Genomics also involves the sequencing and analysis
of genomes through uses of high-throughput DNA sequencing and informatics to assemble
and analyze the function and structure of entire genomes.

Advances in genomics have given rise to personalized or precision medicine, referring to
the fact that patients are separated into different groups, with medical decisions and inter-
ventions being tailored to the individual patient based on their predicted response or risk
of disease. Skeptics would say that tailoring of treatment to patients is nothing new. This
is true. As far back as in ancient Greece, Hippocrates’ hypothesis was already that “It is
more important to know what sort of person has a disease than to know what sort of disease
a person has” [2]. However, the term personalized medicine has risen in usage in recent
years driven by the fact that genomics could provide clear evidence on which to stratify (i.e.,
group) patients according to their genome.
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A compelling example showing that personalized medicine could play an effective role in
stratifying patient populations is breast cancer. There are actually two categories of women
suffering from breast cancer: those with a mutation on a gene coding for a protein called
human epidermal growth factor receptor 2 (HER2) - which promotes the growth of cancer
cells - and those without this mutation. Testing for the mutation, it is then possible to predict
if a patient will response to a particular treatment called Herceptin. Thus, using genomic
testing, the right treatment can be applied to the right patient sparing the non-responsive
patients the cost and pain of an intense cancer treatment.

1.2 Sequencing technologies: three generations
Over the past quarter-century, advances and discoveries in the field of genomics have been
eased by substantial reductions in the cost of genome sequencing. Methods and technologies
to sequence genomes have evolved over the years and here is a brief comparison between the
three generations of sequencing technologies. See Table 4.1.

In early sequencing studies, the Sanger technology was the most used. This approach,
though informative, is time-consuming, expensive, and provides a limited amount of se-
quencing [3]. Today, Sanger sequencing retains an essential place in genomics for two main
purposes [4]. First, it serves as an orthogonal method for confirming results obtained using
the second and third-generation sequencing technologies, that is, Sanger approaches pro-
vide ground truth against which the other assays can be benchmarked. Second, Sanger
sequencing provides a means to patch the coverage of regions that are poorly covered by the
second-generation sequencing technology (e.g., regions with high GC-content). One way to
restoring coverage of these areas using second-generation technologies would be to increase
the quantity of input DNA, but it would be expensive and the quantity available may be
limited.

In contrast to Sanger sequencing, second-generation sequencing technologies, e.g., Il-
lumina or 454/Roche, provide much higher sequencing depth and high throughput. This
technology has been widely used for two important genomic projects: the 1000 Genomes
Project and the Encyclopedia of DNA Elements (ENCODE). The 1000 Genomes Project,
that ran between 2008 and 2015, was an international research effort to establish a detailed
catalogue of human genetic variation. The final dataset contains data for 2,504 individuals
from 26 populations providing an overview of all human genetic variation. The ENCODE is
a research project launched by the US National Human Genome Research Institute (NHGRI)
in September 2003 aiming at identifying all functional elements in the human genome. These
two projects as well as the field of genomics in general benefited from the high throughput
of the second-generation sequencing technologies.

However, the higher throughput comes at the expense of read length. By virtue of
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Generation First Second Third

Companies Sanger Illumina,
454/Roche

Pacific Biosciences,
Oxford Nanopore

Read length
(bp) 103 102 104

High
throughput no yes yes

Sequencing
error rate low low high

Table 1.1: Overview of the three generations of sequencing technologies. First-generation
sequencing technology allows sequencing of long reads. However, low throughput limits the
use of the technology. Second-generation sequencing is currently the most used technology,
as it has high throughput and low sequencing error rate. However, the short length of
the sequencing reads is a drawback for some applications. Third-generation sequencing
seems promising as the length of the sequenced reads is higher. However, third-generation
technologies have high sequencing error rates.

sequencing single contiguous molecules, third-generation technologies are capable of produc-
ing long reads. Thus, the recent development of third-generation sequencing technologies
offers a promising approach for applications where read length is important, e.g., when high
resolution could be needed to analyze gut microbial communities (see Chapter 4). Unfor-
tunately, with the current technology, gains in length can come at the expense of accuracy.
In particular, the sequencing error rate for the current Pacific Biosciences RS sequencer is
around 10%, whereas second-generation technologies like Illumina have a sequencing error
rate around 0.02%.

1.3 Single-cell genomics
“Imagine being able to shrink down to a small enough size to peer into the human body
at the single-cell level. Now take a deep breath and plunge into that cell to see all of the
ongoing biological processes, including the full complement of molecules and their locations
within the cell. This has long been the realm of science fiction, but not for much longer.”
[5] These are the first lines of the introduction to the special Issue on single-cell genomics
published in Science on October, 7th 2017.

Single-cell genomics refers to the study of the genomes at the cellular level. Before single-
cell genomics, genomes were sequenced from mRNA or DNA extracted from a large number
of cells (so called “bulk sequencing”), from which it is only possible to get an averaged gene
expression profile across a set of cells. With the new single-cell technology, it is now possible
to dissect the contributions of individual cells to the biology of ecosystems and organisms
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Single-cell Bulk

Figure 1.1: Representation of the difference between bulk and single-cell sequencing. Using
single-cell sequencing it is possible to get the gene expression of each cell in a sample pro-
viding a way to identify different cell-types within one sample. On the contrary, using bulk
sequencing, one gets a averaged gene expression profile across all the cells is a sample. The
idea to illustrate the difference between bulk and single-cell sequencing using fruits is from
a talk given by Shalek and Regev in 2016.

opening up myriads of applications and hopes to be able to study the heterogeneity of tis-
sues. For example, it is now conceivable to determine the contributions of each individual
cell to cancer development or response to a treatment. See Figure 1.1 a illustration of the
difference between bulk and single-cell sequencing.

The Human Cell Atlas (HCA) [6] has been created in 2016 to create comprehensive
reference maps of all human cells and intensively takes advantage of recent advances in
single-cell genomics. The HCA is a global collaboration to characterize all cells in a healthy
human body: cell types, numbers, locations, relationships, and molecular components. Once
complete, it will be a fundamental resource for scientists, allowing them to better understand
how healthy cells work, and what goes wrong when disease strikes. It will help researchers
around the world understand how genetic variants impact disease risk, define drug toxicities,
discover better therapies, and advance regenerative medicine [7]. The HCA project is in part
supported by the Chan Zuckerberg Initiative, a company founded by Facebook founder Mark
Zuckerberg and his wife Priscilla Chan with an investment of up to one billion in Facebook
shares in each of the next three years.

1.4 Metagenomics
Single-cell genomics is also a very promising technique in the field of microbiology. The
microbiome is defined as the genetic material of all the microbes - bacteria, fungi, protozoa,
and viruses - that live on and inside the human body. It is estimated that about 100 trillion
microbes live in and on us, that is ten times more microbial cells in our body than human
cells, and the majority of these bacteria live in our guts. A recent paper [8] states that



CHAPTER 1. INTRODUCTION 5

actually the number of bacteria in the body might be more of the same order as the number
of human cells. But, the conclusion stays the same: we do have a lot of bacteria in and on
us. These bacteria are increasingly recognized as having important roles in human health
leading both academic labs and the industry to intensively study microbial samples.

Traditionally, microscopy and biochemical testing techniques have been the mainstay
for identification of microorganisms. With the advances of DNA sequencing, identification
of microbes has now been replaced by sequencing allowing researchers to characterize in a
standardized way microbial populations. In particular, bulk genomics is used to produce a
profile of diversity in a microbial sample where all the bacteria in a sample are sequenced
at once. An ultimate step is then needed to deconvolve the mixture of bacteria in the sample.

All current methods, however, are limited to reconstructing only coarse approximations
of the relative abundances of the bacteria in a sample mainly because of biases introduced
during the preparation of the sample before sequencing. The main source of bias is the
polymerase chain reaction (PCR), a technique used to amplify a single copy of a segment
of DNA across several orders of magnitude, generating thousands to millions of copies of a
particular DNA sequence. It has been studied for decades that PCR amplification efficien-
cies vary drastically from one bacterium to another introducing bias to estimate bacteria
frequencies in microbial communities. Despite these limitations, the identification of bacte-
ria using bulk genomics is a valuable method and the standard in the field. For example,
the Human Microbiome Project (HMP), an initiative launched in 2008 to catalogue healthy
human microbiome at multiple body sites, used bulk sequencing to provide a reference for
future sequencing and metagenomic efforts.

As explained in the previous section, single-cell genomics has become available in the
recent years. This new technology could offer solutions to the major limitations of bulk
genomics for microbiology. For example, it could eliminate PCR bias as every single cell
can be sequenced separately, suppressing the need to perform the deconvolution. Therefore,
single-cell metagenomics could offer a powerful lens for viewing the microbial world. Single-
cell sequencing in metagenomics is still immature though and would require more research,
especially to isolate single cells from primary samples such as swabs and biopsies.

1.5 Dissertation overview
ZINB-WaVE, a model to analysis scRNA-seq data
In chapter 2, I present a general and flexible zero-inflated negative binomial model (ZINB-
WaVE), which leads to low-dimensional representations of the data that account for the
count nature of the data, over-dispersion, and zero inflation where zeros are of two types:
biological zeros, when a gene is simply not expressed in the cell, and technical zeros (i.e.,
dropouts), when a gene is expressed in the cell but not detected. I show, with simulated and
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real data, that the model and its associated estimation procedure are able to give a more
stable and accurate low-dimensional representation of the data than principal component
analysis (PCA) and zero-inflated factor analysis (ZIFA), without the need for a preliminary
normalization step.

Unlock bulk RNA-seq tools for zero inflation and single-cell
In Chapter 3, I introduce a weighting strategy using our ZINB-WaVE model, that identifies
excess zero counts and generates gene and cell-specific weights to unlock bulk RNA-seq differ-
ential expression (DE) pipelines for zero-inflated data, boosting performance for scRNA-seq
analysis. The method is shown to outperform competing methods on simulated and real
single-cell RNA-seq datasets.

Estimation of bacterial abundances in microbial samples
In Chapter 4, a method to estimate bacterial abundances in microbial samples using full-
length 16S sequencing reads is presented. The method models the sequencing error process
using a generalized pair hidden Markov chain model and the Viterbi algorithm. I demon-
strate, with simulated and real data, that the model and its associated estimation procedure
are able to give accurate estimates at the species (or subspecies) level, and is more flexible
than existing methods like SImple Non-Bayesian TAXonomy (SINTAX).



7

Chapter 2

ZINB-WaVE, a method for the
analysis of scRNA-seq data

This chapter has been published in the journal Nature Communications. I specifically focused
on simulations and analysis of simulated datasets while Davide Risso conducted the analysis
of the real datasets. 1

2.1 Introduction
Single-cell RNA sequencing (scRNA-seq) is a powerful and relatively young technique en-
abling the characterization of the molecular states of individual cells through their tran-
scriptional profiles [9]. It represents a major advance with respect to standard “bulk” RNA
sequencing, which is only capable of measuring average gene expression levels within a cell
population. Such averaged gene expression profiles may be enough to characterize the global
state of a tissue, but completely mask signal coming from individual cells, ignoring tissue
heterogeneity. Assessing cell-to-cell variability in expression is crucial for disentangling com-
plex heterogeneous tissues [10, 11, 12] and for understanding dynamic biological processes,
such as embryo development [13] and cancer [14]. Despite the early successes of scRNA-seq,
in order to fully exploit the potential of this new technology, it is essential to develop statis-
tical and computational methods specifically designed for the unique challenges of this type
of data [15].

Because of the tiny amount of RNA present in a single cell, the input material needs
to go through many rounds of amplification before being sequenced. This results in strong

1I would like to thank my co-authors, Davide Risso, Svetlana Gribkova, Sandrine Dudoit, and Jean-
Philippe Vert. I also would like to thank Olivier Mirabeau from the Curie Institute for the pre-processing
of the Glioblastoma dataset, and Aaron Lun and the Marioni Lab for making the code needed for the
simulations available online. Finally, I am grateful to Russell Fletcher for his help with the re-analysis of the
OE data.
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amplification bias, as well as dropouts, i.e., genes that fail to be detected even though they
are expressed in the sample [16]. Researchers have recently reduced amplification bias by
using random molecular barcodes or unique molecular identifiers (UMIs). The concept of
UMIs is that each original DNA fragment, within the same cell, is attached to a unique DNA
sequence which is designed as a string of totally random nucleotides. As a result, sequence
reads that have different UMIs represent different original DNA fragments, while reads that
have the same UMIs are the result of the same amplification from the same original DNA
fragment. The inclusion in the library preparation of unique molecular identifiers reduces
amplification bias [17], but does not remove dropout events, nor the need for data normaliza-
tion [18, 19] - a critical step in the analysis pipeline that adjusts for unwanted biological and
technical effects that can mask the signal of interest. In addition to the host of unwanted
technical effects that affect bulk RNA-seq, scRNA-seq data exhibit much higher variability
between technical replicates, even for genes with medium or high levels of expression [20].

The large majority of published scRNA-seq analyses include a dimensionality reduction
step. This achieves a two-fold objective: (i) the data become more tractable, both from a
statistical (cf. curse of dimensionality) and computational point of view; (ii) noise can be
reduced while preserving the often intrinsically low-dimensional signal of interest. Dimen-
sionality reduction is used in the literature as a preliminary step prior to clustering [21, 11,
22], the inference of developmental trajectories [23, 24, 25, 26], spatio-temporal ordering
of the cells [13, 27], and, of course, as a visualization tool [28, 29]. Hence, the choice of
dimensionality reduction technique is a critical step in the data analysis process.

A natural choice for dimensionality reduction is principal component analysis (PCA),
which projects the observations onto the space defined by linear combinations of the original
variables with successively maximal variance. However, several authors have reported on
shortcomings of PCA for scRNA-seq data. In particular, for real datasets, the first or second
principal components often depend more on the proportion of detected genes per cell (i.e.,
genes with at least one read) than on an actual biological signal [30, 31]. In addition to
PCA, dimensionality reduction techniques used in the analysis of scRNA-seq data include
independent components analysis (ICA) [23], Laplacian eigenmaps [32, 26], and t-distributed
stochastic neighbor embedding (t-SNE) [33, 12, 10]. Note that none of these techniques can
account for dropouts, nor for the count nature of the data. Typically, researchers transform
the data using the logarithm of the (possibly normalized) read counts, adding an offset to
avoid taking the log of zero.

Recently, Pierson and Yau [34] proposed a zero-inflated factor analysis (ZIFA) model to
account for the presence of dropouts in the dimensionality reduction step. Although the
method accounts for the zero inflation typically observed in scRNA-seq data, the proposed
model does not take into account the count nature of the data. In addition, the model makes
a strong assumption regarding the dependence of the probability of detection on the mean
expression level, modeling it as an exponential decay. The fit on real datasets is not always
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good and, overall, the model lacks flexibility, with its inability to include covariates and/or
normalization factors.

Here, we propose a general and flexible method that uses a zero-inflated negative bi-
nomial (ZINB) model to extract low-dimensional signal from the data, accounting for zero
inflation (dropouts), over-dispersion, and the count nature of the data. We call this ap-
proach Zero-Inflated Negative Binomial-based Wanted Variation Extraction (ZINB-WaVE).
The proposed model includes a sample-level intercept, which serves as a global-scaling nor-
malization factor, and gives the user the ability to include both gene-level and sample-level
covariates. The inclusion of observed and unobserved sample-level covariates enables nor-
malization for complex, non-linear effects (often referred to as batch effects), while gene-level
covariates may be used to adjust for sequence composition effects, such as gene length and
GC-content effects. ZINB-WaVE is an extension of the RUV model [35, 36], which accounts
for zero inflation and over-dispersion and for which unobserved sample-level covariates may
either capture variation of interest or unwanted variation. We demonstrate, with simulated
and real data, that the model and its associated estimation procedure are able to give a
more stable and accurate low-dimensional representation of the data than PCA and ZIFA,
without the need for a preliminary normalization step. The approach is implemented in
the open-source R package zinbwave, publicly available through the Bioconductor Project
(https://bioconductor.org/packages/zinbwave).

2.2 Methods

2.2.1 Model
For any µ ≥ 0 and θ > 0, let fNB(· ;µ, θ) denote the probability mass function (PMF) of
the negative binomial (NB) distribution with mean µ and inverse dispersion parameter θ,
namely:

fNB(y;µ, θ) = Γ(y + θ)
Γ(y + 1)Γ(θ)

(
θ

θ + µ

)θ (
µ

µ+ θ

)y
, ∀y ∈ N. (2.1)

Note that another parametrization of the NB PMF is in terms of the dispersion parameter
φ = θ−1 (although θ is also sometimes called dispersion parameter in the literature). In both
cases, the mean of the NB distribution is µ and its variance is:

σ2 = µ+ µ2

θ
= µ+ φµ2 . (2.2)

In particular, the NB distribution boils down to a Poisson distribution when φ = 0 ⇔ θ =
+∞.

For any π ∈ [0, 1], let fZINB(· ;µ, θ, π) be the PMF of the zero-inflated negative binomial
(ZINB) distribution given by:

fZINB(y;µ, θ, π) = πδ0(y) + (1− π)fNB(y;µ, θ), ∀y ∈ N, (2.3)

https://bioconductor.org/packages/zinbwave
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where δ0(·) is the Dirac function. Here, π can be interpreted as the probability that a 0 is
observed instead of the actual count, resulting in an inflation of zeros compared to the NB
distribution, hence the name ZINB.

Given n samples (typically, n single cells) and J features (typically, J genes) that can be
counted for each sample, let Yij denote the count of feature j (for j = 1, . . . , J) for sample i
(i = 1, . . . , n). To account for various technical and biological effects frequent, in particular,
in single-cell sequencing technologies, we model Yij as a random variable following a ZINB
distribution with parameters µij, θij, and πij, and consider the following regression models
for the parameters:

ln(µij) =
(
Xβµ + (V γµ)> +Wαµ +Oµ

)
ij
, (2.4)

logit(πij) =
(
Xβπ + (V γπ)> +Wαπ +Oπ

)
ij
, (2.5)

ln(θij) = ζj , (2.6)

where
logit(π) = ln

(
π

1− π

)
and elements of the regression models are as follows.

• X is a known n×M matrix corresponding toM cell-level covariates and β = (βµ, βπ) its
associatedM×J matrices of regression parameters. X can typically include covariates
that induce variation of interest, such as cell types, or covariates that induce unwanted
variation, such as batch or quality control measures. It can also include a constant
column of ones, 1n, to account for gene-specific intercepts.

• V is a known J×L matrix corresponding to J gene-level covariates, such as gene length
or GC-content, and γ = (γµ, γπ) its associated L×n matrices of regression parameters.
V can also include a constant column of ones, 1J , to account for cell-specific intercepts,
such as size factors representing differences in library sizes.

• W is an unobserved n ×K matrix corresponding to K unknown cell-level covariates,
which could be of “unwanted variation” as in RUV [35, 36] or of interest (such as cell
type), and α = (αµ, απ) its associated K × J matrices of regression parameters.

• Oµ and Oπ are known n× J matrices of offsets.

• ζ ∈ RJ is a vector of gene-specific dispersion parameters on the log scale.

This model deserves a few comments.
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• By default, X and V contain a constant column of ones, to account, respectively,
for gene-specific (e.g., baseline expression level) and cell-specific (e.g., library size)
variation. In that case, X and V are of the form X = [1n, X0] and V = [1J , V 0]
and we can similarly decompose the corresponding parameters as β = [β1, β0] and
γ = [γ1, γ0], where β1 ∈ R1×J is a vector of gene-specific intercepts and γ1 ∈ R1×n a
vector of cell-specific intercepts. The representation 1nβ1 +(1Jγ1)> is then not unique,
but could be made unique by adding a constant and constraining β1 and γ1 to each
have elements summing to zero.

• Although W is the same, the matrices X and V could differ in the modeling of µ and
π, if we assume that some known factors do not affect both µ and π. To keep notation
simple and consistent, we use the same matrices, but will implicitly assume that some
parameters may be constrained to be 0 if needed.

• By allowing the models to differ for µ and π, we can model and test for differential
expression in terms of either the NB mean or the ZI probability.

• We limit ourselves to a gene-dependent dispersion parameter. More complicated mod-
els for θij could be investigated, such as a model similar to µij or a functional of the
form θij = f(µij), but we restrict ourselves to a simpler model that has been shown to
be largely sufficient in bulk RNA-seq analysis.

2.2.2 Estimation procedure
The input to the model are the matrices X, V , Oµ, and Oπ and the integerK; the parameters
to be inferred are β = (βµ, βπ), γ = (γµ, γπ), W , α = (αµ, απ), and ζ. Given an n×J matrix
of counts Y , the log-likelihood function is

`(β, γ,W, α, ζ) =
n∑
i=1

J∑
j=1

ln fZINB(Yij;µij, θij, πij) , (2.7)

where µij, θij, and πij depend on (β, γ,W, α, ζ) through Equations (2.4)–(2.6).

To infer the parameters, we follow a penalized maximum likelihood approach, by trying
to solve

max
β,γ,W,α,ζ

{`(β, γ,W, α, ζ)− Pen(β, γ,W, α, ζ)} ,

where Pen(·) is a regularization term to reduce overfitting and improve the numerical sta-
bility of the optimization problem in the setting of many parameters. For nonnegative
regularization parameters (εβ, εγ, εW , εα, εζ), we set

Pen(β, γ,W, α, ζ) = εβ
2 ‖β

0‖2 + εγ
2 ‖γ

0‖2 + εW
2 ‖W‖

2 + εα
2 ‖α‖

2 + εζ
2 Var(ζ) ,
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where β0 and γ0 denote the matrices β and γ without the rows corresponding to the intercepts
if an unpenalized intercept is included in the model, ‖ · ‖ is the Frobenius matrix norm
(‖A‖ =

√
tr(A∗A), where A∗ denotes the conjugate transpose of A), and Var(ζ) = 1/(J −

1)∑J
i=1

(
ζi − (∑J

j=1 ζj)/J
)2

is the variance of the elements of ζ (using the unbiased sample
variance statistic). The penalty tends to shrink the estimated parameters to 0, except for
the cell and gene-specific intercepts which are not penalized and the dispersion parameters
which are not shrunk towards 0 but instead towards a constant value across genes. Note also
that the likelihood only depends on W and α through their product R = Wα and that the
penalty ensures that at the optimum W and α have the structure described in the following
result which generalizes standard results such as Srebro, Rennie, and Jaakkola [37, Lemma1]
and Mazumder, Hastie, and Tibshirani [38, Lemma 6].

Lemma 1. For any matrix R and positive scalars s and t, the following holds:

min
S,T :R=ST

1
2
(
s‖S‖2 + t‖T‖2

)
=
√
st‖R‖∗ ,

where ‖A‖∗ = tr
(√

A∗A
)
. If R = RLRΣRR is a singular value decomposition (SVD) of R,

then a solution to this optimization problem is:

S =
(
t

s

) 1
4
RLR

1
2
Σ , T =

(
s

t

) 1
4
R

1
2
ΣRR .

Proof. Let S̃ =
√
sS, T̃ =

√
tT , and R̃ =

√
stR. Then, ‖S̃‖2 = s‖S‖2, ‖T̃‖2 = t‖T‖2, and

S̃T̃ =
√
stST , so that the optimization problem is equivalent to:

min
S̃,T̃ : S̃T̃=R̃

1
2
(
‖S̃‖2 + ‖T̃‖2

)
,

which by Mazumder, Hastie, and Tibshirani [38, Lemma 6] has optimum value ‖R̃‖∗ =
√
st‖R‖∗ reached at S̃ = R̃LR̃

1
2
Σ and T̃ = R̃

1
2
ΣR̃R, where R̃LR̃ΣR̃R is a SVD of R̃. Observing

that R̃L = RL, R̃R = RR, and R̃Σ =
√
stRΣ, gives that a solution of the optimization

problem is S = s−1/2S̃ = s−1/2RL(st)1/4R
1/2
Σ = (t/s)1/4RLR

1/2
Σ . A similar argument for T

concludes the proof.

This lemma implies in particular that at any local maximum of the penalized log-
likelihood, W and α> have orthogonal columns, which is useful for visualization or interpre-
tation of latent factors.

To balance the penalties applied to the different matrices in spite of their different sizes,
a natural choice is to fix ε > 0 and set

εβ = ε

J
, εγ = ε

n
, εW = ε

n
, εα = ε

J
, εζ = ε .
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In particular, from Lemma 1, we easily deduce the following characterization of the penalty
on W and α, which shows that the entries in the matrices W and α have similar standard
deviation after optimization:

Corollary 1. For any n× J matrix R and positive scalars ε, the following holds.

min
W,α :R=Wα

ε

2

( 1
n
‖W‖2 + 1

J
‖α‖2

)
= ε√

nJ
‖R‖∗ .

If R = RLRΣRR is a SVD decomposition of R, then a solution to this optimization problem
is:

W =
(
n

J

) 1
4
RLR

1
2
Σ , T =

(
J

n

) 1
4
R

1
2
ΣRR .

In particular, for any i = 1, . . . ,min(n, J),

1
n

n∑
j=1

W 2
j,i = 1

J

J∑
j=1

α2
i,j = [RΣ]i,i√

nJ
.

The penalized likelihood is however not concave, making its maximization computation-
ally challenging. We instead find a local maximum, starting from a smart initialization and
iterating a numerical optimization scheme until local convergence, as described below.

Initialization

To initialize the set of parameters we approximate the count distribution by a log-normal
distribution and explicitly separate zero and non-zero values, as follows:

1. Set P = {(i, j) : Yij > 0}.

2. Set Lij = ln(Yij)− (Oµ)ij for all (i, j) ∈ P .

3. Set Ẑij = 0 if (i, j) ∈ P , Ẑij = 1 otherwise.

4. Estimate βµ and γµ by solving the convex ridge regression problem:

min
βµ,γµ

∑
(i,j)∈P

(Lij − (Xβµ)ij − (V γµ)ji)2 + εβ
2 ‖β

0
µ‖2 + εγ

2 ‖γ
0
µ‖2 .

This is a standard ridge regression problem, but with a potentially huge design matrix,
with up to nJ rows and MJ + nL columns. To solve it efficiently, we alternate the
estimation of βµ and γµ. Specifically, we initialize parameter values as:

β̂µ ← 0 , γ̂µ ← 0

and repeat the following two steps a few times (or until convergence):
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a) Optimization in γµ, which can be performed independently and in parallel for
each cell:

γ̂µ ∈ arg min
γµ

∑
(i,j)∈P

(
Lij − (Xβ̂µ)ij − (V γµ)ji

)2
+ εγ

2 ‖γ
0
µ‖2 .

b) Optimization in βµ, which can be performed independently and in parallel for
each gene:

β̂µ ∈ arg min
βµ

∑
(i,j)∈P

(Lij − (V γ̂µ)ji − (Xβµ)ij)2 + εβ
2 ‖β

0
µ‖2 .

5. Estimate W and αµ by solving
(
Ŵ , α̂µ

)
∈ arg min

W,αµ

∑
(i,j)∈P

(
Lij − (Xβ̂µ)ij − (V γ̂µ)ji − (Wαµ)ij

)2
+ εW

2 ‖W‖
2+ εα

2 ‖αµ‖
2 .

Denoting by D = L−Xβ̂ − (V γ̂)>, this problem can be rewritten as:

min
W,α
‖D −Wα‖2

P + 1
2
(
εW‖W‖2 + εα‖α‖2

)
,

where ‖A‖2
P = ∑

(i,j)∈P A
2
ij. By Lemma 1, if K is large enough, one can first solve the

convex optimization problem:

R̂ ∈ arg min
R : rank(R)≤K

‖D −R‖2
P +√εW εα‖R‖∗ (2.8)

and set
W =

(
εα
εW

) 1
4
RLR

1
2
Σ , α =

(
εW
εα

) 1
4
R

1
2
ΣRR ,

where R̂ = RLRΣRR is the SVD of R̂. This solution is exact when K is at least equal
to the rank of the solution of the unconstrained problem (2.8), which we solve with
the softImpute::softImpute() function [38]. If K is smaller, then (2.8) becomes a
non-convex optimization problem whose global optimum may be challenging to find.
In that case we also use the rank-constrained version of softImpute::softImpute()
to obtain a good local optimum.

6. Estimate βπ, γπ, and απ by solving the regularized logistic regression problem:

min
(βπ ,γπ ,απ)

∑
(i,j)

[
− Ẑij(Xβπ + (V γπ)> + Ŵαπ)ij

+ ln
(
1 + e(Xβπ+(V γπ)>+Ŵαπ)ij

) ]
+ εβ

2 ‖βπ‖
2 + εγ

2 ‖γπ‖
2 + εα

2 ‖απ‖
2 . (2.9)
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This is a standard ridge logistic regression problem, but with a potentially huge design
matrix, with up to nJ rows and MJ +nL columns. To solve it efficiently, we alternate
the estimation of βπ, γπ, and απ. Specifically, we initialize parameter values as:

β̂π ← 0 , γ̂π ← 0 , α̂π ← 0

and repeat the following two steps a few times (or until convergence):

a) Optimization in γπ:

γ̂π ∈ arg min
γπ

∑
(i,j)

[
− Ẑij(Xβ̂π + (V γπ)> + Ŵ α̂π)ij

+ ln
(
1 + e(Xβ̂π+(V γπ)>+Ŵ α̂π)ij

) ]
+ εγ

2 ‖γπ‖
2 . (2.10)

Note that this problem can be solved for each cell (i) independently and in parallel.
When there is no gene covariate besides the constant intercept, the problem is
easily solved by setting (γ̂π)i to the logit of the proportion of zeros in each cell.

b) Optimization in βπ and απ:

(
β̂π, α̂π

)
∈ arg min

(βπ ,απ)

∑
(i,j)

[
− Ẑij(Xβπ + (V γ̂π)> + Ŵαπ)ij

+ ln
(
1 + e(Xβπ+(V γ̂π)>+Ŵαπ)ij

) ]
+ εβ

2 ‖βπ‖
2 + εα

2 ‖απ‖
2 . (2.11)

7. Initialize ζ̂ = 0.

Optimization

After initialization, we maximize locally the penalized log-likelihood by alternating optimiza-
tion over the dispersion parameters and left and right-factors, iterating the following steps
until convergence:

1. Dispersion optimization:

ζ̂ ← arg max
ζ

{
`(β̂, γ̂, Ŵ , α̂, ζ)− εζ

2 Var(ζ)
}
.

To solve this problem, we start by estimating a common dispersion parameter for all the
genes, by maximizing the objective function under the constraint that Var(ζ) = 0; in
practice, we use a derivative-free one-dimensional optimization vector over the range
[−50, 50]. We then optimize the objective function by a quasi-Newton optimization
scheme starting from the constant solution found by the first step. To derive the
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gradient of the objective function used by the optimization procedure, note that the
derivative of the NB log-density is:

∂

∂θ
ln fNB(y;µ, θ) = Ψ(y + θ)−Ψ(θ) + ln θ + 1− ln(µ+ θ)− y + θ

µ+ θ
,

where Ψ(z) = Γ′(z)/Γ(z) is the digamma function. We therefore get the derivative of
the ZINB density as follows, for any π ∈ [0, 1]:

• If y > 0, fZINB(y;µ, θ, π) = (1− π)fNB(y;µ, θ) therefore

∂

∂θ
ln fZINB(y;µ, θ) = Ψ(y + θ)−Ψ(θ) + ln θ + 1− ln(µ+ θ)− y + θ

µ+ θ
.

• For y = 0, ∂
∂θ

ln fNB(0;µ, θ) = ln θ + 1− ln(µ+ θ)− θ
µ+θ , therefore

∂

∂θ
ln fZINB(y;µ, θ) =

ln θ + 1− ln(µ+ θ)− θ
µ+θ

1 + π(µ+θ)θ
(1−π)θθ

.

The derivative of the objective function w.r.t. ζj, for j = 1, . . . , J , is then easily
obtained by

n∑
i=1

θj
∂

∂θ
ln fZINB(yij;µij, θj)−

εζ
J − 1

(
ζj −

1
J

J∑
k=1

ζk

)
.

(Note that the J − 1 term in the denominator comes from the use of the unbiased
sample variance statistic in the penalty for ζ.)

2. Left-factor (cell-specific) optimization:
(
γ̂, Ŵ

)
← arg max

(γ,W )

{
`(β̂, γ,W, α̂, ζ̂)− εγ

2 ‖γ
0‖2 − εW

2 ‖W‖
2
}
. (2.12)

Note that this optimization can be performed independently and in parallel for each
cell i = 1, . . . , n. For this purpose, we consider a subroutine solveZinbRegression
to find a set of vectors (aµ, aπ, b) that locally maximize the log-likelihood of a ZINB
model for a vector of counts y parametrized as follows:

ln(µ) = Aµaµ +Bµb+ Cµ ,

logit(π) = Aπaπ +Bπb+ Cπ ,

ln(θ) = Cθ .
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We give more details on how to solve solveZinbRegression in the next section. To
solve (2.12) for cell i we call solveZinbRegression with the following parameters:

aµ = γµ[., i]
aπ = γπ[., i]
b = W [i, .]>

y = Y [i, ]>

Aµ = Vµ

Bµ = α>µ
Cµ = (Xµ[i, .]βµ +Oµ[i, .])>

Aπ = Vπ

Bπ = α>π
Cπ = (Xπ[i, .]βπ +Oπ[i, .])>

Cθ = ζ

.

3. Right-factor (gene-specific) optimization:
(
β̂, α̂

)
← arg max

(β,α)

{
`(β, γ̂, Ŵ , α, ζ̂)− εβ

2 ‖β
0‖2 − εα

2 ‖α‖
2
}
.

Note that this optimization can be performed independently and in parallel for each
gene j = 1, . . . , J , by calling solveZinbRegression with the following parameters:

aµ = (βµ[., j];αµ[., j])
aπ = (βπ[., j];απ[., j])
b = ∅
y = Y [., j]
Aµ = [Xµ,W ]
Bµ = ∅
Cµ = (Vµ[j, .]γµ)> +Oµ[., j]
Aπ = [Xπ,W ]
Bπ = ∅
Cπ = (Vπ[j, .]γπ)> +Oπ[., j]
Cθ = ζj1n

.

4. Orthogonalization:
(
Ŵ , α̂

)
← arg min

(W,α) :Wα=Ŵ α̂

1
2
(
εW‖W‖2 + εα‖α‖2

)
.
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This is obtained by applying Lemma 1, starting from an SVD decomposition of the
current Ŵ α̂. Note that this step not only allows to maximize locally the penalized
log-likelihood, but also ensures that the columns of W stay orthogonal to each other
during optimization.

Solving solveZinbRegression

Given a N -dimensional matrix of counts y ∈ NN , and matrix Aµ ∈ RN×p, Bµ ∈ RN×r,
Cµ ∈ RN , Aπ ∈ RN×q, Bπ ∈ RN×r, Cπ ∈ RN and Cθ ∈ RN , for some integers p, q, r, the
function solveZinbRegression(y, Aµ, Bµ, Cµ, Aπ, Bπ, Cπ, Cθ) attempts to find parameters
(aµ, aπ, b) ∈ Rp × Rq × Rr that maximize the ZINB log-likelihood of y with parameters:

ln(µ) = Aµaµ +Bµb+ Cµ ,

logit(π) = Aπaπ +Bπb+ Cπ ,

ln(θ) = Cθ .

Starting from an initial guess (as explained in the different steps above), we perform a
local minimization of this function F (aµ, aπ, b) using the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) quasi-Newton method. Let us now give more details on how the gradient of F is
computed.

Given a single count y (i.e., N = 1), we first explicit the derivatives of the log-likelihood
of y with respect to the (µ, π) parameters of the ZINB distribution. We first observe that

∂

∂µ
ln fNB(y;µ, θ) = y

µ
− y + θ

µ+ θ
,

and that by definition of the ZINB distribution the following holds:

∂

∂µ
ln fZINB(y;µ, θ, π) =

(1− π)fNB(y;µ, θ) ∂
∂µ

ln fNB(y;µ, θ)
fZINB(y;µ, θ, π) ,

∂

∂π
ln fZINB(y;µ, θ, π) = δ0(y)− fNB(y;µ, θ)

fZINB(y;µ, θ, π) .

Let us explicit these expressions, depending on whether or not y is null:

• If y > 0, then δ0(y) = 0 and fZINB(y;µ, θ, π) = (1− π)fNB(y;µ, θ), so we obtain:

∂

∂µ
ln fZINB(y;µ, θ, π) = y

µ
− y + θ

µ+ θ
,

∂

∂π
ln fZINB(y;µ, θ, π) = −1

1− π .
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• If y = 0, then δ0(y) = 0, and we get

∂

∂µ
ln fZINB(0;µ, θ, π) =

−(1− π)
(

θ
µ+θ

)θ+1

π + (1− π)
(

θ
µ+θ

)θ ,
∂

∂π
ln fZINB(0;µ, θ, π) =

1−
(

θ
µ+θ

)θ
π + (1− π)

(
θ

µ+θ

)θ .
When N ≥ 1, using standard calculus for the differentiation of compositions and the

facts that:

(
ln−1

)′
(lnµ) = µ ,(

logit−1
)′

(logitπ) = π(1− π) ,

we finally get that

∇aµF = A>µG ,

∇aπF = A>πH ,

∇bF = B>µG+B>πH .

where G and H are the N -dimensional vectors given by

∀i ∈ [1, N ], Gi = µi
∂

∂µ
ln fZINB(yi;µi, θi, πi) ,

Hi = πi(1− πi)
∂

∂π
ln fZINB(yi;µi, θi, πi) .

2.2.3 Software implementation
The ZINB-WaVE method is implemented in the open-source R package zinbwave, available
as part of the Bioconductor Project (https://bioconductor.org/packages/zinbwave).
See the package vignette for a detailed example of a typical use. The code to reproduce all
the analyses and figures of this article is available at https://github.com/drisso/zinb_
analysis.

2.2.4 Real datasets
V1 dataset. Tasic et al. [11] characterized more than 1,600 cells from the primary visual
cortex (V1) in adult male mice, using a set of established Cre lines. Single cells were isolated

https://bioconductor.org/packages/zinbwave
https://github.com/drisso/zinb_analysis
https://github.com/drisso/zinb_analysis
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by FACS into 96-well plates and RNA was reverse transcribed and amplified using the
SMARTer kit. Sequencing was performed using the Illumina HiSeq platform, yielding 100
bp-long reads. We selected a subset of three Cre lines, Ntsr1-Cre, Rbp4-Cre, and Scnn1a-
Tg3-Cre, that label Layer 4, Layer 5, and Layer 6 excitatory neurons, respectively. This
subset consists of 379 cells, grouped by the authors into 17 clusters; we excluded the cells
that did not pass the authors’ quality control filters and that were classified by the authors as
“intermediate” cells between two clusters, retaining a total of 285 cells. Gene expression was
quantified by gene-level read counts. Raw gene-level read counts and QC metrics (see below)
are available as part of the scRNAseq Bioconductor R package (https://bioconductor.
org/packages/scRNAseq). We applied the dimensionality reduction methods to the 1,000
most variable genes.

S1/CA1 dataset. Zeisel et al. [12] characterized 3,005 cells from the primary somatosen-
sory cortex (S1) and the hippocampal CA1 region, using the Fluidigm C1 microfluidics
cell capture platform followed by Illumina sequencing. Gene expression was quantified
by unique molecular identifier (UMI) counts. In addition to gene expression measures,
we have access to metadata that can be used to assess the methods: batch, sex, num-
ber of mRNA molecules. Raw UMI counts and metadata were downloaded from http:
//linnarssonlab.org/cortex/.

mESC dataset. Kolodziejczyk et al. [39] sequenced the transcriptome of 704 mouse em-
bryonic stem cells (mESCs), across three culture conditions (serum, 2i, and a2i), using the
Fluidigm C1 microfluidics cell capture platform followed by Illumina sequencing. We se-
lected only the cells from the second and third batch, after excluding the samples that did
not pass the authors’ QC filtering. This allowed us to have cells from each culture con-
dition in each batch and resulted in a total of 169 serum cells, 141 2i cells, and 159 a2i
cells. In addition to gene expression measures, we have access to batch and plate infor-
mation that can be included as covariates in our model. Raw gene-level read counts were
downloaded from http://www.ebi.ac.uk/teichmann-srv/espresso/. Batch and plate in-
formation was extracted from the sample names, as done in Lun and Marioni [40]. We
applied the dimensionality reduction methods to the 1,000 most variable genes.

Glioblastoma dataset. Patel et al. [14] collected 672 cells from five dissociated human
glioblastomas. Transcriptional profiles were generated using the SMART-Seq protocol. We
analyzed only the cells that passed the authors’ QC filtering. The raw data were downloaded
from the NCBI GEO database (accession GSE57872). Reads were aligned using TopHat
with the following parameters: –rg-library Illumina –rg-platform Illumina –keep-fasta-order
-G -N 3 –read-edit-dist 3 –no-coverage-search -x 1 -M -p 12. Counts were obtained us-
ing htseq-count with the following parameters (http://www-huber.embl.de/HTSeq/doc/
count.html): -a 10 -q -s no -m union. We applied the dimensionality reduction methods to
the 1,000 most variable genes.

https://bioconductor.org/packages/scRNAseq
https://bioconductor.org/packages/scRNAseq
http://linnarssonlab.org/cortex/
http://linnarssonlab.org/cortex/
http://www.ebi.ac.uk/teichmann-srv/espresso/
http://www-huber.embl.de/HTSeq/doc/count.html
http://www-huber.embl.de/HTSeq/doc/count.html
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OE dataset. Fletcher et al. [41] characterized 849 FACS-purified cells from the mouse
olfactory epithelium (OE), using the Fluidigm C1 microfluidics cell capture platform followed
by Illumina sequencing. Gene-level read counts were downloaded from GEO (GSE95601; file
GSE95601_oeHBCdiff_Cufflinks_eSet_counts_table.txt.gz). As done in Perraudeau et
al. [42], we filtered the cells that exhibited poor sample quality using SCONE [43] (v. 1.1.2).
A total of 747 cells passed this filtering procedure. To compare with the original results, we
also re-analyze the final repertoire of 13 stable clusters found in Fletcher et al. [41], consisting
of 616 cells, downloaded from https://github.com/rufletch/p63-HBC-diff. See Fletcher
et al. [41] for details on the original analysis and Perraudeau et al. [42] for details on the
ZINB-WaVE based workflow.

10x Genomics 68k PBMCs dataset. Zheng et al. [44] characterized 68,579 peripheral
blood mononuclear cells (PBMCs) from a healthy donor. The gene-level UMI counts were
downloaded from https://www.10xgenomics.com/single-cell/ using the cellrangerRkit R
package (Version 1.1.0). We applied the dimensionality reduction methods to the 1,000 most
variable genes.

2.2.5 Simulated datasets
Simulating from the ZINB-WaVE model

Setting the simulation parameters. In order to simulate realistic data, we fitted our
ZINB-WaVE model to two real datasets (V1 and S1/CA1) and used the resulting parameter
estimates as the truth to be estimated in the simulation. Genes that did not have at least 5
reads in at least 5 cells were filtered out and J = 1, 000 genes were then sampled at random
for each dataset. The ZINB-WaVE model was fit to the count matrix Y with the number of
unknown cell-level covariates set to K = 2, genewise dispersion (ζ = ln θ = − lnφ), Xµ, Xπ,
Vµ, and Vπ as columns of ones (i.e., intercept only), and no offset matrices, to get estimates
for W , αµ, απ, βµ, βπ, γµ, γπ, and ζ. The parameters which were varied in the simulations
are as follows.

• The number of cells: n = 100, 1, 000, 10, 000.
• The proportion of zero counts, zfrac = ∑

i,j 1(Yij = 0)/nJ , via the parameter γπ:
zfrac ≈ 0.25, 0.50, 0.75. Since logit(π) = Xβπ + (V γπ)T + Wαπ, the value of γπ is
directly linked to the dropout probability π, thus to the zero fraction. Note that by
changing only γπ but not γµ, we change the dropout rate but not the underlying,
unobserved mean expression, i.e., this varies the number of technical zeros but not
biological zeros.
• The ratio of within to between-cluster sums of squares forW . Specifically, let C denote

the number of clusters and nc the number of cells in cluster c. For a given column of
W (out of K columns), let Wic denote the value for cell i in cluster c, W̄ the overall

https://github.com/rufletch/p63-HBC-diff
https://www.10xgenomics.com/single-cell/
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average across all n cells, W̄c the average for cells in cluster c, and TSS the total sum
of squares. Then,

TSS =
C∑
c=1

nc∑
i=1

(Wic − W̄ )2

=
C∑
c=1

nc∑
i=1

(Wic − W̄c)2 +
C∑
c=1

nc(W̄c − W̄ )2

= WSS +BSS,

with WSS = ∑C
c=1

∑nc
i=1(Wic − W̄c)2 and BSS = ∑C

c=1 nc(W̄c − W̄ )2 the within and
between-cluster sums of squares, respectively. The level of difficulty of the clustering
problem can be controlled by the ratio of within to between-cluster sums of squares.
However, we want to keep the overall mean W̄ and overall variance (i.e., TSS) con-
stant, so that the simulated values of W stay in the same range as the estimated W
from the real dataset; this prevents us from simulating an unrealistic count matrix Y .

Let us scale the between-cluster sum of squares by a2 and the within-cluster sum of
squares by a2b2, i.e., replace (W̄c−W̄ ) by a(W̄c−W̄ ) and (Wic−W̄c) by ab(Wic−W̄c),
with a ≥ 0 and b ≥ 0 such that TSS and W̄ are constant. The total sum of squares
TSS remains constant, i.e.,

TSS = a2b2WSS + a2BSS,

provided
a2 = TSS

b2WSS +BSS
.

Requiring the overall mean W̄ to remain constant implies that

W̄ ∗
c = (1− a)W̄ + aW̄c,

where the ∗ superscript refers to the transformed W . Thus,

W ∗
ic = W̄ ∗

c + ab(Wic − W̄c)
= (1− a)W̄ + aW̄c + ab(Wic − W̄c)
= (1− a)W̄ + a(1− b)W̄c + abWic. (2.13)

The above transformation results in a scaling of the ratio of within to between-cluster
sums of squares by b2, while keeping the overall mean and variance constant.

In our simulations, we fixed C = 3 clusters and considered three values for b2, where
the same value of b2 is applied to each of the K columns ofW : b2 = 1, corresponding to
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the case where the within and between-cluster sums of squares are the same as the ones
of the fitted W from the real dataset; b2 = 5, corresponding to a larger ratio of within
to between-cluster sums of squares and hence a harder clustering problem; b2 = 10,
corresponding to a very large ratio of within to between-cluster sums of squares and
hence almost no clustering.

Overall, 2 (real datasets) × 3 (n) × 3 (zfrac) × 3 (clustering) = 54 scenarios were
considered in the simulation.

Simulating the datasets. For each of the 54 scenarios, we simulated B = 10 datasets,
resulting in a total of 54 × 10 = 540 datasets. Using the fittedW , αµ, απ, βµ, βπ, γµ, γπ, and
ζ from one of the two real datasets, the datasets were simulated according to the following
steps.

1. Simulate W with desired clustering strength. First fit a K-variate Gaussian mixture
distribution to W inferred from one of the real datasets using the R function Mclust
from the mclust package and specifying the number of clusters C. Then, for each of
B = 10 datasets, simulate W cluster by cluster from K-variate Gaussian distributions
using the mvrnorm function from the MASS package, with the cluster means, covariance
matrices, and frequencies output by Mclust. Transform W as in Equation (2.13) to
get the desired ratio of within to between-cluster sums of squares.

2. Simulate γµ and γπ to get the desired zero fraction. We only considered cell-level
intercept n-vectors γµ and γπ, i.e., L = 1 and a matrix V of gene-level covariates
consisting of a single column of ones. As the fitted γµ and γπ from the original datasets
are correlated n-vectors, fit a bivariate Gaussian distribution to γµ and γπ using the
function Mclust from the mclust package with C = 1 cluster. Then, for each of B = 10
datasets, simulate γµ and γπ from a bivariate Gaussian distribution using the mvrnorm
function from the MASS package, with the mean and covariance matrix output by
Mclust. To increase/decrease the zero fraction, increase/decrease each element of
the mean vector for γπ inferred from Mclust (shifts of {0, 2, 5} for V1 dataset and
{−1.5, 0.5, 2} for S1/CA1 dataset).

3. Create the ZINB-WaVE model using the function zinbModel from the package zinb-
wave.

4. Simulate counts using the function zinbSim from the package zinbwave.

Simulating from the Lun and Marioni [40] model

To simulate datasets from a different model than our ZINB-WaVE model, we simulated
counts using the procedure described in Lun and Marioni [40] (details in Supplementary
Materials of original publication and code available from the Github repository https:
//github.com/MarioniLab/PlateEffects2016). Although the Lun and Marioni [40] model

https://github.com/MarioniLab/PlateEffects2016
https://github.com/MarioniLab/PlateEffects2016
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is also based on a zero-inflated negative binomial distribution, the distribution is parame-
terized differently and also fit differently, gene by gene. In particular, the negative binomial
mean is parameterized as a product of the expression level of interest and two nuisance tech-
nical effects, a gene-level effect assumed to have a log-normal distribution and a cell-level
effect (cf. library size) whose distribution is empirically derived. The zero inflation probabil-
ity is assumed to be constant across cells for each gene and is estimated independently of the
negative binomial mean. The ZINB distribution is fit gene by gene using the zeroinfl func-
tion from the R package pscl. We used the raw gene-level read counts for the mESC dataset
as input to the script reference/submitter.sh, to create a simulation function constructed
by fitting a ZINB distribution to these counts. The script simulations/submitter.sh was
then run to simulate counts based on the estimated parameters (negative binomial mean,
zero inflation probability, and genewise dispersion parameter). We simulated C = 3 clusters
with equal number of cells per cluster. The parameters which were varied in the simulations
are as follows.

• The number of cells: n = 100, 1, 000, 10, 000.
• The proportion of zero counts, zfrac = ∑

i,j 1(Yij = 0)/nJ , via the zero inflation
probability: zfrac ≈ 0.4, 0.6, 0.8. For zfrac = 0.4, we did not modify the code in Lun
and Marioni [40]. However, to simulate datasets with greater zero fractions, namely
zfrac = 0.6 and zfrac = 0.8, we added respectively 0.3 and 0.6 to the zero inflation
probability (p′i, in their notation).

For each of the 3 (n) × 3 (zfrac) = 9 scenarios, we simulated B (B = 10) datasets, resulting
in 9 × 10 = 90 simulated datasets in total.

2.2.6 Dimensionality reduction methods
Three different dimensionality reduction methods were applied to the real and simulated
datasets: ZINB-WaVE, zero-inflated factor analysis, and principal component analysis. For
all the methods, we selected K = 2 dimensions, unless specified otherwise. A notable excep-
tion is the S1/CA1 dataset, for which, given the large number of cells and the complexity of
the signal, we specified K = 3 dimensions.

ZINB-WaVE

We applied the ZINB-WaVE procedure using the function zinbFit from our R package
zinbwave, with the following parameter choices.

• Number of unknown cell-level covariates K: K = 1, 2, 3, 4.
• Gene-level covariate matrix V : not included or set to a column of ones 1J .
• Cell-level covariate matrix X: set to a column of ones 1n. For the mESC dataset, we

also considered including batch covariates in X.
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• Dispersion parameter ζ: the same for all genes (common dispersion) or specific to each
gene (genewise dispersion).

Zero-inflated factor analysis

We used the zero-inflated factor analysis (ZIFA) method [34], as implemented in the ZIFA
python package (Version 0.1) available at https://github.com/epierson9/ZIFA, with the
block algorithm (function block_ZIFA.fitModel, with default parameters). The output of
ZIFA is an n × K matrix corresponding to a projection of the counts onto a latent low-
dimensional space of dimension K.

Principal component analysis

We used the function prcomp from the R package stats for the simulation study and, for
computational efficiency, the function jsvds from the R package rARPACK for the real
datasets.

2.2.7 Normalization methods
As normalization is essential, especially for zero-inflated distributions, PCA and ZIFA were
applied to both raw and normalized counts. The following normalization methods were used.

• Total-count normalization (TC). Counts are divided by the total number of reads se-
quenced for each sample and multiplied by the mean total count across all the samples.
This method is related to the popular transcripts per million (TPM) [45] and fragments
per kilobase million (FPKM) [46] methods.

• Full-quantile normalization (FQ) [47]. The quantiles of the distributions of the gene-
level read counts are matched across samples. We used the function
betweenLaneNormalization from the Bioconductor R package EDASeq.

• Trimmed mean of M values (TMM) [48]. The TMM global-scaling factor is computed
as the weighted mean of log-ratios between each sample and a reference sample. If
the majority of the genes are not differentially expressed (DE), TMM should be close
to 1, otherwise, it provides an estimate of the correction factor that must be applied
in order to fulfill this hypothesis. We used the function calcNormFactors from the
Bioconductor R package edgeR to compute these scaling factors.

2.2.8 Clustering methods
Clustering of the OE dataset. We used the resampling-based sequential ensemble clus-
tering (RSEC) framework implemented in the RSEC function from the Bioconductor R pack-
age clusterExperiment [49]. Briefly, RSEC implements a consensus clustering algorithm which

https://github.com/epierson9/ZIFA
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generates and aggregates a collection of clusterings, based on resampling cells and using a
sequential tight clustering algorithm [50]. See Fletcher et al. [41] for details on the param-
eters used for RSEC in the original analysis and Perraudeau et al. [42] for details on the
parameters used for RSEC in the ZINB-WaVE workflow.

Clustering of the 10x Genomics 68k PBMCs dataset. We used two different clus-
tering methods to assess the ability of ZINB-WaVE to extract biologically meaningful signal
from the data. First, we used a a clustering procedure similar to the one implemented in the R
package Seurat [51] (Version 2.0.1). In particular, we used ZINB-WaVE (K = 10) instead of
PCA for dimensionality reduction. The clustering is based on shared nearest neighbor modu-
larity [52]. We used the following parameters: k.param = 10, k.scale=10, resolution =
0.6. All the other parameters were left at their default values. We also clustered the data us-
ing a sequential k-means clustering approach [50], implemented in the clusterSingle func-
tion of the clusterExperiment package [49]. We used the following parameters: sequential
= TRUE, subsample = FALSE, k0 = 15, beta = 0.95, clusterFunction = "kmeans".

2.2.9 Models for count data
We compared the goodness-of-fit of our ZINB-WaVE model to that of two other models for
count data: a standard negative binomial model, that does not account for zero inflation,
and the MAST hurdle model, that is specifically designed for scRNA-seq data [31].

Goodness-of-fit was assessed on the V1 dataset using mean-difference plots (MD-plots)
of estimated vs. observed mean count and zero probability, as well as plots of the estimated
dispersion parameter against the observed zero frequency.

ZINB-WaVE model

For our ZINB-WaVE model, the overall mean and zero probability are

E[Yij] = (1− πij)µij,

P (Yij = 0) = πij + (1− πij)(1 + φjµij)
1
φj .

ZINB-WaVE was fit to the V1 dataset using the function zinbFit from our R package
zinbwave, with the following parameter choices: K = 0 unknown cell-level covariates, gene-
level intercept (X = 1n), cell-level intercept (V = 1J), and genewise dispersion.
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Negative binomial model

The negative binomial (NB) distribution is a special case of the ZINB distribution that does
not account for zero inflation, i.e., for which π = 0. Thus,

E[Yij] = µij,

P (Yij = 0) = (1 + φjµij)
1
φj .

ANB distribution was fit gene by gene to the V1 dataset, after full-quantile normalization,
using the Bioconductor R package edgeR [53] (Version 3.16.5) with only an intercept (i.e.,
default value for the design argument as a single column of ones) and genewise dispersion.

Model-based analysis of single-cell transcriptomics

The model-based analysis of single-cell transcriptomics (MAST) hurdle model proposed by
Finak et al. [31] is defined as follows:

logit(P (Zij = 1)) = Xiβ
D
j ,

Yij|Zij = 1 ∼ N (Xiβ
C
j , σ

2
j ),

where Yij is log2(TPM +1) for cell i and gene j, Xi ∈ Rk is a known covariate vector, and Zij
indicates whether gene j is truly expressed in cell i. For each gene j, the parameters of the
MAST model are: the regression coefficients βDj ∈ Rk for the discrete part and the regression
coefficients βCj ∈ Rk and variance σ2

j ∈ R for the Gaussian continuous part. Note that we
follow the notation in Finak et al. [31], which is different from that in the ZINB-WaVE model
of Equations (2.4)–(2.6).

For the MAST model, the overall mean and zero probability are

E[Yij] = logit−1(Xiβ
D
j )Xiβ

C
j ,

P (Yij = 0) = 1− logit−1(Xiβ
D
j ).

MAST is implemented in the Bioconductor R package MAST [54] (which allows different
covariate vectorsXi for the continuous and discrete components). We use the function zlm to
fit MAST with an intercept and a covariate for the cellular detection rate (as recommended
in theMAST vignette for the MAIT data analysis) for both the discrete and continuous parts.

Note that in contrast to the NB and ZINB models, the MAST hurdle model is for
log2(TPM+1) instead of counts and has no dispersion parameter. To be able to compare
the fits of the three models, the MAST goodness-of-fit plots display estimated vs. observed
mean log2(TPM+1) and estimated variance σ2

j vs. observed zero frequency (Figure 2.28).
Although not a direct comparison, we think this allows a fair assessment of the goodness-of-fit
of the different models.
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2.2.10 Evaluation criteria
Clustering: Silhouette width

Given a set of labels for the cells (e.g., biological condition, batch), silhouette widths provide
a measure of goodness of the clustering of the cells with respect to these labels. Silhouette
widths may be averaged within clusters or across all observations to assess clustering strength
at the level of clusters or overall, respectively. The silhouette width si of a sample i is defined
as follows:

si = bi − ai
max{ai, bi}

,

where ai = d(i, Ccl(i)), bi = minl 6=cl(i) d(i, Cl), Ccl(i) is the cluster to which i belongs, and
d(i, Cl) is the average distance between sample i and the samples in cluster Cl.

Average silhouette widths were used to compare ZINB-WaVE, PCA, and ZIFA on both
real and simulated datasets. For simulated data, the cluster labels correspond to the true
simulated W and, for each scenario, silhouette widths were computed and averaged over B
datasets. For real data, the authors’ cluster labels or known cell types were used.

Clustering: Precision and recall

Two different clusterings (i.e., partitions) may be compared quantitatively using the precision
and recall coefficients. These measures involve assessing whether pairs of cells cluster together
in each of the two clusterings. The four different possibilities are enumerated in the following
table.

Clustering 2
Pairs in same cluster
No Yes

Clustering 1 No NN NY
Pairs in same cluster Yes Y N Y Y

Then, using Clustering 1 as a reference, the precision coefficient is defined as the propor-
tion of cells clustered together in Clustering 2 which are also (correctly) clustered together
in Clustering 1

Precision = Y Y

Y Y +NY
.

Similarly, the recall coefficient is defined as the proportion of cells (correctly) clustered
together in Clustering 1 which are also clustered together in Clustering 2

Recall = Y Y

Y Y + Y N
.
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Precision and recall were used to compare ZINB-WaVE, PCA, and ZIFA on simulated
datasets, where the reference Clustering 1 corresponds to the true simulated labels and
Clustering 2 was performed using the R function kmeans in the reduced-dimensional space:
the first two columns of W for ZINB-WaVE, the first two principal components for PCA,
and the first two latent variables for ZIFA. We simulated 3 clusters and set the number of
clusters equal to 3 in kmeans (argument centers). Precision and recall were computed using
the extCriteria function from the R package clusterCrit [55].

Dimensionality reduction: Correlation with QC measures

To evaluate the dependence of the inferred low-dimensional signal on unwanted variation,
we computed the absolute correlation between each dimension (e.g., principal component)
and a set of quality control (QC) measures. For the V1 dataset, FastQC and Picard tools
were used to compute a set of 16 QC measures. These measures are available as part of the
Bioconductor R package scRNAseq. For the Glioblastoma and mESC datasets, we used the
scater Bioconductor R package [56] (Version 1.2.0) to compute a set of 7 QC measures. For
the S1/CA1 dataset, we used a set of 6 QC measures provided by the authors.

Dimensionality reduction: Correlation of pairwise distances between
observations

For simulated data, we assessed different dimensionality reduction methods (ZINB-WaVE,
PCA, and ZIFA) in terms of the correlation between pairwise distances between observations
in the true and in the estimated reduced-dimensional space. In particular, we monitored the
influence of the number of unknown cell-level covariates K when the other parameters are set
correctly (V is a column of ones 1J and genewise dispersion). For each simulation scenario,
the correlation between true and estimated pairwise distances was computed and averaged
over B datasets.

Bias and MSE of the ZINB-WaVE estimators

For data simulated from the ZINB-WaVE model, let θ and θ̂b, b = 1, . . . , B, respectively
denote the true parameter and an estimator of this parameter for the bth simulated dataset.
Then, for each scenario, the performance of the estimator θ̂ can be assessed in terms of bias
and mean squared error (MSE) as follows:

Bias = 1
B

B∑
b=1

(θ̂b − θ),

MSE = 1
B

B∑
b=1

(θ̂b − θ)2.
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Bias and MSE were computed for βµ, βπ, γµ, γπ, ζ, Wαµ, Wαπ, ln(µ), and logit(π).
When the parameter to be estimated was an n × J matrix, the matrix was converted to a
1× nJ row vector and bias and MSE were averaged over the elements of the vector.

Model selection for ZINB-WaVE

The Akaike information criterion (AIC) and the Bayesian information criterion (BIC) are
widely used for model selection and are defined as follows:

AIC = 2N − 2`(β̂, γ̂, Ŵ , α̂, ζ̂),
BIC = ln(n)N − 2`(β̂, γ̂, Ŵ , α̂, ζ̂),

where `(β̂, γ̂, Ŵ , α̂, ζ̂) is the log-likelihood function evaluated at the MLE (Equation (4.5)),
n is the sample size, and N is the total number of estimated parameters, i.e., N = J(Mµ +
Mπ) + n(Lµ + Lπ) + 2KJ + nK + J when the model is fit with genewise dispersion and
N = J(Mµ+Mπ)+n(Lµ+Lπ)+2KJ+nK+1 when the model is fit with common dispersion.

We use AIC and BIC in the simulation to select the number of unknown cell-level co-
variates (K). Note that because of the complex non-convex likelihood function for the
ZINB-WaVE model, there is no closed-form expression for the MLE and our numerical
optimization procedure only provides an approximation of the AIC and BIC. In practice,
however, we found that our results closely approximated the true MLE (see Results and
Figure 2.29).

2.3 Results

2.3.1 A general and flexible model for scRNA-seq
ZINB-WaVE is a general and flexible model for the analysis of high-dimensional zero-inflated
count data, such as those recorded in single-cell RNA-seq assays. Given n samples (typically,
n single cells) and J features (typically, J genes) that can be counted for each sample, we
denote with Yij the count of feature j (j = 1, . . . , J) for sample i (i = 1, . . . , n). To account
for various technical and biological effects, typical of single-cell sequencing technologies, we
model Yij as a random variable following a zero-inflated negative binomial distribution (see
Methods for details).

Both the mean expression level (µ) and the probability of dropouts (π) are modeled in
terms of observed sample-level and gene-level covariates (X and V , respectively, Figure 2.1).
In addition, we include a set of unobserved sample-level covariates (W ) that need to be in-
ferred from the data. The matrix X can include covariates that induce variation of interest,
such as cell types, or covariates that induce unwanted variation, such as batch or quality
control (QC) measures. It can also include a constant column of ones for an intercept that
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Figure 2.1: Schematic view of the ZINB-WaVE model. Given n cells and J genes, let Yij
denote the count of gene j (j = 1, . . . , J) for cell i (i = 1, . . . , n) and Zij an unobserved
indicator variable, equal to one if gene j is a dropout in cell i and zero otherwise. Then,
µij = E[Yij|Zij = 0, X, V,W ] and πij = Pr(Zij = 1|X, V,W ). We model ln(µ) and logit(π)
with the regression specified in the figure. Note that the model allows for different covariates
to be specified in the two regressions; we have omitted the µ and π indices for clarity (see
Methods for details).

accounts for gene-specific differences in mean expression level or dropout rate (cf. scaling in
PCA). The matrix V can also accommodate an intercept to account for cell-specific global
effects, such as size factors representing differences in library sizes (i.e., total number of
reads per sample). In addition, V can include gene-level covariates, such as gene length or
GC-content.

The unobserved matrix W contains unknown sample-level covariates, which could corre-
spond to unwanted variation as in RUV [35, 36] or could be of interest as in cluster analysis
(e.g., cell type). The model extends the RUV framework to the ZINB distribution (thus far,
RUV had only been implemented for linear [35] and log-linear regression [36]). It differs in
interpretation from RUV in theWα term, which is not necessarily considered unwanted; this
term generally refers to unknown low-dimensional variation, that could be due to unwanted
technical effects (as in RUV), such as batch effects, or to biological effects of interest, such
as cell cycle or cell differentiation.

It is important to note that although W is the same, the matrices X and V could differ
in the modeling of µ and π, if we assume that some known factors do not affect both. When
X = 1n and V = 1J , the model is a factor model akin to principal component analysis,
where W is a factor matrix and αµ and απ are loading matrices. However, the model is more
general, allowing the inclusion of additional sample and gene-level covariates that might help
to infer the unknown factors.
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2.3.2 Biologically meaningful clusters
We applied the ZINB-WaVE procedure to several publicly-available real datasets, from mi-
crofluidics, plate-based, and droplet-based platforms (see Methods).

As previously shown Hicks, Teng, and Irizarry [30] and Finak et al. [31], the first few
principal components of scRNA-seq data, even after normalization, can be influenced by
technical rather than biological features, such as the proportion of genes with at least one
read (detection rate) or the total number of reads (sequencing depth) per sample. Figure 2.2
illustrates this using the V1 dataset: although the first two principal components somewhat
segregated the data by layer of origin (Figure 2.2a), the clustering was far from perfect. This
is at least partly due to unwanted technical effects, such as sequencing depth and amount
of starting material. To quantify such technical effects, we computed a set of QC measures,
such as detection rate and total number of reads (see Methods). The first two principal
components are especially correlated with detection rate (Figure 2.2b).

ZIFA suffered from the same problem: the clustering of the samples in two dimensions
was not qualitatively different from PCA (Figure 2.2c) and the second component was highly
correlated with detection rates (Figure 2.2d).

Conversely, ZINB-WaVE led to tighter clusters, grouping the cells by layer of origin
(Figure 2.2e). Furthermore, the two components inferred by ZINB-WaVE showed lower cor-
relation with the QC features (Figure 2.2f), highlighting that the clusters shown in Figure
2.2e are not driven by technical effects.

We repeated these analyses on the S1/CA1 dataset (Figure 2.8), mESC dataset (Figure
2.9), and Glioblastoma dataset (Figure 2.10). For all datasets, ZINB-WaVE led to tighter
clusters in two dimensions. However, it did not always lead to a decrease in correlation with
the QC measures. See also Hicks, Teng, and Irizarry [30] for additional datasets in which
principal components are strongly correlated with detection rate.

As a measure of the goodness of the clustering results, we used the average silhouette
width (see Methods), computed using the labels available from the original study: these
were either known a priori (e.g., the patient ID in the Glioblastoma dataset) or inferred
from the data (and validated) by the authors of the original publication (e.g., the cell types
in the S1/CA1 dataset). For all four datasets, ZINB-WaVE led to generally tighter clusters,
as shown by an increased per-cluster average silhouette width in the majority of the groups
(Figure 2.12).
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Figure 2.2: Low-dimensional representation of the V1 dataset. Upper panels provide two-
dimensional representations of the data, after selecting the 1,000 most variable genes. Lower
panels provide barplots of the absolute correlation between the first two components and a
set of QC measures (see Methods). (a, b) PCA (on TC-normalized counts); (c, d) ZIFA
(on TC-normalized counts); (e, f) ZINB-WaVE (no normalization needed). ZINB-WaVE
leads to a low-dimensional representation that is less influenced by technical variation and
to tighter, biologically meaningful clusters. The ZINB-WaVE projection was robust to the
number of genes selected (Figure 2.11).
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2.3.3 Novel biological insights
To demonstrate the ability of ZINB-WaVE to lead to novel biological insights, we focused on
two inferential questions typical of scRNA-seq studies: (i) the identification of developmental
lineages and (ii) the characterization of rare cell types.

First, we reanalyzed a set of cells from the mouse olfactory epithelium (OE) that were
collected to identify the developmental trajectories that generate olfactory neurons (mOSN),
sustentacular cells (mSUS), and microvillous cells (MV) [41]. In the original publication, the
data were normalized by full-quantile normalization, followed by a regression-based adjust-
ment for sample quality. Clustering on the first 50 principal components identified cellular
states that were then ordered into developmental lineages by Slingshot [57] using the first
5 PCs. In the original analysis, Slingshot was able to correctly infer the lineages in its su-
pervised mode, by manually specifying lineage endpoints (i.e., clusters corresponding to the
mature cell types). Figure 2.3a shows the minimum spanning tree (MST) obtained with
the described supervised analysis. When running Slingshot in unsupervised mode, however,
the inferred MST only correctly identified the neuronal (mOSN) and microvillous (MV) lin-
eages, while it was unable to identify sustentacular (mSUS) cells as a mature cell type (Figure
2.3b). By repeating the clustering and lineage reconstruction with Slingshot on the first 50
factors of ZINB-WaVE, we were able to infer the correct lineages even in unsupervised mode
(Figure 2.3c). This suggests that the low-dimensional signal revealed by ZINB-WaVE more
closely matches the true developmental process. See Perraudeau et al. [42] for a complete
workflow that involves ZINB-WaVE for dimensionality reduction and Slingshot for lineage
reconstruction.

We next focused on a set of 68,579 peripheral blood mononuclear cells (PBMCs) assayed
with the 10x Genomics Chromium system [44]. This example allowed us to demonstrate how
ZINB-WaVE can be applied to a state-of-the-art dataset that comprises tens of thousands
of cells, while also illustrating that existing clustering algorithms can be used on the low-
rank matrix inferred by ZINB-WaVE. In particular, we applied a popular clustering method,
based on the identification of shared nearest neighbors [52], similar to that of Macosko et al.
[10] and implemented in the R package Seurat [51]. We modified the clustering procedure to
use ZINB-WaVE (with K = 10) instead of PCA as the dimensionality reduction step. To
visualize the clustering results, we applied t-SNE to the inferred W matrix (Figure 2.3d).

Our approach recapitulates the major cell populations found in Zheng et al. [44] (Figure
2.3d, e). In particular, 80% of the cells are T-cells (Clusters 0 – 1 CD4+ T-cells; Clusters 2
– 6 CD8+ T-cells). As in Zheng et al. [44], we are able to identify populations of activated
cytotoxic T-cells (Cluster 5; 9%), natural killer cells (Cluster 7; 6%), and B-cells (Clus-
ter 8; 5%) (Figure 2.3d). In addition, we are able to identify sub-populations of myeloid
cells that were not completely characterized in the original publication. In particular, we
identified clusters corresponding to: CD14+ monocytes (Cluster 9; 3%), characterized by
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Figure 2.3: Using ZINB-WaVE to gain novel biological insights: Lineage inference for OE
dataset and discovery of rare cell types for 10x Genomics 68k PBMCs dataset. (a–c) Lineage
inference on the OE dataset. Slingshot minimum spanning tree on cell clusters: (a) PCA
with endpoint supervision (marked as red nodes in the tree); (b) PCA with no endpoint
supervision; (c) ZINB-WaVE with no endpoint supervision. (a–b) RSEC clustering (see
Methods) on the first 50 PCs of the normalized counts led to 13 clusters; (c) the same
procedure on 50 components of W from ZINB-WaVE led to 6 clusters: horizontal basal
cells (HBC); transitional HBC (DHBC1-2); immature sustentacular cells (iSUS); mature
sustentacular cells (mSUS); globose basal cells (GBC); microvillous cells (MV); immediate
neuronal precursors (INP1-3); immature olfactory neurons (iOSN); mature olfactory neurons
(mOSN). mOSN, MV, and mSUS are the mature cell types and should be identified by
Slingshot as the three lineage endpoints. (d–e) Discovery of novel cell types for the 10x
Genomics 68k PBMCs dataset. (d) Scatterplot of first two t-SNE dimensions obtained from
10 components of W from ZINB-WaVE; cells are color-coded by cluster. Clustering was
performed on the 10 components of W (see Methods). (e) Heatmap of expression measures
for marker genes for the 18 clusters found by our procedure: columns correspond to clusters
and rows to genes; the value in each cell is the average log expression measure per cluster,
centered and scaled so that each row has mean zero and standard deviation one.
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the expression of CD14, S100A9, LYZ [58]; CD16+ monocytes (Cluster 10; 2.5%), which
express FCGR3A/CD16, AIF1, FTL, LST1 [58]; CD1C+ dendritic cells (DC; Cluster 11;
1%), which express CD1C, LYZ, HLA-DR [58]; plasmacytoid dentritic cells (pDC; Cluster
13; 0.5%), expressing GZMB, SERPINF1, ITM2C [58]; megakaryocyte (Cluster 15; 0.2%),
expressing PF4 [44] (Figure 2.3e). We also identified several small clusters (collectively
comprising about 1% of the cells) that were either enriched for mitochondrial genes (Cluster
14) or ribosomal genes (Clusters 17 and 18), or for which we could not find any markers
(Clusters 12 and 16). We hypothesize that these clusters represent either doublets or lower
quality libraries.

The above analysis differs from that of the original publication not only in terms of di-
mensionality reduction, but also in terms of clustering (Zheng et al. [44] used k-means on
the first 50 PCs). We hence repeated the clustering using a sequential procedure based on
k-means (see Methods for details). This led to similar (albeit noisier) results (Figure 2.13),
highlighting that ZINB-WaVE is able to extract meaningful biological signal from the data,
as input to a variety clustering procedures. In fact, extracting a two-dimensional signal from
ZINB-WaVE already allowed us to identify most major cell types (Figure 2.14).

2.3.4 Impact of normalization
As for any high-throughput genomic technology, an important aspect of scRNA-seq data
analysis is normalization. Indeed, there are a variety of steps in scRNA-seq experiments that
can introduce bias in the data and whose effects need to be corrected for [19]. Some of these
effects, e.g., sequencing depth, can be captured by a global-scaling factor (usually referred to
as size factor). Other more complex, non-linear effects, such as those collectively known as
batch effects, require more sophisticated normalization [36]. Accordingly, a typical scRNA-
seq pipeline will include a normalization step, i.e., a linear or non-linear transformation of
read counts, to make the distributions of expression measures comparable between samples.
The normalization step is usually carried out prior to any inferential procedure (e.g., clus-
tering, differential expression analysis, or pseudotime ordering). In this work, we considered
three popular between-sample normalization methods: total-count (TC), trimmed mean of
M values (TMM), and full-quantile (FQ) normalization (see Methods); we also compared
the results to unnormalized data (RAW). TC, along with the related methods transcripts
per million (TPM) and fragments per kilobase million (FPKM), is by far the most widely
used normalization in the scRNA-seq literature; hence, TC-normalized data were used for
the results shown in Figures 2.2, 2.8, 2.9, and 2.10.

Normalization highly affected the projection of the data in lower dimensions (Figures
2.17 – 2.22) and, consequently, the clustering results varied greatly between normalization
methods in all four datasets (Figure 2.4). Strikingly, the choice of normalization method was
more critical than the choice between PCA and ZIFA. For instance, for the mESC dataset
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Figure 2.4: Average silhouette width: Real datasets. (a) V1 dataset; (b) S1/CA1 dataset;
(c) Glioblastoma dataset; (d) mESC dataset. Silhouette widths were computed in the
low-dimensional space, using the groupings provided by the authors of the original publi-
cations: unsupervised clustering procedure (a, b), observed characteristics of the samples,
such as patient (c) and culture condition (d). PCA and ZIFA were applied after nor-
malization: unnormalized (RAW), total-count (TC), trimmed mean of M values (TMM),
and full-quantile (FQ). For the mESC dataset (d), we fitted the ZINB-WaVE model with
batch as a sample-level covariate (ZINB-Batch) in addition to the default model with only
a sample-level intercept (see Figure 2.5).

(Figure 2.4d), FQ normalization followed by either PCA or ZIFA led to very high average
silhouette width. Critically, the ranking of normalization methods was not consistent across
datasets (Figure 2.4), highlighting that the identification of the best normalization method
for a given dataset is a difficult problem for scRNA-seq [19, 43].
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One important feature of the ZINB-WaVE model is that the sample-level intercept γ
(corresponding to a column of ones in the gene-level covariate matrix V , see Methods) acts
as a global-scaling normalization factor, making a preliminary global-scaling step unneces-
sary. As a consequence, ZINB-WaVE can be directly applied to unnormalized read counts,
hence preserving the distributional properties of count data. ZINB-WaVE applied to unnor-
malized counts led to results that were comparable, in terms of average silhouette width, to
PCA and ZIFA applied using the best performing normalization (Figure 2.4). In particular,
ZINB-WaVE outperformed PCA and ZIFA on the S1/CA1 (Figure 2.4b) and Glioblastoma
(Figure 2.4c) datasets, while it was slightly worse than PCA (after FQ normalization) on
the mESC dataset (Figure 2.4d) and than ZIFA (after FQ normalization) on the V1 dataset
(Figure 2.4a). Interestingly, the overall average silhouette width was lower for the S1/CA1
and Glioblastoma datasets than it was for the V1 and mESC datasets, suggesting that ZINB-
WaVE leads to better clustering in more complex situations (e.g., lower sequencing depth).

Although the overall average silhouette width is a useful metric to rank the different
methods in terms of how well they represent known global biological structure, looking only
at the average across many different cell types may be misleading. For the V1 dataset, for
instance, ZINB-WaVE led to a slightly lower overall average silhouette width than ZIFA
(Figure 2.4a). However, ZINB-WaVE yielded higher cluster-level average silhouette widths
for the L6a, L5b, and L5 samples, while ZIFA produced higher average silhouette widths for
the L4 and L5a samples (Figure 2.12a). In fact, certain cell types may be easier to cluster
than others, leading to silhouette widths that differ greatly between different clusters, as is
the case for the S1/CA1 dataset: oligodendrocytes are much easier to cluster than the other
cell types and all methods were able to identify them (Figure 2.12b); on the other hand,
only ZINB-WaVE was able to achieve a positive silhouette width for the pyramidal SS and
CA1 neurons and it performed much better than PCA and ZIFA in the interneuron cluster;
finally, certain groups, such as the endothelial-mural and astrocytes, were simply too hard
to distinguish in three dimensions (Figure 2.12b).

2.3.5 Accounting for batch effects
Although the sample-level intercept γ (corresponding to a column of ones in the gene-level
covariate matrix V ) can act as a global-scaling normalization factor, this may not be suffi-
cient to accurately account for complex, non-linear technical effects that may influence the
data (e.g., batch effects). Hence, we explored the possibility of including additional sample-
level covariates in X to account for such effects (see Methods).

We illustrate this using the mESC dataset, which is a subset of the data described in
Kolodziejczyk et al. [39] and which comprises two batches of mESCs grown in three differ-
ent media (see Methods). ZINB-WaVE applied with no additional covariates led to three
clusters, corresponding to the three media (Figures 2.5a and 2.9). However, the clusters
corresponding to media 2i and a2i are further segregated by batch (Figure 2.5a). Including
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indicator variables for batch in ZINB-WaVE (as columns of X) removed such batch effects,
consolidating the clustering by medium (Figure 2.5b). This led to slightly larger average sil-
houette widths, both overall (Figure 2.4d) and at the cluster level (Figure 2.5c). Conversely,
the average silhouette width for batch, a measure of how well the cells cluster by batch, was
much larger for the model that did not include the batch covariate (Figure 2.5d), indicating
that explicitly accounting for batch in the ZINB-WaVE model effectively removed the depen-
dence of the inferred low-dimensional space on batch effects. Similar results were obtained
by normalizing the data with the ComBat batch correction method [59], implemented in the
Bioconductor R package sva [60] (Figure 2.23). The advantage of ZINB-WaVE is the ability
of including batch effects in the same model used for dimensionality reduction, without the
need for prior data normalization.

The mESC dataset is an example of good experimental design, where each batch includes
cells from each biological condition (this is known as a factorial design). Hence, it is relatively
easy to correct for batch effects and, unsurprisingly, both ComBat and ZINB-WaVE success-
fully do so. The Glioblastoma dataset is an example of a more complex situation, in which
there is confounding between batch and biology, each patient being processed separately
[30]. Luckily, the Glioblastoma design is not completely confounded, as patient MGH26 was
processed in two batches (Figure 2.5e). We used this feature of the data to test whether
ZINB-WaVE was able to adjust for batch effects even in the presence of confounding. Com-
Bat was not able to correctly account for batch, removing the patient effects along with the
batch effects (Figure 2.24a). Including the batch variable as a covariate in the ZINB-WaVE
model led to similar, unsatisfactory results (Figure 2.24b). One key observation, recently
made by Townes et al. [61], is that the detection rate is markedly different between the
two batches of MGH26 (Figure 2.24c): Including the detection rate as a covariate in the
ZINB-WaVE model led to the removal of the batch effect, while preserving the biological
differences between patients (Figure 2.5f). Note that this is analogous of the inclusion of the
"cellular detection rate" in the MAST model [31]. Although this helped adjusting for batch
effects, the confounding between patient and batch is still present in the data because of the
poor experimental design and no normalization will be able to completely account for such
confounding.

2.3.6 Goodness-of-fit of ZINB-WaVE model
We compared the goodness-of-fit of our ZINB-WaVE model to that of a negative binomial
(NB) model (as implemented in edgeR [53]) and a hurdle model (as implemented in MAST
[31]).

As previously noted in the literature, NB models, which are quite successful for bulk
RNA-seq, are not appropriate for single-cell RNA-seq, as they cannot accommodate zero
inflation. In particular, NB models poorly fit the data in terms of the overall mean count
and zero probability (Figures 2.25 and 2.26) and appears to handle the excess of zeros by
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Figure 2.5: Accounting for batch effects in ZINB-WaVE: mESC and Glioblastoma datasets.
Upper panels provide two-dimensional representations of the mESC data, with cells color-
coded by batch and shape reflecting culture conditions: (a) Default ZINB-WaVE with only
sample-level intercept; (b) ZINB-WaVE with batch as known sample-level covariate. (c)
Average silhouette widths by biological condition for ZINB-WaVE with and without batch
covariate; (d) Average silhouette widths by batch for ZINB-WaVE with and without batch
covariate. Although the cells cluster primarily based on culture condition, batch effects are
evident in (a). Accounting for batch effects in the ZINB-WaVE model (b) leads to slightly
better clustering by biological condition (c) and removes the clustering by batch (d). Note
the difference in scale between the barplots of (c) and (d). Lower panels provide two-
dimensional representations of the Glioblastoma data, with cells color-coded by batch: (e)
Default ZINB-WaVE with only sample-level intercept; (f) ZINB-WaVE with total number
of expressed genes as sample-level covariate. Despite the confounding between patient and
batch, the addition of a covariate that captures the batch difference allows ZINB-WaVE to
remove the batch effect without removing the patient effect.
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over-estimating the dispersion parameter (Figure 2.27).

We also examined the goodness-of-fit of the MAST hurdle model, which is specifically
designed for scRNA-seq. However, a direct comparison of MAST with NB and ZINB is cum-
bersome, due to differences in parameterization. In particular, MAST models log2(TPM+1)
rather than counts and does not have a dispersion parameter but only a variance param-
eter for the Gaussian component (see Methods for details). We found that MAST under-
estimated the overall mean log2(TPM+1) and over-estimated the zero probability, but had
stable variance estimates over the observed proportion of zero counts (Figure 2.28).

By contrast, our ZINB model lead to better fit in terms of both the overall mean count
and zero probability, as well as more stable estimators of the dispersion parameter (Figures
2.25 – 2.27).

2.3.7 Estimators are asymptotically unbiased and robust
We next turned to simulations to explore in greater detail the performance of ZINB-WaVE.
First, we evaluated the ZINB-WaVE estimation procedure on simulated data from a zero-
inflated negative binomial distribution, to assess both accuracy under a correctly specified
model and robustness to model misspecification. The approach involves computing maxi-
mum likelihood estimators (MLE) for the parameters of the model of Figure 2.1, namely, α,
β, γ, and W , and hence µ and π. MLE are asymptotically unbiased and efficient estimators.
However, because the likelihood function of our ZINB-WaVE model is not convex, our nu-
merical optimization procedure may converge to a local maximum, rather than to the true
MLE (see Methods). We observed that our estimators are asymptotically unbiased and have
decreasing variance as the number of cells n increases (Figure 2.29). This suggests that our
estimates are not far from the true MLE.

To assess the robustness of the ZINB-WaVE procedure, we examined bias and mean
squared error (MSE) for estimators of µ and π, as well as the log-likelihood function, the
Akaike information criterion (AIC), and the Bayesian information criterion (BIC), for mod-
els with misspecified number of unobserved covariates K (i.e., number of columns of W ),
gene-level covariate matrix V , and dispersion parameter φ (Figures 2.6 and 2.30 – 2.32). In
Figure 2.6, the data were simulated with K = 2 unknown factors, X = 1n, V = 1J , and
genewise dispersion. The model parameters were then estimated with K = 1, 2, 3, 4, both
for a model that included a cell-level intercept (V = 1J) and one that did not (V = 0J).
When the intercept was correctly included in the model, misspecification of K (with K > 2)
resulted in no or very small bias (Figure 2.6a, b), small MSE (Figure 2.6c, d), and a greater
impact on AIC and especially BIC (Figure 2.30). When no intercept was included in the
fitted model, the sensitivity to K became more important. However, although the data were
simulated with K = 2, specifying K ≥ 3 led to small bias and low MSE (Figure 2.6). This
is likely because one column of W acted as a de facto intercept, overcoming the absence of
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V and explaining why AIC and BIC are minimized at K = 4 (Figure 2.30). In addition,
we observed robustness of the results to the choice of dispersion parameter (genewise or
common), even though the data were simulated with genewise dispersion (Figure 2.6). The
estimators for ln(µ) and π were unbiased over the whole range of mean expression and zero
inflation probability (Figure 2.33).

2.3.8 Accuracy
We next compared ZINB-WaVE to PCA and ZIFA, in terms of their ability to recover the
true underlying low-dimensional signal and clustering structure. For datasets simulated from
a ZINB model, our estimation procedure with correctly specified K led to almost perfect cor-
relation between distances in the true and estimated low-dimensional space (Figures 2.7a, b).
The correlation remained high even for misspecified K, in most cases higher than for PCA
and ZIFA. ZINB-WaVE performed consistently well across a range of simulation scenarios,
including different numbers of cells n, different zero fractions, and varying cluster tightness
(Figure 2.35). We observed a consistent ranking, although noisier, when the methods were
compared in terms of silhouette widths (Figures 2.7c, d).

As with the real datasets, the choice of normalization influenced the simulation results.
Critically, there was not an overall best normalization method; rather, the performance of the
normalization methods depended on the dimensionality reduction method and on intrinsic
characteristics of the data, such as the fraction of zero counts and the number and tightness
of the clusters (Figure 2.7 and Figure 2.35). For instance, TC normalization worked best for
PCA on data simulated from the V1 dataset (Figure 2.7a, c), while FQ and TMM normal-
ization worked best for PCA and ZIFA, respectively, on data simulated from the S1/CA1
dataset (Figure 2.7b, d).

It is important to note that the previous results were obtained for data simulated from
the ZINB-WaVE model underlying our estimation procedure. It is hence not surprising that
ZINB-WaVE outperformed its competitors. To provide a fairer comparison, we also assessed
the methods on data simulated from the model proposed by Lun and Marioni [40]. Although
this model is also based on a zero-inflated negative binomial distribution, the distribution
is parameterized differently and, in particular, does not involve regression on gene-level and
sample-level covariates (see Methods).

When the data were simulated to have a moderate fraction of zeros (namely, 40%), all
methods performed well in terms of average silhouette width (Figure 2.7e–g) and precision
and recall (Figure 2.36). However, the performance of PCA decreased dramatically with
60% of zeros, independently of the number of cells n. Although ZIFA worked well with 60%
or fewer zeros, its performance too decreased at 80% of zeros, especially when only 100 cells
were simulated (Figure 2.7e). Conversely, the performance of ZINB-WaVE remained good
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Figure 2.6: Bias and MSE for ZINB-WaVE estimation procedure: ZINB-WaVE simulation
model. Panels show boxplots of (a) bias ln(µ), (b) bias π, (c) MSE ln(µ), and (d) MSE π
for ZINB-WaVE estimation procedure, as a function of the number of unknown covariatesK.
ZINB-WaVE was fit with X = 1n, common/genewise dispersion, and with/without sample-
level intercept (i.e., column of ones in gene-level covariate matrix V ). For each gene and cell,
bias and MSE were averaged over B = 10 datasets simulated from our ZINB-WaVE model,
based on the S1/CA1 dataset and with n = 1, 000 cells, J = 1, 000 genes, scaling of one for
the ratio of within to between-cluster sums of squares (b2 = 1), K = 2 unknown factors,
zero fraction of about 80%, X = 1n, cell-level intercept (V = 1J), and genewise dispersion.
The lower and upper hinges of the boxplots correspond to the first and third quartiles (the
25th and 75th percentiles), respectively. The upper/lower whisker extends from the hinge
to the largest/smallest value no further than 1.5 × IQR from the hinge (where IQR is the
inter-quartile range or difference between the third and first quartiles). Data beyond the
whiskers are called outliers and are not plotted here. Figure 2.31 provides the same boxplots
with individually plotted outliers.
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Figure 2.7: Between-sample distances and silhouette widths for ZINB-WaVE, PCA, and
ZIFA: Simulation models. (a) Boxplots of correlations between between-sample distances
based on true and estimated low-dimensional representations of the data for simulations
based on the V1 dataset. (b) Same as (a) for simulations based on the S1/CA1 dataset.
(c) Boxplots of silhouette widths for true clusters for simulations based on the V1 dataset.
(d) Same as (c) for simulations based on the S1/CA1 dataset. For (a–d), all datasets were
simulated from our ZINB-WaVE model with n = 1, 000 cells, J = 1, 000 genes, “harder”
clustering (b2 = 5), K = 2 unknown factors, zero fraction of about 80%, X = 1n, cell-
level intercept (V = 1J), and genewise dispersion. Each boxplot is based on n values
corresponding to each of the n samples and defined as averages of correlations (a, b) or
silhouette widths (c, d) over B = 10 simulations. See Figure 2.34 for the same scenario but
with n = 10, 000 cells and Figure 2.35 for additional scenarios. (e–g) Average silhouette
widths (over n samples and B = 10 simulations) for true clusters vs. zero fraction, for
n ∈ {100, 1, 000, 10, 000} cells, for datasets simulated from the Lun and Marioni [40] model,
with C = 3 clusters and equal number of cells per cluster. While ZINB-WaVE was relatively
robust to the sample size n and zero fraction, the performance of PCA and ZIFA decreased
with larger zero fraction. Between-sample distance matrices and silhouette widths were based
on W for ZINB-WaVE, the first two principal components for PCA, and the first two latent
variables for ZIFA. ZINB-WaVE was applied with X = 1n, V = 1J , genewise dispersion, and
K ∈ {1, 2, 3, 4} (only K = 2 is shown in (e–g)). For PCA and ZIFA, different normalization
methods were used. Colors correspond to the different methods.
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even when simulating data with 80% of zeros, independently of the sample size.

2.4 Discussion
Recent advances in single-cell technologies, such as droplet-based methods [10], make it easy
and inexpensive to collect hundreds of thousands of scRNA-seq profiles, allowing researchers
to study very complex biological systems at high resolution. The resulting libraries are often
sequenced at extremely low depth (tens of thousands of reads per cell, only), making the
corresponding read count data truly sparse. Hence, there is a growing need for developing
reliable statistical methods that are scalable and that can account for zero inflation.

ZINB-WaVE is a general and flexible approach to extract low-dimensional signal from
noisy, zero-inflated data, such as those from scRNA-seq experiments. We have shown with
simulated and real data analyses that ZINB-WaVE leads to robust and unbiased estimators
of the underlying biological signals. The better performance of ZINB-WaVE with respect to
PCA comes at a computational cost, since we need to numerically optimize a non-convex like-
lihood function. However, we empirically found that the computing time was approximately
linear in both the number of cells and the number of genes, and approximately quadratic in
the number of latent factors (Figure 2.37). The algorithm benefits from parallelization on
multicore machines and takes a few minutes on a modern laptop to converge for thousands
of cells.

One major difference between ZINB-WaVE and previously proposed factor analysis mod-
els (such as PCA and ZIFA) is the ability to include sample-level and gene-level covariates. In
particular, by including a column of ones in the gene-level covariate matrix, the correspond-
ing cell-level intercept acts as a global-scaling normalization factor, allowing the modeling
of raw count data, with no need for prior normalization.

However, there is no guarantee that the low-dimensional signal extracted by ZINB-WaVE
is biologically relevant: If unwanted technical variation affects the data and is not accounted
for in the model (or in prior normalization), the low-rank matrixW inferred by ZINB-WaVE
will capture such confounding effects. It is therefore important to explore the correlation
between the latent factors estimated by our procedure and known measures of quality con-
trol that can be computed for scRNA-seq libraries, using, for instance, the Bioconductor R
package scater [62] (see Figure 2.2f). If one observes high correlation between one or more
latent factors and some QC measures, it may be beneficial to include these QC measures as
covariates in the model.

Several authors have recognized that high-dimensional genomic data are affected by a
variety of unwanted technical effects (e.g., batch effects) that can be confounded with the
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biological signal of interest, and have proposed methods to account for such effects in either
a supervised [59] or unsupervised way [35, 63]. Recently, Lin et al. [64] proposed a model
that can extend PCA to adjust for confounding factors. This model, however, does not seem
to be ideal for zero-inflated count data. In the scRNA-seq literature, MAST [31] uses the
inferred cellular detection rate to adjust for the main source of confounding, in a differential
expression setting, but is not designed to infer low-dimensional signal.

The removal of batch effects is an important example of how including additional covari-
ates in the ZINB-WaVE model may lead to better low-dimensional representations of the
data. However, ZINB-WaVE is not limited to including batch effects, as other sample-level
(e.g., QC metrics) and/or gene-level (e.g., GC-content) covariates may be included in the
model. Although we did not find any compelling examples in which adding a gene-level co-
variate leads to improve signal extraction, it is interesting to note the relationship between
GC-content and batch effects [65]. With large collaborative efforts, such as the Human Cell
Atlas [66], on the horizon, we anticipate that the ability of our model to include gene-level co-
variates that can potentially help accounting for differences in protocols will prove important.

Although the low-dimensional signal inferred by ZINB-WaVE can be used to visually
inspect hidden structure in the data, visualization is not the main point of our proposed
method. The low-dimensional factors are intended to be the closest possible approximation to
the true signal, which is assumed to be intrinsically low-dimensional. Such a low-dimensional
representation can be used in downstream analyses, such as clustering or pseudotime order-
ing of the cells [23].

Visualization of high-dimensional datasets is an equally important area of research and
many algorithms are available, among which t-SNE [33] has become the most popular for
scRNA-seq data. Recently, Wang et al. [67] have proposed a novel visualization algorithm
that can account for zero inflation and showed improvement over t-SNE. As t-SNE takes as
input a matrix of cell pairwise distances, which may be noisy in high dimensions, a typical
pipeline involves computing such distances in PCA space, selecting, for example, the first
50 PCs. An alternative approach is to derive such distances from the low-dimensional space
defined by the factors inferred by ZINB-WaVE. This strategy was used effectively in Figure
2.3c to visualize the PBMC dataset.

In this article, we have focused on an unsupervised setting, where the goal is to extract
a low-dimensional signal from noisy zero-inflated data. However, our proposed ZINB model
is more general and can be used, in principle, for supervised differential expression analysis,
where the parameters of interest are regression coefficients β corresponding to known sample-
level covariates in the matrix X (e.g., cell type, treatment/control status). Differentially
expressed genes may be identified via likelihood ratio tests or Wald tests, with standard errors
of estimators of β obtained from the Hessian matrix of the likelihood function. Additionally,
posterior dropout probabilities can be readily derived from the model and used as weights
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to unlock standard bulk RNA-seq methods [68], such as edgeR [53]. We envision a future
version of the zinbwave package with this added capability.
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Figure 2.8: Low-dimensional representation of the S1/CA1 dataset. Upper panels provide
two-dimensional representations of the data. Lower panels provide barplots of the absolute
correlation between the first three components and a set of QC measures (see Methods). (a,
b) PCA (on TC-normalized counts); (c, d) ZIFA (on TC-normalized counts); (e, f) ZINB-
WaVE (no normalization needed). ZINB-WaVE leads to a low-dimensional representation
that is less influenced by technical variation and to tighter, biologically meaningful clusters.
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Figure 2.9: Low-dimensional representation of the mESC dataset. Upper panels provide two-
dimensional representations of the data, after selecting the 1,000 most variable genes. Lower
panels provide barplots of the absolute correlation between the first two components and a
set of QC measures (see Methods). (a, b) PCA (on TC-normalized counts); (c, d) ZIFA
(on TC-normalized counts); (e, f) ZINB-WaVE (no normalization needed). ZINB-WaVE
leads to a low-dimensional representation that is less influenced by technical variation and
to tighter, biologically meaningful clusters.
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Figure 2.10: Low-dimensional representation of the Glioblastoma dataset. Upper panels
provide two-dimensional representations of the data, after selecting the 1,000 most variable
genes. Lower panels provide barplots of the absolute correlation between the first two com-
ponents and a set of QC measures (see Methods). (a, b) PCA (on TC-normalized counts);
(c, d) ZIFA (on TC-normalized counts); (e, f) ZINB-WaVE (no normalization needed).
ZINB-WaVE leads to a low-dimensional representation that is less influenced by technical
variation and to tighter, biologically meaningful clusters.
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Figure 2.11: Low-dimensional representation of the V1 dataset. ZINB-WaVE two-
dimensional representation of the data, after selecting the (a) 500, (b) 2,000, (c) 5,000,
(d) 10,000 most variable genes. ZINB-WaVE leads to a stable low-dimensional representa-
tion, robust to the number of highly variable genes selected.
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Figure 2.12: Per-cluster average silhouette widths: Real datasets. (a) V1 dataset; (b)
S1/CA1 dataset; (c) Glioblastoma dataset; (d) mESC dataset. For each of the four scRNA-
seq datasets of Figures 2.2 and 2.8 – 2.10, barplots of the per-cluster average silhouette
widths for ZINB-WaVE, ZIFA, and PCA (the best normalization method was used for ZIFA
and PCA). Silhouette widths were computed in the low-dimensional space, using the group-
ings provided by the authors of the original publications: unsupervised clustering procedure
(a–b), observed characteristics of the samples, such as patient (c) and culture condition (d)
.
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Figure 2.13: Analysis of the 10x Genomics 68k PBMCs dataset. Two-dimensional t-SNE
representation of W (K = 10) color-coded by sequential k-means clustering (see Methods
for details on the clustering procedure).
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Figure 2.14: Analysis of the 10x Genomics 68k PBMCs dataset. (a) Two-dimensional signal
inferred using ZINB-WaVE. (b) First two principal components. Cells are color-coded by
sequential k-means clustering (see Methods for details on the clustering procedure).



CHAPTER 2. ZINB-WAVE, A METHOD FOR THE ANALYSIS OF SCRNA-SEQ
DATA 55

−25

0

25

50

−30 0 30
Dim1

D
im

2

cluster2
L4
L5
L5a
L5b
L6a

layer
Ntsr1−Cre_GN220
Rbp4−Cre_KL100
Scnn1a−Tg3−Cre

a

−40

−20

0

20

40

−25 0 25
Dim1

D
im

2

cluster2
L4
L5
L5a
L5b
L6a

layer
Ntsr1−Cre_GN220
Rbp4−Cre_KL100
Scnn1a−Tg3−Cre

b

−50

−25

0

25

−25 0 25
Dim1

D
im

2

cluster2
L4
L5
L5a
L5b
L6a

layer
Ntsr1−Cre_GN220
Rbp4−Cre_KL100
Scnn1a−Tg3−Cre

c

−20

0

20

−20 0 20 40
Dim1

D
im

2

cluster2
L4
L5
L5a
L5b
L6a

layer
Ntsr1−Cre_GN220
Rbp4−Cre_KL100
Scnn1a−Tg3−Cre

d

Figure 2.15: Principal component analysis for V1 dataset. (a) No normalization; (b) TC
normalization; (c) TMM normalization; (d) FQ normalization.
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Figure 2.16: Zero-inflated factor analysis for V1 dataset. (a) No normalization; (b) TC
normalization; (c) TMM normalization; (d) FQ normalization.
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Figure 2.17: Principal component analysis for S1/CA1 dataset. (a) No normalization; (b)
TC normalization; (c) TMM normalization; (d) FQ normalization.
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Figure 2.18: Zero-inflated factor analysis for S1/CA1 dataset. (a) No normalization; (b)
TC normalization; (c) TMM normalization; (d) FQ normalization.
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Figure 2.19: Principal component analysis for mESC dataset. (a) No normalization; (b)
TC normalization; (c) TMM normalization; (d) FQ normalization.
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Figure 2.20: Zero-inflated factor analysis for mESC dataset. (a) No normalization; (b) TC
normalization; (c) TMM normalization; (d) FQ normalization.
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Figure 2.21: Principal component analysis for Glioblastoma dataset. (a) No normalization;
(b) TC normalization; (c) TMM normalization; (d) FQ normalization.
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Figure 2.22: Zero-inflated factor analysis for Glioblastoma dataset. (a) No normalization;
(b) TC normalization; (c) TMM normalization; (d) FQ normalization.
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Figure 2.23: ZINB-Wave and ComBat: mESC dataset. Upper panels provide two-
dimensional representations of the data, with cells color-coded by batch and shape reflecting
culture conditions: (a) PCA on FQ-normalized counts; (b) PCA on ComBat-normalized
counts. (c) Average silhouette widths by biological condition for ZINB-WaVE with and
without batch covariate, PCA with and without applying ComBat on raw counts and TC,
TMM, and FQ-normalized counts; (d) Average silhouette widths by batch for ZINB-WaVE
with and without batch covariate, PCA with and without applying ComBat on raw counts
and TC, TMM, and FQ-normalized counts.
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Figure 2.24: ZINB-Wave and ComBat: Glioblastoma dataset. (a) PCA on FQ + ComBat-
normalized counts; (b) ZINB-WaVE with batch as sample covariate; (c) Boxplot of sample
detection rate stratified by batch. Sample detection rate is defined as the total number of
genes with at least one read in a given sample.
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Figure 2.25: Goodness-of-fit of ZINB-WaVE and NB models: Mean-difference plots of es-
timated vs. observed mean count for V1 dataset. Left panel: ZINB-WaVE. Right panel:
Negative binomial model fit using edgeR package. Observed and estimated mean counts
were averaged over n cells. Counts were plotted on a log scale. See Methods for details.
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Figure 2.26: Goodness-of-fit of ZINB-WaVE and NB models: Mean-difference plots of esti-
mated vs. observed zero probability for V1 dataset. Left panel: ZINB-WaVE. Right panel:
Negative binomial model fit using edgeR package. Observed and estimated zero probabilities
were averaged over n cells. See Methods for details.



CHAPTER 2. ZINB-WAVE, A METHOD FOR THE ANALYSIS OF SCRNA-SEQ
DATA 66

0.0 0.2 0.4 0.6 0.8 1.0

0
5

10
15

ZINB, ZINB−WaVE

Observed zero probability

E
st

im
at

ed
 d

is
pe

rs
io

n

0.0 0.2 0.4 0.6 0.8 1.0

0
5

10
15

NB, edgeR

Observed zero probability

E
st

im
at

ed
 d

is
pe

rs
io

n

Figure 2.27: Goodness-of-fit of ZINB-WaVE and NB models: Estimated dispersion parameter
vs. observed proportion of zero counts for V1 dataset. Left panel: Genewise dispersion
parameters φj estimated using ZINB-WaVE. Right panel: Genewise dispersion parameters
φj estimated using edgeR package. See Methods for details.
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Figure 2.28: Goodness-of-fit of MAST hurdle model for V1 dataset. Left panel: Mean-
difference plot of estimated vs. observed mean log2(TPM+1). Middle panel: Mean-difference
plot of estimated vs. observed zero probability. Right panel: Estimated Gaussian variance
parameter σ2

j vs. observed proportion of zero counts. For left and middle panels, observed
and estimated mean log2(TPM+1) and zero probabilities were averaged over n cells. Pa-
rameters were estimated using the function zlm from the MAST package, with an intercept
and a covariate for the cellular detection rate (as recommended in the MAST vignette for
the MAIT data analysis) for both the discrete and continuous parts.
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Figure 2.29: Bias, MSE, and variance for ZINB-WaVE estimation procedure: ZINB-WaVE
simulation model. Boxplots of bias, MSE, and variance for ln(µ) and π as a function of
the number of cells n. For each gene and cell, bias, MSE, and variance were averaged over
B = 10 datasets simulated from our ZINB-WaVE model, based on the S1/CA1 dataset and
with n ∈ {50, 100, 500, 1, 000, 5, 000, 10, 000} cells, J = 1, 000 genes, scaling of one for the
ratio of within to between-cluster sums of squares (b2 = 1), and zero fraction of about 80%.
The following values were used for both simulating the data and fitting the ZINB-WaVE
model to these data: K = 2 unknown factors, X = 1n, cell-level intercept (V = 1J), and
genewise dispersion.
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Figure 2.30: BIC, AIC, and log-likelihood for ZINB-WaVE estimation procedure: ZINB-
WaVE simulation model. Panels show boxplots of (a) BIC, (b) AIC, and (c) log-likelihood
for ZINB-WaVE estimation procedure, as a function of the number of unknown covariates
K. ZINB-WaVE was fit with X = 1n, common/genewise dispersion, and with/without
sample-level intercept (i.e., column of ones in gene-level covariate matrix V ). For each gene
and cell, BIC, AIC, and log-likelihood were averaged over B = 10 datasets simulated from
our ZINB-WaVE model, based on the S1/CA1 dataset and with n = 1, 000 cells, J = 1, 000
genes, scaling of one for the ratio of within to between-cluster sums of squares (b2 = 1),
K = 2 unknown factors, zero fraction of about 80%, X = 1n, cell-level intercept (V = 1J),
and genewise dispersion.
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Figure 2.31: Bias and MSE for ZINB-WaVE estimation procedure: ZINB-WaVE simulation
model. Same as Figure 2.6, but with outliers plotted individually (i.e., observations beyond
the whiskers).
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Figure 2.32: Variance for ZINB-WaVE estimation procedure: ZINB-WaVE simulation
model. Panels show boxplots of variance (over B = 10 simulated datasets) for estimates
of ln(µ) (a, c) and π (b, d). Outliers plotted in (a, b) and omitted in (c, d). Simulation
scenario as in Figure 2.6.
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Figure 2.33: Bias for ZINB-WaVE estimation procedure: ZINB-WaVE simulation model.
(a) Mean-difference plot of estimated vs. true negative binomial mean (log scale), ln(µ̂) −
ln(µ) vs. (ln(µ) + ln(µ̂))/2. (b) Mean-difference plot of estimated vs. true zero inflation
probability, π̂ − π vs. (π + π̂)/2. The estimates are based on one of the B = 10 datasets
simulated from our ZINB-WaVE model, based on the S1/CA1 dataset and with n = 1, 000
cells, J = 1, 000 genes, scaling of one for the ratio of within to between-cluster sums of
squares (b2 = 1), and zero fraction of about 80%. The following values were used for both
simulating the data and fitting the ZINB-WaVE model to these data: K = 2 unknown
factors, X = 1n, cell-level intercept (V = 1J), and genewise dispersion (as in Figures 2.6,
2.31 and 2.32).
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Figure 2.34: Between-sample distances and silhouette widths for ZINB-WaVE, PCA, and
ZIFA: ZINB-WaVE simulation model. (a) Boxplots of correlations between between-sample
distances based on true and estimated low-dimensional representations of the data for sim-
ulations based on the V1 dataset. (b) Same as (a) for simulations based on the S1/CA1
dataset. (c) Boxplots of silhouette widths for true clusters for simulations based on the V1
dataset. (d) Same as (c) for simulations based on the S1/CA1 dataset. All datasets were
simulated from our ZINB-WaVE model with n = 10, 000 cells, J = 1, 000 genes, “harder”
clustering (b2 = 5), K = 2 unknown factors, zero fraction of about 80%, X = 1n, cell-level in-
tercept (V = 1J), and genewise dispersion. Each boxplot is based on n values corresponding
to each of the n samples and defined as averages of correlations (a, b) or silhouette widths
(c, d) over B = 10 simulations. Between-sample distance matrices and silhouette widths
were based on W for ZINB-WaVE, the first two principal components for PCA, and the first
two latent variables for ZIFA. ZINB-WaVE was applied with X = 1n, V = 1J , genewise
dispersion, and K ∈ {1, 2, 3, 4}. For PCA and ZIFA, different normalization methods were
used. Colors correspond to the different methods. See Figure 2.7a–d for the same scenario
but with n = 1, 000 cells and Figure 2.35 for additional scenarios.
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Figure 2.35: Between-sample distances and silhouette widths for ZINB-WaVE, PCA, and
ZIFA: ZINB-WaVE simulation model. (a) Correlation between between-sample distances
based on true and estimated low-dimensional representations of the data for simulations
based on the V1 dataset. (b) Same as (a) for simulations based on the S1/CA1 dataset.
(c) Silhouette width for true clusters for simulations based on the V1 dataset. (d) Same
as (c) for simulations based on the S1/CA1 dataset. As in Figure 2.7, all datasets were
simulated from our ZINB-WaVE model with J = 1, 000 genes, K = 2 unknown factors,
X = 1n, cell-level intercept (V = 1J), and genewise dispersion. Each point corresponds to
a simulation scenario (zero fraction, clustering strength, sample size); correlations between
true and estimated between-sample distances and silhouette widths are averaged over B = 10
simulated datasets and n cells. Column panels show three different clustering scenarios,
where the scaling of the ratio of within to between-cluster sums of squares b2 corresponds
to the original clustering (b2 = 1), a harder clustering (b2 = 5), and no clustering (b2 = 10).
Row panels correspond to different numbers of cells (n ∈ {100, 1, 000}). Between-sample
distance matrices and silhouette widths were based on W for ZINB-WaVE, the first two
principal components for PCA, and the first two latent variables for ZIFA. ZINB-WaVE was
applied with X = 1n, V = 1J , genewise dispersion, and K ∈ {1, 2, 3, 4}. For PCA and ZIFA,
different normalization methods were used. Colors correspond to the different methods.
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Figure 2.36: Precision and recall for ZINB-WaVE, PCA, and ZIFA: Lun and Marioni [40]
simulation model. Average (a) precision coefficient and (b) recall coefficient (over n samples
and B = 10 simulations) vs. zero fraction, for n ∈ {100, 1, 000, 10, 000} cells, for datasets
simulated from the Lun and Marioni [40] model, with C = 3 clusters and equal number of
cells per cluster. Clustering was performed using k-means on W for ZINB-WaVE, the first
two principal components for PCA, and the first two latent variables for ZIFA. ZINB-WaVE
was applied with X = 1n, V = 1J , genewise dispersion, and K = 2. For PCA and ZIFA,
different normalization methods were used. Colors correspond to the different methods.
While ZINB-WaVE has a recall and precision of one for all sample sizes n and zero fractions,
the performance of PCA and ZIFA decreases with larger zero fraction. See Methods for
details on clustering procedure and precision and recall coefficients.
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Figure 2.37: CPU time for ZINB-WaVE estimation procedure. Log-log scatterplot of mean
CPU time (in seconds) vs. (a) sample size n, (b) number of genes J , and (c) number of
latent factors K. For each panel B = 10 datasets were simulated from the Lun and Marioni
[40] model with zero fraction of about 60%. The following specific values were used for each
panel: (a) n ∈ {50, 100, 500, 1, 000, 5, 000, 10, 000} cells, J = 1, 000 genes, K = 2 latent
factors; (b) J ∈ {50, 100, 500, 1, 000, 5, 000, 10, 000} genes, n = 1, 000 cells, K = 2 latent
factors; (c) n = 1, 000 cells, J = 1, 000 genes, and K ∈ {2, 3, 5, 10, 50, 100} latent factors.
The following values were used to fit the ZINB-WaVE model: X = 1n, cell-level intercept
(V = 1J), and common dispersion. CPU times were averaged over B = 10 simulated datasets
and standard deviations are indicated by the vertical bars. Computations were done with 7
cores on an iMac with eight 4 GHz Intel Core i7 CPUs and 32 GB of RAM.
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Chapter 3

Unlock bulk RNA-seq DE tools for
zero-inflated and single-cell data

This chapter has been published in the journal Genome Biology with Koen Van den Berge
as my first co-author. I specifically conducted the analysis of the real datasets while Koen
Van den Berge focused on the simulations and analysis of simulated datasets.1

3.1 Background
Transcriptomics has become one of the standard tools in modern biology to unravel the
molecular basis of biological processes and diseases. One of the most common applica-
tions of transcriptome profiling is the discovery of differentially expressed (DE) genes, which
exhibit changes in expression levels across conditions [69, 70, 71]. Over the last decade,
transcriptome sequencing (RNA-seq) has become the standard technology for transcriptome
profiling, enabling researchers to study average gene expression over bulks of thousands of
cells [72, 73]. The advent of single-cell RNA-seq (scRNA-seq) enables high-throughput tran-
scriptome profiling at the resolution of single cells and allows, among other things, research
on cell developmental trajectories, cell-to-cell heterogeneity, and the discovery of novel cell
types [74, 75, 76, 77, 78, 79].

In scRNA-seq, individual cells are first captured, their RNA is then reverse-transcribed
into cDNA, which is greatly amplified from the minute amount of starting material, and
the resulting library is finally sequenced [80]. Transcript abundances are typically estimated
by counts, which represent the number of sequencing reads mapping to an exon, transcript,
or gene. Many scRNA-seq protocols have been published to conduct such core steps [81,
82, 83, 84, 85, 86], but despite these advances, scRNA-seq data remain inherently noisy.

1I would like to thank my first co-author, Koen Van den Berge, and co-authors, Charlotte Soneson,
Michael I. Love, Davide Risso, Jean-Philippe Vert, Mark D. Robinson, Sandrine Dudoit, and Lieven Clement.
Sandrine Dudoit and Lieven Clement are equally contributing authors of the paper.
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Dropout events cause many transcripts to go undetected for technical reasons, such as in-
efficient cDNA polymerization, amplification bias, or low sequencing depth, leading to an
excess of zero read counts as compared to bulk RNA-seq data [86, 87]. In addition, excess
zeros can also occur for biological reasons, such as transcriptional bursting [88]. There are
therefore two types of zeros in scRNA-seq data: biological zeros, when a gene is simply not
expressed in the cell, and technical zeros (i.e., dropouts), when a gene is expressed in the
cell but not detected. Zero inflation, i.e., excess zeros compared to standard count dis-
tributions (e.g., negative binomial) used in bulk RNA-seq, occurs for both biological and
technical reasons and disentangling the two sources is non-trivial. In addition, scRNA-seq
counts are inherently more variable than bulk RNA-seq counts because the transcriptional
signal is not averaged across thousands of individual cells (Figure 3.7), making cell-to-cell
heterogeneity, cell type mixtures, and stochastic expression bursts important contributors to
between-sample variability [89, 75].

Typical scRNA-seq data analysis workflows often involve identifying cell types in silico
using tailored clustering algorithms [90, 91] or ordering cells along developmental trajecto-
ries, where cell types are defined as terminal states of the developmental process [92, 93, 74,
94]. A natural subsequent step is the discovery of marker genes for the defined cell types by
assessing differential gene expression between these groups. Another common setting is the
identification of marker genes for a priori known cell types. Differential expression analysis
between homogeneous cell populations as in the aforementioned scRNA-seq applications is
the use case for our method.

Popular bulk RNA-seq DE tools, such as those implemented in the Bioconductor R
packages edgeR [70] and DESeq2 [69], assume a negative binomial (NB) count distribution
across biological replicates, while limma-voom [71] uses linear models for log-transformed
counts and observation-level weights to account for the mean-variance relationship of the
transformed count data. Such tools can also be applied for scRNA-seq DE analysis [95].
However, dropouts, transcriptional bursting, and high variability in scRNA-seq data raise
concerns about their validity. These challenges have triggered the development of novel
dedicated tools, which typically introduce an additional model component to account for
the excess of zeros through, for example, zero-inflated (SCDE, Kharchenko, Silberstein, and
Scadden [96]) or hurdle (MAST, Finak et al. [87]) models. However, Jaakkola et al. [97]
and Soneson and Robinson [98] have recently shown that these bespoke tools do not provide
systematic benefits over standard bulk RNA-seq tools in scRNA-seq applications.

We argue that standard bulk RNA-seq tools, however, still suffer in performance due to
zero inflation with respect to the negative binomial distribution. It is illustrated in this paper
using biological coefficient of variation (BCV) plots [99], which represent the mean-variance
relationship of the counts. Note that the BCV plots of scRNA-seq data exhibit striped
patterns (Figures 3.1a-b and 3.8 for scRNA-seq datasets subsampled to ten cells) that are
indicative of genes with few positive counts (Figure 3.9) and very high dispersion estimates.
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Randomly adding zeros to bulk RNA-seq data, likewise consisting of ten samples, also re-
sults in similar striped patterns (Figure 3.1c-d). Negative binomial models, as implemented
in DESeq2 and edgeR, will thus accommodate excess zeros by overestimating the dispersion
parameter, which jeopardizes the power to infer differential expression. However, by cor-
rectly identifying the excess zeros and downweighting them in the dispersion estimation and
model-fitting, one reconstructs the original mean-variance relationship (Figure 3.1e), thus
recovering the power to detect differential expression (Figure 3.1f). Hence, identifying and
downweighting excess zeros provides the key to unlocking bulk RNA-seq tools for scRNA-
seq differential expression analysis. Note that methods based on a zero-inflated negative
binomial (ZINB) model naturally implement such an approach: Excess zeros are attributed
weights through the zero inflation probability and inference can be focused on the mean of
the negative binomial count component.

We therefore propose a weighting strategy based on ZINB models to unlock bulk RNA-seq
tools for scRNA-seq DE analysis. In this manuscript, we build on the zero-inflated negative
binomial-based wanted variation extraction (ZINB-WaVE) method of Risso et al. [91], de-
signed specifically for scRNA-seq data. ZINB-WaVE efficiently identifies excess zeros and
provides gene and cell-specific weights to unlock bulk RNA-seq pipelines for zero-inflated
data. As most bulk RNA-seq DE methods are based on generalized linear models (GLM),
which readily accommodate observation-level weights, our approach seamlessly integrates
with standard pipelines (e.g., edgeR, DESeq2, limma). Our method is shown to outperform
competing methods on simulated bulk and single-cell RNA-seq datasets. We also illustrate
our method on two publicly available real datasets. As detailed in the “Software implemen-
tation” section, our approach is implemented in open-source Bioconductor R packages and
the code for reproducing the analyses presented in this manuscript is provided in a GitHub
repository.

3.2 Methods

3.2.1 ZINB-WaVE
Zero-inflated distributions. A major difference between single-cell and bulk RNA-seq
data is arguably the high abundance of zero counts in the former. Traditionally, excess zeros
are dealt with by the use of hurdle or zero-inflated models, as recently proposed by Finak et
al. [87], Kharchenko, Silberstein, and Scadden [96], and Paulson et al. [103]. A zero-inflated
count distribution is a two-component mixture distribution between a point mass at zero
and a count distribution, in our case, the negative binomial distribution which has been used
successfully for bulk RNA-seq [69, 70, 71, 104].

The probability mass function (PMF) fZINB for the zero-inflated negative binomial
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Figure 3.1: Zero inflation results in overestimated dispersion and jeopardizes power to dis-
cover differentially expressed genes. (a–e) Scatterplots of estimated biological coefficient of
variation (BCV, defined as the square root of the negative binomial dispersion parameter φ)
against average log count per million (CPM) computed using edgeR. (a) BCV plot for the
real Buettner et al. [75] scRNA-seq dataset subsampled to n = 10 cells. (b) BCV plot for
the real Deng et al. [100] scRNA-seq dataset subsampled to n = 10 cells. Both panels (a)
and (b) show striped patterns in the BCV plot, which significantly distort the mean-variance
relationship, as represented by the red curve. (c) BCV plot for a simulated bulk RNA-seq
dataset (n = 10), obtained from the Bottomly et al. [101] dataset using the simulation
framework of Zhou, Lindsay, and Robinson [102]. Dispersion estimates generally decrease
smoothly as gene expression increases. (d) BCV plot for a simulated zero-inflated bulk
RNA-seq dataset, obtained by randomly introducing 5% excess zero counts in the dataset
from (c). Zero inflation leads to overestimated dispersion for the genes with excess zeros,
resulting in striped patterns, as observed also for the real scRNA-seq data in panels (a) and
(b). (e) BCV plot for simulated zero-inflated bulk RNA-seq dataset from (d), where excess
zeros are downweighted in dispersion estimation (i.e., weights of 0 for excess zeros and 1
otherwise). Downweighting recovers the original mean-variance trend. (f) True positive rate
vs. false discovery proportion (FDP-TPR curves) for simulated zero-inflated dataset of (d).
The performance of edgeR (red curve) is deteriorated in a zero-inflated setting due to overes-
timation of the dispersion parameter. However, assigning the excess zeros a weight of zero in
the dispersion estimation and model-fitting results in a dramatic performance boost (orange
curve). Hence, downweighting excess zero counts is the key to unlocking bulk RNA-seq tools
for zero inflation.
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(ZINB) distribution is given by

fZINB(y;µ, θ, π) = πδ0(y) + (1− π)fNB(y;µ, θ), ∀y ∈ N, (3.1)

where π ∈ [0, 1] denotes the mixture probability for zero inflation, fNB(·;µ, θ) the negative
binomial (NB) PMF with mean µ and dispersion θ = 1/φ, and δ0(·) the Dirac function
(δ0(y) = +∞ when y = 0 and 0 otherwise and δ0 integrates to one over R, i.e., has cumula-
tive distribution function equal to I(y ≥ 0)). Here, π can be interpreted as the probability
of an excess zero, i.e., inflated zero count, with respect to the NB distribution.

Under a ZINB model, the posterior probability that a given count y arises from the NB
count component is given by Bayes’ rule

w = (1− π)fNB(y;µ, θ)
fZINB(y;µ, θ, π) .

As described below, such posterior probabilities can be used as weights in standard bulk
RNA-seq workflows, for a suitable parameterization of the ZI probability and NB mean.

ZINB-WaVE model. Given n observations (typically, n single cells) and J features (typ-
ically, J genes) that can be counted for each observation, let Yij denote the count of feature
j (j = 1, . . . , J) for observation i (i = 1, . . . , n). To account for various technical and biolog-
ical effects frequent in single-cell sequencing technologies, we model Yij as a random variable
following a ZINB distribution with parameters µij, θij, and πij, and consider the following
regression models for these parameters:

ln(µij) =
(
Xβµ + (V γµ)> +Wαµ +Oµ

)
ij
, (3.2)

logit(πij) =
(
Xβπ + (V γπ)> +Wαπ +Oπ

)
ij
,

ln(θij) = ζj .

Both the NB mean expression level µ and the ZI probability π are modeled in terms
of observed sample-level and gene-level covariates (X and V , respectively), as well as un-
observed sample-level covariates (W ) that need to be inferred from the data. Oµ and Oπ

are known matrices of offsets. The matrix X can include covariates that induce variation
of interest, such as cell types, or covariates that induce unwanted variation, such as batch
or quality control (QC) measures. It can also include a constant column of ones for an in-
tercept that accounts for gene-specific global differences in mean expression level or dropout
rate. The matrix V can include gene-level covariates, such as length or GC-content. It
can also accommodate an intercept to account for cell-specific global effects, such as size
factors representing differences in library sizes (i.e., total number of reads per sample). The
unobserved matrix W contains unknown sample-level covariates, which could correspond to
unwanted variation as in RUV [35, 36] (e.g., a priori unknown batch effects) or could be of
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interest as in cluster analysis (e.g., a priori unknown cell types). The model extends the
RUV framework to the ZINB distribution (thus far, RUV had only been implemented for
linear [35] and log-linear regression [36]). It differs, however, in interpretation from RUV in
the Wα term, which is not necessarily considered unwanted and generally refers to unknown
low-dimensional variation. It is important to note that althoughW is the same, the matrices
X and V could differ in the modeling of µ and π, if we assume that some known factors do
not affect both.

As detailed in Risso et al. [91], the model is fit using a penalized maximum likelihood
estimation procedure.

3.2.2 Using ZINB-WaVE weights in DE inference methods
We only consider statistical inference on the count component of the mixture distribution,
that is, we are concerned with identifying genes whose expression levels are associated with
covariates of interest as parameterized in the mean µ of the negative binomial component.
Most popular bulk RNA-seq methods are based on the methodology of generalized linear
models (GLM), which readily accommodates inference based on observation-level weights (R
function glm), e.g., negative binomial model in Bioconductor R packages edgeR and DESeq2.
Note that although the ZINB-WaVE weights are gene and cell-specific, the GLMs are fit
gene by gene; hence, for given gene, the cell-specific weights are used as observation-specific
weights in the GLMs.

edgeR. We extended the edgeR package [70, 104] by fitting a negative binomial model ge-
newise, with ZINB-WaVE posterior probabilities as observation-level weights in the weights
slot of an object of class DGEList, and estimating the dispersion parameter by the usual
approximate empirical Bayes shrinkage. Downweighting is accounted for by adjusting the
degrees of freedom of the null distribution of the test statistics. Specifically, we reintroduced
the moderated F -test from a previous version of edgeR, where the denominator residual
degrees of freedom dfj for a particular gene j are adjusted by the extent of zero inflation
identified for this gene, i.e., dfj = ∑

iwij − p, where wij is the ZINB-WaVE weight for gene
j in cell i and p the number of parameters estimated in the NB generalized linear model.
This weighted F -test is implemented in the function glmWeightedF from the Bioconductor
R package zinbwave.

DESeq2. We extended the DESeq2 package [69] to accommodate zero inflation by provid-
ing the option to use observation-level weights in the parameter estimation steps. In this
case, the ZINB-WaVE weights are supplied in the weight slot of an object of class DESeq-
DataSet.



CHAPTER 3. UNLOCK BULK RNA-SEQ DE TOOLS FOR ZERO-INFLATED AND
SINGLE-CELL DATA 83

DESeq2’s default normalization procedure is based on geometric means of counts, which
are zero for genes with at least one zero count, greatly limiting the number of genes that can
be used for normalization in scRNA-seq applications [19]. We therefore use the normalization
method suggested in the phyloseq package [105], which calculates the geometric mean for a
gene by only using its positive counts, so that genes with zero counts could still be used for
normalization purposes. The phyloseq normalization procedure can now be applied by setting
the argument type equal to poscounts in the DESeq2 function estimateSizeFactors. For
single-cell UMI data, for which the expected counts may be very low, the likelihood ratio test
implemented in nbinomLRT should be used. For other protocols (i.e., non-UMI), the Wald
test in nbinomWaldTest can be used, with null distribution a t-distribution with degrees of
freedom corrected for downweighting. In both cases, we recommend the minimum expected
count to be set to a small value (minmu=1e-6). The Wald test in DESeq2 allows for testing
contrasts of the coefficients.

limma-voom. For the limma-voom approach [71], implemented in the voom function from
the limma package, heteroscedastic weights are estimated based on the mean-variance re-
lationship of the log-transformed counts. We adapt limma-voom to zero-inflated situations
by multiplying the heteroscedastic weights by the ZINB-WaVE weights and using the re-
sulting weights in weighted linear regression. To account for the downweighting of zeros,
the residual degrees of freedom of the linear model are adjusted as with edgeR before the
empirical Bayes variance shrinkage and are therefore also propagated to the moderated sta-
tistical tests. Both the standard and ZINB-WaVE-weighted versions of limma-voom were
considered in the simulation study; the latter was not considered for the real datasets, due
to its poor performance in the simulation study.

Multiple testing. For the simulation study, in order to reduce the number of tests per-
formed [106], we apply the independent filtering procedure implemented in the genefilter
package and used in DESeq2 [69]. As in DESeq2, we exclude from the multiple testing cor-
rection any gene whose average expression strength (i.e., average of fitted values) is below
a threshold chosen to maximize the number of differentially expressed genes. Note that the
filtering procedure can affect each method differently, due to differences in fitted values and
p-value distributions. Unless specified otherwise, the p-values for all methods are then ad-
justed using the Benjamini and Hochberg [107] procedure for controlling the false discovery
rate (FDR).

Performance assessment. We assess performance based on scatterplots of the true pos-
itive rate (TPR) vs. the false discovery proportion (FDP), as well as receiver operating
characteristic (ROC) curves of the true positive rate (TPR) vs. the false positive rate
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(FPR), according to the following definitions

FDP = FP

max(1, FP + TP )

FPR = FP

FP + TN

TPR = TP

TP + FN
,

where FN , FP , TN , and TP denote, respectively, the numbers of false negative, false posi-
tives, true negatives, and true positives. FDP-TPR curves and ROC curves are implemented
in the Bioconductor R package iCOBRA [108].

DE method comparison. We compared our weighted DE approach to state-of-the-art
bulk RNA-seq methods implemented in the packages edgeR (v3.20.1) [70, 104], DESeq2
(v1.19.8) [69], and limma (v3.34.0) [71]. We also considered dedicated scRNA-seq tools from
the packages scde (v2.6.0) [96], MAST (v1.4.0) [87], and NODES (v0.0.0.9010) [109], as well
as metagenomeSeq (v1.18.0) [103] developed to account for zero inflation in metagenomics
applications. A ZINB model is also implemented in ShrinkBayes [110], but the method
does not scale to the typical sample sizes encountered in scRNA-seq and has many tuning
parameters, which lead us to not include it in our comparison. In DESeq2, we disable the
outlier imputation step and allow for shrinkage of fold-changes by default. In addition, for
large 3′-end sequencing datasets like the Usoskin and 10x Genomics PBMC datasets, we set
the minimum expected count estimated by DESeq2 to 10−6, allowing the method to cope
with large sample sizes and low counts. We use the recommended gene filtering procedures
for NODES and MAST, except for computing time benchmarking, where no genes are filtered
out to allow a fair comparison. For all other methods, arguments were set to their default
values.

3.2.3 scRNA-seq data simulation
We extended the framework of Zhou, Lindsay, and Robinson [102] towards scRNA-seq appli-
cations and provide user-friendly R code to simulate scRNA-seq read counts in the GitHub
repository linked to this manuscript (https://github.com/statOmics/zinbwaveZinger).
The user can input a real scRNA-seq dataset to infer gene-level parameters for the read
count distributions. Library sizes for the simulated samples are by default resampled from
the real dataset, but can also be user-specified. The simulation paradigm randomly resam-
ples parameters estimated from the original dataset, where all parameters of a given gene
are resampled jointly in order to retain gene-specific characteristics present in the original
dataset.

https://github.com/statOmics/zinbwaveZinger
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In scRNA-seq, dropouts and bursting lead to bias in parameter estimation. Our simula-
tion framework alleviates this problem by using zero-truncated negative binomial (ZTNB)
method-of-moments estimators [111, 112] on the positive counts to estimate the expression
fraction λj = E[Yij/Ni], with Ni = ∑

j Yij the sequencing depth of cell i, and the nega-
tive binomial dispersion θj = 1/φj. Specifically, initial NB-based estimators are iteratively
updated according to the ZTNB-based estimators provided by

λ̂newj =
∑
i Yij

(
1− fNB(0; λ̂jNi, θ̂j)

)
∑
iNi

, (3.3)

θ̂newj =
∑
i(λ̂jNi)2∑

i Y
2
ij

(
1− fNB(0; λ̂jNi, θ̂j)

)
−∑i(λ̂jNi)2 −∑i(λ̂jNi)

.

Note that, when Yij is zero, it does not contribute to the estimators of λj and θj. These
estimates are then used to simulate counts according to a negative binomial distribution.

We additionally simulate excess zeros by modeling the empirical zero abundance pij =
I(Yij = 0) as a function of an interaction between the gene-specific expression intensity,
measured as average log count per million (CPM)

Âj ≈ log2
106

n

n∑
i=1

Yij
Ni

(as calculated using the aveLogCPM function from edgeR), and the cell-specific sequencing
depth Ni, using a semi-parametric additive logistic regression model,

pij ∼ B(ρij), (3.4)

ln
(

ρij
1− ρij

)
= s(Âj) + ln(Ni) + s(Âj)× ln(Ni),

where B(ρij) denotes the Bernoulli distribution with parameter ρij and s(·) a non-parametric
thin-plate spline [113]. We then compare, for every gene, the estimated probability of zero
counts based on the model in Equation (3.4) to the corresponding NB-based probability
fNB(0; µ̂ij, θ̂j) with µ̂ij = λ̂jNi, and randomly add excess zeros whenever the former proba-
bility is higher than the latter. The model in Equation (3.4) is motivated by dataset-specific
associations observed in real scRNA-seq datasets (Figures 3.10, 3.11).

This framework acknowledges both gene-specific characteristics as well as broad dataset-
specific associations across all genes and provides realistic scRNA-seq data for method eval-
uation. We assessed performance of various DE methods using data simulated based on the
Islam et al. [84] dataset, a subset of the Trapnell et al. [114] dataset, and a 10x Genomics
PBMC dataset. See the “Real datasets” section for information on these datasets.
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3.2.4 Gene set enrichment analysis
To identify cell types corresponding to the two CD4+ T-cell subclusters of the 10x Genomics
PBMC dataset, we used gene set enrichment analysis (GSEA) with the function fgsea from
the Bioconductor R package fgsea (v1.4.0) [115] and gene sets for 64 immune and stroma
cell types from the R package xCell (v1.1.0) [116]. For each DE method, the input to fgsea
is a list of genes ranked by a test statistic comparing expression in the two CD4+ T-cell
subclusters.

To facilitate comparison between DE methods, the test statistic used here is a transforma-
tion of the unadjusted p-values (p) with the sign of the log-fold-change (lfc): Φ−1(1− p/2) ∗
sign(lfc), where Φ(·) denotes the standard Gaussian cumulative distribution function. As
suggested by fgsea, all genes were used for the analysis. To assess the enrichment/depletion
of one cluster compared to the other cluster, we used the normalized enrichment score (NES).
The enrichment score (ES) is the same as in the Broad GSEA implementation [117] and re-
flects the degree to which a gene set is overrepresented at the top or bottom of a ranked list
of genes. Briefly, the ES is calculated by walking down the ranked list of genes, increasing
a running-sum statistic when a gene is in the gene set and decreasing it when it is not.
A positive ES indicates enrichment at the top of the ranked list; a negative ES indicates
enrichment at the bottom of the ranked list. The enrichment score is then normalized by the
mean enrichment of random samples of genes, where genes are permuted from the original
ranked list (10, 000 permutations were used).

3.2.5 Real datasets
Usoskin dataset. This dataset concerns mouse neuronal cells from the dorsal root gan-
glion, sequenced on either an Illumina Genome Analyzer IIx or HiSeq 2000 [79]. The cells
were robotically picked in three separate sessions and the 5′-end of the transcripts sequenced.
The expression measures were downloaded from “Supplementary Data” accompanying the
original manuscript (http://linnarssonlab.org/drg/). After quality control and sample
filtering (removal of non-single cells and non-neuronal cells), the authors considered 622 cells
which were classified into eleven neuronal cell type categories. Only the genes with more
than 20 non-zero counts were retained, for a total of 12, 132 genes.

The authors acknowledge the existence of a batch effect related to the picking session for
the cells. For differential expression analysis, the picking session was therefore included as a
batch covariate in all models.

To mimic a null dataset with no differential expression, we created two groups of 45 cells
each, where, for each group, 15 cells were sampled at random, without replacement (over all
cell types) from each picking session. For each of 30 such mock null datasets, we considered
seven methods to identify genes that are DE between the two groups and declared a gene DE

http://linnarssonlab.org/drg/
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if its nominal unadjusted p-value was less than or equal to 0.05. For these mock datasets,
any gene declared DE between the two groups is a false positive. Thus, the nominal per-
comparison error rate (PCER) of 0.05 for each method is compared to its actual PCER
which is simply the proportion of genes declared DE.

10x Genomics PBMC dataset. We analyzed a dataset of peripheral blood mononu-
clear cells (PBMC) freely available from 10x Genomics (https://support.10xgenomics.
com/single-cell-gene-expression/datasets/1.1.0/pbmc3k). We downloaded the data,
which correspond to 2, 700 single cells sequenced on the Illumina NextSeq 500 using unique
molecular identifiers (UMI). We clustered cells following the tutorial available at http:
//satijalab.org/seurat/pbmc3k_tutorial.html and using the R package Seurat (v2.1.0)
[118]. The major steps of the pipeline are quality control, data filtering, identification of
high-variance genes, dimensionality reduction using the first ten components from principal
component analysis (PCA), and graph-based clustering. To identify cluster markers, we used
our ZINB-WaVE-weighted DE method instead of the method implemented in Seurat.

We created 30 mock null datasets and identified DE genes on these as for the Usoskin
dataset, i.e., we created two groups of 45 cells each, by sampling at random, without re-
placement from the 2, 700 cells of the real dataset (no batch information available).

Islam dataset. The count table for the Islam et al. [84] dataset was downloaded from
the Gene Expression Omnibus (GEO) with accession number GSE29087. The Islam dataset
represents 44 embryonic fibroblasts and 48 embryonic stem cells in the mouse, sequenced on
an Illumina Genome Analyzer II. Negative control wells were removed and only the 11, 796
genes with at least 5 positive counts were retained for analysis. For the simulation, we
generated datasets with 2 groups of 40 cells each.

Trapnell dataset. The dataset from Trapnell et al. [114] was downloaded from the prepro-
cessed single-cell data repository conquer (http://imlspenticton.uzh.ch:3838/conquer).
Cells were sequenced on either an Illumina HiSeq 2000 or HiSeq 2500. We only used the
subset of cells corresponding to the 48h and 72h timepoints of differentiating human my-
oblasts in order to generate two-group comparisons. Wells that do not contain one cell or
that contain debris were removed. We used a more stringent gene filtering criterion than
for the Islam dataset and retained the 24, 576 genes with at least 10 positive counts. The
simulated datasets contain two conditions with 75 cells in each condition, thereby replicating
the sample sizes of the Trapnell dataset.

3.2.6 Software implementation
An R software package for our novel scRNA-seq simulation framework is available on the
GitHub repository for this manuscript (https://github.com/statOmics/zinbwaveZinger)

https://support.10xgenomics.com/single-cell-gene-expression/datasets/1.1.0/pbmc3k
https://support.10xgenomics.com/single-cell-gene-expression/datasets/1.1.0/pbmc3k
http://satijalab.org/seurat/pbmc3k_tutorial.html
http://satijalab.org/seurat/pbmc3k_tutorial.html
http://imlspenticton.uzh.ch:3838/conquer
https://github.com/statOmics/zinbwaveZinger
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and is soon to be submitted to the Bioconductor project (http://www.bioconductor.org).
The ZINB-WaVE weight computation is implemented in the computeObservationalWeights
function of the Bioconductor R package zinbwave. ZINB-WaVE-weighted edgeR can be im-
plemented using the glmWeightedF function from the zinbwave package, while ZINB-WaVE-
weighted DESeq2 can be implemented using the native nbinomWaldTest function from the
DESeq2 package. More details on a ZINB-WaVE-weighted analysis can be found in the zinb-
wave vignette (http://bioconductor.org/packages/zinbwave/). Additionally, all analy-
ses and figures reported in the manuscript can be reproduced using code provided in the
GitHub repository (https://github.com/statOmics/zinbwaveZinger).

3.3 Results

3.3.1 ZINB-WaVE extends bulk RNA-seq tools to handle
zero-inflated data

We argue that standard bulk RNA-seq methods for inferring differential gene expression suf-
fer from zero inflation with respect to the assumed negative binomial distribution when ap-
plied to scRNA-seq data. We propose instead to model scRNA-seq data using a zero-inflated
model and perform inference on the count component of the model, which is equivalent to
standard NB regression where excess zeros are downweighted based on posterior probabilities
(weights) inferred from a ZINB model. Such weights play a central role in many estimation
approaches for ZINB models (e.g., [119]). In this contribution, we show that the weights
can effectively unlock bulk RNA-seq methods for zero-inflated data, allowing us, in par-
ticular, to borrow strength across genes to estimate dispersion parameters. Here, we use
weights derived from the zero-inflated negative binomial-based wanted variation extraction
(ZINB-WaVE) method of Risso et al. [91], which is a general and flexible framework for
the extraction of low-dimensional signal from scRNA-seq read counts, accounting for zero
inflation (i.e., dropouts, bursting), over-dispersion, and the discrete nature of the data. Note
that although we focus on ZINB-WaVE weights, our weighted DE approach is generic and
researchers might choose to adopt their own weights.

A zero-inflated negative binomial (ZINB) distribution is a two-component mixture be-
tween a point mass at zero and a negative binomial distribution. Specifically, the density
function for the ZINB-WaVE model is

fZINB(yij;µij, θj, πij) = πijδ0(yij) + (1− πij)fNB(yij;µij, θj), (3.5)

where yij denotes the read count for cell i and gene j, πij the mixture probability for zero
inflation, fNB(·;µij, θj) the negative binomial probability mass function with mean µij and
dispersion θj, and δ0 the Dirac delta function (see Equations (3.1) and (3.2)).

http://www.bioconductor.org
http://bioconductor.org/packages/zinbwave/
https://github.com/statOmics/zinbwaveZinger
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The ZINB-WaVE parameterization of the NB mean µ and ZI probability π in Equa-
tion (3.2) allows adjusting for both known (e.g., treatment, batch, quality control measures)
and unknown (RUV) [35, 36] cell-level covariates, i.e., supervised and unsupervised normal-
ization, respectively. It also allows adjusting for known gene-level covariates (e.g., length,
GC-content). The ZINB-WaVE model and its associated penalized maximum likelihood es-
timation procedure are described more fully in the “Methods” section and in Risso et al. [91].

From the ZINB-WaVE density of Equation (3.5), one can readily derive the posterior
probability that a count yij was generated from the negative binomial count component

wij = (1− πij)fNB(yij;µij, θj)
fZINB(yij;µij, θj, πij)

. (3.6)

We propose to use these probabilities as weights in bulk RNA-seq DE analysis methods, such
as those implemented in the Bioconductor R packages edgeR, DESeq2, and limma (limma-
voom method with voom function). All of these methods are based on the methodology
of generalized linear models, which readily accommodates inference based on observation-
level weights. Note that although the ZINB-WaVE weights are gene and cell-specific, the
GLMs are fit gene by gene; hence, for a given gene, the cell-specific weights are used as
observation-specific weights in the GLMs. The implementation of the weighting strategy for
edgeR, DESeq2, and limma-voom is described in greater detail in the “Methods” section.

3.3.2 Impact of zero inflation on mean-variance relationship
We have already noted that adding zeros to bulk RNA-seq data results in an overestimation
of the dispersion parameter leading to striped patterns in the BCV plot (Figure 3.2a), which
are indicative of genes with many zeros (Figure 3.9) and very high dispersion estimates. Our
ZINB-WaVE method, however, identifies many of the introduced excess zeros as such (Figure
3.2a-b), by classifying them in the zero-inflated component of the ZINB mixture distribution.
Using our posterior probabilities as observation-level weights in edgeR recovers the original
BCV plot and mean-variance trend (Figure 3.2c), illustrating the ability of our method to
account for zero inflation. Hence, observation weights provide the key to unlocking standard
bulk RNA-seq tools for zero-inflated data.

The BCV plot for the Islam et al. [84] scRNA-seq dataset (Figure 3.2d) shows similar
striped patterns as for zero-inflated bulk RNA-seq data. Such patterns are observed in many
single-cell datasets (Figure 3.8). ZINB-WaVE identifies many zeros to be excess for the Islam
dataset. It also provides good classification power for excess zeros for data simulated from
the Islam dataset (Figure 3.2e). Incorporating the ZINB-WaVE weights in an edgeR analysis
removes the striped patterns and yields a BCV plot that is similar to that for bulk RNA-seq
data (Figure 3.2f), suggesting that zero inflation was indeed present and accounted for.
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Figure 3.2: Impact of zero inflation on mean-variance relationship for simulated bulk RNA-
seq and Islam scRNA-seq datasets. Zero inflation distorts the mean-variance trend in
(sc)RNA-seq data, but is correctly identified by the ZINB-WaVE method. The top pan-
els represent simulated data based on the Bottomly et al. [101] bulk RNA-seq dataset (as
in Figure 3.1), for a two-group comparison with five samples in each group, where 5% of
the counts were randomly replaced by zeros. The bottom panels represent the scRNA-seq
dataset from Islam et al. [84]. (a) The BCV plot shows that randomly replacing 5% of
the read counts with zeros induces zero inflation and distorts the mean-variance trend by
leading to overestimated dispersion parameters. Points are color-coded according to the
average ZINB-WaVE posterior probability for all zeros for a given gene and the blue line
represents the mean-variance trend estimated with edgeR. (b) Receiver operating character-
istic (ROC) curve for the identification of excess zeros by the ZINB-WaVE method. A very
good classification precision is obtained. (c) Downweighting excess zeros using the ZINB-
WaVE posterior probabilities recovers the original mean-variance trend (as indicated with
the red line) and inference on the negative binomial count component will now no longer be
biased because of zero inflation. The light blue line represents the estimated mean-variance
trend for ZINB-WaVE-weighted edgeR. The blue line is the trend estimated by unweighted
edgeR on zero-inflated data as in panel (a). (d) The BCV plot for the Islam et al. [84]
dataset illustrates the higher variability of scRNA-seq data as compared to bulk RNA-seq
data (note the difference in y-axis scales between (a) and (d)). As in (a), zero inflation
induces striped patterns leading to an overestimation of the NB dispersion parameter. (e)
ROC curve for the identification of excess zeros by the ZINB-WaVE method for scRNA-seq
data simulated from the Islam dataset using the simulation framework described in “Meth-
ods”. A good classification precision is obtained, but note the difference with bulk RNA-seq
data: The noisier scRNA-seq dataset makes excess zero identification harder. (f) Using the
ZINB-WaVE posterior probabilities as observation weights results in lower estimates of the
dispersion parameter, unlocking powerful differential expression analysis with standard bulk
RNA-seq DE methods. The red line is the mean-variance trend for unweighted edgeR, as
in panel (d), and the light blue line is the mean-variance trend for ZINB-WaVE-weighted
edgeR. A similar pattern is observed for the simulated Islam dataset (Figure 3.32).
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3.3.3 High power and false positive control on simulated
(sc)RNA-seq data

We provide a scRNA-seq data simulation paradigm that retains gene-specific characteristics
as well as global associations across all genes (see “Methods” for details). More specifically,
we first estimate dataset-specific associations between zero abundance, sequencing depth,
and average log counts per million (CPM), and next explicitly account for these associations
in our simulation model (Figures 3.10–3.11).

The scRNA-seq simulation study is based on three datasets: the Islam et al. [84] dataset,
comparing 48 embryonic stem cells to 44 embryonic fibroblasts in the mouse; a subset of
the Trapnell et al. [114] dataset, comparing differentiating human myoblasts at the 48h (85
cells) and 72h (64 cells) timepoints; and a 10x Genomics peripheral blood mononuclear cells
(PBMC) dataset (see “Real datasets” section in “Methods” for details). The datasets dif-
fer in throughput, sequencing depth, and extent of zero inflation, e.g., Figure 3.12 shows a
higher proportion of excess zeros in the Islam dataset as compared to the Trapnell dataset,
an observation further supported by the fact that the Islam and Trapnell datasets contain
∼ 65% and ∼ 48% zeros, respectively. 10x Genomics datasets are known to contain even
more zeros; the evaluated subset of the PBMC dataset contains ∼ 87% zeros. The simulated
datasets successfully mimic the characteristics of the original datasets, as evaluated with
the R package countsimQC [120] (Additional Files 2–4). This diverse range of datasets is
therefore representative of scRNA-seq datasets that occur in practice and a suitable basis
for method evaluation and comparison.

We evaluate method performance in terms of sensitivity and false positive control us-
ing false discovery proportion - true positive rate (FDP-TPR) curves. Figure 3.3 (Figure
3.13) illustrates that many methods break down on the simulated Islam dataset due to a
high degree of zero inflation. Surprisingly, even methods specifically developed to deal with
excess zeros, like SCDE and metagenomeSeq, suffer from poor performances, with MAST
being a notable exception. The DESeq2 methods, however, are able to cope with the high
degree of zero inflation. Note that, in general, it is a good strategy to disable the outlier
imputation step in DESeq2, since it deteriorates performance on scRNA-seq data (Figure
3.14). Seurat, limma-voom, and SCDE have very low sensitivity. The methods based on
ZINB-WaVE weights dominate all competitors in terms of sensitivity and specificity, provid-
ing high power, good false discovery rate (FDR) control, and sensible p-value distributions
(Figure 3.15). Note that the remaining methods also suffer from poor FDR control.

Since zero inflation is fairly modest for the Trapnell dataset, most methods perform
better than for the Islam simulation (Figure 3.3). The ZINB-WaVE-based methods and
DESeq2 outperform the remaining methods in terms of sensitivity and provide good FDR
control. edgeR is their closest competitor and the remaining methods provide much lower
sensitivity and/or very liberal FDR control. Note how bespoke scRNA-seq methods seem
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to break down on datasets with a lower degree of zero inflation, often providing too liberal
or too conservative p-value distributions, while ZINB-WaVE-based methods in general show
a reasonable p-value distribution, with an enrichment of low p-values and approximately
uniformly distributed larger p-values (Figure 3.16).

Typical 10x Genomics datasets contain a high number of cells with shallow sequencing
depth, due to the extreme multiplexing of libraries. As a result, counts and hence estimated
NB means are lower, making zeros more plausible according to the NB distribution and ex-
cess zeros thus harder to identify. This is picked up by the simulation framework, where only
∼ 8% of the genes were simulated to have at least one excess zero in n = 1, 200 samples. Bulk
RNA-seq methods can hence be expected to be among the top performers. Figure 3.4 shows
FDP-TPR curves for the 10x Genomics simulation study, demonstrating a good performance
of bulk RNA-seq methods edgeR and DESeq2. ZINB-WaVE edgeR and ZINB-WaVE DE-
Seq2 are among the top performers, having comparable or slightly lower performance as
compared to their unweighted counterparts. MAST is their closest competitor, providing
good sensitivity and FDR control. SCDE, NODES, metagenomeSeq, and limma-voom have
lower sensitivity and/or very liberal FDR control as compared to the dominating methods.
These results suggest that, in a scenario of low counts or low degree of zero inflation, ZINB-
WaVE-weighted edgeR/DESeq2 reduce to standard unweighted edgeR/DESeq2, while other
bespoke scRNA-seq tools may deteriorate in performance. This notion is further supported
by results on simulated bulk RNA-seq data, where ZINB-WaVE-weighted edgeR/DESeq2
have a similar performance as standard unweighted edgeR/DESeq2 in the absence of zero
inflation (Figure 3.17). Hence, adopting ZINB-WaVE-based DE methods provides a perfor-
mance boost in zero-inflated applications, while performance is not significantly deteriorated
in the absence of zero inflation.

All analyses performed in this work are based on estimating one common dispersion pa-
rameter across all genes for the ZINB-WaVE model. ZINB-WaVE allows the estimation
of genewise dispersion parameters, however, this approach is much more computationally
intensive and can be an order of magnitude slower. Figures 3.13 and 3.18 show that es-
timating genewise dispersion parameters does not seem to be required for calculating the
ZINB-WaVE weights, since no gain in performance is achieved when doing so. Note that
genewise dispersions are still estimated by edgeR and DESeq2 in the final DE inference
procedure.

3.3.4 False positive rate control
We compared our ZINB-WaVE-weight-based method to commonly-used DE methods for
mock comparisons based on two publicly available real scRNA-seq datasets. We assessed
performance based on the per-comparison error rate (PCER), defined as the proportion of
false positives (i.e., Type I errors) among all genes being considered for DE, where a gene is
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Figure 3.3: Comparison of DE methods on simulated scRNA-seq data. (a) scRNA-seq data
simulated from Islam et al. [84] dataset (n = 90). (b) scRNA-seq data simulated from
Trapnell et al. [114] dataset (n = 150). DE methods are compared based on scatterplots of
the true positive rate (TPR) vs. the false discovery proportion (FDP); zoomed versions of the
FDP-TPR curves are shown here, full curves are displayed in Figure 3.13. Circles represent
working points on a nominal 5% FDR level and are filled if the empirical FDR (i.e., FDP) is
below the nominal FDR. Methods based on ZINB-WaVE weights clearly outperform other
methods for both simulated datasets. Note that the methods differ in performance between
datasets, possibly because of a higher degree of zero inflation in the Islam dataset. The
SCDE and metagenomeSeq methods, specifically developed to deal with excess zeros, are
outperformed in both simulations by ZINB-WaVE-based methods and by DESeq2. The
DESeq2 curve in panel (a) is cut off due to NA adjusted p-values resulting from independent
filtering. The behavior in the lower half of the curve for MAST in (b) is due to a smooth
increase in true positives with an identical number of false positives over a range of low FDR
cut-offs. The curve for NODES is not visible on this figure, only in the full FDP-TPR curves.
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Figure 3.4: Comparison of DE methods on simulated scRNA-seq datasets. DE methods are
compared based on FDP-TPR curves for data simulated from a 10x Genomics PBMC scRNA-
seq dataset (n = 1, 200); zoomed versions of the FDP-TPR curves are shown here, full curves
are displayed in Figure 3.18. Circles represent working points on a nominal 5% FDR level and
are filled if the empirical FDR (i.e., FDP) is below the nominal FDR. 10x Genomics sequenc-
ing typically involves high-throughput and massive multiplexing, resulting in very shallow
sequencing depths and thus low counts, making it extremely difficult to identify excess ze-
ros. Unweighted and ZINB-WaVE-weighted edgeR are tied for best performance, followed
by ZINB-WaVE-weighted DESeq2. In general, bulk RNA-seq methods are performing well
in this simulation, probably because the extremely high zero abundance in combination with
low counts can be reasonably accommodated by the negative binomial distribution. The be-
havior in the lower half of the curve for NODES is due to a smooth increase in true positives
with an identical number of false positives over a range of low FDR cut-offs.
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declared DE if its nominal unadjusted p-value is less than or equal to 0.05.

The first dataset, referred to as Usoskin [79] dataset, concerns 622 mouse neuronal cells
from the dorsal root ganglion, classified in eleven categories. The authors acknowledge the
existence of a batch effect related to the picking session for the cells. We find that the batch
effect is not only associated with expression measures, but also influences the relationship
between sequencing depth and zero abundance (Figure 3.5a) [121]. The large differences in
sequencing depths between batches attenuate the overall association with zero abundance
when cells are pooled across batches (Figure 3.5a). We therefore added a covariate to account
for the batch effect in both the negative binomial mean (µ) and the zero inflation probability
(π) of the ZINB-WaVE model used to produce the weights for DE analysis. Adjusting for
batch yields weights with a slightly higher mode near zero, suggesting a more informative
discrimination between excess and NB zeros (Figure 3.5b). Although the batch effect is
small in terms of the weights, it illustrates the generality and flexibility of our ZINB-WaVE
weighting approach: through a suitable parameterization of both the NB mean and ZI prob-
ability one can adjust for effects that can bias the weights and hence the DE results.

For the Usoskin dataset, we assessed false positive control by comparing the actual vs.
the nominal PCER for mock null datasets where none of the genes are expected to be differ-
entially expressed. Specifically, we generated 30 mock datasets where, for each dataset, two
groups of 45 cells each were created by sampling 15 cells at random, without replacement
from each of the three picking sessions. Sampling cells within batch allows to control for
potential confounding by the batch variable. For each of the 30 mock datasets, we considered
seven methods to identify genes that are DE between the two groups and declared a gene DE
if its nominal unadjusted p-value was less than or equal to 0.05. For these mock datasets,
any gene declared DE between the two groups is a false positive. Thus, for each method,
the nominal PCER of 0.05 is compared to the actual PCER which is simply the proportion
of genes declared DE (Figure 3.5c–d).

The seven methods considered are: unweighted and ZINB-WaVE-weighted edgeR, un-
weighted and ZINB-WaVE-weighted DESeq2, unweighted limma-voom (ZINB-WaVE-weighted
limma-voom was found to perform poorly in the simulation study and hence is not considered
here), MAST, and SCDE (see “Methods” for details). edgeR and DESeq2 with ZINB-WaVE
weights and unweighted edgeR controlled the PCER close to its nominal level (Figure 3.5c).
The unweighted versions of DESeq2, MAST, and SCDE tended to be conservative, whereas
limma-voom tended to be anti-conservative. In addition, the weighted versions of edgeR and
DESeq2 and unweighted edgeR yielded near uniform p-value distributions (as expected under
this complete null scenario), while unweighted DESeq2, MAST, and SCDE tended to yield
conservative p-values (mode near 1) and limma-voom anti-conservative p-values (mode near
0) (Figure 3.5d).

We also replicated the original analysis of Usoskin et al. [79], by performing one-against-
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Figure 3.5: False positive control on mock null Usoskin datasets (n = 622 cells). (a) The
scatterplot and GLM fits (R glm function with family=binomial), color-coded by batch
(i.e., picking sessions Cold, RT-1, and RT-2), illustrate the association of zero abundance
with sequencing depth. The three batches differ in their sequencing depths, causing an
attenuated global relationship when pooling cells across batches (blue curve). Adjusting for
the batch effect in the ZINB-WaVE model allows to properly account for the relationship
between sequencing depth and zero abundance. (b) Histogram of ZINB-WaVE weights for
zero counts for original Usoskin dataset, with (white) and without (green) including batch
as a covariate in the ZINB-WaVE model. The higher mode near zero for batch adjustment
indicates that more counts are being classified as dropouts, suggesting more informative
discrimination between excess and NB zeros. (c) Boxplot of per-comparison error rate
(PCER) for 30 mock null datasets for each of seven DE methods; ZINB-WaVE-weighted
methods are highlighted in blue. (d) Histogram of unadjusted p-values for one of the datasets
in (c). ZINB-WaVE was fit with intercept, cell type covariate (actual or mock), and batch
covariate (unless specified otherwise) in X, V = 1J , K = 0 for W , common dispersion, and
ε = 1012.
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all tests of DE for each cell type (Figure 3.19). limma-voom found a high number of DE
genes, confirming our results from the mock evaluations where it was too liberal. The ZINB-
WaVE methods tended to find a high number of DE genes, which is promising combined
with the good PCER control seen in the mock comparisons. While introducing ZINB-WaVE
weights in DESeq2 lead to a higher number of significant genes on average, the effect is less
clear with edgeR and seems to depend on the contrast.

Similar results were observed for a 10x Genomics PBMC dataset comprising 2, 700 single
cells sequenced on the Illumina NextSeq 500 (Figure 3.20), with the distinction that we found
a conservative p-value distribution for ZINB-WaVE-weighted DESeq2. Since no information
was provided about potential batch effects, we did not consider batch covariates for this
dataset.

Additionally, we examined the PCER and p-value distributions on mock comparisons
while varying the regularization parameter (ε) for the ZINB-WaVE estimation procedure.
Not surprisingly, we observed that the PCER decreases with increasing ε, i.e., as the param-
eters of the ZINB-WaVE model are subjected to more “shrinking” (Figures 3.21 and 3.22
for Usoskin and 10x Genomics PBMC datasets, respectively).

3.3.5 Biologically meaningful clustering and differential
expression results

To analyze the 2, 700 cells from the 10x Genomics PBMC dataset (see “Methods”), we
followed the tutorial available at http://satijalab.org/seurat/pbmc3k_tutorial.html
and used the R package Seurat [118]. The major steps of the pipeline were quality control,
data filtering, identification of high-variance genes, dimensionality reduction using the first
ten components from principal component analysis (PCA), and graph-based clustering. The
final step of the pipeline was to identify genes that are differentially expressed between clus-
ters, in order to derive cell type signatures. Two different parameterizations were used for
the Seurat clustering. With one parameterization, a single cluster was identified for CD4+
T-cells, while with another, two CD4+ T-cell subclusters were identified, corresponding to
CD4+ naive T-cells and CD4+ memory T-cells (gold and red clusters in Figure 3.6a, respec-
tively). At the end of the tutorial, the authors concluded that the memory/naive split was
weak and more cells would be needed to have a better separation between the two CD4+
T-cell subclusters.

In order to find DE genes between the two CD4+ T-cell subclusters, we used Seurat, un-
weighted edgeR, ZINB-WaVE-weighted edgeR, MAST, and limma-voom. We then sought to
identify cell types using gene set enrichment analysis (GSEA), with the function fgsea from
the Bioconductor R package fgsea [115] and gene sets for 64 immune and stroma cell types
from the R package xCell [116]. While unweighted edgeR found that one cluster was enriched

http://satijalab.org/seurat/pbmc3k_tutorial.html
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in both CD4+ memory and naive T-cells compared to the other cluster, our weighted-edgeR
method as well as Seurat, and limma-voom found that the cluster was enriched in CD4+
T-effector memory, CD4+ T-central memory, and CD4+ memory T-cells, and depleted in
CD4+ naive T-cells. MAST found that the cluster was depleted in CD4+ memory T-cells
and CD4+ naive T-cells, but enriched in CD4+ T-effector memory and CD4+ T-central
memory T-cells (see Figure 3.6b and Figure 3.23). These results suggest that our ZINB-
WaVE weights can successfully unlock edgeR for zero-inflated data, leading to biologically
meaningful DE genes.

While ZINB-WaVE can be used to compute weights in a supervised setting with a priori
known cell types, it can also be used to perform dimensionality reduction in an unsupervised
setting. To demonstrate the ability of our method to find biologically relevant clusters and
DE genes, we performed dimensionality reduction using ZINB-WaVE with K = 20 unknown
covariates (matrix W , see “Methods”), where K = 20 was chosen using the Akaike informa-
tion criterion (AIC) (Figure 3.24). We then used W , instead of the first 10 components of
PCA as in the Seurat tutorial, to cluster the cells using the Seurat graph-based clustering.
We found similar clusters as the Seurat clusters, except for the NK-cell and B-cell clusters
which were partitioned differently and the cluster with CD4+ T-cells (Figure 3.25). Using
this new clustering, GSEA showed a better separation between CD4+ naive T-cells and
CD4+ memory T-cells for all the methods, suggesting a biological meaningful clustering
using ZINB-WaVE dimensionality reduction instead of PCA. The CD4+ T-effector memory,
CD4+ T-central memory, and CD4+ memory cell types were enriched using limma-voom,
unweighted edgeR, MAST, and Seurat, but only the CD4+ T-central memory cell type was
depleted using our weighted edgeR method (Figures 3.6c and Figure 3.23). As we do not
have prior knowledge about the cells in the different clusters, we are unable to say whether
the cluster is more representative of the CD4+ T-effector memory cell type or if our method
missed the enrichment in the CD4+ T-central memory cell type. However, it is interesting
that using ZINB-WaVE to account for zero inflation in the clustering allowed edgeR to find
results that seem more biologically meaningful than without accounting for zero inflation.

Finally, using a Benjamini and Hochberg [107] adjusted p-value cut-off of 0.05, limma-
voom declared 433 and 194 DE genes and weighted-edgeR 371 and 151, for clustering based
on, respectively, the first 10 PCs andW from ZINB-WaVE. We additionally showed on mock
comparisons for the same 10x Genomics PBMC dataset that limma-voom had a greater
actual PCER than weighted edgeR (Figure 3.20), suggesting that some of the DE genes
found by limma-voom are likely to be false positives. This belief is reinforced by the skewed
distribution of limma-voom p-values (Figure 3.26).

3.3.6 Alternative approaches to weight estimation
ZINB-WaVE is one particular approach to fit a ZINB model to single-cell RNA-seq data.
However, our proposed data analysis strategy to unlock conventional RNA-seq tools with
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Figure 3.6: Biologically meaningful DE results for 10x Genomics PBMC dataset. (a) Scat-
terplot of the first two t-SNE dimensions obtained from the first 10 principal components.
Cells are color-coded by clusters found using the Seurat graph-based clustering method on
the first 10 principal components. Pseudo-color images on the right display normalized en-
richment scores (NES) after gene set enrichment analysis (GSEA) for cell types related to
CD4+ T-cells (see “Methods”), for clustering based on (b) the first 10 principal components
and (c) W from ZINB-WaVE with K = 20. For dimensionality reduction, ZINB-WaVE was
fit with X = 1n, V = 1J , K = 20 for W (based on AIC), common dispersion, and ε = 1012.
To compute the weights for DE analysis, ZINB-WaVE was fit with intercept and cell type
covariate in X, V = 1J , K = 0 for W , common dispersion, and ε = 1012. NES for more cell
types are shown in Figure 3.23.

ZINB observation-level weights is not restricted to ZINB-WaVE-based workflows. In par-
ticular, we illustrate the use of weights estimated by the zingeR method, an expectation-
maximization (EM) algorithm which we developed earlier and that builds upon edgeR for
estimating the NB parameters of the ZINB model [122]. The ZINB-WaVE and zingeR
approaches differ in the following respects. The zingeR weights are based on a constant
cell-specific excess zero probability πi for each cell i, while the ZINB-WaVE excess zero
probability πij is both cell and gene-specific, a strategy that was also advocated in recent
methods [90, 87]. Secondly, the ZINB-WaVE negative binomial mean µ and zero inflation
probability π are modeled in terms of both wanted and unwanted cell and gene-level co-
variates, allowing normalization for a variety of nuisance technical effects. Thirdly, different
parameter estimation strategies are adopted: parameters from the zingeR model are esti-
mated with an EM algorithm, whereas those from the ZINB-WaVE model are estimated
using a penalized maximum likelihood approach. Finally, methods based on zingeR weights
have the desirable property of converging to their unweighted counterparts in the absence of
zero inflation.

In terms of performance, based on the simulation study on full-length protocols, zingeR
workflows dominate both bulk RNA-seq and dedicated scRNA-seq methods, but were found
to be inferior in terms of sensitivity to ZINB-WaVE workflows (Figure 3.27). However, for
the Usoskin dataset, zingeR seems to find a higher number of DE genes than ZINB-WaVE
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and than its bulk RNA-seq counterparts (Figure 3.28), while also controlling the PCER in
mock evaluations (Figure 3.29). However, the computational burden of the zingeR method
prevented us from applying it to large-scale datasets, such as those from the 10x Genomics
platform, thus limiting our comparison.

3.3.7 Computational time
The better performance of our ZINB-WaVE-weighted DE method comes at a computational
cost, since we first fit ZINB-WaVE to the entire cells-by-genes matrix of read counts to
compute the weights and then use a weighted version of DESeq2 or edgeR for inferring DE.
To give the reader an idea of how different methods scale in terms of computation time,
we benchmarked three different datasets: the Islam dataset (92 cells), one of the mock
null Usoskin datasets used in Figure 3.5 (90 cells), and the CD4+ T-cell cluster of the 10x
Genomics PBMC dataset (1, 151 cells). For each dataset, 10, 000 genes were sampled at
random and the two cell types were used as covariates. For the Usoskin dataset, batch
was added as a covariate for all methods. For all datasets, the fastest method was limma-
voom followed by edgeR (Figure 3.30). As DESeq2 was slower than edgeR, not surprisingly
weighted-DESeq2 was also slower than weighted-edgeR, especially for the 10x Genomics
PBMC dataset.

3.4 Discussion
This manuscript focused on adapting standard bulk RNA-seq differential expression tools
to handle the severe zero inflation present in single-cell RNA-seq data. We proposed a sim-
ple and general approach that integrates seamlessly with a range of popular DE software
packages, such as edgeR and DESeq2. The main idea is to use weights for zero inflation
in the negative binomial model underlying bulk RNA-seq methods, where the weights are
based on the ZINB-WaVE method of Risso et al. [91]. The general and flexible ZINB-WaVE
framework allows to extract low-dimensional signal from scRNA-seq read counts, accounting
for zero inflation (e.g., dropouts), over-dispersion, and the discrete nature of the data. In
particular, the ZINB-WaVE model allows for read count normalization through an appro-
priate parameterization of the negative binomial means and zero inflation probabilities in
terms of both gene and cell-level covariates.

Our results complement the findings of Jaakkola et al. [97] and Soneson and Robinson
[98], that bespoke scRNA-seq tools do not systematically improve upon bulk RNA-seq tools.
Although MAST, metagenomeSeq, and SCDE were explicitly developed to handle excess ze-
ros, they suffer from poor performance in a high zero inflation setting, as demonstrated in
the simulation study.
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The value of our method was demonstrated for scRNA-seq protocols relying on both
standard (Islam, Usoskin, and Trapnell datasets) and unique molecular identifier (UMI) (10x
Genomics PBMC dataset) read counting. UMIs were recently proposed to reduce measure-
ment variability across samples [83]. In UMI-based protocols, transcripts are labeled with a
small random UMI barcode prior to amplification. After amplification and sequencing, one
enumerates the unique UMIs found for every transcript, which correspond to individual se-
quenced UMI-labeled transcripts. There is some evidence in the literature that zero inflation
is less of a problem for UMI-based than for full-length protocols and that UMI read counts
could follow a negative binomial distribution [123, 124]. Hence, our method also provides
good results for UMI-based data with limited zero inflation, demonstrating its broad appli-
cability.

In the simulation study, power to detect DE was generally lower for 10x Genomics UMI
datasets (Figure 3.4) than for full-length protocol datasets (Figure 3.3). While the 10x Ge-
nomics platform has the advantage of an extremely high throughput, allowing many cells
to be characterized, the resulting datasets often have the disadvantage of low library sizes,
a logical consequence of UMI counting and of the trade-off between sequencing depth and
number of cells to be sequenced in one sequencing run. As a result, the sequencing depth
of these datasets is much lower than that of bulk RNA-seq datasets, making it harder to
identify excess zeros and assess differential expression, even in large sample size settings.

Although the 10x Genomics platform may be well suited for hypothesis generation, e.g.,
through cell type discovery or lineage trajectory studies, full-length protocols may be more
appropriate for discovering marker genes between inferred cell types or trajectories, an ap-
proach that has also been adopted in previous studies [125].

We have used ZINB-WaVE in conjunction with either edgeR or DESeq2. However, the
ZINB-WaVE posterior probabilities could be used as weights to unlock other standard RNA-
seq workflows in zero inflation situations. Figure 3.13 shows that ZINB-WaVE weights
combined with heteroscedastic weights in limma-voom also increase power in a scRNA-seq
context, although this may be at the expense of Type I error control.

The ZINB-WaVE method penalizes the L2 norm of the parameter estimates for reg-
ularization purposes. It requires a penalty parameter, ε, that is rescaled differently for
gene-specific parameters, cell-specific parameters, and dispersion parameters [91]. All anal-
yses in this manuscript were performed with ε = 1012, to provide consistently comparable
results. However, the optimal value of ε is dataset-specific and further research is needed to
provide a data-driven approach for selecting an optimal ε. Indeed, based on our simulations,
the value of the penalty parameter can have a profound influence on results (Figure 3.31),
but we found ε = 1012 to have generally good performance.

ZINB-WaVE allows the option to infer latent variables W , which may correspond to
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either unmeasured confounding covariates or unmeasured covariates of interest. The obser-
vational weights were computed with the number of unknown covariates K = 0, i.e., no
latent variables were inferred. For clustering of the real datasets, we inferred an optimal
choice of K using the AIC (Figure 3.24). However, further investigation is needed to confirm
that the AIC is appropriate for selecting K.

In principle, our proposed ZINB-WaVE model could also be used to identify DE genes
both in terms of the negative binomial mean and the zero inflation probability, reflecting,
respectively, a continuum in DE and a more binary (i.e., presence/absence) DE pattern. In
this context, the parameters of interest are regression coefficients β corresponding to known
sample-level covariates in the matrix X used in either µ or π (Equation (3.2)). Differentially
expressed genes may be identified via likelihood ratio tests or Wald tests, with the standard
errors of estimators of β obtained from the inverse of the Hessian matrix of the likelihood
function. However, both types of tests would be computationally costly, as likelihood ratio
tests would require refitting the entire model for each gene and Wald tests would require the
Hessian matrix to be computed and inverted.

In this contribution, we have proposed to estimate the weights using ZINB-WaVE, but
other approaches are possible. It is important to note that while methods such as ZINB-
WaVE and zingeR can successfully identify excess zeros, they cannot however readily discrim-
inate between their underlying causes, i.e., between technical (e.g., dropout) and biological
(e.g., bursting) zeros. Although we cannot make this distinction with the weights, an in-
crease in bursting rates between cell types, characterized by higher counts and more zeros
[126], can however be picked up by the count component of the ZINB model.

3.5 Conclusions
In summary, we provide a realistic simulation framework for single-cell RNA-seq data and use
the well-tested ZINB-WaVE method to successfully identify excess zeros and yield gene and
cell-specific weights for differential expression analysis in scRNA-seq experiments. The tools
we have developed allow an integrated workflow for normalization, dimensionality reduction,
cell type discovery, and the identification of cell type marker genes. We confirmed that state-
of-the-art scRNA-seq tools do not improve upon common bulk RNA-seq tools for differential
expression analysis based on scRNA-seq data. Our workflow, however, outperforms current
methods and has the merit of not deteriorating in performance in the absence of zero inflation.
Inference of DE is focused on the count component of the ZINB model and our method
produces posterior probabilities that can be used as observation-level weights by bulk RNA-
seq tools. Hence, our approach unlocks widely-used bulk RNA-seq DE workflows for zero-
inflated data and will assist researchers, data analysts, and developers in improving power
to detect DE in the presence of excess zeros. The framework is general and applicable
beyond scRNA-seq, to zero-inflated count data structures arising in applications such as
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metagenomics [103, 127].
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3.6 Supplement

Figure 3.7: Variability in bulk and single-cell RNA-seq data. Mean-difference plots for two
samples from the Islam et al. [84] scRNA-seq dataset (left panel) and two samples from
the Pickrell et al. [128] bulk RNA-seq dataset (right panel). A higher variability in the
scRNA-seq data is observed as compared to the bulk RNA-seq data.
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Figure 3.8: BCV plots for conquer datasets. Estimated biological coefficient of variation
(BCV) vs. average log count per million (CPM), computed by edgeR, for conquer scRNA-
seq datasets subsampled to n = 10 cells. The striped patterns reflect genes with many zero
counts and high dispersion estimates, distorting the mean-variance relationship.
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Figure 3.9: BCV plot for Trapnell dataset. Estimated biological coefficient of variation
(BCV) vs. average log count per million (CPM), computed by edgeR, for the 72h subset
of the Trapnell et al. [114] scRNA-seq dataset, where colors represent the total number of
positive counts across cells. The striped patterns originate from genes with few positive
counts. They are also present in the lower half of the BCV plot, but can only be noticed
with the coloring. The red line indicates the common dispersion estimated with edgeR.
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Figure 3.10: Zero proportion vs. log library size for conquer datasets. The fraction of zero
counts for a cell is associated with library size, for scRNA-seq datasets downloaded from the
conquer repository.
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Figure 3.11: Zero proportion vs. average log CPM for conquer datasets. The fraction of
zero counts for a gene is associated with its average expression, measured by the average log
count per million (CPM), for scRNA-seq datasets downloaded from the conquer repository.
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Figure 3.12: ZINB-WaVE posterior probabilities on real Islam and Trapnell scRNA-seq
datasets. The histograms display the ZINB-WaVE estimated posterior probabilities of be-
longing to the negative binomial count component for all zeros in the Islam et al. [84] and
Trapnell et al. [114] datasets. Many zeros are identified as excess zeros in the Islam dataset,
while in the Trapnell dataset a reasonable proportion are estimated to be NB zeros.
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Figure 3.13: Comparison of DE methods on simulated scRNA-seq datasets. (a) scRNA-seq
data simulated from Islam et al. [84] dataset (n = 90). (b) scRNA-seq data simulated from
Trapnell et al. [114] dataset (n = 150). As in Figure 3.3, DE methods are compared based
on scatterplots of the true positive rate (TPR) vs. the false discovery proportion (FDP).
Circles represent working points on a nominal 5% FDR level and are filled if the empirical
FDR (i.e., FDP) is below the nominal FDR. Methods based on ZINB-WaVE weights clearly
outperform other methods for both simulated datasets. Note that the methods differ in
performance between datasets, possibly because of a higher degree of zero inflation in the
Islam dataset. The SCDE and metagenomeSeq methods, specifically developed to deal with
excess zeros, are outperformed in both simulations by ZINB-WaVE-based methods and by
DESeq2.
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Figure 3.14: Comparison of DESeq2 variants on simulated scRNA-seq data. (a) scRNA-
seq data simulated from Islam et al. [84] dataset (n = 90). (b) scRNA-seq data simulated
from Trapnell et al. [114] dataset (n = 150). Three DESeq2 variants are compared based
on scatterplots of the true positive rate (TPR) vs. the false discovery proportion (FDP).
Circles represent working points on a nominal 5% FDR level and are filled if the empiri-
cal FDR (i.e., FDP) is below the nominal FDR. Enabling the imputation step in DESeq2
(method DESeq2_impute) results in a deterioration of performance on both datasets. Our
default DESeq2 analysis (method DESeq2) has shrinkage of the fold-changes enabled, but
disabling this option (method DESeq2_noShrink) does not seem to have a detrimental effect
on performance. Note that the curve for DESeq2_noShrink is superimposed on the curve for
DESeq2 due to approximately identical performance.
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Figure 3.15: p-value distributions on simulated Islam scRNA-seq dataset (n = 90). The
p-value distributions for methods based on ZINB-WaVE weights appear uniform for large
p-values and enriched for low p-values, as would be expected from an appropriate statistical
inference method on datasets with known effects. metagenomeSeq, NODES, and ZINB-
WaVE-weighted limma-voom have anti-conservative p-value distributions, also evident in
the FDP-TPR curves. SCDE and MAST have conservative p-value distributions.
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Figure 3.16: p-value distributions on simulated Trapnell scRNA-seq dataset (n = 150). The
p-value distributions for methods based on ZINB-WaVE weights appear uniform for large
p-values and enriched for low p-values, as would be expected from an appropriate statistical
inference method on datasets with known effects. metagenomeSeq, NODES, and ZINB-
WaVE-weighted limma-voom have anti-conservative p-value distributions, also evident in
the FDP-TPR curves. SCDE and MAST have conservative p-value distributions.
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Figure 3.17: Comparison of edgeR and DESeq2 with and without ZINB-WaVE weights on
simulated bulk RNA-seq datasets (n = 10). Bulk RNA-seq data were simulated from the
Bottomly et al. [101] dataset using the simulation framework of Zhou, Lindsay, and Robinson
[102]. DE methods are compared based on scatterplots of the true positive rate (TPR)
vs. the false discovery proportion (FDP). Circles represent working points on a nominal
5% FDR level and are filled if the empirical FDR (i.e., FDP) is below the nominal FDR.
(a) Zero-inflated bulk RNA-seq dataset, where 5% of all counts were randomly replaced
by zeros. Methods based on ZINB-WaVE weights correctly identify excess zeros, while
standard unweighted bulk RNA-seq tools break down in performance due to overestimation
of the dispersion parameters. (b) Bulk RNA-seq dataset. Methods based on ZINB-WaVE
weights have a similar performance to their unweighted counterparts, highlighting that in the
absence of zero inflation, it is not detrimental to use the ZINB-WaVE weights for differential
expression analysis.
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Figure 3.18: Comparison of DE methods on simulated scRNA-seq datasets. As in Figure
3.4, DE methods are compared based on FDP-TPR curves for data simulated from a 10x
Genomics PBMC scRNA-seq dataset (n = 1, 200). Circles represent working points on a
nominal 5% FDR level and are filled if the empirical FDR (i.e., FDP) is below the nominal
FDR. 10x Genomics sequencing typically involves high-throughput and massive multiplexing,
resulting in very shallow sequencing depths and thus low counts, making it extremely difficult
to identify excess zeros. Unweighted and ZINB-WaVE-weighted edgeR are tied for best
performance, followed by ZINB-WaVE-weighted DESeq2. In general, bulk RNA-seq methods
are performing well in this simulation, probably because the extremely high zero abundance
in combination with low counts can be reasonably accommodated by the negative binomial
distribution.
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Figure 3.19: Differential expression results for Usoskin scRNA-seq dataset. The barplots
provide the number of DE genes for the Usoskin et al. [79] dataset, based on 7 DE methods
comparing each cell type (panels) to all other cell types combined. The results for SCDE were
obtained by assessing the number of genes with |Zadj| ≥ 1.96 (see supporting information for
the original manuscript; http://pklab.med.harvard.edu/scde/sensory.html). All other
methods are evaluated on a 5% nominal FDR level.

http://pklab.med.harvard.edu/scde/sensory.html
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Figure 3.20: False positive control on mock null 10x Genomics PBMC datasets (n = 2, 700
cells). (a) Boxplot of per-comparison error rate (PCER) for 30 mock null datasets for each of
seven DE methods; ZINB-WaVE-weighted methods are highlighted in blue. (b) Histograms
of unadjusted p-values for one of the datasets in (a). ZINB-WaVE was fit with intercept and
mock cell type covariate in X, V = 1J , K = 0 for W , common dispersion, and ε = 1012.
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Figure 3.21: Impact of ZINB-WaVE regularization parameter for one mock null Usoskin
dataset. (a) PCER as a function of the ZINB-WaVE regularization parameter ε. (b)
Histograms of unadjusted p-values for different values of ε. DE genes for one mock null
dataset are identified based on ZINB-WaVE-weighted edgeR, with an unadjusted p-value
cut-off of 0.05. ZINB-WaVE was fit with intercept, mock cell type covariate, and batch
covariate in X, V = 1J , K = 0 for W , and common dispersion.
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Figure 3.22: Impact of ZINB-WaVE regularization parameter for one mock null 10x Ge-
nomics PBMC dataset. (a) PCER as a function of the ZINB-WaVE regularization param-
eter ε. (b) Histograms of unadjusted p-values for different values of ε. DE genes for one
mock null dataset are identified based on ZINB-WaVE-weighted edgeR, with an unadjusted
p-value cut-off of 0.05. ZINB-WaVE was fit with intercept and mock cell type covariate in
X, V = 1J , K = 0 for W , and common dispersion.
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Figure 3.23: Gene set enrichment analysis based on PCA and ZINB-WaVE for 10x Genomics
PBMC dataset. Pseudo-color images of normalized enrichment scores for gene set enrichment
analysis, for differential expression between Seurat subclusters (CD4+ naive T-cells and
CD4+ memory T-cells) based on (a) the first 10 principal components and (b) W from
ZINB-WaVE with K = 20. ZINB-WaVE and GSEA parameters are as in Figure 3.6
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Figure 3.24: AIC and BIC for selecting the number of unknown cell-level covariates in ZINB-
WaVE for 10x Genomics PBMC dataset. Panels show (a) the Akaike information criterion
(AIC) and (b) the Bayesian information criterion (BIC) as a function of the number of
unknown cell-level covariates K in the W matrix from the ZINB-WaVE model of Equations
(3.1) and (3.2). ZINB-WaVE parameters are as in Figure 3.6.
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Figure 3.25: Clustering based on PCA and ZINB-WaVE for 10x Genomics PBMC dataset.
(a) Scatterplot of first two t-SNE dimensions obtained from the first 10 principal components;
cells are color-coded by Seurat graph-based clustering on ZINB-WaVE W (K = 20). (b)
Scatterplot of first two t-SNE dimensions obtained from ZINB-WaVE W with K = 20;
cells are color-coded by Seurat graph-based clustering on ZINB-WaVE W (K = 20). (c).
Scatterplot of first two t-SNE dimensions obtained from ZINB-WaVE W with K = 20; cells
are color-coded by Seurat graph-based clustering on the first 10 principal components. In
panels (a) and (b), CD4+ naive T-cells and CD4+ memory T-cells are, respectively, in yellow
and red. Colors in panel (c) are the same as in Figure 3.6, where CD4+ naive T-cells and
CD4+ memory T-cells are, respectively, in gold and red. ZINB-WaVE parameters are as in
Figure 3.6.
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Figure 3.26: Differential expression between clusters based on PCA and ZINB-WaVE for
10x Genomics PBMC dataset. Histograms of unadjusted p-values from five methods for
differential expression between Seurat subclusters (CD4+ naive T-cells and CD4+ memory
T-cells) based on (a) the first 10 principal components and (b) W from ZINB-WaVE with
K = 20. ZINB-WaVE parameters are as in Figure 3.6.
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Figure 3.27: Comparison of DE methods on simulated scRNA-seq data, including the zingeR
methods. Left panel: scRNA-seq data simulated from Islam et al. [84] dataset (n = 80). Right
panel: scRNA-seq data simulated from Trapnell et al. [114] dataset (n = 150). DE methods
are compared based on scatter plots of the true positive rate (TPR) vs. the false discovery
proportion (FDP). Circles represent working points on a nominal 5% FDR level and are filled
if the empirical FDR (i.e., FDP) is below the nominal FDR. The zingeR methods outperform
all competing methods, except for the ZINB-WaVE methods. The DESeq2 curve in the left
panel is cut off due to NA p-values resulting from independent filtering. The behavior in the
lower half of the curve for MAST in the right panel is due to an extrapolation between two
low working points.
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Figure 3.28: Differential expression results for Usoskin scRNA-seq dataset. The barplots
provide the number of DE genes for the Usoskin et al. [79] dataset, based on 9 DE methods
comparing each cell type (panels) to all other cell types combined. The zingeR methods
consistently have a higher number of DE genes as compared to their unweighted counterparts.
The results for SCDE were obtained by assessing the number of genes with |Zadj| ≥ 1.96
(see supporting information for the original manuscript; http://pklab.med.harvard.edu/
scde/sensory.html). All other methods are evaluated on a 5% nominal FDR level.

http://pklab.med.harvard.edu/scde/sensory.html
http://pklab.med.harvard.edu/scde/sensory.html
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Figure 3.29: False positive control on mock null Usoskin datasets (n = 622 cells). (a)
Boxplot of per-comparison error rate (PCER) for 30 mock null datasets for each of seven
DE methods; ZINB-WaVE-weighted and zingeR-weighted methods are highlighted in blue.
(b) Histogram of unadjusted p-values for one of the datasets in (a). ZINB-WaVE was fit
with intercept, cell type covariate (actual or mock), and batch covariate (unless specified
otherwise) in X, V = 1J , K = 0 for W , common dispersion, and ε = 1012.
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Figure 3.30: CPU time for different DE methods and scRNA-seq datasets. Mean CPU time
(in seconds and on the log scale) for seven DE methods applied to three scRNA-seq datasets.
For each method, the same parameters as in section *** “False positive rate control” were
used. Colors correspond to different datasets. Islam dataset: Actual read counts for n = 92
cells. Usoskin dataset: Read counts for n = 90 cells from one of the mock null datasets
used in Figure 3.5; batch was included as a covariate for all methods. 10x Genomics PBMC
dataset: Only the n = 1, 151 cells in the CD4+ T-cells clusters were used. 10, 000 genes
were sampled at random for each dataset. Computations were done on a MacBook Pro with
four 2.7 GHz Intel Core i5 CPUs and 8 GB of RAM. Although some methods allow the use
of multiple cores, only one core was used here for comparison purposes. ZINB-WaVE was
fit with intercept and cell type covariate (and batch covariate for Usoskin dataset) in X,
V = 1J , K = 0 for W , common dispersion, and ε = 1012.
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Figure 3.31: Impact of ZINB-WaVE regularization parameter on ZINB-WaVE-weighted
edgeR for simulated Islam dataset. The different FDP-TPR curves correspond to ZINB-
WaVE-weighted edgeR analyses with varying values for the ZINB-WaVE regularization pa-
rameter ε, as specified in the legend. The regularization parameter ε has a big influence on
performance due to the different degrees of shrinkage applied to the ZINB-WaVE parameter
estimates. We have found that setting ε = 1012 works well in general, but further research
is needed to select optimal values of the penalty parameter.
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Figure 3.32: Effect of weighting on the mean-variance relationship for the simulated Islam
scRNA-seq dataset. Estimated biological coefficient of variation (BCV) vs. average log count
per million (CPM), computed by edgeR. Left panel: The BCV plot based on unweighted
observations shows a strong mean-variance relationship, with very high dispersion estimates
for lowly-expressed genes. Right panel: The BCV plot on the same dataset, where excess
zeros identified by ZINB-WaVE are downweighted, shows much lower dispersion estimates.
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Chapter 4

Estimation of bacterial abundance in
microbial samples

This chapter is available on bioRxiv.1

4.1 Introduction
Our ability to rapidly and accurately sequence DNA has improved exponentially over the
last 30 years. With this improvement, we are beginning to understand the diverse bacterial
communities that surround us and how these ecosystems impact biological processes like en-
ergy harvest and vitamin synthesis. While we have appreciated bacteria’s capacity to cause
infection and illness for over a century, with the introduction of very high-throughput DNA
sequencing, we are beginning to understand how the host’s microbiome affects the course
of viral and bacterial infections. Beyond these effects, the microbiome plays a key role in
proper immune development and has been implicated in immune-mediated disorders like
inflammatory bowel diseases and atopic dermatitis.

To study microbial ecosystems, by far, the most popular method is the sequencing of
16S rDNA derived from a polymerase chain reaction (PCR) amplification reaction targeting
universal priming sites. Because this method has been used extensively to study a variety of
communities, large databases exist with information connecting 16S sequences to taxonomic
identifiers and subsequent annotation therein [129].

Beyond the identification of species and the estimation of their abundances in any given
biological sample, we would additionally like to understand and characterize the entire ge-
nomic repertoire of a microbiome. While the 16S rRNA gene may provide clear taxonomic

1I would like to thank my co-authors, Jim Bullard and Sandrine Dudoit. I am grateful to Joey McMurdie
and Christian Sieber of Whole Biome for providing valuable feedback on the manuscript and the whole
amazing team for the great working atmosphere for this project.
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resolution for a sequence, it may not be able to predict the genomic repertoire of a sample
because of issues like, horizontal gene transfer, database incompleteness and bias towards
culturable organisms, primer mismatch and bias [130] [131], and inherent ambiguity in the
mapping between 16S and a single genome. Despite these limitations, the identification of a
strain from a marker gene sequence is a valuable method.

A first step to the construction of a reliable mapping between 16S sequences and ge-
netic capabilities is to produce estimates of a species or strain’s abundance in a sample from
16S sequences. Here, our goal is to define and characterize the performance of a bacterial
abundance estimation procedure. Importantly, we seek procedures that provide estimates of
uncertainty when estimating the abundance. We want to ensure that uncertainty in assign-
ment is propagated in downstream analyses.

4.1.1 16S rRNA Gene Profiling
4.1.1.1 Motivation

Figure 4.1: Mosaic structure of the 16S rRNA gene. Conserved regions of the gene are
identical for all bacteria, while variable regions contain specific sites unique to individual
bacteria. Variable regions enable taxonomic positioning and identification of bacteria, while
conserved regions are used to unselectively amplify all bacterial DNA present in a sample
[132].

The 16S rRNA gene is the most commonly used genetic marker for classifying bacteria,
since it is conserved in all bacteria and has a length large enough (about 1, 500 base-pairs
or bp) for discriminative purposes [133]. The distinctive feature of a 16S rRNA gene, which
makes it a suitable genetic marker, is its mosaic structure, i.e., alternating conserved and
variable regions. Conserved regions of the gene are nearly identical across the majority of
characterized bacteria, while variable regions (V1–V9) contain specific sites unique to indi-
vidual bacterial taxa. Variable regions enable taxonomic positioning and identification of
bacteria, while conserved regions are used to non-specifically amplify bacterial DNA present
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in a sample [132] (see Figure 4.1). Additionally, large databases of known 16S rRNA gene
sequences and primers exist (e.g., Ribosomal Database Project [134], SILVA [135], Green-
genes [136]), currently comprising more than three million gene sequences [135].

4.1.1.2 Issues

Biologists group organisms into taxa, which are assigned a taxonomic rank, whereby groups
of a given rank can be aggregated to form a super group of higher rank, thus creating a
taxonomic hierarchy. There are commonly eight ranks in biological taxonomy: Domain,
kingdom, phylum or division, class, order, family, genus, and species (Figure 4.2). The
ultimate goal of 16S rRNA classification is to identify bacteria at the lowest taxonomic level
possible, e.g., species. Although 16S rRNA gene sequencing has been effective at bacterial
classification at higher taxonomic rank, e.g., phylum or family, it can perform poorly when
attempting to classify at the species level. The degradation in performance for finer grained
distinctions occurs for the following three principal reasons:

• Inter-species similarity. Two bacteria from different species or even genera can
have very similar 16S rRNA genes. For example, Yassin et al. [137] reported that
Nocardia brevicatena and Nocardia paucivorans show 99.6% 16S rRNA gene sequence
similarity. However, the results of DNA-DNA hybridization studies 2 and phenotypic
testing indicate that they are distinct species. This is not a novel finding, as Fox
[138] remarked in their 1992 publication that 16S rRNA sequence identity may not be
sufficient to guarantee species identity, especially for recently diverged species.

• Intra-species heterogeneity. One bacterium can have between 1 and 15 different
16S genes, i.e., loci with different 16S gene sequences or multiple copies of a given gene
sequence. For instance, for the University of Michigan Ribosomal RNA Database, the
median and mode for the number of 16S genes for the bacteria in the database are
respectively 4 and 2 [139]. Even if there is a strong pressure to maintain a high level
of conservation for the 16S rRNA gene, intra-genomic heterogeneity exists, where the
average number of nucleotides that differ between any pair of 16S rRNA genes within
a genome is 2.91 (standard deviation 4.78) and the corresponding average similarity is
99.81% (standard deviation 0.31) [140]. This intra-species heterogeneity is especially
problematic for bacterial classification, as the various sequences of the 16S rRNA gene
in a single organism can be more different from each other than those in different
organisms.

• Genotype doesn’t correspond to phenotype. Phylogenetic classification using
16S rRNA gene sequences largely relies on the assumption that 16S rRNA genes are

2The DNA of one organism is labeled, then mixed with the unlabeled DNA of another organism to be
compared against. The mixture is incubated to allow DNA strands to dissociate and reassemble, forming
hybrid double-stranded DNA. Hybridized sequences with a high degree of similarity will bind more firmly
and require more energy (i.e., higher temperature) to be separated.
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only vertically inherited from parent to offspring and thus belong exclusively to a given
species. However, microbial genomic analysis has revealed that some bacteria contain
16S rRNA genes that are mosaics of sequences from multiple species (this phenomenon
is called horizontal gene transfer), suggesting that 16S rRNA can be transferred be-
tween different species [141]. Assuming that these mosaics are not in fact chimeras
(i.e. artifacts made during the PCR process), classification of bacteria based on the
16S rRNA gene should be carefully interpreted. Additionally, virulence or pheno-
typically relevant genes are probably horizontally transferred so if these horizontally
transferred genes are the drivers of phenotype, then using a vertically inherited gene
would be problematic.

Figure 4.2: Biological classification. Main taxonomic ranks: Domain, kingdom, phylum,
class, order, family, genus, and species. In this example, taxonomic ranking is used to
classify animals and earlier life forms related to the red fox, Vulpes vulpes [142].

4.1.2 16S rRNA Gene Sequencing
4.1.2.1 Sequencing technologies

In early bacterial community studies, near full-length 16S rRNA genes were sequenced using
the Sanger technology. This approach, though informative, was time-consuming, expensive,
and provided a limited depth of sequencing, which was insufficient to uncover the complete
bacterial diversity present in a complex sample [143] [3] (Table 4.1). Moreover, the Sanger
technology is not capable of accurately sequencing mixtures, but rather demands an isogenic
population of molecules, which is incompatible with 16S rRNA studies.

In contrast to Sanger sequencing, second-generation sequencing technologies, e.g., Illu-
mina, provide much higher sequencing depth and allow sequencing of complex mixtures
[144]. The latter have been widely used to assess the composition of microbial communities,
enabling the completion of high-profile microbiome projects, such as the Human Microbiome
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First-generation
(e.g., Sanger)

Second-
generation (e.g.,
Illumina MiSeq,

Roche 454)

Third-
generation (e.g.,

PacBio)

Read scale near full-length variable
region(s) > full-length

High
through-

put
no yes yes

Sequencing
error rate low low high

Table 4.1: Overview of the three generations of sequencing technologies in the context of 16S
rRNA gene sequencing. First-generation sequencing allows sequencing of near full-length
16S rRNA gene sequences. However, low throughput limits power to analyze microbial
communities. Second-generation sequencing is currently the most used technology, as it has
high throughput and low sequencing error rate. However, the short length of the sequencing
reads makes it necessary to select variable regions as informative markers to identify taxa,
limiting phylogenetic power. Third-generation sequencing seems promising for increasing
phylogenetic resolution, as reads spanning the entire length of 16S rRNA genes can be
sequenced. However, third-generation technologies have high sequencing error rates.

Project (HMP) [145] [146]. However, the higher throughput comes at the expense of read
length; current technologies produce only partial sequences of 16S rRNA genes, with length
varying from 250 (Illumina MiSeq) to 500 base-pairs (Roche 454). Therefore, most studies
using second-generation sequencing technologies have to select the most informative variable
regions (V1–V9, see Figure 4.1) as phylogenetically informative markers to identify taxa.
Such partial 16S rRNA gene sequencing can bias estimates of diversity, since nucleotide dif-
ferences are not evenly distributed along 16S rRNA genes [147].

Thus, the recent development of third-generation sequencing technologies offers a promis-
ing approach for high-resolution analysis of microbial communities (Table 4.1). By virtue
of sequencing single contiguous molecules, third-generation technologies are capable of pro-
ducing long reads. Unfortunately, with current technology, gains in length can come at the
expense of accuracy. In particular, the basecall error rate for the current PacBio RS sequencer
is around 10%, whereas second-generation technologies like Illumina produce basecalls with
error rates around 0.02%. Since our aim is to distinguish between species with sequence
similarity around 99%, the high sequencing error rate is a problem. To solve this problem,
we use high-coverage single-molecule consensus reads as input to our classification algorithm.
This classifier is trained off-line on a training set where reads have been annotated. It means
that for each read, we known from which bacteria it has been sequenced.
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4.1.2.2 Pacific Biosciences’ sequencing

Figure 4.3: Illustration of PacBio’s single-molecule, real-time circular consensus sequencing.
Hairpin adaptors are ligated to double-stranded DNA, e.g., PCR amplicons or shotgun li-
brary. This construct is known as a SMRTbell and a library of these will be loaded onto
a single chip. The PacBio RS II observes each polymerase as it sequences copies of the
SMRTbell. By circularizing the DNA when constructing the library, the instrument is able
to collect many measurements of each base in its forward and reverse complement context.
After combining these individual base-pair measurements, the RS II software produces a
consensus sequence, i.e., best estimate of the original double-stranded DNA molecule [148].

The first step in Pacific Biosciences’ (PacBio) single-molecule, real-time (SMRT) cir-
cular consensus sequencing (CCS) process is to amplify full-length 16S rRNA genes from
metagenomic DNA samples using polymerase chain reaction, with 16S rRNA gene-specific
primers. The resulting PCR products, called amplicons, are then converted into a circular
form, called SMRTbell, by ligation of hairpin adaptors to both ends of the double-stranded
linear amplicons. A hairpin adaptor contains a sequence complementary to a primer, where
a DNA polymerase can bind forming a sequencing-productive complex [149].

Essentially, the sequencing platform takes a video of the polymerase adding fluorescent
nucleotides to the template. Each nucleotide {A,C,G, T} is associated with a different flu-
orescent color, allowing the optical system to distinguish between different nucleotides. The
sequencing process stops when the circular template either falls off or is killed as a side-effect
of the fluorescent excitation, or when the polymerase dies. If the amplicon is short enough,
the polymerase will have time to go around the hairpin multiple times, producing a sequenc-
ing read with multiple observations for each base. These multiple observations can then be
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used to generate high-accuracy consensus sequences for each 16S rRNA gene.

Circular consensus sequencing (CCS), enabling a consensus sequence to be obtained from
multiple passes on a single template, overcomes the high single-pass error rate of the PacBio
SMRT technology. While the overall single-pass sequencing error rate is estimated at about
15% [150], in the circular consensus sequencing mode, the error rate depends on the number of
passes of the polymerase on the template (i.e., the number of sequenced nucleotides for each
unique base in the template). With the PacBio RS II sequencer and the P4/C2 chemistry,
the mean length of the sequencing reads is of about 6, 900 bp. As 16S rRNA genes are
about 1, 500 bp long, most of the raw long reads are sequenced from at least 3 passes of the
polymerase on the template. This results in an overall sequencing error rate of about 2% for
a typical dataset for 16S rRNA genes.

4.1.3 Review of Current Statistical Methods
4.1.3.1 Cluster-based methods

Most current statistical methods used to analyze microbial communities are based on clus-
tering and comprise two steps.

Step 1. Clustering 16S rRNA gene sequencing reads.

OTUs.
In the first step, the reads sequenced from a 16S rRNA gene are clustered according to
their sequence similarity. The idea is to compare all pairs of sequences and group similar
sequences together. As the number of reads is large, performing all pairwise comparisons is
intractable, thus greedy algorithms are used instead. Specifically, a sequence is selected to
constitute the seed of the first cluster using some criterion (e.g., the longest sequence of the
dataset is selected). Next, remaining sequences are compared with the seed. If its similarity
with the seed meets a predefined cutoff (often 97%), a sequence is grouped into that cluster;
otherwise, it becomes the seed of a new cluster. The process is repeated until all reads are
clustered. Examples of commonly-used algorithms include UPARSE [151], CD-HIT [152],
UCLUST [153], and DNACLUST [154].

The resulting clusters, called operational taxonomic units (OTU), collapse the complete
set of reads into a smaller collection of representative sequences (one for each OTU), where
reads within an OTU have a similarity higher than a fixed threshold. The commonly-used
threshold is 97% and would correspond to clustering at the species level. However, it remains
debatable how well this method recapitulates a true microbial phylogeny, as it both overes-
timates diversity when there are more sequencing errors than the OTU-defining threshold
and cannot resolve real diversity at a scale finer than that threshold [155].
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Exact-sequence methods.
Recently, new methods have been developed that resolve amplicon sequence variants (ASVs)
from amplicon data without imposing the arbitrary similarity threshold that define OTUs.
These methods are also referred as exact-sequence methods. ASVs are inferred by a de novo
process in which biological sequences are discriminated from errors on the basis of, in part,
the expectation that biological sequences are more likely to be repeatedly observed than are
error-containing sequences [156]. The most commonly used tools for exact-sequence methods
are DADA2 [157] (offered in QIIME2 [158]), UNOISE2 [159] (offered in USEARCH [153]),
and Deblur [160] (offered in QIIME2 [158]).

Step 2. Labeling clusters using a reference database

In the second step, a sequence per cluster (e.g., the seed used during the clustering step)
can be defined to be the cluster representative and corresponding abundances are computed
based on the number of reads falling within each cluster. Then, the sequence of the cluster
representative is compared to all the 16S rRNA sequences present in a reference database [3],
such as the Ribosomal Database Project, Greengenes, or SILVA, where each sequence in these
reference databases is annotated with its taxonomic rank. Finally, each cluster representative
is assigned the same taxonomic rank as its most similar sequence in the reference database.
The most commonly used tools are the RDP-Classifier, which uses a naive Bayesian classifier
[161], UTAX [162], and PyNAST [163].

Pipelines Several pipelines can be used to perform the above two steps [164]. Commonly-
used pipelines include QIIME [165], Mothur [166], and MG-RAST [167]. For example, QI-
IME uses UCLUST as the default algorithm to cluster reads into OTUs, then the most
abundant read in each OTU is selected as the representative sequence, and the script
Assign_taxonomy.py is used for the classification of each of the representative sequences.

4.1.3.2 Closed-reference methods

The methods developed to label cluster representatives using a reference database can also
be used to label each read in a dataset. The benefit of such an approach is that there
is no need to select an arbitrary similarity cutoff (often 97%) to build OTUs. However,
such a computation can be time-consuming and require a lot of memory, especially when
the method has not been designed to handle long reads. For example, to build a reference
database using our own reference sequences (about 80, 000 sequences, about 1, 500bp-long
each) using the software UTAX, with the command usearch with argument makeudb_tax,
requires more than 4Gb of memory. Unfortunately, the free 32-bit version of UTAX cannot
handle more than 4Gb of memory; a 64-bit version is available with a paid license. Thus, it
was impossible for us to use the free version of this tool to classify long reads.
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Cluster-based Closed
reference-based Proposed method

Read
length short short/long long

Initial step
pre-clustering of
the reads into

OTUs
none pre-filtering of

reference sequences

Labeling cluster
representatives reads reads

Table 4.2: Comparison between current commonly-used statistical methods and our method.
Most studies of microbial communities based on 16S rRNA genes use second-generation
sequencing to generate short reads spanning only portions of a 16S rRNA gene and consist
of two steps. In the first step, similar reads are grouped into clusters, called Operational
Taxonomic Units (OTUs), while in the second step each cluster is labeled with taxonomic
rank. In our method, reads spanning the entire length of a 16S rRNA gene are sequenced
using PacBio’s single-molecule, real-time circular consensus sequencing. Each read is then
assigned a taxonomic rank by comparison with annotated sequences in a pre-filtered reference
database.

Recently though, a few tools have been designed for long reads. For example, oneCodex
[168] and SImple Non-Bayesian TAXonomy (SINTAX) [169] were released, respectively, in
2015 and 2016. OneCodex is fast and easy to use. However, we could not apply this method
to our data, as it does not allow the use of a reference database different from either the
NCBI RefSeq database or their own in-house reference database. On the other hand, with
SINTAX it is easy to provide a reference database and there is no need to train the algorithm
(while training is required when using UTAX or RDP-Classifier). However, SINTAX has a
low sensitivity, that is, some bacteria known to be present in the sample are not detected
(see Section 4.4).

4.1.4 Our Approach
Most studies using the 16S rRNA gene to analyze microbial communities rely on second-
generation sequencing. However, the short reads yielded by these technologies only allow
consideration of a few variable regions as phylogenetically informative markers to identify
taxa. Such partial 16S rRNA gene sequencing can bias estimates of diversity, since nu-
cleotide differences are not evenly distributed along the 16S rRNA gene. Instead, we use
third-generation sequencing, more specifically PacBio’s single-molecule, real-time circular
consensus sequencing, to sequence reads spanning the entire length of the 16S rRNA gene
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(Table 4.2). As standard tools were designed for short reads, there is a need to develop new
statistical methods for long reads.

Sequencing full-length 16S rRNA genes has the potential to provide a higher phylogenetic
resolution than short-read sequencing (at a finer level than the 97% threshold commonly used
to define OTU), as it is no longer necessary to target specific variable regions. To take full
advantage of long reads, our method does not group reads into OTUs; instead, each read
is assigned the same taxonomic level as its most similar sequence in a reference database.
As the number of sequences in a reference database is typically on the order of millions
and the number of sequencing reads on the order of twenty thousand, such a computation
is intractable. To reduce the computation, reference sequences with a small probability of
having generated the reads in a dataset are eliminated in a pre-filtering step. Then, the
probability that each read could have been sequenced from the remaining sequences in the
reduced reference database is computed. Finally, the read is assigned the same taxonomic
rank as the reference sequence with which it has the greatest probability. This probabilistic
framework, using sequencing reads spanning the entire length of 16S rRNA genes, allows us
to determine accurately bacterial relative abundances at the species (or subspecies) level.

4.1.5 Statistical Inference Framework
4.1.5.1 Population and parameters of interest

Consider a population of M (M ' 1012) bacteria (e.g., a patient’s gut microbiome [170]),
where the bacteria are of K different types, B = {bk : k = 1, . . . , K}. Let π = (πk : k =
1, . . . , K) denote the population frequencies for each of the K bacteria in B. Our goal is
to estimate the parameter π = (πk : k = 1, . . . , K). In some cases, we may also wish to
estimate a function of π or test hypotheses about π (e.g., test for each k whether πk > ε,
where ε > 0 represents the detection limit of the system).

Although beyond the scope of this report, a problem of great interest is the comparison of
two bacterial populations, i.e., the identification of bacteria k which are present at different
frequencies in the two populations (cf. differential expression in high-throughput microarray
and sequencing assays). This involves testing for each k the null hypothesis that π1

k =
π2
k, where π1 and π2 denote, respectively, the bacterial frequencies in the first and second

population.

4.1.5.2 Reference database

We rely on an in-house annotated reference database

R = {rj : j = 1, . . . , J}, with rj ∈ {A,C,G, T}l(rj),

where l is the function mapping a sequence of nucleotides to its length (see Section 4.2.2).
The J (J ' 1.4 × 106) reference sequences in R are all the 16S genes extracted from the
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bacteria in B, i.e., it is assumed that all bacteria in B are represented in R. Note that one
bacterium can have 16S genes at different loci in its genome, with either identical sequences
or slightly different sequences (at only a handful of bases). In other words, a given bacterium
can have, at different loci, either multiple identical copies of a 16S gene or multiple variants
of a 16S gene. Moreover, two different bacteria can have the same 16S gene. Given this
setting, we define a K × J matrix C, where Ckj designates the number of copies of reference
sequence rj in bacterium bk. In particular, we let the mapping b(rj) denote the set of all
bacteria containing at least one copy of rj, i.e.,

b(rj) ≡ {bk ∈ B : Ckj > 0}. (4.1)

4.1.5.3 Data generation model

In order to infer the bacterial population frequencies π = (πk : k = 1, . . . , K) (or functions
of these frequencies), we adopt the following three-step data generation model.

• Step 1. Sampling bacteria. Sample m (a few thousand) bacteria at random (with-
out replacement) from the population of interest and denote by Z = {Zi : Zi ∈
B, i = 1, . . . ,m} the resulting set of bacteria (Figure 4.4). For simplicity, we ignore the
presence of eukaryotic and viral cells and we assume that these cells have no effect on
subsequent steps. For largeM and small m compared toM , sampling without replace-
ment can be treated as sampling with replacement, so that the sample frequencies for
each of the K bacteria in B follow a multinomial distribution, that is,(

m∑
i=1

1(Zi = bk) : k = 1, . . . , K
)
∼ Multinomial(m,π),

where 1(·) is the indicator function, equal to one if its argument is true and zero
otherwise. In particular, Pr(Zi = bk) = πk.

• Step 2. Sampling 16S amplicons. For each sampled bacterium in Z, extract all
of its 16S genes and amplify them using polymerase chain reaction (PCR). In what
follows, we refer to the amplified 16S gene sequences as amplicons. Select at random
(without replacement) n of these amplicons (pooled from all m sampled bacteria),
X = {Xi : Xi ∈ R, i = 1, . . . , n} (Figure 4.5). As cell lysis performance varies
from one bacterium to another, we define e(bk) as the chance that DNA is extracted
from bacterium bk. Additionally, as different sequences are amplified with varying
efficiencies, not all 16S genes have the same chance of being sampled. For a sequence
rj with PCR efficiency e(rj), c PCR cycles yield approximately (2e(rj))c copies of the
sequence. Hence, the probability of selecting amplicon X = rj for bacterium Z = bk is

ρkj ≡ Pr(X = rj|Z = bk) = e(bk)
Ckj(2e(rj))c∑J
j=1Ckj(2e(rj))c

. (4.2)
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Figure 4.4: Step 1. Sampling bacteria. Simple random sample of m bacteria from a popu-
lation of M bacteria. For simplicity, we ignore the presence of eukaryotic and viral cells in
the figure. We assume that these cells have no effect on subsequent steps.

Here, we will assume that PCR makes no errors. Without this assumption, the am-
plicons may not belong to R. Additionally, we assume that each sampled bacterium
contains all copies of its 16S genes represented in R, i.e., all Ckj copies of rj ∈ R
when Z = bk. DNA extraction and PCR efficiencies will be estimated in an upcoming
experiment at Whole Biome.

• Step 3. Sequencing 16S amplicons. Sequence each of the 16S amplicons in X ,
using the PacBio SMRT platform, to obtain a set of n reads

Y =
{
Yi : Yi ∈ {A,C,G, T}l(Yi), i = 1, . . . , n

}
,

where Yi is the sequencing read corresponding to amplicon Xi and l(Yi) ' 1, 500 bp.
If amplicons in X were sequenced without error, each read in Y could be matched
to a reference sequence in R. However, errors occur during the sequencing process,
introducing noise in the data. Essentially, the sequencing platform takes a video of a
polymerase adding fluorescent nucleotides to a template. Each nucleotide {A,C,G, T}
is associated with a different fluorescent color, allowing the optical system to distinguish
between different nucleotides. As this process happens quickly – in real time, actually
– the imaging system might randomly make mistakes (i.e., mismatches), skip, or add
a nucleotide. Each sequence of nucleotides Y we get to observe can then be different
from the true sequence of nucleotides X. Viewing the error generation as stochastic,
we can consider the probability Pr(Y = y|X = x) that a noisy read Y was generated
from a true sequence X. We will estimate such probabilities using the generalized pair
hidden Markov model (GPHMM) presented in Section 4.3.3.1 and we further assume
that errors are introduced independently between reads [171].
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Figure 4.5: Step 2. Sampling 16S amplicons. Sample n amplicons at random (without
replacement) from the amplicons of the bacteria in Z. Here, four bacteria were sampled
(two blue, one green, and one pink). DNA extraction did not work for the green bacterium.
The blue bacterium has two identical copies of its 16S gene (black), while the pink bacterium
has two different variants of its 16S gene (black and gray), with one variant (gray) having
two identical copies. Hence, for the pink bacterium, there are three distinct loci where
amplification of the 16S gene can occur. The blue and pink bacteria share the same 16S
gene sequence (black variant). One cycle of PCR is represented and PCR worked only
partially for the gray variant.

Our three-step data generation model is equivalent to the graphical model in Figure 4.6,
whereby, for each i = 1, . . . , n,

Pr(Yi, Xi, Zi; π) = Pr(Yi|Xi) Pr(Xi|Zi) Pr(Zi; π). (4.3)

However, only the reads Y are observed and the probability of a read Yi is

Pr(Yi = yi; π) =
K∑
k=1

J∑
j=1

Pr(Yi = yi|Xi = rj) Pr(Xi = rj|Zi = bk) Pr(Zi = bk; π)

=
K∑
k=1

πk
J∑
j=1

Pr(Yi = yi|Xi = rj)ρkj. (4.4)

Given that each read Yi in Y is generated independently and from Equation (4.4), the
log-likelihood of the data Y is

`(π;Y) ≡ log Pr(Y ; π) =
n∑
i=1

log Pr(Yi = yi; π) =
n∑
i=1

log
 K∑
k=1

πk
J∑
j=1

Pr(Yi = yi|Xi = rj)ρkj

 .
(4.5)
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Figure 4.6: Data generation model. Graphical model representation of generative model for
read dataset Y . To generate each read Y ∈ Y , sample a bacterium Z at random from a
microbiomic population of interest with bacterial frequencies π. For each sampled bacterium
Z, extract all of its 16S genes, amplify them using PCR, and select at random one of these
16S amplicons, X. Finally, sequence amplicon X to generate read Y . The process is repeated
independently for each of the n reads in Y . Only the shaded node is observed.

A natural estimator of the bacterial frequencies π is the maximum likelihood estimator
(MLE), defined as

π̂MLE ≡ arg maxπ `(π;Y), s.t.
K∑
k=1

πk = 1, 0 ≤ πk ≤ 1. (4.6)

The naive way to compute the log-likelihood `(π;Y) would be to compute Pr(Yi = yi|Xi =
rj) for each of the n reads Yi in Y and each of the J reference sequences rj in R. The number
of reference sequences in R being on the order of 1.4 million and the number of reads in Y on
the order of the thousands, such a computation is intractable. Thus, our reference database
R is first reduced to a smaller database of a few thousand sequences (the exact number de-
pending on the dataset Y), by eliminating the reference sequences with a small probability
of having generated the reads in Y . This step is performed using the alignment tool Bowtie2
[172] (Section 4.3.2). Secondly, the probabilities Pr(Yi = yi|Xi = rj), for a reduced version
of the database R, are computed using the Viterbi algorithm for a generalized pair hidden
Markov model (Section 4.3.3). Given estimates of Pr(Yi = yi|Xi = rj) and ρkj, Section 4.3.4
describes various approaches for estimating π. This process is summarized in Figure 4.7 and,
in greater detail, in the workflow of Figure 4.15.
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Figure 4.7: Bacterial composition estimation procedure. The read dataset Y and the reference
database R are used to estimate the bacterial composition of the population Y was derived
from.

4.2 Data

4.2.1 Sequencing Reads
4.2.1.1 Simulated dataset

The goal is to simulate realistic datasets of 16S rRNA reads. In this section, we focus pri-
marily on specifying bacterial frequencies π = (πk : k = 1, . . . , K); given π, we then use
the software package PBSIM [173] to generate read datasets Y . The simulation process is
summarized in Figure 4.8.

Different levels of richness (i.e., number of distinct species) and evenness (i.e., uniformity
of species frequencies) can be observed in microbial communities. Reduced richness and/or
imbalances in the gut microbiome have been associated with a variety of diseases, including
obesity [174], inflammatory bowel diseases [175], type II diabetes [176], and fatty liver dis-
ease [177]. As detailed in the remainder of this section, to span the vast range of possible
bacterial compositions that have been reported in the literature, we use gut and vaginal
samples from the Human Microbiome Project (HMP) [178] to generate bacterial frequencies
π. Specifically, to reflect different levels of richness and evenness, we start from four HMP
microbial communities (two gut and two vaginal) and, for each such community, simulate
bacterial frequencies using six different variability parameters. Additionally, to test the ro-
bustness of our method, bacterial communities Z are simulated using three different sampling
distributions: the multinomial used in our data generation model and two other distribu-
tions, a Poisson distribution and a negative binomial distribution allowing over-dispersion.
Overall, this yielded 72 simulated read datasets Y , corresponding to four microbial commu-
nities (two gut and two vaginal), six variability parameters, and three sampling distributions.
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Figure 4.8: Simulation process.

On average, about n = 3, 200 reads from m = 1, 000 bacteria were simulated for each
of the 72 datasets. Figure 4.9 displays an overview of the 24 sets of generative bacterial
frequencies π = (πk : k = 1, . . . , K) for the 72 simulated microbial communities: Number of
distinct species ∑k 1(πk > 0), Shannon diversity −∑k πk log πk summarizing richness and
evenness, and minimum, median, and maximum of the bacterial frequencies πk. Figure 4.11
represents the distributions of read lengths and quality scores for each of the 72 simulated
datasets. Figure 4.12 displays the bacterial frequencies πk for simulated community Gut 2
for the two most extreme variability parameters (V = 0.1 and V = 10, 000).

Specifying bacterial species frequencies π. The first step of the simulation is concerned
with obtaining the bacterial species frequencies π used to simulate bacterial communities Z.
The results of an analysis performed as part of the Human Microbiome Project [178] [179]
were downloaded from the HMP website (http://hmpdacc.org/, dataset hmp1.v13.hq). In
this analysis, 16S variable regions 1–3 of about 4, 000 bacterial samples from five different
body sites (oral, airways, skin, gut, vagina) were sequenced using the Roche-454 FLX Ti-
tanium platform. The software package Mothur was used to classify the sequencing reads
at the genus level. See details of the analysis in [180]. From these 4, 000 samples, we ran-
domly selected four samples, two from the gut body site and two from the vaginal body
site, yielding four bacterial communities: Gut 1, Gut 2, Vaginal 1, and Vaginal 2. Then,
for each community, we computed the proportion of reads assigned to each genus using files
hmp1.v13.hq.phylotype.counts and hmp1.v13.hq.phylotype.lookup downloaded from
the HMP website. The bacterial genera frequencies for each simulated community were set
to be equal to the HMP genera frequencies.

http://hmpdacc.org/
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However, as we want to evaluate the ability of our method to estimate bacterial fre-
quencies at the species/sub-species level and the HMP dataset only provides information
at the genus level, we use our reference database R to identify species and their associated
16S sequences within each genus. Specifically, for each genus, the number of species κ in-
cluded in the simulation is the number of distinct species found in R for this genus. For
each species, a reference sequence is then randomly sampled from R and its frequency (for
simulation purposes) is sampled from a normal distribution with mean µ = 1

κ
and variance

µV , where V ∈ {0.1, 1, 10, 100, 1, 000, 10, 000}. A small variability parameter V yields a
balanced microbial community, whereas a high variability parameter corresponds to a less
diverse community. Sampled species frequencies greater than 1 or smaller than 0 are set
to 0, resulting in a less rich microbial community, especially when the variability parameter
is large. Finally, for each genus, species frequencies are scaled to sum to the HMP genus
frequency.

This sampling process yields frequencies π = (πk : k = 1, . . . , K) for each of K bacterial
species. For example, for the simulation scenario of the left panel of Figure 4.12, the genus
Alistides, with frequency of 0.09 in the HMP dataset, has six distinct species, each with a
single reference sequence, according to the reference databaseR. This genus is represented in
the simulation with six unique sequences, with different frequencies (0.0162, 0.0141, 0.0164,
0.0187, 0.0136, 0.011).

Simulating set of bacteria Z using bacterial frequencies π. Following Step 1 of our
data generation model (see Figure 4.4), a set of m = 1, 000 bacteria Z = {Zi : Zi ∈ B, i =
1, . . . ,m} is simulated from the Multinomial(m,π) distribution. To test the robustness of our
method, we additionally used two other distributions to simulate Z: A Poisson distribution,
where, for each bacterium bk, Zk is sampled from Poisson(mπk), and a negative binomial
distribution, where Zk is sampled from Negative Binomial(µ = mπk, σ

2 = µ + φµ2) with
φ = 1/2 (here, µ is the mean, σ2 the variance, and φ the dispersion parameter, corresponding
to the inverse of the size argument of the R function rnbinom).

Simulating set of 16S amplicons X from set of bacteria Z. For Step 2 of our data
generation model (see Figure 4.5), DNA extraction and PCR efficiencies are set to one (i.e.,
e(bk) = 1 ∀k ∈ {1, . . . , K} and e(rj) = 1 ∀j ∈ {1, . . . , J}) and the number of PCR cycles is
set to c = 1.

Ideally, our referene database R would provide all possible variants and copies of a 16S
rRNA gene, i.e., the number Ckj of copies of variant rj for bacterium bk would be known
∀k ∈ {1, . . . , K} and ∀j ∈ {1, . . . , J}). Then, an amplicon dataset X could be simulated
using the sequences of each variant and the expected number of amplicons for variant with
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reference sequence rj from bacterium bk would be mπkCkj.

However, not all variants of a 16S gene are usually available in our database R and Ckj is
unknown. Still, to account for the possible multiple variants and copies of a 16S rRNA gene,
we estimated the total number of loci at which a 16S gene could be found in the genome
of each bacterium bk (i.e., ∑J

j=1Ckj) using database rrnDB [181]. Bacteria for which the
number of 16S genes is not available at the species level are assigned the number of 16S
genes of their lowest taxonomic rank for which the number of 16S genes is available. If
bacteria at this taxonomic level have different numbers of 16S genes, the median is used as
an approximation for ∑J

j=1Ckj. Then, for each bacterium bk, one variant of its 16S gene
with reference sequence rj is randomly sampled from our reference database R. The number
of amplicons for bacterium bk is therefore expected to be mπk

∑J
j=1Ckj.

Simulating set of reads Y from set of 16S amplicons X . A simulated read dataset
Y is obtained by subjecting each amplicon in the simulated dataset X to a sequencing error
process. Following the PacBio CCS error model, deletions, insertions, and mismatches are
simulated in the amplicon sequences using the PBSIM software [173]. Specifically, errors are
introduced independently at each position of a sequence according to the following dele-
tion, insertion, and mismatch probabilities, PD, PI , and PMis, respectively. The deletion
probability PD is assumed constant at each position of a simulated read and defined as

PD = Pr(Deletion|Error) Pr(Error)

= RD

RD +RI +RMis

µerror,

where µerror is a user-supplied error probability for the read set and RD, RI , and RMis are,
respectively, user-supplied ratios of deletions, insertions, and mismatches. The insertion and
mismatch probabilities are computed for each position of a simulated read from the quality
score Q of the nucleotide at that position:

PI(Q) = Pr(Insertion|Error) Pr(Error, Q)

= RI

RD +RI +RMis

10−Q/10,

PMis(Q) = Pr(Mismatch|Error) Pr(Error, Q)

= RMis

RD +RI +RMis

10−Q/10,

where Pr(Error, Q) = 10−Q/10 is the error probability of nucleotides with quality score Q
and Q is sampled from an in-house FASTQ file containing previously sequenced PacBio CCS
reads for 16S genes. Moreover, mismatches are simulated by using a uniform distribution
over the four nucleotides {A,C,G, T}, while half of inserted nucleotides are chosen to be the
same as their following nucleotide and the other half selected from a uniform distribution over
{A,C,G, T}. For our simulation, default parameters of PBSIM are used, that is, µerror = 0.02,
RD = 0.73, RI = 0.21, and RMis = 0.06.
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Figure 4.9: Overview of bacterial frequencies for the simulated datasets. Read datasets
were simulated using 24 different sets of bacterial frequencies π = (πk : k = 1, . . . , K) (at
the species level). The frequencies π correspond to four HMP communities (two gut and
two vaginal) and six different variability parameters (V ∈ {0.1, 1, 10, 100, 1, 000, 10, 000})
for the sampling of species from each of these communities. Top-left panel: Number of
distinct species ∑k 1(πk > 0). Top-right panel: Shannon diversity of bacterial frequencies
−∑k πk log πk, providing a measure of richness and evenness of a microbial community. Bot-
tom panels, from left to right: Minimum, median, and maximum of the bacterial frequencies
πk. While minimum and median bacterial frequencies tend to be similar across simulated
datasets, the maximum bacterial frequency is higher when the variability parameter is larger,
introducing imbalance in the microbial community. Note that the y-axis scales are different
for the graphs in the bottom panels.
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Figure 4.10: Number of reads in simulated datasets. The total number of bacteria in a
simulated community Z is m = 1, 000. If there was only one 16S gene per bacterium, the
number of reads would be equal to the number of bacteria. In practice, however, there are
multiples variants and copies of a 16S gene for a given bacterium, so the number of reads
n is greater than m. The number of reads is bigger for the vaginal simulations than for
the gut simulations because there are more 16S genes in the genome of the species picked
for the vaginal simulations. Not surprisingly, the number of reads is more variable for the
negative binomial model as the number of bacteria simulated for each species bk is more
variable. It is especially true when πk is big. For example, for Vaginal 1, V = 10, 000,
and model negative binomial, the number of reads is big. In this simulated dataset, the
two most abundant strains are from species Lactobacillus vaccinostercus (π = 0.70) and
Lactobacillus sanfranciscensis (π = 0.27). Therefore, the means of the negative binomial
were respectively 0.7 ∗ 1000 = 700 and 0.27 ∗ 1000 = 270, but because of the over-dispersion
of the negative binomial, the number of bacteria simulated were respectively 991 and 644.
Both of the strains have four 16S genes in their genome, explaining the about 6, 500 reads
in this dataset.
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Panel (a): Length. Panel (b): Quality scores.

Figure 4.11: Panel (a): Distribution of read lengths for each of the 72 simulated datasets.
Panel (b): Distribution of Phred read quality scores for each of the 72 simulated datasets
(extracted from FASTQ file generated by software PBSIM).

4.2.1.2 Microbial mock community

We estimate the performance of our methods on a mock community composed of an even dis-
tribution of genomic DNA from 21 bacterial strains: Acinetobacter baumannii ATCC 17978,
Actinomyces odontolyticus ATCC 17982, Bacillus cereus ATCC 10987, Bacteroides vulgatus
ATCC 8482, Clostridium beijerinckiiATCC 51743, Deinococcus radiodurans ATCC 13939,
Enterococcus faecalis ATCC 47077, Escherichia coli ATCC 70096, Helicobacter pylori ATCC
700392, Lactobacillus gasseri ATCC33323, Listeria monocytogenes ATCC BAA-679, Neis-
seria meningitidis ATCC BAA-335, Porphyromonas gingivalis ATCC 33277, Propionibac-
terium acnes DSM 16379, Pseudomonasaeruginosa ATCC 47085, Rhodobacter sphaeroides
ATCC 17023, Staphylococcus aureusATCC BAA-1718, Staphylococcus epidermidis ATCC
12228, Streptococcus agalactiae ATCCBAA-611, Streptococcus mutans ATCC 700610, and
Streptococcus pneumoniae ATCC BAA-334. The data used here are a subset of the data
used in [182] (v3.1, HM-278D) and were downloaded from the Sequence Read Archive at
NCBI under accession SRP051686 associated with BioProject PRJNA271568.

Library generation, sequencing, and pre-processing to generate the downloaded reads are
described in [182]. Briefly, we used reads sequenced from the V1-V9 variable region (full
length 16S rRNA gene) sequenced by Pacific Biosciences using the P6-C4 chemistry on a
PacBio RS II SMRT DNA Sequencing System with MagBead loading. We filtered out reads
with length smaller than 1,300 and greater than 1,600 bp resulting in a dataset with 66,450
reads. See the distribution of the length of the reads in Figure 4.13. For this mock com-
munity, the individual DNA extracts were mixed based on the genome size and the number
of different loci where 16S rDNA genes are in each genome to have equal-molar 16S rDNA
copies for each species [183]. So, as opposed to section 4.1.5.2, we did not account for the
multiple variants and copies of the 16S gene for the different strains.
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Figure 4.12: Phylogenetic tree and frequencies of bacterial species π in two simulation sce-
narios. Barplots in the top-left and top-right panels represent bacterial frequencies πk for
community Gut 2 with the two most extreme variability parameters, respectively, V = 0.1
and V = 10, 000. The smallest variability parameter yields a rich and balanced microbial
community, whereas the greatest variability parameter results in a less rich and more im-
balanced community. The phylogenetic trees in the bottom panels represent the similarity
between the bacterial species, where the distance between two species is the Levenshtein
distance between their consensus 16S gene sequences. The horizontal colored bars above the
phylogenetic trees indicate the genus of each species.
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Figure 4.13: Distribution of the length of the reads in the filtered dataset for the mock
community.

4.2.2 16S Database
It is essential to use a reference database with high confident taxonomic classifications. In
our method, each read is assigned the same taxonomic level as its most similar sequence in a
reference database. Then, if the database has annotation errors, a prediction could be wrong
not because of incorrect assignment of the read to a reference sequence, but because of incor-
rect annotations of the reference sequences in the database. Among the different available
databases (e.g., SILVA, Greengenes), we decided to use the full RDP database because it is
exhaustive, i.e., it contains most of the sequences found in the other databases.

First, we downloaded the full RDP database, version 11.4, with 3,070,243 16S gene se-
quences. After filtering out sequences with length outside of the range 1,300bp to 1,600bp,
sequences with ambiguous bases (i.e., nucleotides that are not A,C,G,T), sequences with
identical DNA sequences (Bowtie2 does not allow duplicated sequences), and sequences with
entirely redundant annotation (i.e., annotation where the only difference is the RDP iden-
tifier), 1,362,820 16S gene sequences remained. To allow the possibility that novel reference
sequences could enter the database, we used 32-byte md5 hash values as the sequences iden-
tifiers. Then, when we want to add a sequence to the database, we compute its md5-hash
value, determine if it exists in our dataset, if so, simply add the annotation to the corre-
sponding reference sequence, otherwise construct a new entry in our database.

The last step is to add lineage when it is not specified in the filtered RDP database. The
taxonomies in the full RDP database were predicted by the RDP Classifier which has a high
rate of over-classification errors (i.e., novel taxa are incorrectly predicted to have known
names) on full-length sequences [169]. To get a database with only well-annotated refer-
ence sequences, we filtered out the filtered RDP database to keep only reference sequences
with taxonomic annotations at the species level, often added manually to the database, thus
highly accurate annotations. It resulted in a species level annotated RDP database with
81,088 16S gene sequences. We then used this species level annotated database to aligned
the entire set of sequences in the filtered RDP database. If alignments surpass 99% of simi-
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Figure 4.14: 16S databases. The full RDP database, version 11.4, with 3,070,243 16S gene
sequences was downloaded and filtered out to get a filtered RDP database with 1,362,820
16S gene sequences. To create a database with only well-annotated reference sequences,
we filtered out the filtered RDP database to keep only reference sequences with taxonomic
annotations at the species level, resulting in a reduced RDP database with 81,088 16S gene
sequences. Both the filtered and species level annotated RDP databases were used to classify
the reads.

larity, we re-annotated the reference sequence with the best matching reference’s annotation.

Both filtered and species level annotated databases were used to classify reads. See
Figure 4.14. The former is used to increase the sensitivity (i.e. decrease the number of false
negatives, that is make sure we do not miss strains) at the risk of assigning reads to sequences
with incorrect annotations. The later is used to increase the specificity (i.e. decrease the
number of false positives, that is make sure we do not incorrectly call a strain present while
it is absent) at the risk of missing strains that have been filtered out from the database. In
this report, we only show results when the species level annotated RDP database is used.

4.3 Methods

4.3.1 Training and Validation of Estimation Procedure
In order to train our bacterial composition estimation procedure, i.e., select optimal Bowtie2
tuning parameters and estimate the parameters of the HMM, and evaluate its overall ac-
curacy, we dispose of an annotated dataset Ỹ for which we know, for each read Yi, its
corresponding true 16S gene sequence Ỹi,

Ỹ = {(Yi, Ỹi) : i = 1, . . . , n} with Yi ∈ {A,C,G, T}l(Yi) and Ỹi ∈ {A,C,G, T}l(Ỹi).

We divide the annotated learning dataset Ỹ at random into two datasets:
• a training set Ỹ0, containing n0 reads (n0 = 5, 000), used only to select optimal Bowtie2

tuning parameters and estimate the parameters of the HMM,
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• a validation set Ỹ1, containing n1 = n−n0 reads (n1 = 5, 000), used only to assess the
overall accuracy of the procedure trained using Ỹ0.

By construction, reads in Ỹ are generated from 16S gene sequences present in our database
R, that is, Ỹi ∈ R for each i = 1, . . . , n, so that one can identify for each pair (Yi, Ỹi) the
bacteria of origin b(Ỹi).

Figure 4.15: Pipeline for training and validation of bacterial composition estimation proce-
dure.

4.3.2 Pre-filtering
4.3.2.1 Bowtie2

To estimate the bacterial composition of a microbiomic sample, we need to compute the like-
lihood Pr(Y ; π), meaning that we need to compute Pr(Yi = yi|Xi = rj) for each read yi in
Y and each reference sequence rj in R (Section 4.1.5.3). The number of reference sequences
in R being on the order of 1.4 million and the number of reads in Y on the order of the
thousands, such a computation is intractable. To reduce the number of computations, we
use the alignment tool Bowtie2 to eliminate reference sequences with small probabilities of
having generated the reads in Y .

Bowtie2 first indexes the set of reference sequences in our database R using a scheme
based on the Burrows-Wheeler transform [184] and FM-index [185], which allows compression
of the database while still permitting fast substring queries. Then, each read in Y is divided
into substrings – called seeds – and only reference sequences matching almost perfectly
the seed substrings are kept. Seed substrings are then extended to the entire length of
the read and a score is given to each alignment between the read and the selected reference
sequences. This alignment score (AS) quantifies how similar a read is to a reference sequence
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it is aligned to; the higher the score, the higher the chance that the read could have been
generated from the reference sequence. The score is calculated by adding a “bonus” for each
match and subtracting a “penalty” for each difference (mismatch, insertion, or deletion)
between the read and the reference sequence. Only reference sequences with an AS higher
than a minimum alignment score (min-score) are selected. That is, for each read Y , the set
of selected reference sequences is given by the mapping

bowtie(Y ) ≡ {rj ∈ R : AS(Y, rj) ≥ min-score}. (4.7)

Unlike other index-based alignment tools, such as, Burrows-Wheeler Aligner (BWA)
[186], BWA’s Smith-Waterman alignment (BWA-SW) [187], and short oligonucleotide align-
ment program 2 (SOAP2) [188], Bowtie2 has a rich set of tuning parameters, that have a
large influence on the selection of the candidate reference sequences and are highly depen-
dent on read length. As reads in our dataset are long reads, spanning the entire length of
the 16S rRNA genes (' 1, 500 bp), and Bowtie2 default parameters are tuned for shorter
reads, it is essential to select appropriate parameters for our setting:

• L, the length of the seed substrings,

• i, the interval between seed substrings,

• R, the maximum number of times Bowtie2 re-seeds reads with repetitive seeds,

• D, the number of consecutive seed extension attempts that can fail before Bowtie2
moves on,

• k, the maximum number of candidate reference sequences that can be selected during
the seed search,

• min-score, the minimum alignment score needed for an alignment to be good enough
to be selected,

• the parameters configuring the alignment scores: match bonus (ma), mismatch penalty
(mp), deletion penalty (rdg), and insertion penalty (rfg).

For example, if for read Y the maximum number of candidates k allowed during the seed
search is set low and there are many more candidate reference sequences with an AS higher
than min-score, then Bowtie2 can select k candidate reference sequences matching the seeds
in Y before finding the correct reference sequence. See the Bowtie2 manual for more details
on tuning parameters.

Our goal is to find the optimal set of Bowtie2 tuning parameters, θ = {L, i, R, D, k,
min-score, ma, mp, rdg, rfg}, so that the true sequence for read Y is among the candidate
reference sequences found by Bowtie2. For our training set Ỹ0 (Section 4.3.1), we know that



CHAPTER 4. ESTIMATION OF BACTERIAL ABUNDANCE IN MICROBIAL
SAMPLES 156

each observed noisy read Yi was generated from a true sequence Ỹi. Then, we can define an
objective function L to be maximized over the set of Bowtie2 tuning parameters θ:

L(θ; Ỹ0) ≡ 1
n0

n0∑
i=1

1(Ỹi ∈ bowtieθ(Yi)), (4.8)

where bowtieθ is the function mapping each read Yi to the candidate reference sequences
selected by Bowtie2 with tuning parameters θ.

4.3.2.2 Selecting optimal Bowtie2 parameters

Simulated annealing (SA) [189] is used to maximize the objective function L(θ; Ỹ0). SA is
a powerful technique for approximating global optimization in a large search space and is
known to perform well when the search space is discrete – which is the case here. For each
individual parameter in θ, a search domain with lower and upper bounds is specified and
random initial estimates of the parameters are chosen within the search domains. At each
iteration i, the SA heuristic considers some neighboring parameter θi+1 of the current param-
eter θi. The probability of making the transition from the current θi to the candidate new
parameter θi+1 (acceptance probability) is then calculated. The system moves ultimately to
sets of parameters with higher objective function, the process being repeated until a stopping
criterion is reached.

More precisely, at each step i, reads in our training set Ỹ0 are aligned to our database R
using Bowtie2 with parameter θi and an acceptance probability is calculated as follows

exp
(
L(θi+1; Ỹ0)− L(θi; Ỹ0)

T

)
, (4.9)

with T a global time-varying parameter called temperature. If the acceptance probability is
larger than a value sampled uniformly between zero and one, then θ is set to the new value
θi+1, otherwise it stays as θi. The search ends when an acceptable solution is found, that is,
the objective function is higher than a threshold, or the maximum number of iterations is
reached. The pseudocode corresponding to the description above is provided in Algorithm
1.
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Algorithm 1: Simulated annealing
Data: Training set Ỹ0.
Result: Bowtie2 tuning parameters θ̂ maximizing objective function L

L(θ; Ỹ0) = 1
n0

n0∑
i=1

1(Ỹi ∈ bowtieθ(Yi)).

1 θ ← θ1 initial random tuning parameters within specified domains;
2 while stopping criteria not reached do
3 Select a neighboring set of tuning parameters θi+1;
4 If exp

(
L(θi+1;Ỹ0)−L(θi;Ỹ0)

T

)
> U([0, 1]);

5 then θ ← θi+1.
6 end
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4.3.3 Modeling the Sequencing Process
We want to compute the probability Pr(Y |X) that an observed noisy read Y in our dataset
Y was generated from an unobserved 16S gene sequence X. To do so, we need to consider
the set Q of all possible alignments between X and Y , i.e., the ways X can be construed to
have generated Y ,

Pr(Y |X) =
∑
Q∈Q

Pr(Y,Q|X). (4.10)

Specifically, three types of errors can occur in the sequencing of a given gene X:

• mismatches, which substitute a nucleotide in X with another nucleotide in Y ,
• insertions, which add nucleotides in Y compared to X,
• deletions, which delete nucleotides in Y compared to X.

An alignment Q between two sequences X and Y therefore consists of a sequence of matches,
mismatches, insertions, and deletions.

Using Equation (4.10), the probability Pr(Y,Q|X) would have to be computed for each
alignment Q inQ. The number of possible alignments betweenX and Y being the product of
the lengths of X and Y (l(X)l(Y ) ' 1, 5002 = 2.25× 106 for our problem), the computation
is prohibitive. It has been shown that computing the probability of the optimal alignment
between X and Y , instead of summing over the probabilities of all possible alignments, is
substantially more computationally efficient, with no impact on accuracy [ref, PacBio suppl.
paper, other ref]. Thus, we compute

max
Q∈Q

Pr(Y,Q|X) = Pr(Y,Q?|X), (4.11)

where Q? ≡ arg maxQ∈Q Pr(Y,Q|X) is the most probable alignment between X and Y .
As detailed next, we model the sequencing process relating Y to X using a generalized

pair hidden Markov model and use the Viterbi algorithm to infer the optimal alignment Q?.
Although the true sequence X is unobserved, in what follows, X is treated as observed while
the alignment Q is unobserved.

4.3.3.1 Generalized pair hidden Markov model

Instead of observing a single sequence of random variables, as is usually the case for a hidden
Markov model (HMM), here, we have a pair of sequences of random variables, namely, the
unaligned nucleotide sequences for a read Y and the putative 16S gene X it was sequenced
from. We therefore adopt a generalized pair hidden Markov model (GPHMM) to model
the sequencing process, where each hidden state emits a pair of sequences. As seen below,
our model is a special case of a generalized pair HMM, in the sense that the durations are
deterministic given the hidden states.
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Our GPHMM is defined as follows, where, for the rest of Section 4.3.3, we modify the
notation adopted above for an observed read Y and the corresponding unobserved 16S gene
sequence X.

1. Hidden states and durations. Let {Xt : t = 1, . . . , T} denote the hidden states cor-
responding to a particular pairwise alignment between two sequences Ȳ 1 and Ȳ 2, rep-
resenting, respectively, a 16S gene and its corresponding sequencing read. Three hidden
states S = {M, Ins,Del} are required to represent the sequence of matches/mismatches,
insertions, and deletions corresponding to a particular pairwise alignment,

• M , the state for matches/mismatches,
• Ins, the state for insertions,
• Del, the state for deletions.

To each hidden state Xt ∈ S, we associate a pair of also hidden random durations Dt =
(D1

t , D
2
t ) ∈ {0, 1, . . . }2, generated according to the conditional distribution pi(d) ≡

Pr(Dt = d|Xt = i), and denoting the number of nucleotides emitted for the 16S
gene sequence and the read, respectively. In our application, we consider a special
case where durations are either 0 or 1 and are deterministic given hidden states, i.e.,
Dt = (D1

t , D
2
t ) ∈ {(0, 1), (1, 0), (1, 1)} and

Pr(Dt = (1, 1)|Xt = M) = 1, (4.12)
Pr(Dt = (0, 1)|Xt = Ins) = 1,
Pr(Dt = (1, 0)|Xt = Del) = 1.

Let L1
t ≡

∑t
s=1D

1
s and L2

t ≡
∑t
s=1D

2
s denote the cumulative durations up to time t.

2. Emitted sequences. Each hidden state Xt emits a pair of sequences Ȳt = (Ȳ 1
t , Ȳ

2
t ),

where Ȳ h
t ≡ Y h

Lht−1+1:Lht
= (Y h

s : s = Lht−1 + 1, . . . , Lht ), h = 1, 2. In our special case,
Dh
t ∈ {0, 1} and

• if Dh
t = 1, then one nucleotide Ȳ h

t = Y h
Lht
∈ {A,C,G, T} is emitted at location Lht ,

• if Dh
t = 0, then no nucleotide is emitted and Ȳ h

t is the empty string ∅.

Then, the unobserved emitted aligned pair of sequences is{
Ȳt = (Ȳ 1

t , Ȳ
2
t ) : t = 1, . . . , T

}
and yields an observed unaligned pair of sequences

(Ȳ 1, Ȳ 2) = (Y 1
1:L1

T
, Y 2

1:L2
T
),

where L1
T = ∑T

s=1D
1
s = l(Ȳ 1) and L2

T = ∑T
s=1D

2
s = l(Ȳ 2) are the lengths of the true

16S gene sequence and the read, respectively. Note that, in this GPHMM, only Y 1
1:L1

T

and Y 2
1:L2

T
are observed, that is, Xt, Dt, Ȳt, and T are hidden.
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3. State transition probability distribution. We denote the state transition proba-
bility matrix by A = (Aij : i, j ∈ S). To simplify our model, we assume that transitions
from state Ins to state Del and from Del to Ins are not allowed. We also define the
following probabilities

• γI the transition probability from state M to state Ins,
• γD the transition probability from state M to state Del,
• εI the probability of staying in state Ins,
• εD the probability of staying in state Del.

The state transition probability matrix A can then be written as

A =


M Ins Del

M 1− γI − γD γI γD
Ins 1− εI εI 0
Del 1− εD 0 εD

, (4.13)

where the other entries of A result from noting that A is a stochastic matrix, i.e., its
rows sum to one. For example, the probability to stay in state M is 1− γI − γD.

4. Initial state distribution. The initial state distribution a = (ai : i ∈ S) is the same
as the first row of the transition matrix A, that is,

ai ≡ Pr(X1 = i) = AM,i, ∀i ∈ S. (4.14)

5. Emission probability distribution.
Emitted sequences Ȳt are generated according to the conditional joint distribution

Bi,d(Ȳt) ≡ Pr(Ȳ 1
t , Ȳ

2
t |Xt = i,Dt = d), (4.15)

which depends only on the current hidden state Xt = i ∈ S and pair of durations
Dt = d ∈ {(0, 1), (1, 0), (1, 1)} and is represented in the matrix in Figure 4.16.

For convenience, we denote by λ ≡ (A,B) the entire parameter set of our model.
A pair of sequences can be generated as follows from our GPHMM, for a given value of

the parameter λ.

1. Generate the first hidden state X1 ∈ S according to initial state distribution a in
Equation (4.14). Given state X1, generate durations D1 = (D1

1, D
2
1) according to

Equation (4.12). Given state X1 and durations D1, emit a pair of sequences Ȳ1 =
(Ȳ 1

1 , Ȳ
2

1 ) according to the emission distribution B. For example, in Figure 4.17, X1 =
M , thus pM(1, 1) = 1 and D1 = (1, 1). The emitted pair of sequences is then chosen
according to BM,(1,1) and is, for instance, (Ȳ 1

1 , Ȳ
2

1 ) = (A,A).
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Figure 4.16: Emission probability matrix. Stars represent non-null entries.

2. Given X1, select the next hidden state X2 ∈ S according to the transition probability
matrix A. For example, in Figure 4.17, X2 = Del, thus pDel(1, 0) = 1 and D2 = (1, 0).
The emitted pair of sequences is then chosen according to BDel,(1,0) and is, for instance,
(Ȳ 1

2 , Ȳ
2

2 ) = (C, ∅).

3. Repeat Step 2 until L1
t = l(Ȳ 1) and L2

t = l(Ȳ 2).

4.3.3.2 Most probable alignment: Viterbi algorithm

We want to find the sequence of hidden states Xt that describes best the fact that the read
Ȳ 2 could have been sequenced from the 16S gene Ȳ 1, where our definition of best means max-
imizing the conditional probability of the sequences of hidden states X̄ = (Xt : t = 1, . . . , T )
and pairs of durations D̄ = (Dt : t = 1, . . . , T ) given the read and its corresponding true
sequence. That is, we want to maximize Pr(X̄, D̄|Ȳ 1, Ȳ 2), which is equivalent to maximizing
Pr(X̄, D̄, Ȳ 1, Ȳ 2), over {T, X̄, D̄}.

We use the dynamic programming method called the Viterbi algorithm, which involves
computing the function δ(i, (d1, d2), (l1, l2)), defined as the highest probability of an emit-
ted pair of sequences of lengths (l1, l2) and corresponding sequences of hidden states and
durations, ending in hidden state Xt = i with durations Dt = (d1, d2),

Additionally, to retrieve the optimal sequences of hidden states and durations for the
alignment, we need to keep track of the arguments i and (d1, d2) that maximize δ(i, (d1, d2), (l1, l2))
for each pair of emitted sequence lengths (l1, l2). To do so, we use a function ψ(i, (d1, d2), (l1, l2)).

More efficient implementation of the Viterbi algorithm The emission probability
matrix in Figure 4.16 being sparse, it is possible to reduce the number of iterations in the re-
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Figure 4.17: Generalized pair hidden Markov model. Generation of a 16S gene sequence
and its corresponding sequencing read using our generalized pair HMM. Upper white circles
represent hidden states, intermediate white circles durations, and lower grey circles pairs
of nucleotide sequences emitted at each state. The table below the graph represents the
unaligned pairs of sequences up to time t = 1, . . . , T = 4. Only the 16S gene Y 1

1:4 = ACTG
and the read Y 2

1:3 = ATC are observed.

cursion of Equation (??). Durbin et al. [190] propose a faster implementation of the Viterbi
algorithm, where Begin and End states are added for, respectively, the initialization and
termination of a pairwise alignment and where one does not make use of durations Dt.

There are no emissions from the Begin and End states. The transition probabilities
from any hidden state in {M, Ins,Del} to the End state are set to τ and the transition
probabilities from the Begin state to any hidden state in {M, Ins,Del} are given by the
first row of the transition probability matrix A in Equation (4.13). Transitions from and to
the Begin and End states are designated by dashed lines in Figure 4.19. For simplicity, it
is assumed that an alignment starts in the M state. With Y 1

i denoting the nucleotide at
location i in the true sequence Ȳ1 and Y 2

j the nucleotide at location j in the read Ȳ2, the
algorithm is as follows.

1. Initialization. For i ∈ {1, . . . , l(Ȳ1)}, j ∈ {1, . . . , l(Ȳ2)}, and k ∈ {M, Ins,Del}, let

δk(i, 0) = 0, (4.16)
δk(0, j) = 0,
δM(1, 1) = 1
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Figure 4.18: Generalized pair hidden Markov model. Hidden states and transition and emis-
sion probability distributions.

and
ψk(i, 0) = ψk(0, j) = ψM(1, 1) = 0.

2. Recursion. For (i, j) ∈ {1, . . . , l(Ȳ1)} × {1, . . . , l(Ȳ2)} \ {(1, 1)},

δM(i, j) = BM(Y 1
i , Y

2
j ) max


(1− γI − γD − τ)δM(i− 1, j − 1)
(1− εI − τ)δIns(i− 1, j − 1)
(1− εD − τ)δDel(i− 1, j − 1)

, (4.17)

δIns(i, j) = BIns(∅, Y 2
j ) max

γIδM(i, j − 1)
εIδ

Ins(i, j − 1)
,

δDel(i, j) = BDel(Y 1
i , ∅) max

γDδM(i− 1, j)
εDδ

Del(i− 1, j)
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and

ψM(i, j) = arg maxk∈{M,Ins,Del} δ
k(i− 1, j − 1)

(
1(k = M)(1− γI − γD − τ) +

1(k = Ins)(1− εI − τ) +

1(k = Del)(1− εD − τ)
)
,

ψIns(i, j) = arg maxk∈{M,Ins,Del} δ
k(i, j − 1)

(
1(k = M)γI + 1(k = Ins)εI

)
,

ψDel(i, j) = arg maxk∈{M,Ins,Del} δ
k(i− 1, j)

(
1(k = M)γD + 1(k = Del)εD

)
.

3. Termination.

L? = (l(Ȳ1), l(Ȳ2)), (4.18)
X?

1 = arg maxk δk(l(Ȳ1), l(Ȳ2)).

4. Backtracking. Set t = 1. While L? 6= (0, 0),

X?
t+1 = ψX

?
t (L?), (4.19)

L? =


L? − (1, 1), if X?

t = M

L? − (0, 1), if X?
t = Ins

L? − (1, 0), if X?
t = Del

,

t = t+ 1.

At the end of the loop, t = T − 1. The sequence of hidden states can then be obtained
by reversing the order of the elements of X?.

The notation for the emission probabilities B and the δ and ψ functions has been simplified
as a result of not using the durations Dt.

4.3.3.3 Parameter estimation: Viterbi training algorithm

To compute the probability that an observed noisy read Y was generated from a true 16S
gene sequence Ỹ using the Viterbi algorithm, we need to estimate the parameter λ = (A,B).
For this purpose, we rely on our training set Ỹ0 and maximize the conditional likelihood of
the reads in Ỹ0 given their corresponding true sequences. Specifically, assuming that errors
are introduced independently between reads, we need to compute

arg maxλ Pr(Y1, . . . , Yn0|Ỹ1, . . . , Ỹn0 ;λ) = arg maxλ
n0∏
i=1

Pr(Yi|Ỹi;λ). (4.20)

If the pairwise alignments between the reads and their corresponding true sequences
were known, that is, if we knew a priori the sequence of matches/mismatches, insertions,
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Figure 4.19: Generalized pair hidden Markov model with Begin and End states added. Hid-
den states and transition and emission probability distributions. Transitions from and to
the Begin and End states are designated by dashed lines.

and deletions that occurred during the sequencing, we could estimate the transition and
emission probabilities by counting the occurrences of each particular event in the training
set Ỹ0. The maximum likelihood estimators of A and B would then be given by

Âij =
NA
ij∑

j′∈S N
A
ij′
, (4.21)

B̂i,d(ỹ, y) =
NB
i,d(ỹ, y)∑

ỹ′,y′ N
B
i,d(ỹ′, y′)

,

with NA
ij the number of transitions from hidden state i to state j and NB

i,d(ỹ, y) the number
of emissions of the aligned pair of nucleotides (ỹ, y) ∈ {A,C,G, T, ∅}2 from hidden state i
with pair of durations d.

However, alignments are not known a priori and an iterative procedure must be used.
There are two standard methods: the Baum-Welch and the Viterbi training algorithms. The
Baum-Welch algorithm is a special case of the Expectation-Maximization (EM) algorithm.
The most probable alignment needs to be found for each read in Ỹ0 using initial estimates
for the transition and emissions probabilities. Then, new values for these probabilities are
calculated. The procedure is iterated until some stopping criterion is met. The Baum-Welch
algorithm is computationnaly expensive because the forward and backward probabilities
need to be computed at each nucleotide in the sequence and for each read in Ỹ0 in order to
find the most probable alignment. We use the Viterbi training algorithm instead. In this
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approach, the most probable alignment is computed for each read in our training set using
the Viterbi algorithm, with initial values for the parameter λ. Then, Equation (4.21) is used
to estimate the transition and emission probabilities.

Note that unlike the Baum-Welch algorithm, the Viterbi training algorithm does not
maximize the conditional likelihood as in Equation (4.20). Instead, it seeks the value of λ
that maximizes the contribution of the most probable alignments to the likelihood

arg maxλ Pr(Y1, . . . , Yn0 , Q
?
1, . . . , Q

?
n0|Ỹ1, . . . , Ỹn0 ;λ), (4.22)

where Q?
i denotes the most probable alignment between a read Yi and a true 16S gene

sequence Ỹi. Probably for this reason, the Viterbi training algorithm is known to perform less
well in general than the Baum-Welch algorithm. However, as we use the Viterbi algorithm
to find the most probable alignment Q?

i instead of computing the likelihood over all possible
alignments (Equation (4.11)), it is satisfactory for our purpose to estimate the parameter λ
with the Viterbi training algorithm instead of the Baum-Welch algorithm [ref].

Incorporating quality values in transition probabilities Often, DNA-sequences ob-
tained from high-throughput sequencing instruments come with base- and read-level quality
values. These values are estimates of a base- or read-level error rate. In a PacBio CCS read,
we make multiple observations of the same base, in both its forward and reverse-complement
context. For each of these observations, an estimate of the base-error probability is avail-
able. A CCS-base error rate is computed by averaging the base-error estimates from each
observation. The read-level error rate is an estimate of the reads accuracy when aligned to
the true template that it was sequenced from. We use the CCS-base Phred quality values
(QV) during estimation of transition probabilities where the Phred quality value is defined
as −10log10( CCS-base error rate ).

We let the GPHMM transition probabilities from state M to state Ins and Del, δI and
δD, respectively, depend on the QV of each read in Y0. The procedure described below for
δI can also be used for δD.

At each iteration of the standard Viterbi training algorithm, an estimator of δI is com-
puted as

δ̂I = ÂM,Ins =
NA
M,Ins∑

j∈S N
A
M,j

,

where NA
M,j is the number of transitions from state M to state j ∈ S occurring in the

entire training set Ỹ0. As we want to model δI as a function of QV and each read Yi has
a different QV, QVi, then an insertion probability δI(Yi) now has to be estimated for each
read separately.
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We assume that the number of insertions NA
M,Ins(Yi) in read Yi has the binomial distri-

bution

NA
M,Ins(Yi) ∼ Binomial

∑
j∈S

NA
M,j(Yi), δI(Yi)

 ,
where the insertion probability δI(Yi) is modeled using a generalized linear model (GLM)
with logit link function [191] [192],

logit δI(Yi) = log
(

δI(Yi)
1− δI(Yi)

)
= β0 + β1QVi. (4.23)

The maximum likelihood estimators of β0 and β1 can be obtained using the R function glm
with family = binomial(), thus yielding an estimator δ̂I(Yi) of the insertion probability
for each read.

Consensus sequence To estimate the transition and emission probabilities in λ, we need
to know the exact true sequence Ỹ that generated each read Y in Ỹ0 in order to determine
the number NA

i,j of transitions from state i to state j and the number NB
i,d(ỹ, y) of emissions

of the aligned pair of nucleotides (ỹ, y). However, we actually do not know the corresponding
exact true sequence Ỹ of a read Y , but only the bacterium Z ∈ B it was generated from.
Then, we need to consider two cases.

1. When bacterium Z has only one reference sequence rj in the database R, we assume
that the true sequence Ỹ is the same as the reference sequence rj, Ỹ = rj. Note that
as rj can belong to several bacteria, we have Z ∈ b(rj).

2. When bacterium Z has several reference sequences in R, we need to compute a con-
sensus sequence for the different 16S genes. In our database, sequences from the same
bacterium are very similar. When at a given base all sequences have the same nu-
cleotide, the consensus sequence is assigned that nucleotide. For locations at which
nucleotides differ between sequences, an “N” is incorporated in the consensus sequence
to indicate ambiguity. The function consensusString from the R package msa [193]
is used to perform a multiple sequence alignment using ClustalW (with default pa-
rameters) and compute a consensus sequence for each bacterium in our training set
Ỹ0. Below is an example of a consensus sequence built from three different reference
sequences {r1, r2, r3}.

r1 A T − G A C
r2 A − T G A C
r3 A T A G A T

Consensus A N N G A N



CHAPTER 4. ESTIMATION OF BACTERIAL ABUNDANCE IN MICROBIAL
SAMPLES 168

4.3.3.4 Computation

Computation of a single probability that a read Y was generated from a true sequence Ỹ us-
ing the Viterbi algorithm involves two nested ’for’ loops, with the number of iterations being
the length of the read times the length of the true sequence, l(Y )l(Ỹ ) ' 1, 5002 = 2.25×106.
As expected, this computation is slow in R. To reduce computation time, the Viterbi and
Viterbi training algorithms were coded using R package Rcpp. The computation was also
parallelized with sixteen cores using the R function mclappply from the package parallel. Fi-
nally, to avoid underflow problems during the computation, the logarithm of the quantities
in Equation (??) was used.

We implemented the Viterbi and Viterbi training algorithms in the R package gphmm
available on CRAN. Up-to-date code is also available on github at https://github.com/
fperraudeau/gphmm.

4.3.4 Estimation of Bacterial Abundances
4.3.4.1 Maximum likelihood estimator

As mentioned in Section 4.1.5.3, a natural estimator of the bacterial frequencies π is the
maximum likelihood estimator (MLE), defined as

π̂MLE ≡ arg maxπ `(π;Y), s.t.
K∑
k=1

πk = 1, 0 ≤ πk ≤ 1.

However, due to the log of sums in Equation (4.5), it is clear that no closed form exists
for the MLE of π. Adapted numerical optimization techniques may be used, by noting that
the log-likelihood function has the following general form:

`(π;Y) =
n∑
i=1

log
(

K∑
k=1

Fikπk

)
=

n∑
i=1

log (Fi·π) , (4.24)

where F is an n ×K matrix with Fik ≡
∑J
j=1 Pr(Yi = yi|Xi = rj)ρkj and ith row denoted

by Fi·.
Setting partial derivatives over π equal to zero, one has

0 = ∂ `(π;Y)
∂πk

=
n∑
i=1

Fik
Fi·π

=
n∑
i=1

Fik
Fi·π

∏n
i′=1,
i′ 6=i

Fi′·π∏n
i′=1,
i′ 6=i

Fi′·π
,

so that
n∑
i=1

Fik
n∏

i′=1,
i′ 6=i

Fi′·π = 0, ∀ k ∈ {1, . . . , K}. (4.25)

https://github.com/fperraudeau/gphmm
https://github.com/fperraudeau/gphmm
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Obtaining the MLE of π therefore involves solving a linear system ofK equations inK−1
unknowns, summarized by Gπ = 0, where G is a K×K matrix with Gkk′ ≡

∑
i

∏
i′ 6=i FikFi′k′ .

As det(G) 6= 0, this system has a non-trivial solution. Numerical optimization techniques can
then be used to estimate π. Here, we use the R function solnp from the package Rsolnp [194].

4.3.4.2 Penalized estimator

The MLE of π yields many false positives (i.e., π̂MLE
k > 0 when bacterium bk is not present

in the sample, bk 6∈ Z). To decrease the number of false positives, we consider estimators
based on a penalized log-likelihood function

π̂Pen = arg maxπ (`(π;Y)− λs(π)) , s.t.
K∑
k=1

πk = 1, 0 ≤ πk ≤ 1, (4.26)

where s is a penalty function and λ a tuning parameter controlling the strength of the
penalty term (i.e., the shrinking of the estimates towards zero). Note that when λ = 0,
π̂Pen = π̂MLE.

We focus on two classes of penalty functions:

• Ridge penalty function: s(π) = ∑K
k=1 π

2
k. Ridge penalty is intuitive here as we want

to decrease the number of false positives, so shrink estimates towards zero. While we
know ridge penalized estimation introduces bias, there is a trade-off between bias and
variance, so that the root mean square error (RMSE) may overall be reduced.

• Group LASSO [195] penalty function: s(π) = ∑L
l=1
√
pl||πl||2, where ||.||2 is the L2

norm, πl is the sum of the species frequencies for bacteria from genus l, and pl is
the number of reference sequences with genus l in our reduced reference database.
This penalty should help manage over-representation of certain taxa in our database.
For a given taxonomic rank, e.g., genus, certain taxa are vastly over-represented in
comparison to other taxa, e.g., Staphylococcus is the most represented genus in our
database (with 114, 146 reference sequences) and is well known to encompass several
medically significant pathogens. As the difference in representation has entirely to do
with human interests, e.g., studying pathogens, we would like to find a penalty that
can perform equally well when assigning to a taxa of 10 versus 100, 000 members.

Note that the usual L1 norm penalty function from the LASSO [196] is not useful here and
simply returns the MLE, as, by definition, ∑k πk = 1 and 0 ≤ πk.

The penalty parameter λ is selected by Monte-Carlo cross-validation (MCCV), where
90% of the reads are randomly sampled (without replacement) to form a training set and
the remaining 10% form a validation set. This process is repeated independently B = 100
times, to yield training sets Y trainb and validation sets Yvalidb , b = 1, . . . , B. Note that since
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reads are partitioned independently for each CV fold, the same read can appear in multiple
validation sets.

For each penalty parameter λ and each fold b, bacterial frequencies π are estimated on
the training set Y trainb as

π̂Penb = arg maxπ
(
`(π;Y trainb )− λs(π)

)
, s.t.

K∑
k=1

πk = 1, 0 ≤ πk ≤ 1 (4.27)

and the log-likelihood evaluated on the validation set Yvalidb

`(π̂Penb ;Yvalidb ).

The cross-validated penalty parameter λ is then defined as the maximizer of the average
validation set log-likelihood over the B different folds

λ̂ = arg maxλ
B∑
b=1

`(π̂Penb ;Yvalidb ). (4.28)

4.3.4.3 Naive estimator

Additionally, using the same model as described in Section 4.1.5.3, we propose a naive
estimator based on the heuristic that the frequency of bacterium bk should be proportional
to the average probability that the reads in dataset Y could have been sequenced from
bacterium bk, i.e.,

π̂Naivek ∝
n∑
i=1

Pr(Yi = yi|Zi = bk) (4.29)

=
n∑
i=1

J∑
j=1

Pr(Yi = yi, Xi = rj|Zi = bk)

=
n∑
i=1

J∑
j=1

Pr(Yi = yi|Xi = rj) Pr(Xi = rj|Zi = bk)

=
J∑
j=1

ρkj
n∑
i=1

Pr(Yi = yi|Xi = rj).

The naive estimators π̂Naivek are then normalized to sum to one.

4.4 Results

4.4.1 Simulations
4.4.1.1 GPHMM read alignment probabilities

As explained in Section 4.3.2, to reduce the number of computations when calculating the
log-likelihood `(π;Y), we eliminate reference sequences in R with small probabilities of
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having generated the reads in a dataset Y using the alignment tool Bowtie2. More precisely,
reference sequence rj is eliminated if it has an alignment score lower than the selected
minimum alignment score (min-score) for all the reads in Y , i.e.,

max
i∈{1,...,n}

AS(Yi, rj) ≤ min-score.

On average, for our 72 simulated datasets Y , 1, 180, 537 reference sequences were eliminated,
leaving on average 687 sequences (standard deviation 680) in the reduced versions of the
database R.

Then, for each reference sequence rj in a reduced database and each read yi in a simulated
dataset Y , the probability Pr(Y = yi|X = rj) that read yi could have been sequenced from
reference sequence rj is computed using the Viterbi algorithm for a generalized pair hidden
Markov model (see Section 4.3.3).

Figure 4.20 shows, for two simulated datasets Y , the sum of these probabilities over the
n reads for each reference sequence rj, i.e.,

n∑
i=1

Pr(Y = yi|X = rj).

Note that if the reads were sequenced without error, i.e., Pr(Y = yi|X = rj) ∈ {0, 1}, this
quantity would simply be the number of reads aligned to reference sequence rj. The two sim-
ulated microbial communities in Figure 4.20 are Gut 2 and Vaginal 1 with variability param-
eter V = 100 and V = 1, 000 respectively, yielding similar Shannon diversity −∑k πk log πk
(2.4 and 2.6, respectively) and number of distinct simulated species ∑K

k=1 1(πk > 0) (24 and
27, respectively). Even if the two communities have similar Shannon diversity and number
of distinct simulated species (see Figure 4.9), Figure 4.20 shows that it is harder to estimate
the species frequencies for community Vaginal 1 than for community Gut 2, as the reference
sequences in the reduced version of the database are more similar (i.e., the phylogenetics is
tighter) for community Vaginal 1 than for community Gut 2. Probably for the same reason,
the reference sequences that generated the reads (i.e., simulation frequency is greater than
zero for these reference sequences) were included in the reduced version of the database for
community Gut 2 whereas none were included for community Vaginal 1. Similar results
stand for all our simulated datasets (data not shown), it is harder to match the reference
sequences that generated the reads for our simulated Vaginal communities than for our
simulated Gut communities.

4.4.1.2 Comparison with SINTAX

The SImple Non-Bayesian TAXonomy (SINTAX) [169] algorithm predicts the taxonomic
rank of the reads in a dataset Y by using k-mer similarity to identify the top hit in a reference
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Panel (a): Gut 2. Panel (b): Vaginal 1.

Figure 4.20: GPHMM read alignment probabilities for reference sequences. Panel (a): Simu-
lated microbial community Gut 2 with Shannon diversity 2.4 and 24 distinct species. Panel
(b): Simulated microbial community Vaginal 1 with Shannon diversity 2.6 and 27 distinct
species. The multinomial sampling distribution was used for both panels. The phylogenetic
trees in the bottom panels represent pairwise similarity (based on the Levenshtein distance)
between the reference sequences aligning to the reads in a simulated dataset Y . The horizon-
tal colored bars above the phylogenetic trees indicate the genus of each reference sequence,
where the same color may correspond to different genera for panels (a) and (b). Each bar
in the barplots corresponds to a reference sequence rj from the phylogenetic tree, its color
indicates whether the simulation frequency is greater than zero and its height represents the
sum over the reads in Y of the probabilities that each read could have been sequenced from
rj, i.e.,

∑n
i=1 Pr(Y = yi|X = rj). Note that if the reads were sequenced without error, i.e.,

Pr(Y = yi|X = rj) ∈ {0, 1}, the height of the bar would simply be the number of reads
aligned to that reference sequence. Note that the y-axes are on different scales for the two
panels.

database. SINTAX does not require training and, unlike UTAX [197], can be used with full-
length 16S reads without running out of memory. Additionally, the SINTAX algorithm
provides bootstrap confidence measures for each read and all ranks in the prediction by
repeatedly (default 100 iterations) sampling with replacement a set of 32 k-mers (default
k = 8) from the overall set of k-mers of each read. At each iteration, the reference sequence
with the greatest number of k-mers in common with the read is identified and its taxonomy is
reported. Then, for each taxonomic rank, the name that occurs most often is identified and
its frequency is reported as its bootstrap confidence measure. We compared our estimators
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to SINTAX results with default parameters and two different bootstrap cutoffs, 0.4 and 0.8.
The default bootstrap cutoff is 0.8 and has not as good a performance as a bootstrap cutoff
of 0.4.

4.4.1.3 Performance of bacterial frequency estimators

Let π = (πk : k = 1, . . . , K) and π̂ = (π̂k : k = 1, . . . , K), where πk denotes the true
population frequency of bacterium bk and π̂k an estimator of this parameter, k = 1, . . . , K.
The performance of the estimator π̂ can be assessed using the errors π̂k − πk (cf. bias) and
the root mean squared error

RMSE =

√√√√ 1
K

K∑
k=1

(π̂k − πk)2.

We simulated our read datasets using a variability parameter V inversely related to the
Shannon diversity, a metric commonly used to measure the richness and evenness of mi-
crobial communities. Indeed, as indicated in the top-right panel of Figure 4.9, when V is
large, the Shannon diversity is low, whereas when V is small, the Shannon diversity is high.
We compared the accuracy and robustness of our estimators as a function of the Shannon
diversity instead of the variability parameter V as, unlike the artificial variability parameter,
the Shannon diversity can be estimated for real datasets.

We also produced receiver operating characteristic (ROC) curves, where the true positive
rate (TPR) is plotted against the false positive rate (FPR), with

TPR ≡ TP

TP + FN
,

FPR ≡ FP

FP + TN
,

where TP , FN , FP , and TN stand, respectively, for true positive, false negative, false pos-
itive, and true negative, as defined in Figure 4.23. Each point on an ROC curve corresponds
to a different value for the detection threshold ε. The greater the area under curve (AUC),
the better the estimator.

General results

Similar robustness for all estimators. To test the robustness of our method, bacte-
rial communities were simulated using three different sampling distributions: the multinomial
used in our data generation model and two other distributions, a Poisson distribution and
a negative binomial distribution allowing over-dispersion. All our estimators showed sim-
ilar robustness (see Supplementary Figure 4.27). Not surprisingly, microbial communities



CHAPTER 4. ESTIMATION OF BACTERIAL ABUNDANCE IN MICROBIAL
SAMPLES 174

simulated from the multinomial and Poisson distributions showed more similar RMSE and
sensitivity than the ones simulated from the negative binomial distribution.

Abundance estimation is harder for medium Shannon diversity. The Shannon
diversity increases with both the richness (i.e., the number of species) and the evenness (i.e.,
similar relative abundances) of a microbial community. Figure 4.21 shows that bacterial
abundance estimation is harder when the Shannon diversity is neither low nor high. When
the Shannon diversity is high, the number of species is high, but the bacterial frequencies
are similar. This makes the estimation easier, especially for the ridge and group LASSO
estimators which give the same weight to, respectively, all bacteria and bacteria from the
same genus. When the Shannon diversity is low, a few bacteria have much higher frequencies
than other bacteria, but the number of bacteria is also smaller, which probably eases esti-
mation. On the contrary, when a sample has intermediate Shannon diversity, the imbalance
in the bacterial frequencies is not compensated by a small number of bacteria, making the
estimation harder.

Comparison with SINTAX

Accuracy versus sensitivity. Except for our Vaginal simulated communities with
medium Shannon diversity, SINTAX was superior with respect to RMSE as it had a lower
or similar RMSE than our estimators (MLE, Ridge, and group LASSO) (see Figure 4.21).
However, our estimators consistently showed higher sensitivity for a false positive rate greater
than 0.05%, meaning that, while SINTAX was unable to detect some bacteria we knew were
present in the sample (i.e., simulation frequency πk was greater than zero for these bacteria),
our estimators showed a smaller number of false negatives (i.e., π̂k ≥ ε while πk = 0),
especially for the simulated gut samples. See ROC curves (Figure 4.22 and Supplementary
Figure 4.28 and ), and mean-difference plots (Supplementary Figures 4.29 to 4.30).

Flexibility. Additionally, our estimators allowed more flexibility than SINTAX esti-
mators to trade false positives against false negatives. When the detection threshold ε is
decreased, the number of true and false positives increases while the number of false neg-
atives decreases. ROC curves (Figure 4.22 and Supplementary Figure 4.28) show that the
trade-off is smoother for our estimators than for SINTAX estimators.
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Figure 4.21: RMSE vs. Shannon diversity. Each panel displays root mean squared error
(RMSE) as a function of Shannon diversity (see top-right panel of Figure 4.9) for a given
community and sampling distribution. The colors correspond to our four different estimators,
namely, Naive, MLE, ridge, and group LASSO, and to two estimators using SINTAX with
bootstrap cutoffs 0.4 and 0.8. For low diversity (Shannon diversity smaller than 3), the MLE
tends to have the smallest RMSE. For high diversity (Shannon diversity greater than 3), the
MLE, ridge, and group LASSO estimators have similar RMSE. The naive estimator typically
has the largest RMSE at all levels of diversity. SINTAX estimators have small RMSE for
simulations from the gut communities.
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Figure 4.22: Receiver operating characteristic (ROC) curve. The true positive rate
(TPR = TP

TP+FN ) is plotted against the false positive rate (FPR = FP
FP+TN ) at various

levels of detection ε, where TP, FN, FP, and TN stand, respectively, for true positive, false
negative, false positive, and true negative, as defined in Figure 4.23. Each panel corresponds
to a different variability parameter V and community (Gut 1, Gut 2, Vaginal 1, and Vaginal
2 ) with Poisson sampling distribution. Colors correspond to different estimators.

Truth
0 1

Detected 0
True Negative

π̂k < ε
πk = 0

False Negative
π̂k < ε
πk > 0

Not Detected

1
False Positive

π̂k ≥ ε
πk = 0

True Positive
π̂k ≥ ε
πk > 0

Detected

Not Present Present

Figure 4.23: True/false positives and negatives for the different estimators. The table
provides the definition of detected/not detected bacteria, present/not present bacteria
(“Truth”), and resulting true/false positives and negatives.
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Figure 4.24: Mean-difference plot of estimated vs. true bacterial frequencies for high Shannon
diversity. For simulated dataset Vag1 with variability parameter V = 1000 and Poisson
sampling distribution, scatterplots of the differences between estimated bacterial frequencies
π̂k and true bacterial frequencies πk versus the logarithm of the mean of the two values,
for the naive, MLE, ridge, group LASSO, and SINTAX estimators. Red points show false
positives (i.e., π̂k > ε and πk = 0), green points false negatives (i.e., π̂k < ε and πk > 0), and
black points true positives (i.e., π̂k > ε and πk > 0) with the number of false positives (FP),
false negatives (FN), and true positives (TP) in parenthesis on the upper-left corner (Figure
4.23). Note that the x-axes are on different scales.

4.4.2 Microbial Mock Community
4.4.2.1 GPHMM model evaluation

For all the sequencing reads from the mock community, Bowtie2 alignment scores were pos-
itively correlated with the length of the alignment whereas GPHMM probabilities were not
(see Supplementary Figure 4.32). It suggests that GPHMM probabilities would be more
appropriate for our application than Bowtie2 alignment scores as we want an alignment
score or probability to depend on the accuracy of the alignment but not on the length of the
reference sequence or the length of the alignment, for alignment lengths varying in a range
of the length of 16S gene sequences (1, 300 to 1, 600 bp).

For example, reads sequenced from strains Helicobacter pylori and Lactobacillus gasseri
(part of our mock community) had similar read accuracy distributions although the length
of their 16S genes (respectively 1, 498 bp and 1, 585 bp) is different (see Figure 4.25). When
using Bowtie2 however, the distribution of the alignment scores for strain Helicobacter pylori
(i.e., the strain with the shortest 16S gene) was shifted to the left compared to the distribution
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of the Bowtie2 alignment scores for strain Lactobacillus gasseri (i.e., the strain with the
longest 16S gene). On the contrary, the distributions of the GPHMM probabilities were
similar for the two strains showing that for this example length bias was corrected when
GPHMM probabilities were used instead of Bowtie2 alignment scores. See Figure 4.25 and
Supplementary Figure 4.31.

4.4.2.2 Classification performance of our estimators

We evaluated the performance of our estimators using precision-recall curves and a mock
community where by definition the true positives (i.e., the strains present in the sample,
that is πi > 0 for the strains in the mock community) are known. At the genus level,
RDP classifier had the greatest area under the curve (AUC) and precision at any recall level
compared to our methods and SINTAX. See Figure 4.26 and Supplementary Figure 4.33.
Additionally, all our methods had greater precision than SINTAX at any bootstrap cutoff
for a recall between 0.96 and 1. Among SINTAX methods, SINTAX with bootstrap cutoffs
greater than 0.8 had better performance than when SINTAX was used with a bootstrap
cutoff of 0.5. At the species level, our methods and SINTAX with the bootstrap cutoff of
0.5 had high precision and recall. All of our methods had similar results with MLE hav-
ing slightly smaller precision than naive, Ridge, and LASSO. As explicitly specified in the
FAQ section of the RDP wiki page, RDP classifier was not designed to work at the species
level. Thus, we did not compare RDP classifier to the other methods for the species level
classification. Overall while at the genus level, RDP Classifier had better performance than
our methods and SINTAX, it is not possible to use RDP Classifier to classify bacteria at
the species level, and all our methods and SINTAX with a bootstrap cutoff of 0.5 had high
precision and recall at the species level.

Note that to evaluate the classification performance of our estimators, we did not use the
receiver operating characteristic (ROC) curves which depend on the number of true nega-
tives (i.e., the strains not present in the mock community, that is πi = 0 for these strains)
which is unknown in this setting. The number of true negatives could be defined as the
total number of bacteria present in the universe but absent from the mock community. As
the total number of bacteria in the universe is unknown, the true negatives are often set
to be the strains present in the database but absent in the mock community. This number
is completely subjective to the database used, thus we preferred using the precision-recall
curves, independent of the database.

While it was possible to evaluate the classification performances of our method using the
mock community, it was impossible to evaluate our performances on quantification as the
true bacteria frequencies in the mock community were unknown. The mock community was
generated by mixing DNA extracts in equal frequencies (equimolar mixture) before PCR
amplification therefore eliminating the DNA extraction bias, but not the PCR amplification
bias. It has been studied for decades that PCR amplification efficiencies vary drastically
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from one bacterium to another introducing bias to estimate bacteria frequencies in microbial
communities [198] [199] [200]. To evaluate the performances of our methods on quantification,
we would need to create a dataset where true bacterial frequencies are known (see Discussion).

Figure 4.25: QQplots of expected quality values for the sequencing reads, Bowtie2 alignment
scores, GPHMM probabilities for reads sequenced from strains Helicobacter pylori (x-axis)
and Lactobacillus gasseri (y-axis). While reads quality values (QV) have similar distributions
for strains Lactobacillus gasseri and Helicobacter pylori, Bowtie2 alignment scores are greater
for strain Lactobacillus gasseri than for strain Helicobacter pylori introducing a length bias.
On the contrary, the distribution of GPHMM probabilities are similar for both strains,
showing that using GPHMM probabilities can eliminate the length bias. The length of the
16S genes for strains Helicobacter pylori and Lactobacillus gasseri are respectively 1, 498 and
1, 585 bp.

4.5 Discussion

4.5.1 Limitations to Accurate Quantification
The number of copies and variants of the 16S gene in bacteria genomes varies from one
to fifteen [181], but the exact number is usually unknown or uncertain limiting accurate
frequencies estimators in microbial samples. The rrnDB database provides estimates of the
total number of loci at which a 16S gene could be found in the genome of each bacterium.
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Figure 4.26: Precision-Recall curve for SINTAX, RDP classifier, and our methods. Left
panel shows genus level classification and right panel species level classification. SINTAX is
used with cutoff bootstraps of 0.5 and 0.8, and RDP classifier with a cutoff bootstrap of 0.8.

See section 4.1.5.2. Although the rrnDB database is a valuable resource, estimates often have
a high standard deviation (total standard deviation for the rrnDB database is 2.9) and are
not available at the species level. Several single copy housekeeping genes, e.g., those coding
for RNA polymerase, concatenated ribosomal proteins, amino-acyl synthetases, or the 60
kDa chaperonin have been proposed as potential phylogenetic markers [201] [202], theoret-
ically avoiding the problems with multiple and variable 16S rRNA copies within bacterial
genomes. Protein-coding single copy genes were also successfully used for the assignment
of metagenomic sequences, with a better taxonomic resolution than 16S rRNA genes [203].
However, the use of these genes for the analysis of microbial amplicons is limited because the
degeneracy of protein sequences makes the design of universal primers difficult. Additionally,
the number of 16S rRNA gene sequences in the sequence databases greatly exceeds those
of other bacterial genes, which still makes its use preferable by increasing the probability of
finding a close hit for taxonomic identification.

Another limitation to accurate quantification is the fact that DNA extraction efficiency
varies from one bacterium to another introducing bias in the quantification estimators, be-
cause final sequence read counts may not accurately represent the relative abundance of
original DNA fragments. For example, gram-positive bacteria wall have greater strength
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and rigidity, making it harder to extract the DNA from these bacteria [204]. A solution to
estimate DNA extraction efficiencies is to perform an experiment where a known number of
cells are lysed and the amount of extracted DNA is measured, using for example fluorometric
quantitation. This experiment can be done for a few strains at a time (e.g. pathogens of
interest), but it is infeasible to estimate the DNA extraction efficiencies for all the strains in a
database. The field of microbiology would benefit from databases where the DNA extraction
efficiency is recorded for each strain.

As DNA extraction, PCR amplification efficiencies varies from one bacterium to another
affecting quantification accuracy. While this problem has been studied for decades [198]
[199] [200], researchers have recently made progress by incorporating random molecular
barcodes into PCR primer design. The concept of molecular barcodes is that each original
DNA fragment, within the same sample, is attached to a unique sequence barcode which is
designed as a string of totally random nucleotides. As a result, sequence reads that have
different molecular barcodes represent different original DNA fragments, while reads that
have the same barcodes are the result of PCR amplification from the same original DNA
fragment. Thus, random molecular barcodes allow to estimate PCR amplification bias by
aggregating reads having the same molecular barcode [205] [206].

4.5.2 Limitations Imposed by the Database
In the manuscript, we made the assumption that all bateria in the sample are represented
in the annotated reference database. See section 4.1.5.2. It is obviously a (too) stringent
assumption. In [169], Robert C. Edgar accounts for the bacteria not present in the database
and estimates two types of false positive error: misclassifications, where a false positive
means that a read was assigned to a wrong strain while the true strain is in the database,
and over-classifications, where a false positive means that a read was assigned to a strain
while the true strain is not in the database. We envision a future report where we would
evaluate the over-classification error of our method on different databases.

Another limitation imposed by the use of a database is that bacteria represented in
the database are sometimes incorrectly annotated. An accurate method to annotate novel
strains would be to use DNA-DNA hybridization (see section 4.1.1.2) but as this method
is time-consuming, labor-intensive, and expensive to perform, fewer and fewer laboratories
worldwide perform such assays. Instead, as sequencing cost drastically decreased over the
last decade, many studies describing new species are solely based upon their 16S gene se-
quences. For example, many annotations in the full RDP database are based on the RDP
classifier which has a high rate of over-classification errors on full-length sequences (see sec-
tion 4.2.2) resulting in incorrect annotations or annotations at low taxonomic levels (e.g.,
only about 2.6% of the reference sequences are annotated at the species level in the full
RDP database). Additionally, some of the reference sequences are probably chimeras (i.e.
artifacts made during the PCR process) [207] spuriously increasing the taxonomic diversity
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of the reference database. To accurately identify bacteria at the species level, it is essential
to meticulously choose a complete reference database with correct annotations.

4.5.3 Shotgun Metagenomics
In the past few years, shotgun metagenomics has gained a growing interest in the microbi-
ology field. In shotgun metagenomics, DNA is extracted not only from the 16S gene(s) but
from the whole genomes for all the cells in a microbial sample, resulting in a lot of advan-
tages compared to 16S studies. First, there is no need to use specific primers as the whole
genomes are sequenced, therefore PCR amplification bias is eliminated. Second, amplicon
sequencing typically only provides insight into the taxonomic composition of the microbial
community and offers a limited functional resolution [208]. Some methods (e.g., PICRUSt
[209]) exists to directly predict the functional profiles of microbial communities using 16S
rRNA gene sequences, but is highly dependent on the quality and completeness of the ref-
erence database. Third, amplicon sequencing is limited to the analysis of taxa for which
taxonomically informative genetic markers are known and can be amplified. Novel or highly
diverged bacteria are difficult to study using this approach.

Although shotgun metagenomics indisputably offers a greater potential for identification
of strains at the strain level and to perform functional analysis, it presents some challenges
[210]. To start with, whole genomes are sequenced instead of just one gene, thus a lot
of genomic information need to be sampled from a community. It results in the need of
high sequencing depth and an increasing cost to store and analyze the data. Then, while
contamination is a challenge general to environmental sequencing studies, the identification
and removal of metagenomic sequence contaminants is especially problematic as many of the
strains in the microbial samples are unknown [211] [212]. Finally, even if tools have been
developed to assemble individual reads into scaffolds or genomes (e.g., Megahit [213], Celera
Assembler [214], Omega [215], Spades [216]), classify reads to known genomes (e.g., Kraken
[217], Kallisto [218]), bin reads or scaffolds to genome bins (e.g., MaxBin [219], MetaBAT
[220]), or even with some additional curation reconstruct closed genomes from metagenomes
(e.g. methods described in [221] [222]), these tools have some limitations. Specific exemplary
problems include the presence of genes with low evolutionary divergence between organisms
or repetitive genomic regions that are larger than a sequencing read [223]. In this context,
new statistical and computational tools need to be developed to fully exploit the potential
of shotgun metagenomics.
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4.6 Supplement

Figure 4.27: Robustness of estimators. Each panel displays RMSE for each of the three
sampling distributions, for a given Shannon diversity and estimator. RMSE is higher for low
Shannon diversity (i.e., V = 10, 000) than for high Shannon diversity (i.e., V = 0.1). The
naive estimator is the most robust, as RMSE is similar for the three distributions. The MLE,
ridge, group LASSO, and SINTAX estimators are less robust, especially for low Shannon
diversity.
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Figure 4.28: Receiver operating characteristic (ROC) curve. The true positive rate
(TPR = TP

TP+FN ) is plotted against the false positive rate (FPR = FP
FP+TN ) at various

levels of detection ε, where TP, FN, FP, and TN stand, respectively, for true positive, false
negative, false positive, and true negative, as defined in Figure 4.23. Each panel corresponds
to a different variability parameter V and community (Gut 1, Gut 2, Vaginal 1, and Vaginal
2 ) with Poisson sampling distribution. Colors correspond to different estimators.
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Figure 4.29: Mean-difference plot of estimated vs. true bacterial frequencies for high Shan-
non diversity. For simulated dataset Gut1 with variability parameter V = 10 and Poisson
sampling distribution, scatterplots of the differences between estimated bacterial frequencies
π̂k and true bacterial frequencies πk versus the logarithm of the mean of the two values,
for the naive, MLE, ridge, group LASSO, and SINTAX estimators. Red points show false
positives (i.e., π̂k > ε and πk = 0), green points false negatives (i.e., π̂k < ε and πk > 0), and
black points true positives (i.e., π̂k > ε and πk > 0) with the number of false positives (FP),
false negatives (FN), and true positives (TP) in parenthesis on the upper-left corner (Figure
4.23). Note that the x-axes are on different scales.
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Figure 4.30: Mean-difference plot of estimated vs. true bacterial frequencies for high Shan-
non diversity. For simulated dataset Vag2 with variability parameter V = 10 and Poisson
sampling distribution, scatterplots of the differences between estimated bacterial frequencies
π̂k and true bacterial frequencies πk versus the logarithm of the mean of the two values,
for the naive, MLE, ridge, group LASSO, and SINTAX estimators. Red points show false
positives (i.e., π̂k > ε and πk = 0), green points false negatives (i.e., π̂k < ε and πk > 0), and
black points true positives (i.e., π̂k > ε and πk > 0) with the number of false positives (FP),
false negatives (FN), and true positives (TP) in parenthesis on the upper-left corner (Figure
4.23). Note that the x-axes are on different scales.
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Figure 4.31: Comparison of Bowtie2 alignment scores and GPHMM probabilities for Heli-
cobacter pylori and Lactobacillus gasseri. Four upper density plots show the distributions
of from left to right and top to bottom, Bowtie2 alignment scores for Helicobacter pylori,
GPHMM probabilities for Helicobacter pylori, Bowtie2 alignment scores for Lactobacillus
gasseri, and GPHMM probabilities for Lactobacillus gasseri. The table summarizes the sta-
tistical properties of the four distributions in the upper panel.
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Figure 4.32: Relationship between Bowtie2 alignment score, GPHMM probability and length
of the alignment for all the reads sequenced from the mock community dataset. (A) Bowtie2
alignment scores against GPHMM probabilities, (B) Bowtie2 alignment scores divided by the
length of the alignment against GPHMM probabilities, (c) Bowtie2 alignment scores against
length of alignment, (D) GPHMM probabilities against length of alignment, and (E) Bowtie2
alignment scores divided by length of alignment against length of alignment.
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Figure 4.33: Precision-Recall curve for SINTAX, RDP classifier, and our methods. SINTAX
and RDP classifier are shown for bootstrap cutoff of 0.5, 0.8, 0.9, and 1. Plots in the first
row show species level classification and plots in the second raw genus level classification.
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Chapter 5

Conclusion

This thesis provides novel statistical and computational methods for the analysis of single-
cell transcriptome sequencing (scRNA-seq) and metagenomics.

In Chapter 2, I presented a general and flexible zero-inflated negative binomial-based
wanted variation extraction (ZINB-WaVE) method, which extract low-dimensional signal
from scRNA-seq read counts, accounting for zero inflation (dropouts), over-dispersion, and
the discrete nature of the data. In that work, my collaborators and I showed with sim-
ulated and real data, that the model and its associated estimation procedure are able to
give a more stable and accurate low-dimensional representation of the data than principal
component analysis (PCA) and zero-inflated factor analysis (ZIFA) without the need for a
preliminary (usually tedious) normalization step.

In Chapter 3, an application of the ZINB-WaVE model was presented that identifies
excess zero counts and generates gene and cell-specific weights to unlock bulk RNA-seq
differential expression (DE) pipelines for zero-inflated data. The method is shown to out-
perform competing methods on simulated bulk and single-cell RNA-seq datasets. We also
demonstrated a gain in DE performance in two publicly available real datasets. The user-
friendly open source implementation of ZINB-WaVE on Bioconductor will ease the technical
aspects of scRNA-seq data analysis and help with the discovery of novel applications of the
model.

Finally, in Chapter 4, I proposed a method to estimate bacterial abundances in human
metagenomes using full-length 16S sequencing reads. I showed that although long sequenc-
ing reads still suffer from a high sequencing error rate, it is possible to model the sequencing
error profile of a sequencing machine and take advantage of sequencing reads that span the
entire length of the 16S gene to provide a better resolution that shorter reads usually used
in the field. The publicly available CRAN package gphmm developed for this project will
contribute and help other researchers to improve our understanding of microbial communi-
ties that surround us and impact our health.
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In the future, I envision adding new features and continuing the development of the
publicly available software packages zinbwave and gphmm, and create new user-friendly tools
to analyze genomic data. I strongly believe that one day genomics could form a key part of
our everyday health-care allowing us to optimize our health on a whole different level, from
improving our diet to diagnosing diseases at a very early stage. In that perspective, I hope
to continue working on state-of-the-art genomic technologies and get involved in the ethical,
legal, and social questions raised by genomic research and medicine.
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