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Abstract

Objectives: To evaluate the performance of deep learning using ResNet50 in differentiation of 

benign and malignant vertebral fracture on CT.

Methods: A dataset of 433 patients confirmed with 296 malignant and 137 benign fractures 

was retrospectively selected from our spinal CT image database. A senior radiologist performed 

visual reading to evaluate six imaging features, and three junior radiologists gave diagnostic 

prediction. A ROI was placed on the most abnormal vertebrae, and the smallest square bounding 

box was generated. The input channel into ResNet50 network was 3, including the slice with its 

two neighboring slices. The diagnostic performance was evaluated using 10-fold cross-validation. 

After obtaining the malignancy probability from all slices in a patient, the highest probability was 

assigned to that patient to give the final diagnosis, using the threshold of 0.5

Results: Visual features such as soft tissue mass and bone destruction were highly suggestive 

of malignancy; the presence of a transverse fracture line was highly suggestive of a benign 

fracture. The reading by three radiologists with 5, 3, and 1 year of experience achieved an 

accuracy of 99%, 95.2%, and 92.8%, respectively. In ResNet50 analysis, the per-slice diagnostic 

sensitivity, specificity, and accuracy were 0.90, 0.79, and 85%. When the slices were combined to 

ve per-patient diagnosis, the sensitivity, specificity, and accuracy were 0.95, 0.80, and 88%.

Conclusion: Deep learning has become an important tool for the detection of fractures on CT. In 

this study, ResNet50 achieved good accuracy, which can be further improved with more cases and 

optimized methods for future clinical implementation.
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Introduction

Vertebral fractures are common, increase in prevalence with age, and can lead to acute and 

chronic pain [1]. The major etiologies are trauma and osteoporosis (benign) and neoplastic 

infiltration (malignant), which need to be confirmed for deciding the treatment strategy [2]. 

Patients with malignancy need to receive treatment soon to control the cancer spread, and 

also to prevent further bone damages for maintaining a good quality of life [3]. Benign 

fractures can be caused by trauma, osteoporosis, or in combination, and in general, patients 

can achieve a good out- come with proper treatments. In the elderly, osteoporotic vertebral 

compression fractures are common [4], and they may co- exist with malignant fractures. 

This coexistence complicates the evaluation and the differential diagnosis of the fractures.

Differential diagnosis of benign and malignant vertebral fractures in the clinical setting is 

often carried out using advanced imaging modalities such as CT, MRI, PET, and SPECT 

[5]. Among these, CT can be easily performed, which is often used to confirm and further 

characterize fractures suspected on plain X-ray [6, 7]. With its high spatial resolution, CT 

can also be used to distinguish benign from malignant fractures based on morphological 

features such as osseous integrity and fracture margins/patterns [5]. Although some typical 

malignancy features can be demonstrated in CT [8, 9], they may not be well differentiated 

when mixed with osteoporosis or chronic damage in the growing elderly population [4, 5]. 

This can be particularly challenging for inexperienced radiologists.

Computer-aided analysis within the segmented vertebra has been applied to differentiate 

traumatic, osteoporotic, and malignant vertebral fractures, e.g., using histogram [10]. 

Recently, deep learning has become an active area of research demonstrating as a feasible 

technique for the management of fracture [11, 12]. The diagnostic application in plain 

radiography has been demonstrated in wrists, humerus, hip, femur, shoulders, hands, and 

feet [6, 7, 13-16]. The application in CT has also been reported, but limited in the detection 

of posttraumatic [17, 18] and osteoporotic fractures [19]. Besides, Deep learning has also 

been successfully applied to perform automatic vertebral segmentation in the spine [20-23] 

and opportunistic osteoporosis screening [24]. The aim of this study is to evaluate the 

feasibility of deep learning using ResNet50 algorithm in differential diagnosis of benign and 

malignant vertebral fracture on CT.

Materials and Methods

Patient Datasets

The patients were selected from the radiological reporting system of our hospital’s spinal 

CT image database. A total of 433 patients were identified (mean age 59.4, age range of 

14–93 years), 137 with benign (mean age 62.8, age range of 14–93 years) and 296 with 

malignant fracture (mean age 57.8, age range of 27–84 years). The malignant cases had 

either biopsy-proven cancer or known history of primary tumor with progressive disease. All 

benign cases had no known cancer history and have been followed up with stable disease. 

The CT images were acquired in axial orientation using a GE Discovery CT 750HD scanner 

with 120 kV, 137~543 mAs, and 3-mm thickness. The acquired images were reformatted to 

sagittal view (3-mm thickness) for further analysis.
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Visual Assessment and Scoring

One senior radiologist with 20 years of experience carried out a visual review to score 

6 features on the CT images, using a binary classification of 0 (absent) vs. 1 (present). 

These evaluated features were (1) vertebral compression (reduction in vertebral height more 

than 20%, compared with adjacent normal vertebrae); (2) bone cortex interruption; (3) 

paravertebral soft tissue mass; (4) transverse fracture line; (5) involving multiple segments; 

and (6) bone destruction. For testing the reading performance of junior radiologists with 

different levels of training, three radiologists with 5, 3, and 1 year of experience reviewed 

the datasets and gave benign or malignant diagnosis for each patient. The cases were 

shuffled in the reading session to avoid bias. All radiologists were blinded to the final 

diagnosis and the clinical history or outcome of the patients.

Deep Learning Architecture

In each patient, the vertebral segment that showed the worst abnormality was selected 

for deep learning analysis. A region of interest (ROI) was manually placed on a sagittal 

slice, and then the smallest square bounding box containing the entire abnormal area was 

generated by computer program and used as input. Deep learning was performed using the 

ResNet50 architecture, with the binary output of malignant and benign, as shown in Fig. 

1. The input network included the slice along with its two adjacent neighboring slices. 

Therefore, the number of input channel was 3. The bounding box was re-sampled to a 64 × 

64 matrix using linear interpolation, and then the pixel intensities were normalized to have 

mean of 0 and standard deviation of 1. In contrast to other convolutional neural networks 

(CNNs), such as VGG or AlexNet that learns features using large convolutional network 

architectures, the ResNet extracts residual features as subtraction of features learned from 

input of that layer using “skip connections.” The ResNet50 architecture contained one 3 × 

3 convolutional layer, one max-pooling layer, and 16 residual blocks. Each block contained 

one 1 × 1 convolutional layer, one 3 × 3 convolutional layer, and one 1 × 1 convolutional 

layer. The residual connection was from the beginning of the block to the end of the block. 

The output of the last block was connected to a fully connected layer with a sigmoid 

function to make the prediction, by giving a malignancy probability.

Training and Evaluation Methods

In each patient, 3–5 sagittal slices that clearly showed abnormality were analyzed. The 

dataset was further augmented 20 times by using random affine transformations, including 

translation, scaling, and rotation. To control for overfitting, L2 regularization term was 

added to the final loss function, and then, during the training process, the early stop was 

applied based on the lowest validation loss to obtain the optimized model. The loss function 

was cross-entropy. The training was implemented using the Adam (Adaptive Moment 

Estimation) optimizer [25]. The learning rate was set to 0.0001 with momentum term β 
to 0.5 to stabilize training. Parameters were initialized using ImageNet. The batch size was 

set to 32 and the number of epochs was set to 100.

The evaluation was performed using 10-fold cross-validation, 9 fold for training, and 1 fold 

set aside for testing. Each case had one chance to be included in the testing dataset. The 

output of deep learning was a malignancy probability for each input slice. Then, the results 
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of all slices in a patient were combined to give a per-patient diagnosis, by assigning the 

highest probability among all slices to that patient.

Statistical Analysis

All statistical analyses were performed using SPSS version 22.0. Data following normal 

distribution were shown as mean ± standard deviation. The presence of 6 evaluated 

imaging features was compared between malignant and benign groups using the χ2 test. 

The diagnostic performance of ResNet50 was calculated based on per-slice and per- 

patient basis, according to the threshold of 0.5 (i.e., probability ≥ 0.5 as malignant). The 

sensitivity, specificity, and overall accuracy of three readers and the ResNet50 prediction 

were calculated.

Results

Radiologists’ Reading Results

The presence and absence of 6 features determined by the senior radiologist are summarized 

in Table 1, and the final diagnosis of three junior readers is also included in Table 1. All 

six features show significant differences between benign and malignant groups with p ≤ 

0.001. The soft tissue mass and bone destruction were highly suggesting malignancy, and the 

presence of transverse fracture line was highly suggesting benign. The age of benign patients 

was significantly older than malignant patients (62.8 ± 16.1 vs. 57.8 ± 11.3, p = 0.001). 

There were more males in the malignant group, and more females in the benign groups, 

consistent with women’s higher risk of osteoporosis when they aged. The reading performed 

by three radiologists with 5, 3, and 1 year of experience achieved an overall accuracy of 

99%, 95.2%, and 92.8%, respectively.

ResNet50 Diagnostic Results

Figure 2 shows two true-positive (TP) examples predicted by ResNet50. They illustrated the 

typical malignant features of paravertebral soft tissue mass and vertebral bone destruction. 

Figure 3 shows how the per-slice malignant probability is combined to give per-patient 

diagnosis. Although the probability of edge slice was much lower, even < 0.5 due to mixed 

normal findings, when all results were combined and the highest probability was assigned to 

the patient, the partial volume effect would not affect the final diagnosis. Figure 4 shows two 

true-negative (TN) cases, illustrating the typical benign features of vertebral compression 

and bone cortex interruption. Figure 5 shows two false-negative (FN) cases.

When the imaging features were subtle, deep learning was more likely to make wrong 

predictions, and in these cases, even experienced radiologists could misdiagnose them. 

Figure 6 shows two false-positive (FP) cases. They presented subtle vertebral compression 

and bone cortex interruption, and the atypical transverse fracture line might be mistaken as 

bone destruction, leading to wrong diagnosis. In the overall diagnostic performance made 

by ResNet50, the per-slice diagnosis showed a sensitivity of 0.90, specificity of 0.79, and 

accuracy of 85%. In per-patient diagnosis, sensitivity was im- proved to 0.95, specificity 

remained similar at 0.80, and the overall accuracy was 88%.
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Discussion

Imaging plays a crucial role in the diagnosis of vertebral fracture. CT is an easily accessible 

and relatively inexpen- sive modality that can be used to characterize abnormality and 

further differentiate between benign and malignant fractures. When needed, more expensive 

secondary imag- ing such as MRI [26-28] and invasive procedures such as biopsies can 

be used to obtain a definitive diagnosis. As demonstrated in our reading results, prominent 

features such as transverse fracture line and the presence of soft tissue mass are very 

specific and can be used to diagnose benign and malignant fractures, respectively, with a 

high confidence. When these typical findings are not present, and further, when benign 

and malignant features are mixed, the diagnosis will be much more challenging. Age is a 

well-known risk factor for malignancy, and with the increasing prevalence of osteoporosis 

in the growing elderly popula- tion, vertebral fracture imaging presentations will be com- 

plicated, making evaluation and differential diagnosis more difficult. Artificial intelligence 

(AI) technology can provide a feasible diagnostic assistance tool. In this work, we dem- 

onstrated that deep learning can be applied to perform differential diagnosis, and achieve a 

per-patient diagnostic sensitivity of 95%, specificity of 80%, and overall accuracy of 88%.

CT provides detailed morphological information about bone integrity and fracture margin, 

which plays a role in distinguishing benign and malignant spinal fractures. According to 

previous works [2, 8, 9], the frequently observed CT findings in benign fractures include 

cortical fractures of the vertebral body without cortical bone destruction, retropulsion 

of a bone fragment of the posterior cortex of the vertebral body into the spinal canal, 

fracture lines within the cancellous bone of the vertebral body, an intravertebral vacuum 

phenomenon, and a thin diffuse paraspinal soft tissue mass (PSTM). The signifi- cant 

malignant fracture findings include destruction of the an- terolateral or posterior cortical 

bone of the vertebral body, de- struction of the cancellous bone of the vertebral body, 

destruc- tion of a vertebral pedicle, a focal PSTM, and an epidural mass. In our results 

shown in Table 1, soft tissue mass and bone destruction were highly suggestive of 

malignancy; and the pres- ence of a transverse fracture line was highly suggestive of be- 

nign fracture, consistent with reports in the literature.

The radiologists participating in this study were trained in a tertiary hospital dedicated to 

bone diseases, and their reading accuracy was very high at 93–99%. For radiologists who 

did not receive specific MSK training or for general physicians, the reading accuracy was 

expected to be lower. Many compa- nies are developing AI tools for clinical applications, 

and the performance may be inferior to that of radiologists; however, this does not 

preclude its clinical use. Instead of claiming the ools can make an accurate diagnosis 

and marketing them as fully automatic computer-aided diagnostic systems, most Food 

and Drug Administration (FDA)–cleared AI products were used to assess the probability 

of malignancy (or abnor- mality) and flag cases for priority reading. The provided in- 

formation may also be used by radiologists or other physicians to improve their accuracy 

and workflow efficiency. The initial accuracy of 88% in our study is an encouraging starting 

point, and with more training cases and optimized methods, it can be further improved.
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Deep learning using a convolutional neural network (CNN) has made an important impact 

on medical imaging analysis. The algorithms are designed to self-train to recognize impor- 

tant features using the training dataset, and then the features were given appropriate weights 

by adjusting their internal pa- rameters to build models for testing using a new dataset 

[29]. Deep learning shows strong processing ability and informa- tion retention ability [30, 

31], superior to machine learning or radiomics that rely on parameters extracted using pre­

defined methods [32]. The cascading architecture of CNN can easily transform the extracted 

features to high-level features which are more adaptive to the classification applications. 

Thus, CNN can usually reach a higher accuracy than other machine learning algorithms. 

The ResNet50 network was used in the present study. Due to its architecture using residual 

connec- tions, the convergence of the training process can be achieved efficiently compared 

to other CNN models.

In recent years, deep learning has also become popular in the detection of fractures and 

differential diagnosis, as summarized in two recent review papers [11, 12]. Kim et al [14] re­

trained the top layer of the Inception v3 network using lateral wrist radiographs to produce 

a model for the classifica- tion of new studies as either “fracture” or “no fracture.” Chung et 

al [6] used ResNet-152 for automated detection and classi- fication of the different types of 

proximal humerus fracture on plain shoulder radiographs. A square ROI was needed as the 

input into CNN, which was drawn manually to include the humeral head and neck centered 

and constituted approximate- ly 50% of the square image. Gan et al [7] applied a similar 

deep learning strategy for the detection of distal radius frac- tures. Instead of using manually 

cropped square ROI encasing the whole distal radius as input, a Faster R-CNN network 

was added as an auxiliary algorithm to train a model for automatic ROI selection, and these 

inputs were used in CNN with Inception-v4 algorithm for detection of fracture. Compared to 

the analysis on radiographs, studies on CT were limited. Tomita et al [19] applied ResNet34 

to extract features for automatic detection of osteoporotic vertebral fractures on CT. Pranata 

et al [18] applied ResNet and VGG for automated classification and detection of calcaneus 

fractures on CT and concluded that ResNet achieved better performance for in- volving 

a deeper neural network architecture. Husseini et al [33] proposed a novel grading loss 

for learning representations that respect Genant’s fracture grading scheme. The proposed 

loss function achieves a fracture detection F1 score of 81.5%, a 10% increase over a naive 

classification baseline on a pub- licly available spine dataset. In the present study, the input 

ROI was selected by a radiologist to focus on one most sus- picious abnormal vertebra, 

which needed to be resolved for developing an automatic diagnostic system. Deep learning 

has also been successfully applied to perform automatic vertebral segmentation in the spine 

[20-23]. In the future, it may be possible to use the combination of three different networks 

to perform a streamlined diagnosis, first to segment all verte- bra, second to select abnormal 

ROI, and last to give classification.

For differentiation of benign vs. malignant spinal fracture, MRI provides more information 

for the characterization of soft tissue [26, 28, 34]. Li et al [27] developed a scoring 

system based on the combination of CT and MRI findings to differentiate osteoporotic 

vs. malignant vertebral fracture and achieved a high accuracy of 98.3%. For MRI, T1- and 

T2- weighted images are typically utilized, and a similar deep learning diagnostic model 

may be built by including more images as inputs. For CT, there is only one set of images 

Li et al. Page 6

Eur Radiol. Author manuscript; available in PMC 2021 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



unlike MRI; therefore, in order to consider more information, we included the slice with 

its two neighboring slices as inputs. As illustrated in Fig. 3, on the edge slices when the 

abnormal region was small, the partial volume effect (i.e., mixed abnor- mal and normal 

tissues) would decrease the malignant proba- bility and compromise the per-slice diagnostic 

accuracy. However, when all slices of a patient were considered, only the highest malignant 

probability was used, and the edge slices would not affect the final diagnostic results.

This study had several limitations. First, the number of patients included in this study 

was small. Second, since this was a retrospective study, the selection bias could not be 

avoided. The malignant cases were more difficult to obtain, and we had to search for a 

much longer time period to collect them compared to benign cases. Third, to limit variations 

and potential confounding factors, only patients with metastatic cancer were selected in the 

malignant group, and the results might not be applicable to other primary bone cancers or 

lym- phoproliferative diseases such as lymphoma and multiple my- eloma. Fourth, the slice 

thickness of 3 mm may be a limitation to this study. Bauer et al [35] found that, while 

still sufficient for the detection of osteoporotic vertebral fractures (benign), the thinner axial 

slices could increase reliability. Lastly, as a proof-of-principle preliminary study, we did 

not include an independent testing dataset. When a new dataset is available, the developed 

model in this work can be readily applied to test its generalization ability.

In conclusion, this study investigated the application of deep learning for differential 

diagnosis of benign and malig- nant vertebral fracture on CT. Deep learning using ResNet50 

can yield a high accuracy, but future studies with a larger number of training and testing 

cases should be performed to further improve the accuracy. In parallel, there are research 

efforts in performing automatic segmentation of vertebrae in the spine and identifying 

abnormal areas, which can be inte- grated with the proposed classification network to 

develop a streamlined, fully automatic, AI diagnostic tool. Not only deep learning can 

assist such tool radiologists and other phy- sicians to make accurate diagnoses with higher 

confidence, but also it can be integrated with the clinical workflow and improve working 

efficiency.
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Key Points

• Deep learning using ResNet50 can yield a high accuracy for differential 

diagnosis of benign and malignant vertebral fracture on CT.

• The per-slice diagnostic sensitivity, specificity, and accuracy were 0.90, 0.79, 

and 85% in deep learning using ResNet50 analysis.

• The slices combined with per-patient diagnostic sensitivity, specificity, and 

accuracy were 0.95, 0.80, and 88% in deep learning using ResNet50 analysis.
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Fig. 1. 
ArchitectureofResNet50, containing 16 residual blocks. Each residual block begins with one 

1 × 1 convolutional layer, followed by one 3 × 3 convolutional layer, and ends with another 

1 × 1 convolutional layer. The output is then added to the input via a residual connection. 

The total input channel is 3, including the slice along with its two adjacent neighboring 

slices. The output is binary, malignant, or benign.
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Fig. 2. 
Two malignant case examples, predicted as malignant by ResNet50 as true positive (TP) 

cases. The left case shows paravertebral soft tissue mass, and the right case demonstrates 

vertebral bone destruction, which are typical features of a malignant fracture.
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Fig. 3. 
The malignancy probability predicted by ResNet50 in 5 sagittal slices of the right case 

shown in Fig. 2. The probability of the edge slice is lower, which is due to the partial volume 

effect of mixed abnormal and normal findings. The highest probability of 0.96 among the 5 

slices is assigned to this patient.
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Fig. 4. 
Two benign case examples, predicted as benign by ResNet50 as true-negative (TN) cases. 

These two cases show vertebral compression and bone cortex interruption, which are typical 

features of benign fracture. The left case has obvious fractures in multiple segments.
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Fig. 5. 
Two malignant case examples, predicted as benign by ResNet50 as false-negative (FN) 

cases. The left case shows vertebral compression and vertebral body osteogenic bone 

destruction in multiple segments, which are features of malignant fracture. ResNet50 

predicts a malignancy probability of 0.42 (< 0.5), probably because the involved multiple 

segments are not considered in the input bounding box. The right case shows vertebral 

compression and cortex interruption in only one segment, which can be easily misdiagnosed 

as benign even by experienced radiologists. The ResNet50 probability is also very low at 

0.18.
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Fig. 6. 
Two benign case examples, predicted as malignant by ResNet50 as false-positive (FP) cases. 

These two cases show vertebral compression and bone cortex interruption which are features 

of benign fracture. However, they are not obvious, and the atypical transverse fracture line 

may be mistaken as bone destruction. These atypical features may lead to a false prediction 

by ResNet50.
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Table 1:

The reading of imaging features and predicted diagnosis made by three readers between malignant and benign 

groups

Imaging Features Malignant
(N=296)

Benign
(N=137) P value

Age (years) 57.8 ± 11.3 62.8 ± 16.1 0.001

Gender (Male/female) 170/126 53/84 <0.001

Vertebral compression 250 (84.5%) 133 (97.1%) <0.001

Bone cortex interruption 290 (98.0%) 125 (91.2%) 0.001

Paravertebral soft tissue mass 276 (93.2%) 2 (1.5%) <0.001

Transverse fracture line 3 (1.0%) 109 (79.6%) <0.001

Multiple segments 161 (54.4%) 30 (21.9%) <0.001

Bone destruction 294 (99.3%) 1 (0.7%) <0.001

Reader-1 Diagnostic Prediction* 294 (99.3%) 135 (98.5%)

Reader-2 Diagnostic Prediction* 281 (94.9%) 131 (95.6%)

Reader-3 Diagnostic Prediction* 275 (92.9%) 127 (92.7%)

*
Reader-1, 2, and 3 have 5 years, 3 years, and 1 year experience, respectively.
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