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ABSTRACT

We present a sample of normal type la supernovae from thebj&aupernova Factory dataset
with spectrophotometry at sufficiently late phases to estnthe ejected mass using the
bolometric light curve. We measur&Ni masses from the peak bolometric luminosity, then
compare the luminosity in th€y Co-decay tail to the expected rate of radioactive energy re-
lease from ejecta of a given mass. We infer the ejected maasBayesian context using
a semi-analytic model of the ejecta, incorporating coimstsgrom contemporary numerical
models as priors on the density structure and distributfotf ¥i throughout the ejecta. We
find a strong correlation between ejected mass and ligheadeeline rate, and consequently
56Ni mass, with ejected masses in our data ranging from 0.9341,4Most fast-declining
(SALT2 z; < —1) normal SNe la have significantly sub-Chandrasekhar ejectasses in
our fiducial analysis.

Key words. white dwarfs; supernovae: la

1 INTRODUCTION covery of the universe’s accelerated expanmm;
Perlmutteret all|1999)which has been measured in contemporary

Type la supernovae (SNe la) have been used for well over aldeca studies Wlth increasing precisigrickenet all2009] Kessleet al

as precision luminosity distance indicators, leading te ths- 2009]S 2011/ Suzuki 12012). SN la luminosities

can be measured to an accuracy~of).15 mag using correlations

between the luminosity, colour, and light curve wi

* Email: richard.scalzo@anu.edu.au
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(1996 Tripp 1998 Phillipet alll1999] Goldhabeet alll2001), and nebular phase 1 year after explosion, which limits the number of

many recent and ongoing studies have sought to further eeduc SNe on which this technique can be used.

this dispersion by looking for new correlations between &Nut [Stritzingeret all (2006) used SN la quasi-bolometric light
minosities and their spectroscopic propertie adiegl 2009; curves (Y BV RI) in early nebular phase (50-100 days after
\Wanget all2009] Folatelliet alll2010; Foley & Kaseh 2010). band maximum light) to estimate the ejected mass, as folltws

The spectra of SNe la show no hydrogen, no helium, and Mass of561\_Ii, the radioactive decay of whichovyers the near-
strong intermediate-mass element signatures; they agsajrun- mammum Ilght. curye of normal SNfe la, can be inferred from the
derstood to be thermonuclear explosions of carbon/oxygeitew boL%metr_lc luminosity at maximum !'QMSZ)' Theady
dwarfs in binary systems. The absence of a detectable shock®f ~ Co itself a decay producté_PNl, powers the post-maximum
breakout in the early light curve of the nearby SN la 2011fe light curve. At sufficiently late times, the shape of the toiric
(Nugentet all [2017:[Bloomet all [2012) provides direct evidence light curve is sensitive to the degree of tra_lpplng of gammes ra
that the progenitor primary must be a compact object such as affom *Co decay (Jeffety 1999); greater ejected masses provide
white dwarf. However, many variables remain which can affiee greater optical depth to Compton scattering, and henceshigh
explosion, including the evolutionary state of the whiteadfypro- minosity, for a given phase _an'ifN_i mass/ Scalzet all m
genitor's binary companion, the circumstellar environmére ex- 2012) refined this method by including more accurate nefaiied
plosion trigger, and the progress of nuclear burning in thece (NIR) corrections and a set of. prior constralr!ts on modgl in-
sion. The low luminosities, small radii, and relatively afeenvi- puts from contemporary explosion models, using it to estma
ronments of white dwarfs make SN la progenitor systems notor the masses of several candidate super-ChandrasekhaSesa;

H 0.27 H
ously hard to constrain. Uncovering the nature of SN la pnoge  they found ejected massesDB0 1,51 Mo for the superluminous

tor systems and explosions is therefore an interestingl@umzits SN la 2007if andl.7973:57 Mo for the spectroscopically 1991T-
own right. From a cosmological viewpoint, if two or more SN la  llkeé SNF 20080723-012, interpreting them as double-degeae
progenitor channels exist which have slightly differenaloéumi- EXpl?S"t’;‘s power?d enlt(lrely by ra(:rl]qactlv?hdzcay. o d i
nosities or luminosity standardization relations, andrthedative n the current work, we use this method as implemented in
rates evolve with redshift, the resulting shift in the maamihosity _m) on a set afiormal SNe la, attempting to quan-
could mimic a time-varying dark energy equation of st tify the distribution of progenitor mass scales in the canhtd dif-
m). ferent progenitor scenarios. Our supernova discoverigssample

selection, and the provenance of our data are describgl i@ur

" Thel t‘(’j"o main tcompeqng SN la_progenitor gcenariohs. 3¢ method for constructingull UBV RIY JHK (330023900 A)
€ single-degeneratscenario ), in whic bolometric light curves for 19 spectroscopically normaleSN,

a carbonjoxygen white dwarf slowly accretes mass from a non- (including NIR corrections for th& JH K flux which we do not

degenerate companion unti explodipg near the Chandrasekh observe), are presented 8. We briefly review the assumptions
mass, and thdouple-degeneratgcenarloL(lb_e_n_&lumlgd)LL,'_Lg_B4), of our ejected mass reconstruction methodfh and present the
in wh_lch two white dwarfs _colllde or merge. T_he cIaSS|_caI-f0r reconstructed masses for our 19 SNe. We also prejected mass
mulations of these scenarios assume .th? primary W.h'te dwarf and®®Ni mass reconstructions basedsymthetic observables from
must explode near the Chandrasekhar limit; however, irsthe a series of contemporary explosion modelsfBiwe examine cor-

Chandrartls_te kZar dfoublet-)detongtltzmnantl, 3 sgb;(;ha:jn(:rasi!(har-f relations betweeejected masand other quantities, such as photo-
:‘nass V‘f’ k: el' war g?n efma eto ei(pdof € );h eb' etonation o aspheric light curve fit parameters (decline rate and colandf®Ni
ayer of helium on its surface, accreted from the binary camp mass We summarize and concludea.

ion (Woosley & Weaver 1994: Simt all [2010;| Finket all [2010;
IKromeret all2010{ Simet alll2012). Distinguishing which of these
models accounts for the majority of spectroscopically fmal’
), hence cosmologically useful, SNe la has 2 OBSERVATIONS
been a very active subject of current research (for a reestaw

see[ Wang & Har 2012). Binary population synthesis models o . .
the Chandrasekhar-mass single-degenerate and doutdeatage  PerNova Integral Field Spectrograph (SNIES; Alderei@l2002;
channels often have trouble producing enough SNe la todepen ~ -anizetal 2004), built and operated by the SNfactory. SNIFS is

the observed rat@but seé Han & Podsiadlowski 2004: a fully integrated instrument optimized for automated obeton
) this is one of the main motivations for investigating sub- of point sources on a structured background over the fuli- opt

Chandrasekhar models (van Kerkwékall2010). cal window a.t moderate spectral rf.esolution.. It consists bigh-
throughput wide-band pure-lenslet integral field spectaph (IFS;

) The mass Pf the progenitor isa fgndamental ph.ysical yaariabl Baconet all[1995, 2000l 2001), a multifilter photometric channel
W'th power to differentiate between different progenltoenarlos. . to image the field surrounding the IFS for atmospheric tragsm
.Wh”e Chandras_ekhar-mass delayed detonations have mh' sion monitoring simultaneous with spectroscopy, and amia&q
ically favored, wgble super-Chandrasekhar-mass emiupath-. tion/guiding channel. The IFS possesses a fully filléd x 6”4
\(/jvays and ex‘?los;lon n;odil.sHhavlt_a bfzg 1proggséedf for L;):(hl_smgle spectroscopic field of view (FOV) subdivided into a gridléfx 15
-Zgglynerag q usgl Ln ac v 20'1 tezz(i)nci 20”2 spatial elements (spaxels), a dual-channel spectrograpéring

2) an ouble-degenéraie _{(-a ha ’ ) 3200-5200A and 5100-1000®& simultaneously, and an internal
SN la progenitors, and sub-Chandrasekhar-mass modelseuaist
essarily involve a different explosion trigger than anytadge. The
white dwarf progenitor is totally disrupted in theoreticabdels
of normal SNe la, although a bound remnant may remain in some
models which try to reproduce underluminous, peculiar s/such
as SN 2002cx (Kromeet all[2013). For normal SNe Ia, then, mea-
suring the progenitor mass reduces to measuring the ejptwsd.
Nebular-phase spectra can be used to estimate the masshof iro Thirteen of the SNe studied in this paper are among the 400&Ne
peak elements in the ejecta (e.g. Mazehla @), but only the discovered in the SNfactory SN la search, carried out bet2665
closest SNe la are bright enough to yield high-quality seit and 2008 with the QUEST-II Cameriml@) mounted

¢ All supernova observations in this paper were obtained thigSu-

calibration unit (continuum and arc lamps). SNIFS is camntimsly
mounted on the south bent Cassegrain port of the UH 2.2-meter
telescope (Mauna Kea) and is operated remotely.

2.1 Discovery

(© 0000 RAS, MNRASD00, 000—-000



on the Samuel Oschin 1.2-m Schmidt telescope at Palomar-Obse
vatory (“Palomar/QUEST"). QUEST-II observations weregakn

a broad RG-610 filter with appreciable transmission from0610
10000A, covering the JohnsoR and bandpasses. Upon discov-

SN la Ejected Masses from SNfactory3

SN la Hubble diagram cosmology, which does not require late-
time observations except for host galaxy subtraction, fé&fag-
tory SNe la have light curve coverage at later phases thaut &80
days pastB-band maximum light. After this cut, we have 23 SNe

ery, candidate SNe were spectroscopically screened using SNIFS remaining.

Our normal criteria for continuing spectrophotometriddal-up of

We cut an additional 3 SNe la for which the flux calibration

SNe la with SNIFS were that the spectroscopic phase be at-or be was too uncertain due to poor observing conditions durine- la

fore maximum light, as estimated using a template-matcbaup
similar e.g. to SUPERFI), and that the redshift
be in the rang®.03 < z < 0.08.

We also include six SNe from other searches which have ex-
tensive coverage with SNIFS from maximum light to 40 days or
more after maximum light: PTF09dIc and PTF09
2009)and SN 2011fd (Nugert alll2011), discovered by the Palo-
mar Transient Factory (PTF); SN 2005el (Madisgimll2005) and
SN 2008ec), discovered by the Lick Observatory

Supernova Search (LOSS); and SN 2007cq (Orff & Neliton|2007),
discovered by T. Orff and J. Newton.

2.2 Follow-up Observations and Reduction

The SNIFS spectrophotometric data reduction pipeline e b
described in previous papers_(Baaetrall [2001;| Alderinget all
[2006:| Scalzet all[2010; Butoret all 2013). We subtract the host
galaxy light in both spatial directions using the methodglale-
scribed ir_Bongaret all (2011), which uses SNIFS IFS exposures
of the host taken after each SN has faded away.

The photometry used for the modeling in this paper was syn-
thesized from SNIFS flux-calibrated rest-frame spectrarected
for Galactic dust extinction using (B — V') from
(1998) and the extinction law bf Cardedit all (1988) withRy =
3.1. Redshifts were obtained from host galaxy spectra as destri

in/Childresset all (2013)

2.3 Sample Selection

The supernovae we chose to study in this paper were seleoted f
the currently processed sample of 147 SNe la followed spelot-
tometrically with SNIFS, as follows.

To include a SN in our sample, we require that itdmectro-
scopically typed via SNID.(Blondin & Tonry 2007) as “la-notm
using a spectrum at or before maximum ligahd that it is not
obviously highly reddenedThis removes the highly reddened
SNF 20080720-001, as well as SN 2007if and spectroscopicall
1991T-like events (Scalzet all[2010) 20122). We include the pecu-
liar SNe la fro ), as well as a single 1999aa-
like event (SNF 20070506-006), in some of our plots for Visua
comparison, but exclude them from discussion of the distidin
of properties of normal events.

We also require full 3300-8808 wavelength coverage with
SNIFS for epochs near maximum light and at sufficiently |dtage
to determine the bolometric luminosity at maximum and astiea
40 days afteiB-band maximum light. By performing repeated fits
of several of our SNe with different scaling factors for tlagel
time error bars, we assessed how the precision and accurdey o
fit depend on the combined precision of the late-time lightveu
data points (seg4. 7). We found that a total exposure with stacked
signal-to-noise greater than 15 (or a single point withreloer less
than 0.06 mag) at rest-framB-band phases past +40 days was
required in order to accurately constrain the ejected mblss
limit was insensitive to the number or relative phases dftlurve

time observations, introducing large systematic flucturetiinto
their light curves. We were able to identify these pointsh®ylarge
residuals of the corresponding SNIFS data cubes from a nudel
the host galaxy plus point source at that epoch produced dy th
method of Bongaret all (2011). The quality of these light curves
should improve with planned processing improvements, lautios
not include these SNe in the present sample.

Finally, we remove the very nearby supernova SN 2009ig
(z = 0.0087), for which a reasonable assumption for the random
peculiar motion of 30&m s~ * leads to a large (0.25 mag) error on
the distance modulus, but for which the only independerntdese
measurement is a highly uncertain (0.4 mag) Tully-Fishstadice
modulus. This large uncertainty glistance produces a large cor-
responding uncertainty in luminosity, and heri€&li mass, which
makes it impossible to determine the characteristics of G08R)
with reasonable precision. Our final sample therefore dosth9
SNe la.

3 ANALYSIS

In this section we discuss the construction of bolometrihtli
curves from SNfactory spectrophotometry. We use Gaussian p
cess regression extensively as a convenient interpoleaimique

for our data, which we describe in more detail in Apperdix A,
for a more comprehensive introduction, see Rasmussen &avii
M). We describe here how we characterize the synthetadlb
band light curves of our SNe la and estimate host galaxy &tiim
(433); how we estimate the flux at NIR wavelengths unobserved
by SNIFS in§3:2; and how we integrate the flux density over wave-
length and produce final bolometric light curvesii3.

3.1 Light CurveCharacteristics and Extinction

We synthesizedulti-band photometry from SNIFS flux-calibrated
spectra in wavelength regions corresponding approximate|
BessellB, V, andR (se), and these light curves
were fit using SALT2|(Guyet all 2007,12010). The light curve
shape parameter; and colourc are listed in Tablg]l1l. The SN host
galaxy redshifts, listed in the same table, are f

).

As in[Scalzoet all ), we estimate host galaxy extinction
in two different ways. First, we fit thé& — 1/ colour behavior of
each SN to the Lira relation (Phillige all [1999;! Folatelliet all
), since we have at least one observation later fhdoand
phase +30 days for each SN. Additionally, we search for Nab-
sorption at the redshift of the host galaxy for each SN. Wéoper
ax? fitto the Nai D line profile, modeled as two separate Gaussian
lines with full width at half maximum equal to the SNIFS instr
mental resolution of &, to all SNIFS spectra of each SN. In the fit,
the equivalent widttEW (Na 1 D) of the Nai D line is constrained
to be non-negative. We convert these to estimatds(@ — V') nost
using the relation of Poznanséi all (2012), which we find cor-
responds roughly to the shallow-slope (0.16 rﬁa@l) relation of

M) for low equivalent width, but which produces

points.Abovethis target signal-to-noise our ejected mass estimates less tension with the Lira relation and the fitted SALT2 cofoaf

are systematics-dominated, mostly by nuisance parameters
which we marginalize in our analysis; beneath it, our fitsdlyp
lose constraining power. Since SNfactory’s main scienca ¢o

(© 0000 RAS, MNRASD00, 000-000

our SNe forEW (Na1 D) > 1.0 A. To increase the precision of
our final reddening estimates, we combine information abost
galaxy extinction fromEW (Na 1 D) and from the Lira relation.
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Table 1. SALT2 light curve fit inputs and fit results

SN Name Zhelio ZCMB E(B — V)MW MJD(Bmax) M%,max SALT2 z1 SALT2 ¢
(mag) (days) (mag)
SNfactory-Discovered Supernovae
SNF 20060907-000 0.05731 0.05624 0.152 53993.7 —19.44+0.04 —-0.70+£0.18 —0.122+0.015
SNF 20061020-000 0.03841  0.03723 0.031 54035.8 —18.82+0.06 —1.744+0.25 0.079 4 0.029
SNF 20070506-006  0.03491  0.03554 0.046 54243.6 —19.48 +0.05 1.06 +£0.14 0.049 £+ 0.017
SNF 20070701-005 0.06958  0.06832 0.031 54283.6 —19.43 +0.04 —0.38+0.14 0.082 £+ 0.013
SNF 20070810-004 0.08394  0.08268 0.040 54331.2 —19.17+0.02 —0.32+0.12 0.056 +0.011
SNF 20070817-003 0.06400 0.06299 0.032 54336.9 —18.95+0.04 —1.234+0.16 —0.014 +0.015
SNF 20070902-018 0.06908 0.06799 0.036 54351.8 —18.80 £0.03 —0.85+0.12 —0.232 +£0.033
SNF 20080522-011 0.03789  0.03846 0.043 54616.7 —19.48 + 0.05 0.69 £0.20 —0.006 £+ 0.016
SNF 20080620-000 0.03307  0.03332 0.067 54641.3 —18.83+0.06 —1.04+0.18 0.118 £0.018
SNF 20080717-000 0.05937  0.05817 0.053 54672.6 —18.56 + 0.03 0.87 +0.15 0.242 £ 0.013
SNF 20080803-000 0.05706  0.05706 0.073 54690.5 —18.82 + 0.04 0.26 £0.15 0.200 £+ 0.014
SNF 20080913-031 0.05485  0.05395 0.081 547325 —19.12+0.04 —0.14 +0.23 0.053 £ 0.016
SNF 20080918-004 0.05100  0.04990 0.042 547345 —1895+0.05 —1.83+0.29 —0.021 £0.024
Externally Discovered Supernovae Observed by SNfactory
SN2005el 0.01491  0.01490 0.114 53646.6 —19.36 +0.13 —2.20+0.18 —0.140 £ 0.031
SN2007cq 0.02578  0.02456 0.110 54280.8 —19.39 £0.08 —0.72+0.18 0.005 £+ 0.019
SN2008ec 0.01632  0.01507 0.069 54673.9 —18.60+0.13 —1.614+0.17 0.212 +0.023
SN2011fe 0.00080 0.00080 0.009 55814.5 —19.10+0.12 —0.214+0.07 —0.066 4+ 0.021
PTF09dIc 0.06750 0.06628 0.054 55075.2 —19.31+£0.03 —0.10+£0.11 —0.007 £ 0.010
PTFO09dnl 0.02310 0.02297 0.043 55075.0 —19.13 £0.09 0.62+0.14 0.146 £+ 0.013

@ Includes error in distance modulus, measured either froist axccurate available independent distance or (for Hutile SNe) by using the\CDM
luminosity distancef@x = 0.72, Qi = 0.00, Hy = 72 km s~! Mpc—1!) and assuming a 300 knT$ random peculiar velocity error.

0.4 T T T T T 0.4
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= 02F Ho.2
£ T 1 .o
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Figure 1. E(B — V) as derived from the Lira relation (filled circles) or
the SALT2c parameter (open diamonds) as fit from SNIFS spectropho-
tometry, vs.E(B — V') as derived from the equivalent width of NeD
absorption it all [2012, filled circles). The dotted line shows
E(B - V)Lira = (B - V)Na I1D-

The best-fitting Lira excesses, values 6tV (Na | D), and final
derived constraints on the host galaxy reddening are list&-

ble[2.

Since the Lira relation uses the same late-time data as our

mass reconstruction analysis, it can serve as a separass-con
tency check on our data quality. If supernovahas a Lira ex-
cess inconsistent with the extinction implied by NaD ab-
sorption, this could signal a problem with the late time data
(e.g., residual host galaxy contamination). Fidure 1 plata ex-
cess against reddening derived fraffiV (Na1 D) and against
SALT2 c¢. SNF 20070902-018 shows up as an outlier with
E(B — V)Lira = —0.14 £ 0.08 mag in rough agreement with
c=—0.23+0.03, but (B — V)na 1 p = 0.1179 {4 mag Since
E(B —V)na 1 p is different from zero at less than 95% confi-

dence, SNF 20070902-018 could simply have scattered lethen
diagram, or could have NiaD absorption not associated with dust
extinction. For the other SNe, the two reddening estimates a
consistent with each other within the errors, given the wuttisl
spread of the extinction relationsost of our sample shows ev-
idencefor little or no host galaxy extinction. Theeddening esti-
mates also track SALT2within the uncertainties.

3.2 Near-Infrared Corrections

Since SNIFS observes only wavelengths from 3300-9¥0bme
fraction of the bolometric flux at near-infrared wavelerstill be

lost. We correct for this fraction using mean time-dependen-

rections derived from near-infrarédJ H K photometry of normal
SNe la from the Carnegie Supernova Project (

[2010; Stritzingeet alll2011).

We start with the 67 SNe la published in CSP DR2
(Stritzingeret alll2011). To minimize the impact of dust extinction,
we remove 16 SNe that have SALE2> 0.15 and are therefore
likely to suffer significant host reddening (including thighily ex-
tinguished SN 2006X). We also remove two superluminous SiNe |
SN 2007if (Scalzet all 2010; Yuaret all 2010) and SN 2009dc
(Silvermanet alll2011; Taubenbergest all2011).

For the remaining 49 CSP SNe la, we perfa@aussian pro-
cess (GPYegression to predict th® JH K magnitudes between
rest-frameB-band phases{14 d, +-70 d). The GP regression fiv
all NIR observations of these CSP supernagaben useas a tem-
plateto predict theY JH K magnitudes for the SNfactory sample.
Before fitting, the CSP light curve in each bap& {Y, J, H, K}
is normalized to thé-band flux at first maximumiyax, SO that the
quantity predicted by the fit i§nax — m;. To recover the expected
NIR magnitudes for a SNfactory SN, we measurgex and apply
the measured value to the GP predictions. Normalizing tHe NI
correction relative ta-band, which suffers less extinction tha&h

(© 0000 RAS, MNRASD00, 000—-000



Table 2. Host reddening measures

SN la Ejected Masses from SNfactory5

SN Name EW(I\la ID)* EB-V)4. p EB- V)lﬁira E(B = Vjoint
A (mag) (mag) (mag)
SNfactory-Discovered Supernovae
SNF20060907-000 <0.23 <0.03  —0.51£0.08 0.02179-00
SNF20061020-000 <0.34 <0.04  —0.01+0.08 0.02+561
SNF20070506-006 <0.17 <0.03 0.09 £ 0.08 0.0179-97
SNF20070701-005 0.7070 15 0.09%007 0.07 & 0.08 0.08%0 02
SNF20070810-004 <0.11 <0.02 0.14 £ 0.08 0.0070-00
SNF20070817-003 <0.30 <0.03  —0.13£0.08 0.0179-00
SNF20070902-018 0.77179 33 0117006 —0.14£0.08 0.0470 03
SNF20080522-011 <0.11 <0.02 0.03 £ 0.08 0.0079:08
SNF20080620-000 <0.19 <0.03  —0.05+0.10 0.01%961
SNF20080717-000 1137013 0.307017 0.27 + 0.08 0.26170-0%
SNF20080803-000 0.9270 1% 0.177005 0.12 £ 0.09 0.157005
SNF20080913-031 <0.17 <0.02  —0.01+0.08 0.001058
SNF20080918-004 <0.16 <0.02 0.03 £ 0.08 0.0079-08

Externally Discovered Supernovae Observed by SNfactory

SN 2005el 0.11750:03 0.027991  —0.10+0.08 0.02+9:01
SN 2007¢q < 0.08 < 0.02 0.03 +0.08 0.007055
SN 2008ec 057003 0.0675:91 0.18 4 0.08 0.070:02
SN 2011fe <0.16 <0.02 0.00 £ 0.08 0.0079-00
PTF09dIc <0.15 <0.02  —0.0340.08 0.00%008
PTFO9dn 0.101052 0.02+961 0.13 4 0.08 0.02+061

—0.02

—0.01 —0.01

@ Listed error bars are 68% CL15") errors. When the NaD line was not detected at greater than(95% CL), upper limits oW (Na | D) and

E(B —V)nq 1 p are 95% CL.

b Errors dominated by systematic scatter around the LirgioeldFolatelli et all2010).

or the totalU BV RI quasi-bolometric flux, results in a lower sys-
tematic error on the NIR correction than if we normalizeadtead
to the B-band flux or the quasi-bolometri¢ BV RI flux. The GP
regression fit in each band is shown in Figlre 2; further teta
the GP training, e.g. the covariance function, can be foandip-
pendix(A2.

To generate a bolometric light curve from SNIFS spectropho-
tometry, we start with rest-frame, flux-calibrated SNIF®&pa
which have been corrected for Milky Way dust extinction gsiine
Schlegekt all (1998) dust maps and|a_Cardedtiall (1988) red-
dening law withRy = 3.1. We first synthesize the rest-frame
band light curve of the SN and use GP regression to fit the light
curve near maximum light, measuring.x. For each SNIFS spec-
trum, we predicty’ JH K apparent magnitudes using the GP re-
gression model with paramete(s:, ¢, imax) @s input. We convert
each predicted magnitude; to a monochromatic flux densitf ,
at the central wavelength of CSP band

J ST (A) dA
J Ti(X) dA

where S()) is the SED ofa Lyr (Bohlin & Gilliland 2004), with
magnitudems,; in bandj with transmissioriZ’;(\). We then in-
terpolate linearly between these flux densities to produtmva
resolution SED, which extends the SNIFS SED at wavelengiths r
der than 880QA rest-frame. We integrate the resulting SED from
3300-2390A to produce a bolometric flux at each phase.

The predicted fraction of bolometric flux redward of 8880
as a function of rest-framB-band phase for the SNfactory SNe is
presented in Figurlgl 3. While under 10% near maximum liglat, th

f>\ o 1070A4(mj —mg, ;)
J

@)

0.4

0.3

0.2

0.1

Fraction of UBVRiYJHK Flux In YIJHK

0 | |
20 40 60
Rest-Frame Days Since B Maximum

80

Figure 3. NIR correction for unobserved flux in the wavelength range
8800—2390QA for the SNfactory SNe la, before correcting for host galaxy
extinction. Three ranges in the light curve width parametgrare shown
here: fast-declininga{; < —1, small magenta); average-{ < z1 < 1,
purple); and slow-declining; > 1, large maroon).

3.3 Final Bolometric Light Curves

For each SN in our sample, we generate a series of bolomigtuic |
curves corresponding to different assumptions about halsixg
reddening. Using a Cardelli extinction law wifRy, = 3.1 and

fraction grows to about 30% near the NIR second maximum, and assumed values af(B — V)ost in 0.01 mag steps from zero

then slowly declines. The fraction is decline-rate depathdand
not negligible at late phases.

(© 0000 RAS, MNRASD00, 000-000

to 0.40 mag, we de-redden the SNIFS spectra before perfgrmin
the integration and NIR correction mentionedi®id. The ejected
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Figure 2. Gaussian process regression modeling Yof H K’ magnitudes of normal SNe la from the Carnegie Supernovaeétréfolatelliet all [2010;
m). Bands showrk” (upper left),J (upper right),H (lower left), andK (lower right). Sections of the GP posterior in rangescpfare
also shown for each band, along with the CSP data poirs< z1 < —1 (yellow), —1 < z; < 0(red),0 < z1 < +1 (brown),+1 < z1 < +2 (black).

maximum flux to constrain th&’ Ni mass in our reconstruction.
Figure[4 shows a histogram of the dates of bolometric max-
10 . | . | . | . imum light, relative to the respective dates &F-band max-
imum light from the SALT2 fit, for the SNe in our sam-
ple. Four of our SNe (SNF 20061020-000, SNF 20070817-003,

8 77 7] SNF 20080522-011, and SNF 20080620-000) have poor con-
r 1 straints on the date of bolometric maximum light from the GP fi
6 - due to broad-topped light curves or too few early points \fath

wavelength coverage; however, their datesBeband maximum
light are well-constrained via SALT2, using informatioorin mul-
ar 7 ] tiple bands. For these SNe, we fix the date of bolometric maxim
7 ] light to equal B-band maximum minus 1 day. (The mean of the
2+ 7 . distribution is—1.1 days; the median is0.9 days.)
i We use independent Cepheid distance estimates to deter-

‘ 7 . ‘ . ‘ mine the distance moduli when they are available (SN 2005el,
4 -2 0 2 4 SN 2008ec, SN 2011fe). For the other SNe, we derive a dis-

Unax,bolo™ tmaxg (42YS) tance modulus for each SN from its CMB-centric host galaxi re
shift assuming a\CDM cosmology m = 0.28, Qa = 0.72,
Ho = 72km s~ Mpc™1). The resulting absolute bolometric light
curves are the input to our mass reconstructioggin

=]

Figure 4. Difference between dates of bolometric maximum d@band
maximum for 19 SNe la in our sample.

mass reconstruction (sgd) marginalizes (integrates) the posterior 4 MODELING
probability over values of the host galaxy reddening subjea For reconstruction of°Ni masses and ejected masses of the SNfac-
Gaussian prior given by the constraints in Tdble 2. tory SNe la, we use a new implementation of the Markov chain

To ensure that all light curves in our sample have coverage at Monte Carlo code featured [n_Scaleball d@), to which we
epochs appropriate for our modeling, we use a GP regression fi  refer the interested reader for a more detailed discussidheo
the bolometric flux to extract the date of bolometric maximlight physics involved. We summarize the overall method brieflsehe
and the maximum bolometric flux. We use the fitted bolometric in §4.1, and describe our fiducial set of priors§hd. We test the
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code on a suite of contemporary SN la explosion modefdid and
discuss features of the dependence of the bolometric lighecon
the physical parameters of the systemd#hd, before discussing
application of the method to SNfactory observations in eghent
subsections.

4.1 TheReconstruction Method

Our reconstruction code calculates the late-time bolaméght
curve in the optically thin limit of Compton scattering ofrgema
rays from®Co decay. The code fits two parameterSSai mass
Mseq; and a fiducial time, at which the optical depth to Compton
scattering equals unity, using Arnett's ru9821)1 the
analytic treatment Mrm%). TRENi mass is calculated
via

Lbol,max
aS(trpor)

where Liol,max IS the maximum bolometric luminosityz o is
the rise time to bolometric maximuri(t) is the instantaneous rate
of radioactive energy release from tFf&Ni decay chain at time
since explosion, and is a model-dependent dimensionless num-
ber of order unity related to the diffusion time of radiatitmough
the ejecta at early times. The transparency timat late times is
calculated from

Loai(t) = [1 - e*“/to)”} S0 + St (1)

Msen; = 2)

®)

where we have now spl(¢) = S, (t) + S.+ (¢) into the radioac-
tive energy release from gamma rays, some of which will escap
the ejecta, and from positrons, which we treat as fully temppt
this stage of evolution of the expanding SN remnant (120 days
after explosion). Note that does not appear in the late-time ex-
pression; it includes reprocessing of radiation at gamayaand at
optical wavelengths, but at late times trapping of optiediation is
much reduced and changes in gamma-ray transparency aaeenco
in to.

To first order, thenMssy; controls the overall level of ra-
dioactivity and determines the overall flux scale of thetiglrve,
while to controls the rate at which the radiation escapes from the
ejecta and hence the shape of the light curve. We then mag thes
two numbers,Mssy; and to, to a total ejected masad/.; using
a Monte Carlo Markov chain (MCMC). The configuration of the
model system is described by a total mads;, a velocity scale
UKE, a central density., a compositior( fre, fsoni, fsi, fco), and
nuisance paramete(&, axi, tr o1, (B — V)nost) Subject to the
following prior constraints:

(i) the density structure is a spherically symmetric fuoictof
velocity p(v/vkr);

(ii) the value ofvkg is set, for a given composition, via con-
servation of energy, by constraining the kinetic enefgy =
LM v%y to be the difference between the nuclear enefy
(Maeda & Iwamoto 2009) released in the explosion and the-bind
ing energyE¢ of a white dwarf of mass\/.; and central density
Pe;

(iif) we use the binding energy formula er

(2005), which has been used elsewhere to account for the an-

gular momentum of rotating super-Chandrasekhar-massewhit

dwarfs (Howellet all 12006:; |Jeffery, Branch, & Barbn_2006;
Maeda & Iwamotol 2009} Scalzet all [2010,2012), and which
reduces to the usual non-rotating formula for sub-Charedttze -
mass white dwarfs;

(iv) the ration = Mseyn;/(Msen; + MFC; of ®°Ni to overall
iron-peak element yield is a function @f. 2010,

[2012] Seitenzalet all2011), with higher central densities resulting

(© 0000 RAS, MNRASD00, 000-000
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in more neutronization and a higher fraction of stable ipaak
elements;

(v) mixing of 5°Ni through the ejecta is set by a mixing
parameterassy; 6) which describes the scale over
which mixing takes place in enclosed mass coordinaiés)
Mcgl fov 47v® p(v) do.

The ejected mass itself satisfies

4)

(vketo)®,

' 4
C K@
wherex, is the effective opacity of the ejecta to Compton scatter-
ing, andQ is a form factor describing th& Ni-weighted Comp-
ton scattering optical depth for the given density profild ejecta
composition, similar taz in ). For a density profile
with an exponential dependence on velocity, the case tteate
plicitly in Deffery (1999)and inl Stritzingeet all (2006) Q = 64.

We populate a look-up table f@p as a function of the ejecta com-
position by numerically evaluating the necessary integnaing the
VEGAS algorithm Lepage (1978), aslin Scakall (2012).

We use the parallel-tempereMCMC sampler entee
(Foreman-Mackeet all2013), which simultaneously runs several
ensembles of “walkers” with different step sizes (“temperes”)
and shares information between them. This method is apptepr
for likelihood surfaces with multiple maxima, which may beet
case for our problem — for example, a fast-declining lightveu
could in principle be described by a loi,; solution with a®*Ni
distribution strongly concentrated at the centre, or byghii/e;
solution in which the®®Ni lies closer to the surface. We verify
that convergence has been reached by comparing runs afediffe
lengths. In general we find a “burn-in” period of 1500 iteoas,
which are then discarded, suffices to remove dependenceeon th
initial conditions. Our results are then obtained by santpfor an
additional1500 x k iterations, recording everth iteration where
k is the autocorrelation time in iterations of the chain. Ouoelffi
probability distributions contain abowt x 10° samples over all
parameter configurations for each SN.

4.2 Fiducial Priorsfor Normal SNela

Although the capabilities of the modeling code as used is pla-
per are the same as ), we use a set of pri-
ors more appropriate for normal SNe la, rather than 19%eTdr
super-Chandrasekhar SNe la. We describe these assuniptians

Consistent with our previous work (Scaleball2010/2012),
we adopt the priots, = 0.025 cn? g~ ! ;

), as appropriate for the case of Compton-tjeicta

This number allows us to accurately convert from a measuoed ¢
umn density for Compton scattering to the mass of ejectat bfos
our other priors below are targeted at making a reasonaladssgu
about thedistribution of ®°Ni in the ejecta, which will affect our
results through the form fact@p.

While « = 1.2 is a common choice when derivint/se y;
for SNe la (Nugenet all [1995; [ Jeffery, Branch, & Barbh 2006;
Howell et all [2006,/ 2009), there is some uncertainty in its true
value. The self-consistent, albeit simple, mode)
accounts for radiation trapping and hasvery close to 1.0. The
models ofl Hoflich & Khohkloyv [(1996) cover the range 0.8-1.6
with a mean of 1.0 and a standard deviation of 0.2. Some other
analyses also fixe = 1.0 explicitly (e.g.[Stritzingeet all [2006;
). For compatibility with a broad range of ex-
plosion scenarios, we choose= 1.2 + 0.2 for our fiducial anal-
ysis. However, we also rureconstructionsvith fixed o = 1.0, for
comparison with some of the previous literature, and tovese
how much of our final error budget results from uncertaintghie
true value ofw as derived from full simulations.
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The rise time and3-band decline rate of normal SNe la are
strongly correlated (Ganeshalingamalll2011), and since the date
of bolometric maximum is strongly tied to that &f-band maxi-
mum, we use this information to estimate the bolometrictirpe

©)

by extracting the date,ax,bol @aNAtmax, 5 OFf Maximum light of
the bolometric and3-band light curves from the respective GP fits
to those light curves. We estimate theband rise time via the re-
lation

tR,bol - tR,B + (tmax,bol - tmax,B)

tr,g = 17.5 — 5(Amis,p — 1.1) days (6)

which covers thé r s vs. Am;s g locus ofl Ganeshalingaet all
); we assign a relatively conservative errof-@fdays to this
estimate. We find that bolometric maximum light preceBeband
maximum light by about 1 day oan average for the SNe in our
sample, so our prior otk g translates tdr o1 = 16.5+2 days in
practice for a typical SN la witi\m 5 5 = 1.1 (SALT2 z; = 0).
For those SNe for whichB-band maximum was fixed and not
directly observed, we increase the uncertainty in the iise to
+3 days (the spread from Figure 4).

The central density. of the progenitor at the time of explo-
sion influences our results through the binding energy ¢tiffg the
kinetic energy of the ejecta) and through neutronizatidfe¢éng
the mass fraction of stable iron-peak eleme
M) investigate the criteria for the formation of a deitdon, and
find that they may occur at densities as lovdas 0° g cm2, while
the lowest-mass white dwarf considered in Fetlall ) had a
central density ofl.4 x 107 g cm~3. At densities ofl0'° g cm ™3
or higher, accretion-induced collapse (AIC) to a neutrar $
more likely than a SN la explosion (Nomoto & Komido 1991). How-
ever, recent studies investigating the extent of neutadiuia in de-
layed detonation simulations of SN la explosio
[2010, 2012; Seitenzakt alll2011), which inform our neutroniza-
tion prior (see below), do not consider > 5 x 10° g cm 3. We
therefore requir€.0 < log,, p. < 9.7, while acknowledging that
solutions with central densities outside this range caulatinciple
exist and produce normal SNe la.

Since neutronization in the explosion may affect the distri
bution of °Ni in the ejecta and hence the value @f it is im-
portant for our purposes to account for it some
(2010) and Kruegeet all (2012) use suites of 2-D simulations to
explicitly constrain the dependence ofssy; and Mr. ONn pe.
[Seitenzahet all (2011) use a smaller suite of 3-D simulations to
address the same question, with slightly larger scatteflé/tiney
disagree on how the overall iron-peak element yield variéls .,
the two sets of models show similar mean behavioy(f.) within
the scatter. We therefore adopt the Gaussian prior

17 =0.95 — 0.05 p¢,9 + 0.03 max(1, pe,9),
3

@)

with pe.9 = p./10° g cm?, which should be consistent with both
sets of simulations; as specified above, we rely on the lusitiyno
of each SN to constrain the actual valueldts ;. This is slightly
different than the prior used (2012) which was in-
formed only by the results of Krueget all (2010).

In/Scalzoet all ), we allowed our composition structure
to have central concentrations of stable iron-peak elesnenten-
tral deficits of>*Ni, for explosions of progenitors with high cen-
tral density, as expected in some 1-D delayed detonatiorelmod

sulting composition structure is consistent with an appnaely
constant ratio of°Ni to stable iron-peak elements throughout the
ejecta. Under this (reasonable) assumption, we find thatepen-
dence of on the stable iron-peak content of the ejecta is much re-
duced, leading to tighter constraints on the ejected massh/e-
fore choose a case with no centtéiNi hole as our fiducial analysis.
For completeness, however, we shall also explore the irfieha
56Ni hole. Some 3-D models, such as the violent double-degenerat
mergers ), show®Ni holes due simply to the
dynamics of the merger and not due to neutronization.

We choosein; = 0.2, typical of the “moderate mixing” case
shown i6). We expect that this value will repoedihe
near-infrared light curves of the typical normal SN la, wito dis-
tinct maxima, better than the “enhanced mixing” case = 0.5,
which results in a strongly suppressed second maximumalpfc
overluminous supernovae such as the super-Chandraselesar-
candidates presented|in Scatall (2012). While there may be
some variation in the true value af; throughout the population,
we useun; = 0.2 as a representative value. In future investigations
the morphology of the near-infrared light curve could impiple
be used to constraidy;.

While it may be tempting to try to constrairkg by using
Si 1l information near maximum light, we choose not to do so
here. In Scalzet all (2010) and Scalzet all (2012), we used Si
absorption minimum velocities near maximum light to coaistr
the mass of the reverse-shock shell iftamped-detonatidnsce-
nariothgkhIgv et all|1993; Hoflich & Khohklol/ 1396), in which
the supernova ejecta interact with a dense carbon/oxygexiogre
characteristic of double-degenerate mergeétswever, the pres-
ence of the shell immediately implied that the photosphegioc-
ity matched the velocity of the disturbed outer ejecta, aad ho
bearing on the kinetic energy scale of the bulk ejecta méstaat
for the gamma-ray transparency measurement of the ejecsd. m
Even for SNe with smoother density structures, a variety esf v
locities and velocity gradients may be possible (e.g 5
mma) While comparison to detailed radiation fmnnod-
els could provide constraints ankr from photospheric veloci-
ties, it is beyond the capacity of our current semi-analtat-
ment. However, our model self-consistently predigts as a func-
tion of mass, central density, and composition. We typjcalitain
vke ~ 10500 km s~!, a plausible value for SNe la.

We limit the mass of unburned carbon and oxygen
Mco/M.; < 0.05, since carbon is rarely seen in SNe la except in
spectra taken a week or more before maximum ligh E
[2007,1 20111 | Folatelet all [2011). This results in a constralnt on
vke and rules out models with large amounts of unburned carbon
and oxygen but no intermediate-mass elements. While wehise t
constraint in our fiducial analysis, we will also presentiteswith-
out this constraint later.

Finally, the choice of density profile also affects the in-
ferred mass througl®), and this choice can be informed only
by hydrodynamic simulations of SN explosions. We consider
two possible density profiles. An exponential density peofil
p(v) o exp(—v12v/vke) (‘exp”) is a good description of
many 1-D explosion models (Nomoét all 11984 Khokhlovet all
11993; [Hoflich & KhohkloV [ 1996;[ Blondiret all [2013h) and a

mathematically convenient assumption in previous SN lakwor

(Jeffery [1999;| Stritzingeet all 2006; [ Jeffery, Branch, & Barbn

(Khokhlov et all [1993;Hoflich & Khohklob[ 1996/ Blondiret all
). Recent multi-dimensional simulations of delayetbaa-
tions (Kruegeet all [2012;| Seitenzalt all 2013), on the other
hand, find no evidence for such cenftaNi deficits: during the de-
flagration phase, plumes of hot iron-peak ash rise througkjdtta
rather than remaining centrally concentrated, a behavccan-

not take place in 1-D hydrodynamic models. On average, the re

[2006; | Kasen 2006). For consistency with this prior work we
use an exponential density profile in our fiducial analysiewH
ever, our framework is flexible and allows for arbitrary dégns
profiles, so here we also considgfv) o [1 + (v/vkge)?] >
(“pow3x3”), which reduces to a power law ? at large velocities.
The “pow3x3” profile was chosen specifically to provide a stru
ture representative of the 3-D explosion models discussé€d.g

(© 0000 RAS, MNRASD00, 000—-000
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Figure 5. The “exp” and “pow3x3” density profiles, along with the
angle-averaged density profilegv) for three 3-D explosion models:

N100 [2013), 11+09[(Pakmaet all 2012), and Det.10

(Ruiter et alll2013).

below. A visual comparison of the density profiles of repntéae
tive explosion models with our density profiles of choicehis\gn
in Figure[®. We could also consider highly disturbed dengity
files appropriate to tamped detonations or pulsating delales-
onations [(Khokhlowet all [1993; Hoflich & Khohklow 1996), as in
our previous work on candidate super-Chandrasekhar-néssesS
(Scalzoet all[2010) 2012). However, the late-time bolometric light
curve is sensitive mainly to the overall column density presd to
outbound®®*Co gamma rays (i.e., o). A density enhancement
due to a shock in the outer layers will not influer@eas long as it
does not extend into tHENi-rich inner ejecta.

The results of the mass reconstruction for our fiducial analy
sis are shown in Tabld 3. Since the probability distributiofithe
tabulated quantities are significantly non-Gaussian, dsgnimet-
ric) error bars we quote bound the 68% confidence region. ¥¢e al
tabulate the probability?(> Mcy) that the SN's mass exceeds
1.4 Mg, very high or low values of which indicate significant de-
viation from a Chandrasekhar-mass explosion.

4.3 Reconstruction of Simulated Light Curves

As a test of the code, we have run our reconstructiotheon a set

of simulated bolometric light curvesf numerical explosion mod-
els generated with the Monte Carlo radiation transfer coR& 1S
(Kromer & Sini[2009). The models span a range of masses from
1.06 M to 1.95 M and different explosion mechanisms, and
provide synthetic observables from well before bolometnigxi-
mum to about 75 days after bolometric maximum. We assign an
error of 0.03 mag to each point, although the actual lightesir
have much lower statistical noise; this represents apprately
what our method could achieve in the limit of very high signal
to-noise. The models were reconstructed in a blind analysisg

the same input assumptions as our fiducial analysis (“RumA’ i
§4.7) on the SNfactory sample, with the model identities and t
ejected masses afitiNi masses unknown until the reconstruction
had been performed.

The results of the reconstruction are shown in Téble 4, along
with the unblinded model identities and references. We melrttie
reader that our Monte Carlo sampler does not search for &sing
set of best-fitting parameters for a given light curve, buhgias
the entire probability distribution of allowed parametatues. The
columns in the table represent projections of this proligtilis-
tribution onto the variables of interest, marginalizing (integrat-
ing) over all other variables. Since the probability distribos for
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the reconstructed quantities are in general asymmetric mon-
Gaussian tails, we quote the median value as the centra estu
timate with the 68% confidence intervals expressed as asymme
error bars, and also show the total integrated probabifithe re-
constructed parameters abave= Mcy, = 1.4 Mg.

The reconstructed masses agree surprisingly well with the
model masses, given that the input assumptions were notl tune
to match the explosion models. In general the reduced crarsg
are modest, showing that te@999) functional faan
provide a good description of the simulated light curveshimit
the time range in which it applies. The true ejected mass lies
within the formal 68% confidence interval ol/; for five of
the eight cases, and within the 95% confidence interval for al
eight cases. Just as importantly for our purposes, excephéo
sub-Chandrasekhar model DEetlO, the code correctly distin-
guishes the non-Chandrasekhar-mass models at high sagiéic
(> 95% CL) from the Chandrasekhar-mass models.

Three of the light curves represent different lines of sigit
the same violent merger model 11+09, withh; = 1.95 Mg,
Msen; = 0.62 Mg [2012): the angle-averaged light
curve and the brightest and faintest viewing angles. Ouhatet
gives a very accurate result for the angle-averaged lightegu
but slightly underestimates the ejected mass in both asyriome
views. However, in each case it still correctly identifiee #vent
as super-Chandrasekhar at high 5% CL) significance. The
angle-averaged®Ni fraction has a hole in the centre (see figure
2 of), though it originates from an interaction
with the secondary star rather than neutronization. Whisrigtac-
counted for in oupriors the reconstructed masses of versions 1, 2,
and 3 become.310:2% Mg, 1.8370 37 Mg, and1.9470 35 Mo,
respectively,with the true valuewithin the 68% CL interval for
eachreconstruction.

The derived®Ni masses are less secure. They are quite wrong
for the asymmetric views of 11+09, as one might expect since
Arnett’s rule assumes spherical ejecta. This suggestsstirag,
though not necessarily all, events which appear to have tathm
56Ni for their reconstructed mass may in fact be bright views of an
asymmetric explosion. In such a scenario we would expecemor
variation in the derived\fsey;/M,; ratio for low->°Ni events. For
models with less pronounced asymmetries, such as the N8) N10
and N1600 delayed detonations, the reconstructed valiésef;
is in general about 50% lower than the true value. This is due t
a combination of factors: the actual value@fs closer to 1.0 in
the simulations than the central value of 1.2 we assume for ou
prior, and some of the models (for example, N100) have majie-hi
velocity ®*Ni than we assume, affecting the interpretation of the
late-time light curves.

Since the reconstructed mass distributions are non-Gaussi
the pull distribution(Me; — MWD true)/0 My Will NOt have its
usual interpretation, but may still be useful as an inda@atf how
far wrong our reconstructions grand in which direction. Using
the appropriate one-sided 68% uncertainty for each objexfind
that the pull distribution has mean0.52 and standard deviation
0.95; an unbiased sample drawn from a Gaussian should hare me
within [—0.35, 0.35] (1) and width near 1. Thus, within this small
but fairly diverse selection of explosion models, our biagehs-
sumptions seem to incur only a small bias, if any. The univeits
scale with mass, with sub-Chandrasekhar-mass recoretrsidte-
ing the most secure in absolute terms.

Table[4 also includes results where we use only the first light
curve point more than 40 days after bolometric maximum,esinc
many of our SNe will have only this point at late times. Thiskes
the minimum value ofy? /v meaningless as a hypothesis testing
measure, since the fit will not be overconstrained, but thetelo
Carlo sampler will still be able to use the likelihood to &jenod-
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Table 3. Mass reconstruction of SNfactory bolometric light curves

SN Name ]\/ICJ'/]W@a MSGNi/M@b to€ (days) PSChd Pgi©

SNfactory-Discovered Supernovae

SNF 20060907-000  1.017002  0.564+0.12 33.8+£4.1  0.001 0.797
SNF 20061020-000  0.99700¢  0.34+0.09 37.8+£4.4  0.002 0.355
SNF 20070506-006  1.537017  0.71+£0.14 474+£58 0885 0.788
SNF 20070701-005  1.317010  0.834+0.17 383+4.1 0224 0.438
SNF 20070810-004  1.357012  0.40+£0.08 47.3+£6.3  0.392 0.730
SNF 20070817-003  1.04T012  0.334+0.09 39.6+£48 0011 0.717
SNF 20070902-018  1.18T015  0.36+0.08 43.1+£52  0.081 0.364
SNF 20080522-011  1.407015  0.61+0.15 45.0£57 0518 0.355
SNF 20080620-000 1.14701%  0.324+0.07 427+52  0.070 0.775
SNF 20080717-000  1.467002  0.80+£0.20 433449  0.735 0.204
SNF 20080803-000  1.347015  0.61+0.15 425+54 0333 0.711
SNF 20080913-031  1.107012  0.43+0.09 39.2:+£4.7  0.015 0.782

SNF 20080918-004  0.92700%  0.30£0.05 364+3.0  0.000 0.733

Externally Discovered Supernovae Observed by SNfactory

SN 2005l 0.907095 0524012 31.4£30  0.000 0.570
SN 2007cq 117000 0.534£0.12  39.4+49 0046 0.738
SN 2008ec 102t0 00 0.34£0.08 385+40  0.002 0.506
SN 2011fe 1197002 0.424£0.08 424+45 0057 0.585
PTFO9dIc 1247011 0484010 424+£53 0129 0.772
PTF09dnl 1.33701%  048+0.10 452453  0.324  0.509

Quantities with error bars are marginalized over all incelgat parameters. Uncertainties represent the 68% Clvatseior the projections of the
multi-dimensional PDF of the fiducial analysis onto the i quantities. Fiducial priorgi(v) ~ exp(—v/12v/vkE ), @ = 1.2 % 0.2, n0°°Ni hole.
a Total ejected mass.

b 56Ni mass synthesized in the explosion.

© Time since explosion, in days, at whieh= 1 for Compton scattering 6f° Co gamma rays in the ejecta.

d Fraction of the integrated probability density lying aboMg; = 1.4 M.

© Probability of attaining the given value g or higher if the model is a good fit to the data, incorporatitigors.

T Typed by SNID as 1999aa-like from multiple pre-maximum s$gec

els which do not fit the data. The results are largely unchdiritpe shown on the top, while on the bottom, they are normalizeti¢o t
pull distribution is not dramatically different (mear0.35, stan- same peak luminosity to emphasize differences in shape.

dard deviation0.75), and the true ejected masses still lie within The models, all withMssy; = 0.6 M but with differing
the 95% CL interval for all eight models. The code also stita ejected masses, are shown aslblack curves. The overallwigmd
rately distinguishes between sub-Chandrasekhar, Cheeidrar- light curve shape is clear: the (angle-averaged) light ewfvthe

mass and super-Chandrasekhar explosions. While the teeons super-Chandrasekhar-mass violent merger 11+09 is thatbsig
tion may therefore be slightly less accurate and/or prefose 4t | 4 days, followed by those of the Chandrasekhar-mass de-
SNe la with fewer or less accurate late-time photometrytsothe layed detonation N100 and the sub-Chandrasekhar-masdedoub
broad trends of the mass distribution are still preserved. detonation Model 3. The less massive models show inflections
In summary, while the code does not perform perfectly on ev- orresponding to the NIR second maximum, but all have settle

ery input model, it does at least seem to provide reasonable e gown into an optically thin, quasi-exponential declineby0 days
timates of the uncertainties: 62.5% of the models lie witthia (Jeffery[ 1999).

68% confidence region. The results give us some confidente tha
the method is relatively robust to systematics, and th&idtikl ac-
curately recover the ejected mass of mostinput SNe la freenger

of contemporary progenitor scenarios. We refrain from fingng

our priors to match this suite of models, since it is a smaluseng

one radiation transfer code and any tuning attempts maydrejto
overfitting, but we explore some different plausible priorerder

to bound the associated systematics.

The real SNfactory SNe span a broader rangé®dfi mass
and so show a spread of absolute magnitudes, but the lighe cur
shapes are usually quite similar to the models for corredipgn
reconstructed masses. SN 2007if, with,; = 2.307027 Mg
(Scalzoet all 2012), has a broad, uninflected light curve with a
decay rate similar to the 1.9%5f; model 11+09; it is three times
more luminous overall, and seems to decline slightly mopédia
than 11+09. The difference in decline rate may be a sign tloa¢m
radiation is being trapped or produced near maximum light, o
that more radiation is escaping at late times frfi@o in higher-

) _ _ velocity ejecta. PTFO9dnIM,; = 1.337013 Mg) closely re-
4.4 Comparing Model Light Curve with Data sembles the Chandrasekhar-mass model N100, and SN 2008ec
To build confidence that our method is capturing useful misti ~ (Mej = 1.0275:09 Mo) closely resembles the sub-Chandrasekhar-
tions between SNe of different masses, we show a direct cdmpa Mass Model 3.

son between SNfactory light curves and three represeatexiplo- SN 2005el presents an interesting outlier case which weé shal
sion models in FigurEl6. The light curves as actually obskare discuss in more detail in the following section. It has a-latee

(© 0000 RAS, MNRASD00, 000—-000



Table 4. Mass reconstruction of simulated bolometric light curves

SN la Ejected Masses from SNfactoryll

True Parameters

Reconstructed Parameters

SNName Mej/Mo®  Msoni/Me®  Mej/Mo™  Mson; /Mo to° (days) Pscn?  Pge®
Using Full Late-Time Light Curve
Model 3 1.07 0.60 1011009 0.344£0.05  38.3+35  0.002 0.577
Det1.1(% 1.10 0.62 1227017 0.38+£0.06  44.1+43  0.089 0.579
N5h 1.40 0.97 1357071 0.60+£0.10 435+46  0.331 0.712
N100" 1.40 0.60 1277015 040£0.07  45.0£5.0  0.197  0.917
N1600" 1.40 0.32 1467018 0214002 559443  0.713  0.689
11+09[1} 1.95 0.62 1871038 0424005 64.7+58  1.000 0.890
11+09[2] 1.95 0.62 1667010 091+£0.14  47.6+£4.7  1.000 0.662
11+09[3] 1.95 0.62 1597022 0.37+£0.04 57.14+4.6  0.957 0.792
Using Only Data at +40 Days
Model & 1.07 0.60 108710 0344005  39.2+£41  0.005 0.669
Det1.1(8 1.10 0.62 1171002 0.41£0.07  40.8+£4.6  0.047 0810
Nsh 1.40 0.97 1337010 0.63+£0.11  40.8+4.7  0.300 0.786
N100" 1.40 0.60 1281002 041£0.07  43.7+£52 0218 0.764
N1600* 1.40 0.32 1417019 023+£003  51.9+56 0521 0.679
11+09[1] 1.95 0.62 2.007057  0.4240.07 65.9+10.3  0.999 0.752
11+09[2] 1.95 0.62 166t 0 097+£0.15  44.9+49  1.000 0.637
11+09[3] 1.95 0.62 1767009 0.34+£005  60.8+89 0972 0.740

Quantities with error bars are marginalized over all indefat parameters. Uncertainties represent the 68% Clvatseior projections of the
multi-dimensional PDF of the fiducial analysis (the oridibknd test of the reconstruction method) onto the derivadrdities. Fiducial priors:

p(v) ~ exp(—v12v/vkE), @ = 1.2 4 0.2, no36Ni hole.
a Total ejected mass.
b 56Ni mass synthesized in the explosion.

¢ Time since explosion, in days, at whieh= 1 for Compton scattering of°Co gamma rays in the ejecta.

d Fraction of the integrated probability density lying abovg; = 1.4 M.

¢ Probability of the model is a good fit to the data, incorpomtll priors.
f Reference:_Kromeet all (2010).

& Referenc m).
h Reference; Seitenzabt all (2013).
I Referenc

faintest line of sight.

light curve similar to the sub-Chandrasekhar-mass mobetss as
bright near maximum light as the Chandrasekhar-mass mdbils
implies a very high*®Ni content which should result in a peculiar
spectrum, but in fact it appears spectroscopically normal.

45 Trendswith Decline Rate

A correlation between light curve decline rate and ejectexssn
is expected for SNe la (e.82), and indeed foromdi
tively powered SNe in general, since the diffusion time fpti-o
cal photons should increase with mass. The scaling reltidn
) are frequently used by observers to obtaimghou
estimates of the ejected masses of supernova

[2011; Droutet al.2011; Cancet alll2013). However, the degener-
acy between the ejected mass and other factors affectindifthe
fusion time, including the ejecta velocity and opacity tdicgl-
wavelength photons, severely limits the accuracy of masdipr
tions from near-maximum-light data. Opacities in particutie-
pend on the temperature and composition and may therefoye va
with time (Khokhlovet all[1993). In contrast, our method, which
relies on the well-understood, nearly-gray opacity of Cnscat-
tering in the optically-thin limitl(Swartet all[1995; Jeffedy 1999),
has the potential to break the degeneracies and shed ligtiteon
relationship between mass and near-maximum-light decdites

). Reconstructions from three different views arenshd. = angle-averaged light curve, 2 = brightest line of 5igh=

cline rate parameter; for the SNfactory sample. We have colour-
coded the points by spectroscopic subtype, showing 198&&hd
1999aa-like SNe for comparison with the general populatbn
normal SNe la.

Most striking is the strength of the correlation betwed;
and 1, with very small dispersion. A measurement of the light
curve shape is enough to determine the mass almost as atgurat
as the full fit. A similar positive correlation is seen, asesed, in
Msen; VS. 1, though with more variation. Excluding two outliers
which we shall discuss below, the least-square best-fittirear
trends to the data for normal SNe la, taking both error&fin and
x1 into account, are

Mej/Me =
Msoni /Mo =

(1.253 £ 0.022) + (0.172 £ 0.021) 21
(0.478 £ 0.023) + (0.100 = 0.020) 21

®)
9)

with Pearson’s: = 0.900 (p < 107°) for Me; vs. z1. Although
the true underlying trend may not in fact be linear, the reduchi-
squares for both fits are smal{? /v = 5.9/14 = 0.41 for a lin-
ear fit to Mej vs. z1, and6.6/14 = 0.47 for Msey; VS. 1. This
suggests that some of the model-dependent parameters bigtr w
we marginalize (such as) may be strongly correlated with each
other for a given SN, and/or may have similar values for diffe
ent SNe in our sample with similar;, although the true values
of these parameters are not accurately known. SNF 20070366-

Figure[T shows the dependence of the underlying parametersthe only 1999aa-like SN la in the SNfactory sample with suffi-

Msen; andto, and of the inferred masile;, on the light curve de-

(© 0000 RAS, MNRASD00, 000-000

ciently high data quality at late times to be considered here
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Figure 6. Observed bolometric light curves of representative SNfgcENe la (coloured symbols with error bars), alongsidettstic observables for

explosion models (black curves). Top: original light cieyvieottom: light curves

constructs with masa/,; = 1.537517 M, on the high end of our
mass range fospectroscopically normal SNe bt not definitely
super-Chandrasekhar-mass. Seven SNe in our fiducial &adys
construct as sub-Chandrasekhar at greater than 95% cardidehn
which five haver; < —1.

We re-emphasize that th&/.;-z1 correlation is not a spu-
rious trend arising solely from any explicit dependence xan
in our analysis chain. The trend changes negligibly when the
Ganeshalingarst all (2011) rise-time prior is replaced by a simple
Gaussian priotrno1 = 17 £+ 2 days, or when the:;-dependent
NIR correction is replaced by a mean correction. The deparele
must therefore already be imprinted on the shape of the post-
maximum optical light curves, as shown in Fig[ie 6.

normalized to a peak luminosityl & x 1043 ergs!.

The transparency timg, also has a strong correlation with
x1, and sincet, is derived directly from the data, this correla-
tion is harder to explain as an artifact of our fitting procedu
Stritzingeret all (2006) noteda similar correlation using a much
simpler set of priors. We have also verified that we get theesam
results for two very well-sampled light curves with diffatere-
constructed masses, SN 2007if (super-Chandra) and SN €011f
(Chandrasekhar-mass), by fitting subsamples of the late-ight
curve data, first using a single point ndawband phase-40 days
and then again using only points later thafi0 days. The median
reconstructed mass changes by less than B/@3n each case.

Starting from the fast-declining entl, increases sharply with
x1 at first; the slope decreases far > —1. Such a break may also

(© 0000 RAS, MNRASD00, 000—-000
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appear in thel/.;-z:1 plane, although if it does, it is less dramatic.
Finally, the plot of Msey; VS. to, the closest we can come to the
raw data, shows no particularly strong trend, although ighisot

in itself surprising since the two parameters are funcligriade-
pendent in tht2) formalism. SNe with 1991 T-ldwd
1999aa-like maximume-light spectra cluster at the slowdgihing,
slowly-diffusing, highd\fss;, high-M.; end of each plot all of the
spectroscopically peculiar SNe la studied_in_Scaitzall M)
haveMsey; > 0.8 Mg .

Two of our SNe, SN 2005el and SNF 20070701-005, are out-
liers in theMsey;-z1 plane. The reconstructions for these two SNe
show very highMsey; (~ 0.7 M,;) typical of 1991T-like or super-
Chandra SNe, yet they appear spectroscopically normal. igve d
cuss these below.

SNF 20070701-005 originally reconstructs with/e;
1.317010 Mg and Msey; = 0.83 £ 0.17 M. The derived
host galaxy reddening frofw1W (Na 1 D) and from the Lira re-
lation are nearly identical, making the intrinsi¢ — V" colour of
the SN atB-band maximum light near zero. Our measured ab-
solute magnitude for this SN is also comparable to the 1999aa
like SNF 20070506-006, mentioned above. The behavior &f thi
SN near maximum light is less well-constrained than for dhep
SNe, and the uncertainty on the reddening is larger, leamtirag
larger uncertainty in th€°Ni mass. This SN may simply have

the ejected mass is relatively well-constrained. The efeotass of
SNF 20070701-005 is consistent with the Chandrasekhar amaiss
its behavior is not unusual in any other respect.

SN 2005el presents a more interesting case. It has one of the
best-sampled SNIFS spectrophotometric time series, weitkral
late-time points and reproducible bolometric light curvegision
at the 0.02 mag level. It is the fastest-declining SN in oungle
(x1 = —2.20), with a robust NIR second maximur,)W (Na 1 D)
and Lira excesses consistent with zero reddening, and agieak
solute bolometric luminosity ofl.3 x 10*3 erg s!, consistent
with ~ 0.6 My of 5Ni under Arnett’s rule. Others have con-
firmed these observed properties (Phillasil[2007] Hickeret all
). SN 2005el may have physical properties which are ett w
represented by our model. The least exotic possibility & thur
priors are wrong, and that this SN is best described with herig
value of and/or a shorter rise time, so that 188&i is required
to describe the peak bolometric luminosity we measure. Hhgev
of « required to make SN 2005el resemble SNF 20080918-004,
which has the most similar mass, must be very large, at le@st 1
SN 2005el could also have an unusual density structure ubd te
asymmetric. In any case, if our mass reconstruction is cyritas
more likely that SN 2005el actually has |€8i than our fiducial
analysis suggests.

scattered up on the diagram, or may show mild departures from

the particular assumptions of our method. We expect outegjec
mass estimate to be relatively robust to large uncertairitiehe
56Ni mass (se€4.1); note also SNF 20080717-000, which has the
most uncertair’®Ni mass estimate in our sample, but for which

(© 0000 RAS, MNRASD00, 000-000

4.6 Trendswith Color and EW (NaID)

We are fortunate that most of the SNe in our sample show little
or no evidence for host galaxy reddening. It is neverthelemsh
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Table 5. Variations in priors for different reconstruction runs

Run  p(v)* QP a Mco/Me;
A exp std 1.24+0.2 0.00£0.05
B pow3x3 std 1.24+0.2  0.00 £ 0.05
C exp hole 1.24+0.2 0.00£0.05
D pow3x3 hole 1.24+0.2 0.00£0.05
E exp std 1.0 0.00 +0.05
F pow3x3 std 1.0 0.00 +0.05
G exp std 1.240.2 <1

H pow3x3 std 1.240.2 <1

se exp 20+£0.6 1.0 —

Quantities with error bars represent Gaussian priors frelonstruction;
guantities with no error bars represent fixed parametedsicil priors:
p(v) ~ exp(—v12v/vKE), @ = 1.2 £ 0.2, no°°Ni hole.

2 Density profile as a function of ejecta velocity:

“exp” o exp(—v12v/vKE), as in 1-D explosion models.

“pow3x3”  [1 4 (v/vkg)3] 3, similar to 3-D models cited in this work.
b Variations in the assume¥¥ Ni distribution, resulting in changes to the
dependence af) on composition. In “std”>Ni and (stable) Fe are mixed
to form a central core underneath layers of partially burmederial; in
“hole”, stable Fe is centrally concentrated due to neugation, as in 1-D
explosion models, displacirtf Ni outwards. In run G a fixed numerical
value is used.

¢ Run reproducing the priors m M), which assumed
q = 0.33 £ 0.10 (corresponding to ouf) = 2.0 + 0.6), « = 1.0, and
exponential ejecta with-folding velocity ve = 3000 + 300 km s~ !
(vkg = 10392 + 3118 km s~ 1).

checking to see whether a trend with SAL&#2r EW (Na 1 D) is
apparent in the data.

Figure[8 shows the variation dffss; and Me; with SALT2
¢ and with EW (Na1 D). No obvious correlations appear. Most
of the SNe lie down at lowEW (Na 1 D), where a wide range of
M, is seen. Only three points have(B — V)nost > 0.06 mag
and these also have considerable uncertainty in the reagléBNe
with large reddening corrections have uncertaifas; and may
plausibly be biased towards high&f.;. However, our main con-
clusions — the existence of sub-Chandrasekhar-mass Sidada,
of a correlation between ejected mass and light curve widthare—
not being driven by these SNe.
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FigurEl 7. The

4.7 Variation in Reconstruction Assumptions

Although the priors for our fiducial analysis are well-matied,
they are not unique, and performing many reconstructioiis ai-
ferent input assumptions can help quantify our sensitidtthese
assumptions. Some systematic effects, such as variatienscan
be readily parametrized and incorporated into our MCMC damp
while others (such as the radial dependence of’th& distribu-
tion) involve the choice of a free function and/or lengthycota-
tions which are most effective when decoupled from the MCMC.
We discuss such systematics in this section.

Table[® describes variations in the priors for re-runs of our
mass reconstruction. As discussedin 4.2, we vary priors(oi,
on «, on the mass of unburned materidlco, and on the effect
of neutronization on th&Ni distribution in the ejecta (influenc-
ing the transparency of the ejecta through the form fa€prTa-
ble[@ shows a comparison of the reconstructed mass resulés un
these different runs. Figufé 9 presents the same comparison
ally, showing a version of Figufd 7 overlaid with the resuoltslif-
ferent re-runs.

Not all of these re-runs necessarily correspond to plagisibl
physics; they are mainly meant to illustrate the impact dfedi
ent assumptions. To summarize our expectations for thebias
troduced by a given set of priors and their impact on our aencl
sions, we include at the bottom of Tallle 6 some summary statis
tics: the mean and standard deviation of the pull distrdnyti.e.,
the error-normalized residuals of our reconstructionsftbe sim-
ulated light curves; the number of explosion models for \whic
the true mass lies within our 68% CL interval; and the number
of sub-Chandrasekhar-mass and super-ChandrasekhaSiNasa
inferred in the SNfactory data set.

RunsA, C, F: Run A is our fiducial run, and the run we used
for first-pass blind validation of our method. We would arghat
run C, which assumea = 1.2 + 0.2, exponential ejecta, and a
central®®Ni hole due to neutronization, is best tuned to match 1-
D explosion models in the literature (e.g.. Khokhkvall [1993;
Hoflich & Khohklov|19961 Blondiret alll20134). Run F, withy =
1.0, power-law ejecta and no centrdiNi hole, is best tuned to
match the 3-D explosion models we use for comparisofZid.
As it turns out, these three runs make very similar predistiall
perform well on the suite of simulated light curves, and adlken
similar predictions for the SNfactory SNe la, including grgficant
fraction of sub-Chandrasekhar-mass reconstructions.

Runs B, D, F, H: The choice of density profile has a signifi-
cant effect on the absolute mass scale for our reconstnsctiche
bulk ejecta of the “pow3x3” profile have a roughly uniform dén

(© 0000 RAS, MNRASD00, 000—-000



2.5 \;( 1
e —~
=} <
@ 2.0F 1 =
S [
£ 4 8
IR g %‘ s $4 fﬁ 8] 2
iy m 8 AR % M )

-* * 3 ¥ 0. ‘
1o} Ty 1o (3 l
Fogte
25 —20 —15 —10 —05 00 05 10 15 20
SALT2 i,

__ 55} I
2] (2]
& ¥ 5
S 50 1 kS
° ¥ °
45t e | 2
[ [
2 ve ol ‘tt 2
1] o 1}
'g aor i“' *® t %‘ L g ] g
g * ° %e Mt )
c 35 ¢ E c
o IS o> @ * o
g AR 2 g
gsop © ¢ . 12
o o
e | =

-25 —20 -15 —1.0 —05 00 05 10 15 20

SALT2 24

SN la Ejected Masses from SNfactoryl5

2.0F
4
Lor SN 2007if
M
L 4
10 SNF070701-005§ L S ;!0
® *
@ SN 20056l ¢ M
05 & o0 ,.:ﬁ ;é #*
* %
-25 —-20 -1.5 —-1.0 =05 0.0 0.5 1.0 1.5 2.0
SALT2 2,
55 |
%y
50 N
5} & «
wd } o
TS 2
0 e, o
35 Lot S
B o & * 91Tlke
30 f‘% . % 99aa-like ]
% high-Ni
25 [ £ * norm
0.0 015 110 115 2.0

%Ni mass (M)

Figure 9. Influence of perturbations to input assumptions on recootgd quantities and their correlations with light curveapaeters. Colors represent
different spectroscopic subtypes, as in Fiddre 7. Errcs have been suppressed to allow the mean values to be seenlezotg The horizontal dotted line

marks the Chandrasekhar masgs= 1.4 M. Run A: circles; run B: squares;
G: hexagons; run H: stars.

profile forv < vk, making them less centrally concentrated than
the “exp” profile for a givernvke, and making@ less sensitive to
variations in composition. As a result, relative to the “egpses,
the mass scale shifts upwards by about.2 for all of our SNe,
and the uncertainties increase modestly.

Runs C, D: In composition structures without a centPaNi
hole, the presence of additional stable iron-peak mateaisb min-
imal effect on the overall radial distribution 6fNi in the ejecta.
The presence of a centrdiNi hole slightly increases our system-
atic uncertainty inQ; a large central®Ni hole will in general re-
duce the column density seen BCo-decay gamma rays, reduc-
ing @ and requiring a larger mass to reproduce a given light curve
shape. The overall effect is quite small, however, probaklyause
the effects of neutronization are limited for explosion$oat cen-
tral density (especially sub-Chandrasekhar solutions).

Runs E, F: Fixing & = 1.0 brings the derived®Ni masses
for the simulated light curves closer into line with the traues.
The error bars also decrease significantly, showing thagnstahd-
ing of « is a limiting factor in our method’s accuracy: uncertainty
in « affects the light curve shape directly. Run E (exponentia-d
sity profile) underestimates the ejected mass, but run Féptaw
density profile) performs very well on the simulated light\as,
again unsurprising since this set of priors is tuned spedii¢or
these models. Six of the eight models have true masses wfit&in
68% CL interval; the pull distribution has mear0.18 and stan-
dard deviationl.08; and all of the SNe are correctly identified as
sub-Chandrasekhar, Chandrasekhar, or super-Chandaaséld:
tably, with this choice a large number of the SNfactory SN&la
run F (9/16) reconstruct as sub-Chandrasekhar-mass, atleraw
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run C: inverted trianglest D: triangles; run E: diamonds; run F: crosses; run

power-law density profile.

Runs G, H: Allowing the amount of unburned carbon to float
freely tends tadecreasehe inferred mass. A larger fraction of un-
burned carbon means less nuclear energy released in thesiexpl
leading to lower kinetic energy, more dense ejecta and hance
higher gamma-ray optical depth late times. Furthermore, given
the moderately stratified composition of our model ejedta,un-
burned material is added on the outside, further increatieg
gamma-ray optical depth. The data do not in general allonemor
than 30% of the white dwarf’s original mass to remain unbdrne
but allowing this much can shift the median reconstructedama
downwards by up to 0.1/ for someSNe The direct impact of
adding a variable amount of additional Compton-thitkyi-poor
material in the high-velocity ejecta also increases thertamty on
the inferred mass substantially, making it difficult to itl§nnon-
Chandrasekhar-mass progenitors while not usefully imipgothe
accuracy of the reconstruction.

Run S: We include a reconstruction of our SNe using the

priors of| Stritzingeket all (2006). The results show the same cor-

relation between ejected mass and decline rate as we derived
and as Stritzingeet all (2006) noted. Interestingly, the Stritzinger
model manages to successfully flag the three views of 11+09 as
super-Chandrasekhar-mass, but its large uncertaintestiré sub-
Chandrasekhar-mass models completely. We take this tq itinat
the simple Stritzinger priors are not far off the correct mée-
havior, but we believe that our technique is much more infdive
and allows us to explore the parameter space of explosiorelsod
in more detail.

In summary, we find that different choices of priors can shift




16 Scalzo et al.

Table 6. Ejected masses in different reconstruction runs

SN Name Run A Run B Run C Run D Run E Run F Run G Run H Run S

SNfactory-Discovered Supernovae

SNF 20060907-000  1.017002  1.16751%  1.02700%  1.187917 0947005 1.047007 0977909 1107017 0.997539

SNF 20061020-000 0 9918?{ 1 21;8%% 1 0018?? 1 2118%3 0 87+O‘03 1 01;888 05618:9{ 1 12;8%% 0 90+O451
SNF 20070506-006  1.53 007 175033 1 g 009 | o080 g o008 g L F003 g o H008 3088 | SoF088
SNF 20070701-005 131041 1 4045 | ger0dd | eF0d8 [ oR0:08 %008 oo¥0d3 T o36ds T 5080
SNF 20070810004 135018 1 53r038 | gor0dd o e 035 F007 L FONT L F0m0 08 L 508
SNF 20070817-003  1.047015 1 9g 018 1 047015 | 0gF018 o oF001 | 0eF007  (ggF0dZ | 1g+02l o grF0:88
SNF 20070902-018 1187018 1 49 048 | o018 L FOAT o003 o F008 | F0d8 o, ¥018 | %080
SNF 20080522-011 140018 1 5028 | aF0d8 o8 | R00r o008 o013 F0st 08
SNF 20080620000 114006 1 417047 (03] 00T (9o k008 | 6F008 | ggFOd6 | g F0d8 | i ¥0:38
SNF 20080717-000  1.46+013 1 g 030 | soF043 | =030 | a-F008 g 000l g F0a3 503 L 0
SNF 20080803-000 1347003 1 49 008 | g 003 5 FOA8 | gF007 67008 | orFO0d6 | 4g¥OAT 1 01407
SNF 20080913-031 110013 1 347048 (o048 | g F0dT ) ggF001 | 157007 | 0, F0d3 | oa¥0d8 ) go+0:53
SNF 20080918-004  0.02-008 1 0g 014 (g3 000§ 0gF0dE () ga¥003 (g0 FO008 ) goF008 | goF0dd o 7aF0dd

J4_0.06 US_p.12 J9_0.07 VS _p.12 ©9_0.02 V_0.04 -IV_0.06 Va_o0.11 (0 _p.21

Externally Discovered Supernovae Observed by SNfactory

SN 2005el 0.9079:9%  1.027009  0.91097  1.027500  0.84700%  0.90T00;  0.89F595  0.98T0-08  0.837058
SN 2007cq U SR UL: SRS 2 DTN o B A TR S TR o TR
SN 2008ec o IR YES £ W1 e B TNL & s WO T 5 VRS S O
SN 2011fe 119700 143t00% 12100 144005 108008 1267008 1a2t0 02 1357000 1127008
PTFO9dIc Y WL & Ay & IOV SNSRI ¢ IO TLE SRS o B ¢
PTFO9dn 1337013 152t930 137018 1537020 1201005 1407000 1247077 1447008 1457003

Numerical Explosion Models

Model 3 Lottpos 1225045 no1tony 1.23%045  0.00Toes  1.06To0s 0967008 1.14%04G  1.25T050
Det1.10 1.22$§1ﬁ 1.45$§‘;§ 1.241%;?115 1.46%;?715 1.04$§1§§ 1.22$§1§§ 1.131%&% 1.39$§1%z 1.45$§‘§%
Na00 et 2T S 21 et 2 s & Bt 1 B & S gt 2 Mgy
N1600 PRpiS S . Ry SRS . RS, SNy e ¥ (P - Sy
11+00[1] Lg7H038 5 orF0B9 1 g1 7036 o 0g 057 | g F03 o 17046 | o031 1 ggt0.60 o 3g70:30
11+09[2] PO S S S - SR PER s ¥ S—w: s | QR _—" |y
11+09[3] e RIS . e 3 SRS R | SRR S 2§ . SN

97 —0.13 UF—0.22 Y 2—-0.13 U —0.21 Y —0.06 1 F—-0.12 Y —0.15 *1Y—-0.26 *eY—0.48

Run Statistics

Bias* (o) —0.52 +1.04 —0.32 +1.16 —3.76 —0.18 —1.08 +0.27 +0.30
Spreadt (o) 0.95 0.92 0.86 0.99 1.59 1.08 0.86 0.66 0.90
68% CL accuracy 5/8 3/8 5/8 3/8 0/8 6/8 4/8 6/8 7/8
Non-Mcy, accuracy 4/5 3/5 4/5 3/5 4/5 5/5 3/5 2/5 3/5
N(< Mcp)® 7/16 1/16 4/16 1/16 15/16 9/16 10/16 2/16 0/16
N(> Mcy)t 0/16 1/16 0/16 1/16 0/16 0/16 0/16 0/16 0/16

Ejected masses reconstructed under assumptions diffeoemthe fiducial analysis. Quantities with error bars aregimalized over all independent
parameters. Uncertainties represent the 68% CL intergalthé projections of the multi-dimensional PDF of the as&lyn question. Run priors are
described in Tablgl5.

T Typed by SNID as 1999aa-like from multiple pre-maximum s$ec

a Mean of the pull distribution, i.e., the error-normalizegbiduals, of the median reconstructed mass from the true ¥ai simulated light curves of 3-D
explosion models; this should be near zero for an accuratmsgruction.

b Standard deviation of the pull distribution; this shouldrtsar 1 for properly estimated uncertainties.

¢ Number of explosion models for which the true value of thetej@ mass lies within the 68% confidence interval.

d Number of non-Chandrasekhar-mass explosion models ¢igrigentified at high confidencex 95% CL).

¢ Number of real SNe la identified as sub-Chandrasekhar-nias€9a% CL.

f Number of real SNe la identified as super-Chandrasekhas-atas 95% CL.

the zeropoint of thé/.;-z relation up or down within a full range  novae in our test suite of simulated light curves, we also $ino-
of 0.2-0.3M;, changing the number of events we class as sub- Chandrasekhar-mass SNe la in our data.

Chandrasekhar-mass or super-Chandrasekhar-mas®% CL. Our method assumes spherical symmetry, and in this sense
However, the significance and slope of thg;-z: relation remain represents the angle-averaged version of potentially amtnic
roughly the same in all cases. Moreover, sub-Chandrasekhss SNe la. Although the net effects of asymmetry are not entiobt

SNe la appear in our data set for a variety of plausible priors vious, one effect we expect it to have is to produce variation
which others have used in the past. For any set of priors which the luminosity of the event, depending on h&W\i is distributed
allow us to successfully identify sub-Chandrasekhar-nsagser- in the ejecta with respect to the line of sight. One might expe
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these effects to be lower for events with lar§&li mass fractions,
since the’®Ni will then be distributed more evenly among viewing
angles (see e.), and most pronounced among
faint events. However, to the extent that different linessigfht
of an asymmetric event produce similar light curve shapes, o
ejected mass estimates should be relatively insensitigeymme-
tries. This is borne out by our method’s performance on tgalii
asymmetric violent merger model 11+09. Ongoing simulatioh
violent mergers and other asymmetric explosions should teel
determine the full implications of asymmetry for our result
Finally, some of the variations in explosion physics we have
examined may be correlated in ways not captured by our mod-
els. If this is the case, however, our results can still grevin-
teresting constraints on the allowed parameter space fdos®rn
models. For example, i stronglyanti-correlates with light curve
width, this might allow our semi-analytic light curves topre-
duce fast-declining SNe with Chandrasekhar-mass modéiis. T
particular case seems physically very unlikely in the cxintd
the explosion models we cite herein: the 1-D explosion nsdél
IHoflich & Khohklov (1996) actually show eorrelationwith posi-
tive sign betweeny (labelled@ in table 2 of that paper) and light
curve width (rise time), though with large scatter, and imegal
we expect largery to be associated with more extensive radia-
tion trapping and longer rise times in the context of 1-D mede
Such a case is nevertheless indicative of the kind of canstva
Chandrasekhar-mass models our results represent.

5 DISCUSSION

Although many variables could in principle alter our redons-
tion, and the absolute mass scale of our reconstructionsstily
be uncertain at the 15% level based on those systematiasffec
we have been able to quantify, we believe we have convingingl
demonstrated that a range of SN la progenitor masses must exi
For those sets of assumptions that incur minimal bias whemnre
structing simulated light curves, we find a significant fiact(up

to 50%) of sub-Chandrasekhar-mass SNe la in our real data. Wethe expected relations for the models

should therefore take seriously the possibility that SNaréadom-
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Figure 10. Ejected mass vs’®®Ni mass for the SNfactory sample in our
fiducial analysis. Colors represent different spectrogcepbtypes, as in
Figure[T. The horizontal dotted line marks the Chandrasekizss)M =
1.4 M. The black solid curve shows the expecteld;-Msey; relation for
sub-Chandrasekhar-mass double detonations from the

-) as presented in Ruitetall -) The dashed curve shows the
lof Kusheiral

predictions of the white dwarf collision model m)

highly eccentric orbit, Kozai resonances can substantiftrease
the time to a double-degenerate merger or colli
[2012; [Kushniret all [2013). Both sub-Chandrasekhar-mass and
super-Chandrasekhar-mass SNe la could arise throughhais c
nel. The uncertainties involved in predicting the rate aftsavents
are substantial, but Kushrgt all (2013) make a concrete predic-
tion for the variation of®Ni mass with total system mass in white
dwarf collisions, which we can evaluate here. We cautiort tha
(2010) show that®Ni mass, and indeed the very oc-
currence of an explosion, depend on the mass ratio as weileas t
impact parameter for the collision.

Figure[I0 shows\l; vs. Msey; for the SNfactod;yTigta and

) and
Kushniret all (2013). The Ruiteet all (2013) trend seems to be

inated by a channel which can accomodate sub-Chandrasekharconsistent with a few of the lowest-mass SNfactory SNe lajrbu

mass progenitors, or that at least two progenitor chanoelsibute
significantly to the total rate of normal SNe la. We now attétop
further constrain progenitor models by examining the depene

of Me; on Msey;, with the caveat that the systematic errors on
Msen; may be larger than our reconstruction estimates.

The most mature explosion models currently available in the
literature for sub-Chandrasekhar-mass white dwarfs thegii nor-
mal SNe la are those dﬁ(b), with radiation transfer
computed b ), and those en
(2011). According td_Finlet all (2010), systems with total masses
(carbon-oxygen white dwarf plus helium layer) as low as/t,
can still produce up to 0.3/, of *Ni. The mass fraction of Ni
increases rapidlyvith progenitor masswith the detonation of a
1.29 M, system producing 1.08/;, of *°Ni. n
) find a similar trend, with nickel masses ranging fra3+-0
0.9 M, for progenitors with masses in the range 0.8-U4. The
models differ in their prescriptions for igniting a carbogtahation
and in the resulting nucleosynthesis from helium burning,tbhe

general the predicted increase ke y; with M, is too steep to
accommodate most of our observations. The trefd of Kustil
m) does reasonably well for some of the |18¥s,; SNfactory
SNe la, but can accommodate neither our least massive SNe nor
bright 1991T-like SNe la. The latter could perhaps be exgldiby
the more detailed collision models|of Raskina m
Interestingly, our SNe la withiV/,; > 1.3 Mg lie in a lo-
cus parallel to thé_Ruitest all (2013) curve and about 0.8/,
higher. While these higher-mass SNe la cannot easily baiequ
by double detonations, they could perhaps be explained naite
rally as double-degenerate mergers. The violent mergeetaad
Pakmoret all (2010, 2011 2012) are expected to produce similar
56Ni yields to double-detonation models with comparable primar
white dwarf masse [2013). Reproducing th&°Ni
massedrom our reconstructiorrequires a primary white dwarf
mass of at least 1.1/,. However| Pakmoet all (2011) showed
that in violent mergers of two carbon-oxygen white dwarfs)ass
ratio of at least 0.8 is needed to trigger the explosion, nmgan

overall ®°Ni yields agree in cases where a carbon detonation hasthat violent mergers with/sey; > 0.5 Mg should haveM,; >

been achieved.

Very recently, the possibility of collisions of white dwarf
producing SNe la has also been rais
IRosswoget all2009; Raskiret alll2009). Ordinarily one would ex-
pect white dwarf collisions to occur only in very dense ste#n-
vironments such as globular clusters. However, in triplsteays
consisting of two white dwarfs accompanied by a third staain
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1.9 Mg, like the different views of 11+09 listed in Talilé 4 (which
our method correctly reconstructed as super-Chandragelbar
absolute mass scale would have to be inaccuaa®0% levelto
explain our observations with current models of violent gees of
two carbon-oxygen white dwarfs. The trend could also be gene
ated by violent mergers of a carbon-oxygen white dwarf witlea

lium white dwarf MM), since helium ignites more
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readily than carbon and a near-equal mass ratio is thenefreec-

low masses compared to a reconstruction done with a more com-

essary. More work is needed to understand whether such reerge plete light curve.

with system masses and synthesiZ&Ni masses consistent with
our observations would appear spectroscopically normal.
The simplest explanation is that more massive, mbig-rich

(iv) The observed locations of our mass estimates inlthe
Msey; plane are not all consistent with sub-Chandrasekhar-mass

double-detonation models_(Fimt all [2010; | Woosley & Kasen

SNela are Chandrasekhar-mass delayed detonations, arisirg eith 2011;| Ruiteret all 2013). If these models are taken as represen-

from slow mergers of double-degenerate systmm
1984) or from single-degenerate systems. Double-detamatod-
els with Me; > 1.15 Mo have Msey;-Me; ratios which should

result in peculiar spectra. The mean mass of our normal SNe la

above this threshold (of which there are eight) i31 £+ 0.02 M,

(stat), within 0.1M of the Chandrasekhar mass; this increases to

1.36 & 0.02 M, if the (2012) SNe (i.e., other than
SN 2007if) are included.

Thus, according to our best current models, the data re-

quire at least two progenitor scenarios: one for sub-Cleaskhar-

mass white dwarfs, and one or more for Chandrasekhar-mass
and more massive white dwarfs, which could arise from a va-

riety of channels including Chandrasekhar-mass delayéshde
tions, double-degenerate violent mergers, or possiblg-dpivn
single- or double-degenerate models resulting in a singeers
Chandrasekhar-mass white dwarf. Since we have modeledtanly
bolometric light curves, with no details of the spectroscavolu-
tion or other observables (such as polarization or evidérogeak
CSM interaction), our results should not be taken to prbscainy
particular subset of explosion models of a particular metesv-

ever, any successful model or suite of models should be able t

reproduce our findings.

6 CONCLUSIONS

We have demonstrated a method to reconstruct the ejectesbmas

of normal SNe la using Bayesian inference. The method uges th

semi-analytic formalism mr@%) to compute thedicted
late-time bolometric light curve frof Co decay for a SN la of a
given ejected mass; it is similar to the metho

M), but includes more realistic near-infrared coioest and
more useful priors on unobserved variables. Applying théhoee

to a sample of SNfactory SNe la with observations at appropri
ately late phases, and to a suite of synthetic light curvams fiull
three-dimensional radiation transfer simulations of S&\evie have
shown the following:

(i) The reconstructed ejecta mass is strongly correlateal tve
light curve width measured using cosmological light curefs,
with a slope significantly different from zero. We interpthis as
strong evidence for a range of ejected masses in SNe la. Even i
range of masses is not as wide as our fiducial reconstructign s
gests, due to variation in the density profiles’®Ni distributions
which we do not directly constrain, any suite of explosiondels
intending to explain normal SNe la must reproduce this ¢atio.

(ii) Our derived values for the ejected mass are relativeden-
sitive to systematic uncertainties in th&\i mass, to mild asym-
metry in the ejecta, and presumably to any systematic whies d
not affect the shape of the bolometric light curve. The sysitc
error in our overall reconstructed mass scale associatédeffects
we are able to quantify is aboti0.15 M. This gives us further
confidence that we are actually constraining the ejectedesasf
these SNe. Our most influential systematics are the unknawn d
gree of radiation trapping near maximum light (paramettrizg )
and the influence of the ejecta density profile.

(iif) Ejected masses can be reconstructed via this methiod) us
a single observation of sufficiently high signal-to-noise40 days
after bolometric maximum light, though with a mild bias tods

tative of sub-Chandrasekhar-mass SN la models in genenalgo
sults favor at least two progenitor channels for normal Si\e |

Although we have learned much from a fairly simple treat-
ment of a fairly small statistical sample of SNe la, we shdwddr
in mind the method’s limitations. Semi-analytic treatnseste nec-
essarily approximate, with their main advantage beingdpEeey
rely on simplified parametrizations of a number of compleygih
cal effects, and cannot predict the spectra of these evelstail,
so that spectroscopic information must be incorporated verg
schematic way. As numerical methods advance and large grids
libraries of synthetic spectra from contemporary explosiood-
els become available, we may learn more by comparing speietra
rectly to the models (e.q. Blondit alll20134 Dessagt all2013).
In the meantime, however, some interplay between semismnal
and full numerical techniques may help us progress, withfahe
mer incorporating useful prior information from the latter

Our specific method assumes spherically symmetric ejedta an
simplified functional forms for the radial density profilecathe
56Ni distribution. Although its performance on strongly asyntme
ric explosion models with non-exponential density profitelsetter
at first glance than one might expect, the impact of strongasy-
tries or deviations from an exponential density profile onresults
are not yet understood in detail. Extensions of the methatith
corporate additional information to break the degeneratwéen
viewing angle and colour or intrinsic brightness (alonglihes of,
e.g.), or which marginalize over possible asym-
metries, density perturbations, afftNi distributions to produce a
more robust estimate of the systematic error, will help usvde
more accurat&8®Ni masses and ejected masses in the future.

Finally, a larger statistical sample is also highly dediaio
replicate our findings and to make further inferences abdutss
progenitor populations. Applying our method to a larger gnof
SNe la with good late-time light curves in different hostagal en-
vironments (including, potentially, highly extinguish&Ne la if
NIR data are available to constrain the extinction) showdlp tus
validate and calibrate the relations betweeh; andx:, and be-
tweenM.; and Msey;. Use of these calibrated relations will then
allow us to provide mass measurements for a much larger sampl
of SNe, to determine the true volumetric rates of SNe la broke
down by ejected mass and as a function of redshift, and ukima
to compare to binary population synthesis models for thgemaor
channels of interest. Knowledge of the progenitor massibligion
for large samples of SNe la used in future cosmological Haidbl
agrams should help to constrain the relative rates of plespiio-
genitor scenarios, thereby improving our understandirtg bbthe
dark energy and of the tools we use to study it.
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APPENDIX A: GAUSSIAN PROCESSREGRESSION

GP regression is a machine learning technique which candx us
to fit smooth curves to data. Rather than specifying a fixeegund
lying functional form, the curve itself is treated as a ststft pro-
cess, such that any two pointsz’ on the curve have a joint Gaus-
sian distribution described by a covariance functidm, z’; ©,);

the argument®; are a set of hyperparameters which encode prior
knowledge about the curve (for example, a correlation tatae
between consecutive light curve points) in a Bayesian freonie
The hyperparameters can be trained by maximum likelihotie es
mation, trading off complexity in the model with the resithuaf
the data from the curve. The process also generalizes tophault
independent variables, or data “features”, and the cureesrhe
best-fitting hypersurfaces.

GP regression can be very useful in contexts where the un-
derlying functional form of a relation between data poirgsnot
known a priori, but is expected to be smooth. It is easier fyap
than conventional Gaussian smoothing to data which areemhev
sampled, such as light curves. Moreover, a GP regressioarfit ¢
be viewed as a probability distribution in function space tisat
each draw from the fit corresponds to a possible realizatidheo
underlying trend which is consistent with the data and Satishe
covariance functiork(z, z'; ©;,) for the best-fit®,. This property
makes it straightforward to estimate errors on the rangeRopfe-
dictions at a given value af by Monte Carlo methods.

We use GP regression in several contexts in the analy-
sis to follow, implemented using the Python modslkl ear n

(Pedregosat alll2011).

Al Light CurveFits

For bolometric and single-band light curve fits, we use a i+a
exponential covariance functioh(t,t’) = e 05t/ 4
a%5(t — t'), with a single feature and two hyperparameters: a
correlation time-scale in days, and a “nugget” terma describ-

ing the noise (which we fix to be the medianslerror in mag-
nitudes). While there is a slight variation in the correlatitime-
scale from SN to SN, as might be expected, we find our data are
well-represented by GP fits with5 < 7 < 2.0, and fits outside
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this range generally overfit the data or display patholddieaav-
ior; we therefore constrain to lie in this range when fitting light
curves.

A2 Near-Infrared Flux Corrections

For the near-infrared corrections (s§8.2), we fit a GP with
three parameters: rest-franf&band phase, wavelengthlog X,
and SALT2z; (i.e., decline rate). Near-infrared light curves show
a characteristic second maximum occurring between 25 and 35
days after B-band maximum light, the timing of which corre-
lates strongly with the3-band decline rate (Folatekit all[2010).
Slower-declining SNe la have later-occurring NIR secondk-ma
ima, which can be understood in terms of a model in which the
second maximum is powered by the recombination ofilFeo
Feil, which redistributes flux from bluer wavelengths into thérRNI

6). Accounting for the dependence of the NIR behav
on decline rate can make a difference of nearly 1 may iand J
at 40 days afte3-band maximum light. We also allow for corre-
lation between neighboring bands through the wavelengtémnpe:
ter, with each band represented at its central wavelengtiie\he
Y JHK bands represent statistically independent measurements,
they have qualitatively similar behavior arising from a eoon
physical origin, and capturing the similarities in the GRét help
improve the statistical power of the GP prediction in eachdba
The covariance function is

k(x,x") = exp [(x -x)"ex - x')T] ,

(A1)

where the feature vector is = (¢, x1,log(\)) and the hyperpa-
rameters ar® = diag(©y, O,,,0,).

Although the CSP data also show some variation incibre-
trastof the NIR second maximum, possibly correlating with difer
ent degrees of mixing o’ Ni in the outer layers of eject@en
[2006; Folatelliet alll2010), this behavior has little influence on the
NIR light curve after the second maximum. We therefore do not
attempt to capture such variation here, since our modetifgl re-
quires accurate predictions only of the behavior at maxinlight
(°°Ni mass) and at phases after the NIR second maximum.
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