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Abstract

Empirical Analysis in Labor Market and International Finance

by

Zijing Zhu

This dissertation presents three empirical studies on topics in regional growth, in-

ternational finance, and global commodity prices. The first chapter analyzes the labor market

reallocation following the reduction of transportation costs. The second chapter discovers de-

veloping countries’ external debt holdings abilities with different exchange rate regimes, and

the third chapter reveals how commodity prices are affected by information from the news in

high-frequency trading.

The first chapter discovers how labor is reallocated across cities as they become more

connected to the High-Speed Railway (HSR) network in China. Specifically, by adapting graph

theory from computer science, this chapter constructs a continuous connectivity index that cap-

tures the changes of 285 cities’ indirect connections to the HSR network over ten years. Ad-

ditionally, using China City Statistic Yearbook that covers these cities’ labor market outcomes

from 2003 to 2017, this chapter finds that increasing the indirect connectivity to the HSR net-

work has insignificant effects on total employment. However, there are heterogeneous effects

on employment in different industries. This chapter suggests that cities with higher indirect

connectivity to the HSR network have more employment in skilled and non-service industries

but less employment in service industries. Moreover, with or without direct connections to HSR

generates different effects on labor reallocation. Cities have HSR contributes to the increase in

viii



employment in skilled industries, while cities near HSR has more increase in non-service em-

ployment.

The second chapter examines how exchange rate regimes affect external debt hold-

ings for developing countries, both at normal times and during default episodes. In order to

uncover the connection of more floating exchange regimes and external debt holdings, this

chapter collects 57 countries’ external debt level and exchange rate regimes from 1970 to 2007,

including 232 default episodes. Using GMM regressions, the results reveal that compared to

countries with more fixed exchange rate regimes, countries with more floating exchange rate

regimes hold less external debts, especially during default episodes. Moreover, switching from

fixed exchange rate regimes to floating regimes further reduces external debt holding, this can

be driven by the abandonment of fixed exchange rate regimes commitment.

The third chapter is a group project with Yifei Sheng and Yunxiao Zhang. To uncover

the news impact on the price of WTI crude oil futures, the third chapter applies supervised and

unsupervised machine learning algorithms to conduct news sentiment and topic analysis. With

the assumption that the crude oil futures market is efficient enough to respond quickly to new

information, this chapter obtains high-frequency price and news from the Bloomberg terminal.

Using results from logistic regression and K-means clustering, this chapter defines the positive

score and topic for each news article as inputs for the final logistic regression. The regression

results show that the ”World Crude Oil” news is more positively correlated with price increase

than other topics. Moreover, the ”WTI Crude Oil” news has the highest correlation with the

price increase as the positive score increases.
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Chapter 1

The Growth of High-Speed Railway Network

and its Effects on Labor Reallocation in China

1.1 Introduction

Developing countries spend huge sums on transportation infrastructure projects that

shape their cities every year. Baum-Snow et al. (2015) point out that 20% of the World Bank

lending goes to transportation infrastructure for developing countries. Figure 1.1 shows ranked

countries’ transportation infrastructure investment as a percentage to GDP in 2015. China

ranked first for spending on both highways and railways, and second in air-related transporta-

tion investments expenditures. According to the definition of high-speed rail, the first high-

speed rail in China is the Beijing-Tianjin Intercity Railway, which has operated since 20081.

Over the decades, China’s High-Speed Railway (HSR) has formed a Four Verticals and Four

1It is debatable to claim the Qinhuangdao-Shenyang High-speed Railway, operated in 2003, to be the first high-
speed rail since its track could not operate over 250 km/h(the desired speed) at the beginning of the operation.
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Horizontals network that connects south to north, east to west. Between 2008 and 2018, HSR

has transported seven billion passengers, with a daily ridership of around 8.3 million. The in-

troduction and development of HSR deeply shaped the Chinese economy in different aspects.

This paper will focus on the HSR network’s effects on the Chinese labor market.

Figure 1.1: Rank of Transportation Infrastructure Investment to GDP in 2015

Note: This graph shows the Top 9 countries who have the most investment to GDP ratio
on transportation infrastructure in 2015. The types of transportation infrastructure include
airline transportation, road transportation and railway transportation.
Source: The World Bank

By reducing the inter-city travel time, HSR has changed the accessibility and in-

creased total ridership in China (Lin(2017), Cheng et al(2015), Cao et al(2013)). The increased

convenience of shorter commute time and advantages of rail travel increase labor mobility

among cities. Does the reduction in labor market frictions lead to labor reallocation among

2



cities connected to HSR, and if so, how is labor reallocated? This paper answers this ques-

tion by examining how a city’s connections to China’s High-Speed Railway(HSR) relate to

its employment levels in different industries. HSR passenger surveys from Jianbin(2011), Wu

et al.(2013), Olivier et al(2014) show that passengers who take high-speed rail have a higher

monthly salary, but its still unknown how HSR impacts employment across various industries.

By conducting a model assuming firms sourcing tasks across cities, combining with HSR pas-

senger surveys, this paper hypothesizes that HSR primarily impacts the employment in skilled

and non-service industries positively for cities exposed to HSR.

This paper contributes to existing literature in analyzing the effects of improving

transportation infrastructures worldwide, including transporting freights (Eaton and Kortum(2002),

Donaldson and Hornbeck(2016), Grossman and Rossi-Hansberg(2008)) and passengers (Lin(2017),

Lin(2019), Zheng and Kahn(2013), Zheng and Kahn(2018), Xu(2018), Cheng et al(2014), Rus

and Nombela (2007), Heuermann et al(2018), Bernard et al(2016)). The biggest contribution

of this paper is treating connectivity as a continuous variable. Rather than treating the connec-

tion as a dummy variable that only reveals the differences between having and not having the

transportation infrastructure in the city, this paper further examines the effects of an increase

in a city’s connectivity to the HSR network. As the network keeps growing, new cities get

connected, and old cities increase connectivity. An increase in the connectivity includes direct

connections with more cities, and indirect connections with more cities. While direct connec-

tions reveal one city’s accessibility to certain nearby cities, the indirect connectivity reveals

one city’s accessibility to nearby cities’ nearby cities. The accessibility to nearby cities may not

change significantly by the introduction of HSR since HSR has no absolute advantage compared

3



to buses and cars for short distance. The accessibility to cities further away is more important

when measuring one city’s connectivity. Besides, direct connectivity and indirect connectivity

are usually highly correlated since an HSR line usually connects a large group of cities. Due to

these reasons, this paper measures each city’s indirect connectivity over the sample year, which

is calculated as a spillover effect from this city’s five closest cities. The detailed measurement

of direct and indirect connectivity is described in Section 1.5.1.

Empirically, two types of endogeneity challenge the identification of causal effects.

The timing of operating HSR can be correlated with unobserved labor market potentials, and

the selection bias of cities connected to HSR. The introduction of HSR, at least in the beginning

stage, was not induced by economic conditions for a certain area but rather based on the existing

tracks, which were built a long time ago. As the requirement for HSR train speed increased,

new tracks were built in different regions. The construction date may be affected by the eco-

nomic potentials of certain regions, the open date for a certain HSR line, however, was largely

affected by the engineer difficulties of construction (Lin (2017)). After controlling the location-

time fixed effect, the timing of operation should be identified. Moreover, this paper measures

the city’s indirect connections to the HSR network through its nearby cities. For each city i,

after eliminating its all direct connections to its nearby cities, the city i’s nearby cities direct

connections were solely driven by the nearby cities economic conditions, which is unlikely to

be correlated with city i.

Another concern is the selection bias of cities with direct HSR connections. Accord-

ing to the Ministry of Railway of China, the goal of building the HSR network is to connect

all capital cities for each province in China. By the end of 2018, over 100 cities connect to

4



the HSR network. Many of them are byproducts of connecting the capitals and make capitals

more accessible. One can interpret this ultimate goal by viewing cities with or without HSR

in terms of their distance to the nearest capital, rather than their economic conditions. Section

1.5.2 presents more evidence supporting these statements.

After a city directly or indirectly connected to HSR, this city may have a labor inflow

or outflow or have inflow and outflow at the same time. Thus, the overall effect on employment

can be ambiguous. To fully uncover the labor reallocation among cities, Section 1.4 constructed

a model with firms sourcing tasks among cities to produce final goods. The model suggests that

reducing transportation cost among cities can increase wages for cities with direct transportation

improvement, as well as its nearby cities. As labor income increase, the living costs increases

if the housing supply is inelastic. Thus, labor in different industries will react differently to the

decrease in transportation cost. Labor who have higher income, like labor in skilled industries,

or labor in industries with higher demand, such as non-service industries which usually receive

sourcing tasks, will move to have labor inflow, while labor in other industries may move out

due to higher living cost.

By conducting regressions analyzing the effects of increasing indirect connectivity on

employment level and industry compositions, this paper finds that there is no significant change

in overall employment level. However, increasing indirect connectivity affects industry compo-

sitions differently with different exposures to HSR. Increasing one unit of indirect connectivity

in HSR increases skilled employment by 17%, and non-service employment by 13%, and it

decreases service employment by 8%. After distinguishing cities with HSR or get exposed to

HSR from nearby cities, this paper discovers that the increase in skilled employment and the

5



decrease in service industries mostly come from cities that have HSR, while the increase in

non-service employment comes from cities near HSR. Therefore, labor in skilled industries are

more likely to move in cities with HSR due to higher wage, and labor in non-service industries

are more likely to move toward cities near HSR due to higher demand.

Moreover, this paper also discovers the fact that HSR increases the specialization pat-

terns in terms of industry compositions. The paper reveals that with an increase in indirect

connectivity, a city’s employment in an industry increases more if this city and its nearby cities

have very different compositions in this industry. For example, the skilled intensive city will

attract more skilled workers if its nearby city is not skilled intensive. The results suggest that a

city connects to HSR has an increase in job opportunities, not only for labor in this city, as well

as its nearby cities, due to a reduction in labor market frictions.

The paper is formatted as follows: Section 1.2 discusses the development the stylized

facts regarding HSR in China; Section 1.3 reviews related literatures; Section 1.4 refers to the

theoretical backgrounds; Section 1.5 describes the methodologies in measuring connectivity

and solving endogenous issues in this paper; Section 1.6 shows some evidence that backs up

the hypothesis and regression results; Section 1.6 presents the empirical results and Section 1.7

concludes.
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1.2 Facts about HSR in China

1.2.1 The Development of HSR in China

The HSR network in China is the largest network in high-speed rail, covering almost

two-thirds of the world’s commercial high-speed rail tracks2. The 2014 Railway Safety Man-

agement Regulation classifies the rails in China into three types depending on their speed and

usages. According to the Regulation, only trains running above 250 km/h(155 MPH) in pas-

senger dedicated lines are called the high-speed rail. Trains with speed between 160 km/h to

250 km/h, which also share lines with freight transportation, are classified as fast rail, and the

rest are the normal rails. Compared with fast rail and normal rail, high-speed rails run much

faster by building a seamless track and ballastless track. At the early stage of the development

of HSR, HSR trains were running on the existing tracks for normal trains. However, with the

increasing demand for faster trains, it became essential to start building new tracks to support

higher speed. Technically, the ballastless tracks can ensure trains to run over 300 km/h. Based

on the different definitions of rails, this paper excludes the fast rail, which is different from

some of the literature. Most of the fast rail lines transport passengers and freight. Even though

the speed for fast rail is still significantly higher than normal rail, this paper only examines the

economic outcomes in the labor market, which is induced by passenger travel.

By the end of 2018, HSR has extended to 31 of China’s 33 provincial-level adminis-

trative divisions and reached 29,000 kilometers (18,000 miles) in total length. According to the

2Source: https://en.wikipedia.org/wiki/List of high-speed railway lines in China
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Mid-to-Long Railway Plan3, the Four Verticals (connect north with south) and Four Horizontals

(connect east with west) were mostly completed by 2014. Since then, the goal has been to in-

crease the total length of HSR to approximately 30,000 km by 2020 and start building new rails

that extend the network to be ”Eight Verticals and Eight Horizontals.” The figures in Appendix

A.0.1 show the development of the HSR network in China over the years from 2008 to 2018. In

the figures, each blue circle indicates a city that was connected to the HSR network at that year.

The black link between cities is HSR tracks. The size of the circle stands for the employment

size in this city at that year4. Based on the figures, it is clear that HSR lines were first built in

the eastern and southern parts of China. Geographically speaking, eastern and southern regions

are mostly plains with more comfortable weather conditions, which makes building new tracks

much easier. Due to the same reasons, the eastern and southern parts of China have higher

population intensities, which makes building HSR more profitable. Starting from 2014, HSR

was extended to the western and northern parts of China and connected more cities in different

regions. At 2018, all cities connected to HSR are in the same network5

1.2.2 The Usage and Passengers

Compared to normal rails, HSR reduces at least half of the intercity travel time. HSR

also provides better conditions during the trip, which including the improvement of the equip-

ment, like the seats, restrooms, and the hygiene in the train. Compared to airplanes, HSR is

3Published by the ministry of railway of China
4Except in 2018, due to data availability, the size of employment is the city’s employment level in 2017.
5Meaning that a city connected to HSR can reach any other city connect to HSR with HSR, no matter in which

region.
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much cheaper, and the price is much more stable. Besides reducing in intercity travel time,

HSR can also reduce the intracity travel time. Unlike airports, HSR stations are usually built

near the center of the cities. They are highly connected with intracity transportation, such as

subways, taxis, and buses, which deliver passengers to destinations throughout the city.

Figure 1.2: Ridership of Different Transportation Methods

Note: This graph shows the changes in the usage of different trans-
portation methods over the years, including the railways, airlines,
highways and road, and waterways.
Source: China National Statistic Yearbook

Figure 1.2 shows the average usage of different transportation methods over the years.

As shown in Figure 1.2, more than 80% of the trips are made by cars, buses, and coaches. More-

over, railway accounts for around 10% of the ridership. The figure also indicates the fact that

more short trips are made since cars, buses, and coaches are dominant transportation methods

for shorter distance. According to Lin(2017), HSR ridership steadily increased from 300 mil-

lion in 2010 to 830 million in 2014. Nowadays, HSR is a strong competitor for both long and

short distance trips. (Lin (2017)).
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The fact that high-speed rails are comparatively more expensive backs up the hypoth-

esis that high-income groups are more likely to choose high-speed rail as their transportation

method. According to passenger surveys(Jianbin(2011), Wu et al.(2013), Olivier et al(2014)),

the average monthly income for passengers who take high-speed rail ranges from 4300 to 6700

yuan(600 to 1000 dollars), which is classified as the high income group in China6. Besides, the

surveys also reveal that a large portion of the passengers are traveling for business purposes.

The surveys support the hypothesis that the development of HSR should have heterogeneous

effects on employment in different industries. Passengers who take HSR are more likely to be

employed in relatively high-income industries.

1.3 Literature Review

This paper is closely related to two strands of literature. The first strand measures the

economic outcomes from the development of transportation infrastructures, including highway

roads, railways, and airplanes. This strand includes studies in different transportation infras-

tructures, in different countries, transporting goods or passengers, and affecting the economy in

different aspects. The second strand of literature examines the reduction in labor market fric-

tions, and their effects on labor mobility and labor reallocation across cities. Abundant research

address labor’s choices of where to live and where to work given certain frictions in the labor

market, which this paper is closely related to theoretically.

6Classified by the Chinese Statistics Bureau
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1.3.1 Transportation Infrastructure

There is a large amount of research to examine the economic outcomes from a re-

duction in transportation cost in transporting freights and passengers. To analyze the trade

patterns among different countries, Eaton and Kortum (2002) build a model that explains how

geographic distance and transportation cost hinders tradings among countries. Donaldson and

Hornbeck (2016) examines the increase in market access from the introduction of railways in

the US. For the economic outcomes, they examine when agricultural goods are more acces-

sible nationwide through railways, how land prices, the leading factor prices, were affected.

Donaldson (2018) also exam the railroads in India and its effects on reducing trade costs and

interregional price gaps. They discovers that the railroads in India has increased interregional

and international trade, as well as its real income levels, thus regions with railroads experience

welfare gain. Michaels (2006) use the United States Interstate Highway System to identify the

labor market consequences of a higher trade openness. The paper finds that the relative demand

for skilled manufacturing workers increases in counties with a high endowment of human capi-

tal, which is consistent with the predictions of the Heckscher-Ohlin model.

My paper contributes to the literature that examines the economic outcomes from

an improvement in transporting passengers. There are researches study the economic outcomes

from highways. Baum-Snow et al. (2017) study how configurations of urban railroads and high-

ways influenced urban form in Chinese cities since 1990. Their findings differ by the shapes of

railroads and highways, which indicate that radial railroads decentralize industrial activity and
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ring roads decentralize both industrial and service sector activity. Faber (2014) studies China’s

National Trunk Highway System, which is a large scale natural experiment that connects small

peripheral counties to large metropolitan agglomerations. He finds that the system affects the

diffusion of industrial and total economic activity to peripheral regions, or reinforce the con-

centration of production in space. The estimation results suggest that network connections have

led to a reduction in GDP growth among non-targeted peripheral counties. Baum-Snow et al,

and Faber inspire this paper in analyzing the transportation network development and heteroge-

neous effects from different network and industries.

As for the introduction of HSR in China and other countries, numerous studies focus

on the economic impacts of HSR developments, including a study by Bernard et al. (2016) on

the impact of Shinkansen line on Japanese firms. Several recent studies also examine the macro

impact of China’s HSR system. Zheng and Kahn (2013) study its effect on housing prices in

secondary cities, which is consistent with McDonald and Osuji (1995). They find empirical

evidence that residential land values increase due to a new elevated transit line in Chicago. Ke

et al. (2017) evaluate its effects on per capita GDP growth of targeted cities. In micro level,

some studies examine the micro effects on firm behaviors. Xu (2018) states that HSR has in-

creased firm productivity by an increasing firm to firm matching efficiency, and by lowering the

labor migration cost, HSR has increased the overall welfare in China. Lin et al. (2019) studies

the interregional flows of private investments and finds there is an increase in cross-city invest-

ment for city pairs connected with HSR.

Besides analyzing the overall effects of HSR, some literature have focused on the het-

erogeneous effects in different cities. Qin (2017) examines the distributional effect in the core
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and peripheral areas. The paper suggests that the affected counties on the upgraded railway lines

experienced reductions in GDP and GDP per capita following the upgrade, which was largely

driven by the concurrent drop in fixed asset investments. He et al. (2017) examine the different

economic outcomes among initially rich and poor counties reacting to the new expressways in

China. While both of them have an increase in GDP, initial poor counties have worse pollu-

tion after the introduction of expressways. They point out that the different outcomes among

counties reflect the balance between economic activities and environment quality. Cheng et al.

(2014) explores the effect of HSR on employment rates and specialization in both major cities

and hinterlands in Europe (North-west European network) and China (Pearl River Delta area).

They find that the effects differ widely depending on the different stages of economic devel-

opment. In more developed regions, introducing HSR has a convergent impact. While some

regions experience rapid development, the impacts are divergent.

This paper focuses on the heterogeneous effects of introducing HSR on the Chinese

labor market. Few studies have revealed the effects of transportation infrastructures on the local

labor market. This paper is closely related to Lin (2017), who examines how HSR has shaped

urban employment and specialization patterns. She finds that HSR in China increases city-wide

passenger flow and employment. She also finds industries with a higher reliance on nonroutine

cognitive skills benefit more from HSR-induced market access to other industries. Lin analyzes

the effect of a dummy variable, that is, the effect of introducing new HSR lines. In contrast,

this paper explores the increase in connectivity to HSR, a continuous variable, on employment

in different industries.

Other researches have analyzed the effects of new infrastructure for air travel and how

13



it has impacted labor reallocation and collaboration in various industries. Giroud and Mueller

(2015) argue that direct airline routes that reduce travel time between headquarters and factories

can induce labor and capital reallocation and thus increase productivity. Catalini et al. (2016)

study how routes introduced by Southwest Airlines during 1991 to 2013 led to a 50% increase in

scientific collaborations as researchers were better able to meet face to face to work on projects

and publications. They also found that lower fares and the flow of people and ideas benefited

younger scientists and that increased opportunities for low cost travel helped them be productive

than their local peers. Similarly, Dong et al. (2018) show that after a city is connected to the

HSR network, there is significant productivity increase in terms of quantity and quality of jour-

nal publications. This paper suggests the lower transportation cost and increased connectivity

of HSR leads to reallocation of labor and other heterogeneous effects among various industries,

especially high-skilled and tourism.

This paper also discusses economic agglomeration by analyzing the specialization

patterns after HSR exposure. There are many literature analyzing economic agglomeration

among regions and cities, which include Ottaviano et al. (2002), Rosenthal and Strange (2004),

Moretti (2014), Allen and Arkolakis (2014), and literature studying the economic agglomeration

of firms from spillover effect and positive externalities, including Duranton and Puga (2004),

Moretti (2004), Combes et al. (2012), Greenstone et al. (2010). By analyzing how city clusters

with very similar and very different industry compositions react differently regarding a decrease

in transportation cost among them. this paper also contributes to the literature supporting eco-

nomic agglomeration.
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1.3.2 Labor Market Frictions and Commuter’s Choices

Many literature have focused on analyzing economic activities within cities. Fujita

and Krugman (1995), Lucas and Rossi-Hansberg (2002), Lemoy et al. (2012), Ahlfeldt et al.

(2015) have built theoretical models study the size and internal structures of cities. In their mod-

els, transportation cost plays a very important role in shaping commuter’s decision on where to

live and where to work. Gibbons and Machin (2005) evaluates the benefits of rail access to

households in London. They find that households valuate rail access more than other local

amenities. Parry and Small (2009) and Small et al. (2006) uncover the optimal price of public

transportation considering overall welfare gains.

Empirically, many studies on urban transportation infrastructure focus on measur-

ing the reductions in transportation costs from different kinds of transportation infrastructure

projects. For example, Cao et al. (2013), Behrens and Pels (2012), Heuermann et al. (2018)

show how HSR improved intercity commuting from reducing travel time and increasing each

cities’ accessibility. How does decrease in transportation cost change commuters’ choices in

where to live and work? Many empirical studies have analyzed the urban residences’ behavior

changes responding to transportation infrastructure improvements. Baum-Snow et al. (2005)

provide empirical evidence from sixteen cities in analyzing their residents change in commute

modes responding to expanded rail networks. Their results suggest that new rail lines have been

more successful at drawing new riders in denser, more centralized cities, and primary social ben-

efit associated with the new rail lines comes from the significant reduction in commute time.
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Baum-Snow (2007) also examines highways in the US and points out that the construction of

new limited access highways has contributed to central city population decline. Similarily, Du-

ranton and Turner (2007) finds that population and employment increase regarding the growth

of roads and public transit in major cities in the US. With public transportation improvement,

residence tend to live further away from the center cities or CBD of a city to avoid higher living

cost.

Does the changes in commuters’ behavior beneficial for the overall economy? Who

is benefited from the improvement of public transportation infrastructure? Tsivanidis (2018)

answers these questions by assessing the BRT system in Colombia. His paper finds that the

BRT system increases welfare and output, and the high-skilled workers benefit slightly more.

The heterogeneous benefits between the high-skilled and low-skilled workers are the results

considering the usage of this transportation method, how easily individuals substitute between

commutes, whether the system connects workers with employment opportunities, and equilib-

rium adjustment of housing and labor markets. For similar reasons, this paper evaluates the

employment changes regarding the connection to HSR in different industries. Section 1.4 pro-

vides a theoretical support.

1.4 Model

To understand how is labor reallocated with respect to a increase in connectivity to

HSR network, a simple model is presented in this section. This model intents to reveal that first,
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increase in connectivity to HSR network is a reduction in transportation cost between cities;

second, labor across cities are reallocated pursuing higher wage; third, there will be heteroge-

neous effects on the employment in different industries.

1.4.1 Model Environment

There are N cities in the country producing final goods Y. Following Grossman and

Rossi-Hansberg (2008), each final good y produced by city j is producing from a continuum of

tasks i ∈ [0,1], with CES technology and constant returns of scale:

y j = [
∫ 0

1
x(i)

σ−1
σ di]

σ

σ−1 (1.1)

In each city j, there are limited supply of land H̄ j, l j number of workers with wage

equals to w j(i). The wage is different across cities and depends on the tasks. The whole econ-

omy N is endowed with an inelastic supply of workers who are perfectly mobile across cities.

1.4.2 Consumption

A representative household in city j ’s utility is defined by the final good consumption

C j, housing H j, and city amenity δ j:

U j = δ jCα
j H1−α

j (1.2)
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Assume that household’s revenue equals to R j with final goods price normalized to

one and housing price equals to q j, the indirect utility function for each household in city j is:

Vj = bδ jqα−1
j R j (1.3)

where b = αα(1−α)1−α .

From Cobb-Douglas utility function, total final goods consumption equal to α portion

of total income, while total housing expenditure takes (1−α) portion of total income:

C∗j = α ∗R j (1.4)

H∗j ∗q j = (1−α)∗R j (1.5)

Suppose housing expenses are redistributed as a lump-sum to consumers, thus, for

each household:

R j = w j
7 +(1−α)∗R j (1.6)

The total income for city j, summing all households income R j is:

v j ∗ l j = R j ∗ l j = w j ∗ l j +(1−α)∗R j ∗ l j (1.7)

Combining housing market clearing condition and Equation 1.7:

q j =
(1−α)

α
∗

w j ∗ l j

H̄ j
(1.8)

7w j =
∫ 1

0 w j(i)di
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Equation 1.8 indicates that if one city’s housing supply is inelastic at H̄ j, the increase

in labor income, either from an increase in w j or from an increase number of workers l j, the

housing price will increase. The rising housing price makes working in city j less attractive.

Unless there is an expansion in housing supply, eventually some workers in city j will mover

out as housing price keep growing.

1.4.3 Production

For each city j, firms are in perfect competitive market. For each final good y j pro-

duced in a firm at city j, this firm can produce some tasks in city j, and sourcing some tasks

outside city j, like in city k, if city k produces these tasks relatively cheaper. This way, final

goods can be produced taking advantage of both city j’s high productivity and city k’s cheaper

labor cost. Consider the iceberg transportation cost τ jk(τ jk > 1), the cost of sourcing task i in

city k for firms in city j is:

g jk(i) =
τ jk ∗wk(i)

z j
(1.9)

z j is the productivity of city j. Following Giroud and Mueller (2015), city j’s ef-

ficiency in producing good j is the realization of a random variable Z j from its city-specific

probability distribution Fj(z) = Pr[Z j ≤ z], and city j’s efficiency distribution is Frechet:

Fj(z) = exp(−Tjz−θ ) (1.10)
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where Tj > 0 and θ > 1. The distributions are independent across cities. In this distribution,

Tj denotes the average absolute advantage of city j in producing the final goods, while θ repre-

sents the comparative advantage across cities. θ is the same across all cities, and it reflects the

amount of variation within the distribution. A bigger θ implies less variability, meaning there

are less differences in efficiency for all cities to produce the same product.

Firms in city j will look for city k to source task i at the lowest cost g jk(i). Based

on the distribution of productivity in city j, the cost of city j source task i in city k follows the

distribution:

G jk(g) = Pr[g jk(i)≤ g] = Pr[
wk(i)
z jk(i)

τ jk ≤ g] = Pr[z j ≥
wk(i)

g
τ jk] (1.11)

G jk(g) = 1− exp(−Ti(wk(i)τ jk)
−θ gθ ) (1.12)

The distribution of city j’cost in producing task i is:

G j(g) = Pr[g jk(i)≤ g,k = 1,2, ...N] = 1−
N

∏
k=1

[1−G jk(g)] (1.13)

G j(g) = 1− exp(−Φ jgθ ) (1.14)

where Φ j =
∫ 1

0 (Tj ∑
N
k (wk(i)τ jk)

−θ )di

Looking at the unit price for the final goods with tasks producing at home city and

sourcing to other cities, assuming the production of final goods follow the CES production:
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g j = [
∫ 0

1
g j(i)σ−1di]

1
σ−1 (1.15)

If σ < 1+θ , and firms in perfect competitive market that do not make any profits, the unit cost

of producing a final good in city j is:

g j = c j = γΦ
− 1

θ

j (1.16)

where γ is Gamma Function8.

1.4.4 Transportation Cost

Transportation cost is defined as τ jk in this model. It plays a very important role in

deciding what types of tasks and how many tasks will city j sourcing with city k. Before the de-

velopment of transportation infrastructures, transportation cost is purely driven by geographic

distances, where cities sourcing tasks with nearby cities, ignoring further cities with cheaper

cost. With the development of transportation infrastructures, it is very likely that more cities are

trading with cities further away while still reducing cost.

In perfect competitve market, firms producing final goods with the same unit cost,

thus:

c j = γΦ
− 1

θ

j = γ[
∫ 1

0
(Tj

N

∑
k
(wk(i)τ jk)

−θ )di]−
1
θ = c̄ (1.17)

8γ = [Γ( θ+1−σ

θ
)]
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Equation 1.17 indicates that Φ j = Φ̄ for j = 1,2, ...N. In this case, when Tj increases, meaning

that city j’s productivity increases, wk(i) increases not only for city j, but also for cities that city

j sourcing tasks with. The cities that city j sourcing with are more likely to be nearby cities

since if τ jk is too high, it is too costly for firms in city j to source any task.

Equation 1.17 also suggests that if τ jk decreases, for example, by introducing HSR,

transportation cost is lower, wk(i) will increase for city j and city k compares to other cities.

With a higher wage, city j and city k will attract more workers working in task i. In summary,

transportation cost affects wage in connected cites compare to other non-treated cities pairs, and

it affects wage differently across industries, depending on the sourcing tasks between firms in

the cities. Thus, labor will be reallocated among cities with or without HSR. Pursuing higher

wage, labor will move to cities with higher connectivity to HSR. Two types of industries will

be affected the most, first, industries with sourced tasks, which are more likely to be industries

with lower labor cost, like non-service industries; second, industries with high income, like the

skilled industries. Labor in this industries are the main passengers to take HSR due to their

higher income.

To look at a city’s total labor income, following Giroud and Mueller 2015, define X jk

to be the cost of city j spending on city k for sourcing tasks, and X j to be the total cost on

producing the final goods, X jk can be written as:

X jk =
Tjτ
−θ

jk
∫ 1

0 wk(i)−θ di

Φ j
∗X j =

Tjτ
−θ

jk
∫ 1

0 wk(i)−θ di

Φ̄
∗X j (1.18)
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City k can produce task i for city j, as well as many other cities, the total labor income

in city k is:

Yk = wk ∗ lk =
N

∑
j

X jk = Φ̄

∫ 1

0
wk(i)−θ di

N

∑
j

Tjτ
−θ

jk X j (1.19)

This paper defines ∑
N
j Tjτ

−θ

jk X j in Equation 1.19 as the spillover effects city k re-

ceives from nearby cities that affects their labor income. City k gets higher spillover effects

from nearby cities when nearby cities have higher productivity, or when the transportation costs

between them are lower. Empirically, this paper reveals productivity of a city by its real GDP

before sample period. Plus, for transportation cost, a continuous measurement of indirect con-

nectivity to HSR is measured for each city in China across years. The indirect connectivity for

a city shows the change in transportation cost between this city and all other cities through this

city’s nearby cities. The detailed measurement is shown in Section 1.5.

In summary, this model predicts that after connected to HSR, there will be a decrease

in transportation cost between cities in the network. As spillover effects from nearby cities are

measured by transportation cost to high productivity cities, an increase in a city’s spillover ef-

fects increase its total labor income. Thus, in order to get higher wage, workers are reallocated

across cities with and without HSR. However, as a city’s total labor income increases, the living

cost increases as well if its housing supply is inelastic. Some labor will move out of the city

due to this reason. Therefore, connecting to HSR affects labor reallocation differently across

industries. For industries that are more likely to have sourced tasks, there will be workers move

in, while other industries will have workers move out due to the increasing living costs.
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1.5 Methodology

1.5.1 Measure Connectivity

The key contribution of this paper is to measure how cities’ connectivity to HSR

changes over time. This paper adopts the graph theory to calculate connectivity for 285 cities

over ten years. When a city connects with other cities by HSR, they form a network. Based on

graph theory, each city is treated as a node, and HSR is the link between nodes. A network is a

representation of connections among a set of items. The network of HSR is a set of connections

among cities. As the network of HSR evolves over the years, each city’s connectivity to the

network changes. Rather than treating connectivity to HSR as a dummy variable, this paper an-

alyzes connectivity as a continuous variable. After a city gets connected to the HSR network, its

connectivity to HSR is not zero anymore; however, as time goes by, its connectivity to HSR can

be increasing continuously by connecting to more cities in the network. Measuring connectivity

can offer insight into a particular city’s role in larger trends in transportation, employment, and

economic impact. As for graph theory, connectivity relates to the ”importance” of a node.

A node acquires importance based on various aspects. First, important nodes should

have many connections. Second, important nodes should be served as a bridge that connects

other nodes. Third, important nodes should reach other nodes in the same network with shorter

distance9.

9The distance here does not referred as geographic distance, but the number of links.
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Figure 1.3 shows an example of a typical network. In Figure 1.3, there are five

Figure 1.3: Example

B E

DC

A

Nodes: A, B, C, D, E, which are considered five cities in this paper. Each city is connected with

1 to 3 other cities with Links. Depending on how many connections each city has, each city will

have a measurement for Degree as direct connections. For example, here, city B is connected

with A, C, and E directly. In this case, the Degree of B is 3. Degree measures the first aspect of

a node’s importance. For each city, the more Degree it has, the more connected it is.

In network literature, distance is defined as the shortest path between two nodes. For

example, in Figure 1.3, to go from A to E, there are several paths. One path can be from A to

B to E, or A to B to C to D to E. The distance between A to E is 2, which is calculated from

the shortest path, A to B to E. In the same example, B is acting as a bridge of connecting node

A and E. In addition, B is the essential point for node A to reach node C and D. Node B is also

important for node C to reach node E, however, it is not the only bridge between node C and

E because there is another path, from C to D to E for node C to reach E. Betweenness for a

node, for example node v, measures the number of shortest paths for any node pair in the same

network that has to pass a node v, normalized by the total number of shortest paths for this node

pair. Betweenness measures the second aspect of an important node. For each node, the higher

the betweenness, the more connected it is.
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In a network, each node will have a measure of distance to each other node in the

same network. Eccentricity is defined as the largest distance between any node v and all other

nodes in the same network. For example, the largest distance of node A is from A to D, which

is 3. In this example, eccentricity for each node is as follows: {A : 3,B : 2,C : 2,D : 3,E : 2}.

After knowing eccentricity for all nodes in a network, it is clear to find the Radius and Diameter

of a network. The Radius for a network is the minimum of Eccentricity, while the Diameter is

the maximum of a network. For nodes with Eccentricity equals to Radius is in the Center of

a network, while nodes with Eccentricity equal to Diameter is in the Periphery of a network.

Center and Periphery, as dummy variables, measure the third aspect of node importance. If a

node is in the Center, it is more connected than other nodes. In contrast, if a node is in the

Periphery, it is less connected than other nodes. When a network is large, and Eccentricity for

different nodes varies by a fair amount, a node may be neither in Center nor in Periphery.

Table 1.1 summarize the variables this paper uses to measure connectivity. Before

Table 1.1: Different Measurements of Connectivity

Variable Definition Calculation Relation
Dummy:
Center Nodes with eccentricity equal to radius 1 if center,0 if not +
Periphery Nodes with eccentricity equal to dismeter 1 if periphery, 0 if not -

Continuous:
Degree # of neighbors d(v) +

Betweenness # of shortest paths that pass node v ∑s,t∈N
σs,t(v)

σs,t
+

Eccentricity (node v): the largest distance between n and all other nodes in the same network
Radius: the minimum Eccentricity of a network
Diameter: Maximum distance between any pair of nodes in the same network
Neighbors(node v): nodes that have direct connections with node v
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cities are connected to HSR, their connectivity is counted as 0. For each variable, based on their

correlation with connectivity, this paper assigns zero in Degree, Betweenness, Center, and 1 in

Periphery for cities that are not in the HSR network. Figure 1.4 shows the connectivity change

over time in different regions in China using different measurements. The blue curve in the

graph is the dummy variable, which equals one if a city is connected to HSR. From Figure 1.4,

the most connected regions are east and alone the coast as well as the south. This corresponds

with the development of HSR in China.

Figure 1.4: Heterogeneity in Connectivity Across Regions

Note: This graph shows the changes in connectivity from 2008 to 2017 for cities in six regions in China.The panel in
the left shows the connectivity measurement of continuous variables, and the panel in the right shows the connectivity
measurement of dummy variables.
Source: All measurement of connectivity is calculated by author. Detailed explanation is specified in section 1.5
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1.5.2 Dealing with Endogenous Issues

There are two main endogenous issues in this paper that could bias the estimations.

One is the unobserved contemporaneous shocks that could affect the labor market outcomes

and the timing of operating a new HSR at the same time. Another concern is the selection bias

of cities to be connected to HSR. In other words, there can be unobserved variables that differ

from cities with and without HSR, and these variables can affect the labor market outcomes,

thus bias the estimations.This section will discuss in detail how this paper is dealing with these

concerns.

First, the timing of operating an HSR line depends on the construction date and the

open date. At the early stage of HSR network’s development, it has been common to use the

existing track for normal rails to operate high-speed rails. As stated in Lin (2017), 12 out of 45

HSR lines in 2014 were based on existing lines in 2005. In Dong et al. (2018)’s paper, they use

the tracks for military usage that existed in 2005 as the instrumental variable for HSR tracks due

to the strong correlations between the two. As the requirements of speed increases, the govern-

ment needs to build new tracks for operating HSR. It is possible that the government recognizes

economic potentials of a region and connects its cities with HSR; however, while the tracks

might be constructed across the region at the same time, the date of initial operation can vary

significantly.The open date depends on construction progress, which is largely affected by en-

gineering difficulties. Besides, following Donaldson and Hornbeck (2016), Giroud and Mueller

(2015), Lin (2017), this paper includes location*time10 fixed effect to control for heterogeneous

10Specifically, this paper uses region*year fixed effect and uses province*year fixed effect as a robustness check,
the results are consistent.
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development of regions over time.

Another endogenous concern for this paper is the selection bias for the city with HSR.

According to Ministry of Railway of China, the ultimate goal of establishing the HSR network

is to connect all capital cities for each province with high-speed trains. Thus, it is safe to claim

that cities that are not capitals of their provinces are byproducts of connecting province cap-

itals. In this case, the cities with and without HSR connections may not differ substantially

in economic conditions but are instead selected or not based on their distances to the nearest

province capital. In Xu(2018), he builds an instrument variable for HSR network based on the

connections between capital cities and the least cost routes depend only on engineer difficulties

and geographic conditions.

In terms of how to deal with the remaining concerns over endogenous issues, this pa-

per uses the unbiased measurement for connectivity from the city’s economic conditions. The

selection of cities could bias the estimation in the regressions, especially when connectivity is

affected by the economic conditions of a city. For example, since Beijing is the capital of China,

we can assume Beijing should be the Center of the HSR network, and it should have a larger

set of direct connections compare to other cities. However, based on this paper’s measurement,

one city’s connectivity is largely affected by its location in the network. Its direct connections

to other cities define its location, and it is highly correlated with its nearby cities’ direct con-

nections to other cities. In other words, one city’s connectivity is highly correlated with its

surrounding cities’ connectivity, which is unbiased from its own economic condition.

In this case, instead of using one city’s direct connectivity, I calculate each city’s

indirect connectivity induced by nearby cities’ direct connectivity, weighted by their distance
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and pre-sample real GDP conditions. A similar approach, which is called the Market Access

approach, is first introduced by Donaldson and Hornbeck (2016) in their paper estimating the

railroads in the US, and followed by Lin (2017) in estimating HSR in China. A county’s market

access increases when it becomes cheaper to trade with another county, particularly when that

other county is richer. Donaldson and Hornbeck (2016) measure changes in market access to

all cities in the country with and without the transportation method. This approach is estimating

the aggregate impacts of a transportation project; in such case, market access is influenced by

changes beyond the local area in the railroad network. This paper is not using this market access

approach because the measurement of connectivity is adapted from graph theory. Rather than

measuring the change of travel time and cost, this paper is measuring different aspects of how

a city is becoming more and more important in a network. Instead of calculating market access

change over all cities in the country, this paper only focuses on how connectivity has changed

from the five nearest cities. However, this paper is adapting the idea from the market access

approach that real GDP of nearby cities matter in terms of their spillover effects.

Specifically, instead of measuring the direct connectivity of a city in a network, the

indirect connectivity from five nearby cities is measured and calculated as weighted averages,

which is called the spillover connectivity in this paper. Before doing that, following Giroud

and Mueller (2015), this paper divides all cities into three groups concerning their connections

to HSR. As shown in Table 1.2, the three groups are: the treated group, the other group, and

the control group. For cities in the treated group, they have direct connections with other cities

in the HSR network. In the other group, cities do not have direct connections themselves, but

at least one of their nearby cities has direct connections with other cities. The control group
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contains cities without HSR themselves, and neither are their nearby cities. As shown in Figure

1.5, city A, B, C, D, E are in the treated group, F is in other group and G is in control.

Table 1.3 shows the summary statistics across years for cities in the three groups

Table 1.2: The Three Groups
Treated Cities Control Cities

Treated Other
Connected to HSR in year t-1, Nearby cities connected to HSR in year t-1, Not connected to HSR,
nearby cities can be connected or not not connected itself no nearby cities get connected in year t-1
Ex: A,B,C,D,E Ex: F Ex: G

Note: In most of the cases(719 episodes), has HSR means near HSR, only in 15 episodes, the city has HSR but not near HSR

B E

DC

A F G

H

I

J

K

L

Figure 1.5: Example

defined above. In order to ensure the sample cities for each group are the same over years, I

classify cities into eventually control group, eventually other group and eventually treated group

based on their HSR connection in 2017, which is the end of the sample period. From Table 1.3,

it is evident that for major variables that represent major economic conditions of a city, there

is not difference among the three groups over years on average. Figure 1.6 shows the trends

in different economic variables for the three groups, while the red vertical line represents the

first introduction of HSR in 2008. Summarizing all these variables for all three groups, it is

noticeable that before 2008, all three groups shared the similar trends for eight variables, after

2008, however, there has been trend change for the control group while the treated group and

the other group continuously shared the similar trends for all variables. Table 1.3 and Figure

1.6 reduce the concerns for selection biases among cities with and without HSR.
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In order to make sure one city’s indirect connectivity is not induced by its economic

Table 1.3: Summary Statistics for Cities in Different Groups

Variables Eventually control Eventually Other Eventually Treated
Count 435 1269 1752
Population 14.89 14.91 15.32

0.81 0.62 0.58
Employment 13.06 13.02 13.67

0.69 0.58 0.86
Unemployment 9.72 9.53 10.08

0.74 0.66 0.79
Rgdp 24.89 24.99 25.64

0.91 0.82 1.02
Rgov exp 22.84 23.13 23.58

0.93 0.81 1.04
Rwage 10.19 10.4 10.44

0.46 0.46 0.51
Airplane usage 5.84 5 6.1

6.32 6.08 7.12
Aoad usage 17.3 17.31 17.93

1.66 1.62 1.42
Note: All variable are in log value

conditions in any way, for the treated group, when calculating their indirect connections from

the nearby cities, their nearby cities’ direct connection to them will be eliminated. In such a

case, their indirect connections are only induced by their nearby cities’ direct connections to

cities excluding themselves. Figure 1.7 shows two examples of such eliminations. The left two

panels are showing the case when city E is connected with city B and D. When calculating city

B and D’s direct connections, I eliminate B and D’s connection to E, in such case, the network

is changing from the first panel to the second panel on the left side. In the right two panels,

city E only has one connection with city D, and so does city D, when calculating the indirect

connectivity of city E and D, this paper eliminates this direct connection between them. After

the elimination, however, the network has become completely disconnected. Even though cities
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Figure 1.6: Group Trend Comparison

Note: This graph plots different economic backgrounds for cities in different groups from 2003 to 2017. The different measurement
of economic backgrounds are total population, totol employment and unemployment level, real GDP, real government expenditures,
real wage, the road ridership and airline usage.
Cities are divided into three groups, including the treated group, the other group, and the control group. Here the cities are grouped
by its final group in 2017.
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A, B, C, D, E are still in the treated group, their measurement of connectivity will be the same

as cities in the control group, which is zero. By eliminating the city’s direct connections in

the network, the indirect connections, defined as nearby cities’ direct connections, are purely

induced by nearby cities’ connections with all other cities in the network, thus further easing

the endogenous concerns.

Figure 1.7: Taking off Direct Connection for Treated and Other Group

B E

DC

A F →

B E

DC

A F

B E

DC

A F →

B E

DC

A F

X Spilli,t =
5

∑
c

Weightc,i ∗Xc,t (1.20)

In addition, Equation 1.20 shows how one city’s indirect connectivity, X Spilli,t is

calculated. For each city i, this paper groups city i’s five nearest cities by geographic distance

as nearby cities of city i. For each nearby city c in this group, this paper calculates its own

direct connectivity Xc,t in the network. For city i in the treated group, Xc,t will be the direct

connections after eliminating the direct connection to city i.

Equation 1.21 shows how Weightc,i is calculated for each nearby city. There are two

components in calculating the weights for city c in a nearby city group for city i, representing

two forces that affect the spillover effects of connectivity from a nearby city. The first compo-

nent is the real GDP ratio before the sample started in 2002. The real GDP ratio is calculated
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by using the real GDP of city c in 2002, divided by the sum of real GDP for the city i’s nearby

city group. The intuition is that among all nearby cities, the city i will be benefited more from

a connectivity increase from a richer city, for example, a capital city of a province.

The second component is city c’s relative geographic distance compare to the closest

city, city c1. In this case, for every city i, the weight for its closest city, city c1, will only be the

real GDP ratio, since the second component will be one. If all city c in the nearby city group

have a similar distance to go to city i, then the second component should be close to one for all

of them. However, if there is large heterogeneity in the distance among the nearby city group

for city i, then the city that is relatively far away from city i, will have little effects on the city i’s

connectivity. The intuition behind this is that geographic distance matters for spillover effects.

If we assume that city i’s closest city, city c1, regardless of its real GDP, has the most impact

on the city i’s connectivity. The impact of other nearby cities should decrease regarding their

relative distance away from city i to city c1. The two forces work in opposite ways in deciding

the weight of a nearby city’s spillover effects. The richer and closer city always has a higher

spillover effect in terms of connectivity.

Weightc,i =
log rgd pc,2002

∑c∈N log rgd pc,2002
∗ log GeoDisti,c1

log GeoDisti,c
(1.21)

Table 1.4 represents summary statistics for geographic distances for nearby cities to

the target city. In each column, the average distances of the closest city to the fifth closest city

are reported. From Table 1.4, we can see there is not much heterogeneity in terms of geographic

distance from the closest to the fifth closest. Figure 1.8 shows the distributions in bar charts,
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which indicates that even though there are outliers, in general, there is not much heterogeneity

among nearby cities. This statement is also well demonstrated in Figure 1.9. Figure 1.9 shows

the distributions of all city c from the closest to the fifth cloest and the sum of the weights. The

weights are all distributed around 0.2 with a summation around 1. The distributions of distance

and weights ensure the credibility of Weightc,i in calculating the spillover effect. There are no

heterogeneous distance distributions among cities that would bias the results. Besides, there

are no heterogeneous distance distributions among nearby cities for each city i that would have

made some cities’ weights in the nearby city group invalid.

Table 1.4: Distance(km) Summary Statistics
Dist first Dist second Dist third Dist fourth Dist fifth total aver distance

count 282 282 282 282 282 282 282
mean 82.16 115.52 139.39 160.28 179.67 677.02 135.40
std 66.82 109.83 116.74 129.15 140.78 542.49 108.50

Note: 1 km = 0.62 miles

Figure 1.8: Frequency Histogram of Distance(km) in Order

Note: This graph shows the distributions of distance for each city to its nearby cities, from the closest to the fifth closest cities.
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Figure 1.9: Distributions of Weights

Note: This graph shows the distributions of the weights, considering both distance and real gdp ratio in 2003, for each city to its
nearby cities, from the closest to the fifth closest cities.

1.5.3 Comparing Direct and Indirect Connectivity

Table 1.5 presents summary statistics comparing direct and indirect connectivity at all

observations. The second row shows the means for all connectivity measurements. The indirect

connectivity is similar and smaller than direct connectivity for all connectivity measurements.

Moreover, the standard deviation, which shows in the third row, is much smaller for indirect

connectivity. The fact can be explained by the elimination of direct connection among nearby

cities and the target city in the treated group. Since the endogenous connections are removed in

spillover effects, the estimations from regressions will not be biased.

Figure 1.10 shows the change of indirect connectivity among different groups over

Table 1.5: Summary Statistics for Measuring Connectivity
degree spill degree betweenness spill betweenness center spill center periphery spill periphery

count 3031 3031 3031 3031 3031 3031 3031 3031
mean 0.3 0.37 0.02 0.03 0.02 0.02 0.76 0.84
std 0.48 0.8 0.05 0.1 0.06 0.13 0.23 0.37
min 0 0 0 0 0 0 0 0
max 2.41 5 0.35 0.67 0.49 1 0.99 1

years. It is apparent that the treated group has less indirect connectivity compared to the other

group. This is also because of the eliminations in direct connectivity for some cities in the
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treated group.

Figure 1.11 shows how direct and indirect connectivity change over time for four big

Figure 1.10: Change of Connectivity among Groups

Note: This graph plots how differently the three groups’ indirect connectivity change from 2003 to 2017. The indirect
connectivity is always higher for the treated group.

cities in different regions of China. As showing in Figure 1.11, direct connectivity and indirect

connectivity share similar trend for all cities, the magnitudes, however, are different from each

other. The indirect connectivity is smaller than direct connectivity for all cities.

1.5.4 Comparing Industry Compositions

Besides the measurement of connectivity described in Section 1.5.1, there is another

layer in terms of measuring connectivity, which is the difference in industry compositions in

connected cities. If one city is connected with cities that have similar industry compositions,
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Figure 1.11: Examples from the Big Cities

Note: This graph plots the comparisons of direct and indirect connectivity change for four big cities in China.

the indirect connectivity should affect labor reallocation differently than when it is connected

to cities with very different industry compositions. For example, if one city is skilled intense,

another is tourism intense, tourism workers in skilled intense city may have a larger application

pool; if one city is skilled intense, another is also skill intense, skill workers in both cities

will have a larger application pool. In other words, for each city i, there are measurements for

the differences and similarities of industry compositions between city i and its nearby cities.
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1
5 ∑

5
i 6=c DINDk,c,t0 ,INDk,i,t0

and 1
5 ∑

5
i 6=c DIND−k,c,t0 ,IND−k,i,t0

measure the connectivity change by being

connected with cities with similar or different industry compositions.

DINDk,c,t0 ,INDk,i,t0
= |

INDk,c,2003

INDc,2003
−

INDk,i,2003

INDi,2003
| (1.22)

DIND−k,c,t0 ,IND−k,i,t0
= |

IND−k,c,2003

INDc,2003
−

IND−k,i,2003

INDi,2003
| (1.23)

Equation 1.22 indicates the differences in city i’s industry composition with five of its

nearby cities’ industry compositions. The differences in the industry decomposition is calcu-

lated in year 2003 due to endogenous concerns. After adding the absolute values of all the dif-

ferences in industries’ employment level, the difference is normalized by the number of nearby

cites, which is 5. Similar method is applied calculating Equation 1.23, except here the measure-

ment indicates whether city c has similar industry composition in other types of industries with

nearby cities.

1.6 Data, Regressions, and Empirical Results

1.6.1 Data

The major data source for this paper is the China City Statistical Yearbook for city-

level macroeconomic outcomes. Table 1.6 shows employment in different industries for each

city, both in level and industry compositions, as the two main dependent variables. The 19

industries are divided into four classifications outlined by Lin (2017), including skilled employ-
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ment, tourism-related employment, other-service employment, and other non-service employ-

ment. The specific classification is shown in Table A.1 in the Appendix. The main independent

variable is connectivity measured in Section 1.5.1 and some other variables.

Table 1.6: Data Definitions and Sources
Variables Definition Data Source
Dependent Variables:
Em i,t,k Log value of employment for industry k for city i in year t City Statistical Yearbook
Em composition i,t,k Percentage of employment in industry k divided by total employment in for city i in year t Author’s Calculation
Independent Variables:
Connectivity i,t Explained in Author’s Calculation
Other Variables:
rgdp i,t Log value of real GDP for city i year t City Statistical Yearbook
population i,t Log value of population for city i year t City Statistical Yearbook
unemployment i,t Log value of unemployment for city i in year t City Statistical Yearbook
rwage i,t Log value of average wage for city i year t City Statistical Yearbook
rgov exp i,t Log value of government expenditure for city i year t City Statistical Yearbook
road usage i,t Log number of passengers who used road to transport in city i year t City Statistical Yearbook
airplane usage i,t Log number of passengers who used airplane to transport in city i year t City Statistical Yearbook

City i: excluding cities with missing values, in total there are 282 cities in prefecture-level in the sample
Year t: range from 2003 to 2017

1.6.2 Regressions and Results

1.6.2.1 Benchmark Regressions

Benchmark regressions analyzing how spillover effect in measuring connectivity in

different ways are shown in Equation 1.24. Yi,t is the dependent variable, which is the logged

employment level in city i at time t. X Spilli,t−1 is the spillover connectivity, including degree,

betweenness, center and periphery, in city i at time t-1. By adding city and region times year

fixed effect, city-specific and region to year fixed characters and trend will be controlled. Table

?? shows the results for this regression.

Yi,t = β ∗X Spilli,t−1 +αi +φl ∗θt + εi,t (1.24)
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Table 1.7 shows how overall employment level reacts to the increasing in indirect

connectivity. According to Table 1.7, none of the row shows a significant increase or decrease

in employment level with an increase in indirect connectivity. The results suggest that, rather

than a sole direct labor flow, there are a combination of labor inflow and outflow with respect to

an increase in connectivity. In other word, some labor are seeking jobs and working outside city

i when the city i is exposed to a higher connections to other cities with HSR, while some labor

from other cities start to look for jobs and work in city i. The inflows and outflows canceled out

with each other, thus the coefficients here in Table 1.7 are insignificant.

In order to further analyze the labor reallocation, this paper examines the hetero-

geneity of labor’s decisions to move inside or outside a city with higher indirect connectivity.

There are three hypothesis that this paper is testing: first, whether being in treated group or

other group compared to control groups matters in determining the outflow and inflow; second,

whether labor in different industries will have different behaviors reacting to city getting higher

connections; third, whether a city’s difference with nearby cities’ industry compositions matter

for city’s labor market being affected by indirect connections. To test the hypothesis, this paper

run more regressions in the following section.

Equation 1.25 intent to test whether being in different group, has HSR itself, near

HSR, or has no connection to HSR, affects employment level differently. Yi,t is the logged em-

ployment level in city i at time t. X Spilli,t−1 is the spillover effect city i receive at time t-1.

Compare to Equation 1.24, there are two extra dummy variables intersecting with the spillover

effects. Treatedi,t−1 is a dummy variable equals to one if city i has HSR itself in time t-1. Sim-

ilarly, Otheri,t−1 equals to one if at least one of city i’s nearby cities has HSR in time t-1. Based
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Table 1.7: Spillover Effects on Employment Level

Dependent variable:

employment

(1) (2) (3) (4)

degree spill 0.002
(0.025)

betweenness spill −0.061
(0.108)

center spill −0.106
(0.095)

periphery spill −0.040
(0.048)

Observations 3,031 3,031 3,031 3,031
R2 0.952 0.952 0.952 0.952
Adjusted R2 0.948 0.948 0.948 0.948

Note: standard errors are robust and cluster to province ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

on the sample that I have, in most11 of the cases, when one city is directly connected to HSR, it

also has nearby cities directly connected to HSR. However, a city can only being in one group,

if it is in the Treated group, it cannot be in the Other group even though its nearby cities also

have direct connections to HSR. Thus, in Equation 1.25, β1 is measuring the difference between

treated group and control group; β2 is measuring the difference between other group and control

group; and β1−β2 is measuring the difference between treated and other group.Table 1.8 shows

the regression results.

11In 719 episodes, has HSR means near HSR, only in 15 episodes, the city has HSR but not near HSR
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Yi,t = β1 ∗X Spilli,t−1 ∗Treatedi,t−1 +β2 ∗X Spilli,t−1 ∗Otheri,t−1 +αi +φl ∗θt + εi,t (1.25)

Table 1.8: Spillover Effects on Employment Level in Different Groups

Dependent variable:

employment

(1) (2) (3) (4)

degree spill:treated 0.046
(0.033)

degree spill:other −0.017
(0.023)

betweenness spill:treated 0.332
(0.258)

betweenness spill:other −0.202∗∗

(0.092)

center spill:treated 0.067
(0.181)

center spill:other −0.187∗∗

(0.093)

periphery spill:treated 0.095∗∗∗

(0.027)

periphery spill:other 0.003
(0.032)

Observations 3,031 3,031 3,031 3,031
R2 0.953 0.953 0.953 0.953
Adjusted R2 0.948 0.948 0.948 0.948

Note: standard errors are robust and cluster to province ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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In Table 1.8, there are four regressions with respects to different measurement of

connectivity. Column one shows that there is no significant difference for degree to affect em-

ployment level among groups. For betweenness, one unit increase in betweenness, decreases

employment 20% more in other group compart to control group. For treated group, there is

an positive but insignificant effect in employment level compare to control group. Column 3

shows that 1 unit increase in the spillover effect of being in the center in the network, there

will be a 19% decrease in cities in other group, compared to control group. The results indicate

that labors in cities do not have HSR, but near HSR, will more likely to move out of the cities,

especially when their nearby cities are a bridge of connecting other cities, or in the center of the

network. Cities in treated group, however, have mixed effects in terms of labor outflow and in-

flow. Labor could move outside the treated city or move in from cities in other group, or control

group. Column 4 reports the coefficient relates periphery spillover effect compare to employ-

ment. Note that periphery is a measurement that has negative relationship with connectivity.

Compare to other cities, cities in periphery receive less connectivity from the network since it

is far away for these cities to reach out other cities in the network. However, the cities are still

in HSR network, which is much better than cities in control group that has no exposure to HSR.

When there is one unit decrease in periphery spillover effect, cities in treated group decrease

employment levely by 9% compare to other group, and compared to control group.The result

suggests that when cities’ nearby cities move more towards network center, more workers will

move out from treated cities since nearby cities are becoming more connected in the network.

It is noticeable that the magnitudes for the changes in employment is very high re-

sponded to one unit increase in connectivity for all measurements. The reason is that one unit
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change in the connectivity measurement is very high in my sample. According to the summary

statistics in Table 1.5, the mean for degree spillover effect is 0.3 and for periphery spillover

effect, the mean is 0.7, while other two measurements’ means both at 0.02. Thus, it is very

uncommon that there will be one unit increase in indirect connectivity.

1.6.2.2 Industry Level Regressions

To further analyze the heterogeneity in labors’ reallocate decisions, and test the hy-

pothesis that workers in different industries will make decisions differently with respect to the

introduction of HSR, this paper runs regressions in industry level. According to the passenger

surveys cited in the previous section, passengers who are taking HSR are in high income group

of China due to the higher expenses. Moreover, Lin (2017) examines how HSR has changed

employment differently for cities with famous tourist attractions. Based on these information,

this paper further tests how an increase in connectivity can affect employment differently in

different industries.

Yi,t,k =
4

∑
k

βk ∗X Spilli,t−1 ∗ indk +αi + γk ∗θt +φl ∗θt + εi,t (1.26)

Equation 1.26 shows the regression. Compare to the benchmark regressions, Equation

1.24 and Equation 1.25, there are extra dummy variables intersecting the independent variable

X Spilli,t−1. Table A.1 in Appendix shows the detailed explanations of 19 industries in China,

as well as the corresponded US industries. Following Lin (2017), this paper also divides the
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19 industries into 4 groups: skilled, tourism-related, other service and other non-service. Each

dummy variable represents a industry group. Yi,t,k is the dependent variable, and there are two

measurement here. One is the logged employment level in industry k, in city i at time t, another

one is the industry composition for industry k, in city i at time t. Table 1.9 reports the results

for logged empolyment level in different industries, and Table 1.10 report the effects in industry

compositions.

Table 1.9 has four columns, indicating different measurement of connectivity respec-

Table 1.9: Spillover Effects on Different Industries’ Employment Level
Degree Betweenness Center Periphery

Other ns 0.13∗∗∗ 0.71 0.12 −0.37∗∗∗

(0.04) (0.41) (0.20) (0.07)
Other s −0.08∗ −0.36 −0.17 0.22∗∗∗

(0.03) (0.21) (0.16) (0.07)
Skill 0.17∗∗∗ 0.55 −0.07 −0.38∗∗∗

(0.04) (0.35) (0.13) (0.08)
Tourism 0.08 −0.12 −0.46 −0.28∗∗

(0.05) (0.57) (0.31) (0.10)
Num. obs. 12124 12124 12124 12124
R2 0.94 0.94 0.94 0.94
Adj. R2 0.94 0.94 0.94 0.94
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05.
standard errors are robust and cluster to province

tively. While each column name indicating the connectivity measurement, each row represents

the employment level for each industry. For example, the first column reports that, when there

is a one unit increase in degree spillover effect, there will be a 13% increase in other non-service

industries’ employment, and a 17% increase in skilled industries’ employment, and the other

service industries’ employment will have a 8% decrease. The coefficient for tourism-related

industries is positive but insignificant. Column two and three show consistent sign in the co-
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efficients for all industries, but the results are all insignificant. For the last column, it shows

the results of how switching to periphery in the network can affect employment in different

industries differently. As being in periphery means a decrease in connectivity, the signs in the

coefficients are consistent with column one as well. Compared to cities in periphery of a net-

work, or cities without HSR12, cities relatively closer to the center in the network has 37% more

employment in other non-service industries, and 38% more employment in skilled industries,

plus, 28% more in tourism-related industries. However, there will be 22% less employment in

other service industries.

Table 1.10 reports the results for the same regressions with different dependent vari-

Table 1.10: Spillover Effects on Industry Compositions
Degree Betweenness Center Periphery

Other ns 3.66∗ 21.17 6.69 −10.48∗∗∗

(1.49) (11.25) (6.56) (2.51)
Other s −5.05∗∗∗ −24.67∗∗ −5.88 13.53∗∗∗

(1.22) (8.85) (6.18) (1.97)
Skill 1.32∗∗ 3.16 −0.34 −2.77∗∗

(0.41) (3.95) (1.99) (0.95)
Tourism 0.08 0.34 −0.48 −0.27

(0.07) (0.64) (0.34) (0.16)
Num. obs. 12124 12124 12124 12124
R2 0.83 0.83 0.83 0.84
Adj. R2 0.83 0.83 0.82 0.83
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05.
standard errors are robust and cluster to province

ble. The Yi,t,k here is different industry compositions, calculated by employment in industry k,

divided by total employment, both at city i time t, times a hundred. The coefficients are consis-

tent with Table 1.9. The first column shows that when degree spillover effect increase one unit,

12This paper assigns periphery to be equal to one before a city get connected to HSR
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other non-service industry composition increase by 3.66% and skilled industry composition in-

crease by 1.3%. Column one also shows that these industries’ increases in employment is due

to the decrease in other service department, and the decrease equals to roughly 5%. The change

in tourism-related industries are not significant. Column 4 shows that being in periphery or has

no HSR, decrease other non-service composition by 10.5% and decrease skilled employment

by 2.8%, but increase other service composition by 13.5%. The other two columns show mostly

insignificant coefficients, but the signs are consistent with other columns in Table 1.10.

The results show that there are heterogeneity in employment in different industries

responding to an increase in indirect connectivity. Specifically, other non service industries

and skilled industries receive employment inflow, but other service industries have employment

outflow, and employment in tourism-related industries have both inflows and outflows, and the

effects cancel each other out.

To further analyze whether the heterogeneity in different industries will also vary in

different groups, this paper intersect the group dummy variables like in Equation 1.25. Equation

1.27 shows the detail regression. Besides dummy variables indicating different industries, there

are two extra dummy variables represents cities in treated or other group, like in the previous

Equation 1.25. Thus, this equation examines how is labor reallocated differently across indus-

tries and across groups. Table 1.11 shows the regression results.

Yi,t,k =
4

∑
k

βk,treated ∗Xi,t−1 ∗ indk ∗Treatedi,t−1

+
4

∑
k

βk,other ∗Xi,t−1 ∗ indk ∗Otheri,t−1

+αi + γk ∗θt +φl ∗θt + εi,t

(1.27)
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In Table 1.11, each column shows different employment results for different measure-

ment of connectivity, and each row represents different group across industries. The top four

rows show regression results for industries employment level in the Treated group, while the

bottom four show for the Other group. For the treated group, responds to one unit increase in

degree, skilled employment in the Treated group increase 24% more compares to the Control

group, and 10% more compares to the Other group; other service employment decrease 18%

more than the Control group, and 16% more than the Other group; tourism-related employment

increase 18% more than the Control group, and 16% more than the Other group; for other non-

service industries, there is no significant effect in the Treated group, but there is a 14% increase

in the Other group compare to the Control group.

Other columns in Table 1.11 shows the same regression with different connectivity

measurement. The signs are consistent with column 1 for all significant coefficients. Table 1.11

and the following tables will not report the measurement of periphery due to its complexity in

interpreting its relationship with connectivity13.

Table 1.12 reports results from the same regressions as Table 1.11, except the depen-

dent variable is industry compositions. The signs are consistent with Table 1.11.

The results in this section show that there are different labor reallocation in differ-

ent industries across groups. In the Treated group, there are more skilled and tourism-related

worker inflows and service workers outflows compared to the Other group. In the Other group,

there are more non-service worker inflows. Referring Table 1.9 and Table 1.10, the total in-

crease in non-service industries’ employment is assigned more in the Other group, while the

13Compare to cities with HSR, periphery equals to one means less connectivity. However, compare to cities
without HSR, periphery equals to one means this city is in the HSR network, thus higher connectivity.
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Table 1.11: Spillover Effects on Different Industries’ Employment in Different Groups
Degree Betweenness Center

Other ns t 0.12 0.08 0.03
(0.06) (0.59) (0.29)

Other s t −0.18∗∗∗ −1.10∗∗ −0.66∗∗∗

(0.05) (0.36) (0.17)
Skill t 0.24∗∗∗ 1.05 0.08

(0.05) (0.57) (0.21)
Tourism t 0.18∗ 1.13 0.63

(0.07) (0.63) (0.48)
Other ns o 0.14∗∗∗ 0.94∗ 0.18

(0.04) (0.45) (0.22)
Other s o −0.02 −0.10 0.09

(0.03) (0.26) (0.20)
Skill o 0.14∗∗∗ 0.38 −0.14

(0.04) (0.30) (0.14)
Tourism o 0.02 −0.57 −1.02∗∗

(0.06) (0.65) (0.36)
Num. obs. 12124 12124 12124
R2 0.94 0.94 0.94
Adj. R2 0.94 0.94 0.94
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05.
standard errors are robust and cluster to province

increase in skilled industries’ employment is allocated in the Treated group. Moreover, the de-

crease in service industries comes more from the Treated group.

The results suggest that has HSR and near HSR induce different patterns in labor re-

allocation. Cities near HSR attracts more non-service worker than cities with HSR, and cities

with HSR attracts more skilled and tourism-related workers than cities near HSR. The results

are consistent with the passenger surveys indicating that high-income businessmen and travelers

are the main passengers in HSR.
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Table 1.12: Spillover Effects on Industry Compositions in Different Groups
Degree Betweenness Center

Other ns t 4.57∗ 15.94 11.73
(1.95) (15.80) (7.90)

Other s t −7.52∗∗∗ −34.48∗∗ −17.43∗

(1.61) (12.36) (6.97)
Skill t 2.72∗∗∗ 16.67 4.53

(0.74) (8.83) (3.60)
Tourism t 0.23∗ 1.87∗ 1.18∗

(0.11) (0.95) (0.58)
Other ns o 3.13∗ 23.03 4.12

(1.52) (12.66) (7.86)
Other s o −3.64∗∗ −21.19∗ 0.02

(1.25) (10.49) (7.45)
Skill o 0.52 −1.63 −2.82

(0.38) (3.28) (1.75)
Tourism o −0.01 −0.20 −1.33∗∗∗

(0.09) (0.80) (0.35)
Num. obs. 12124 12124 12124
R2 0.83 0.83 0.83
Adj. R2 0.83 0.83 0.82
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05.
standard errors are robust and cluster to province

1.6.2.3 Industry Level Regressions with Differences Industry Compositions

In this section, this paper discusses the difference in industry compositions among

each city cluster. A city cluster is defined as city i and its five nearest cities by geographic

distances. For each city i, its indirect connectivity, i.e.,the spillover effect, is calculated by its

nearby cities direct connectivity, as explained in Section 1.5. The question this section discusses

is whether city i’s nearby cities industry compositions matter in terms of the magnitude of their

spillover effect towards city i. If city i is closer to cities with similar industry compositions,

the labor reallocation will be different if city i is closer to cities with very different industry

compositions. In Equation 1.28, the differences in industry composition is measured by the av-
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erage absolute differece of city i’s employment in industry k and all nearby cities employment

in the same industry, all in year 2003. Choosing the initial sample year as the time to calculate

industry composition differences ensures there is no endogenous issues. By intersecting aver-

age difference in industry composition in a city cluster,D̄k,i,2003, Equation 1.28 examines how

labor reallocates differently with different industry compositions in a city cluster. Table 1.13

and Table 1.14 show the results of the regression with different dependent variable, one with

logged employment level in different industries, and another one with industry compositions.

Yi,t,k =
4

∑
k

βk ∗Xi,t−1 ∗ indk ∗ D̄k,i,2003

+αi + γk ∗θt +φl ∗θt + εi,t

(1.28)

where:

D̄k,i,2003 =
1
5

5

∑
c6=i
|
INDk,c,2003

INDc,2003
−

INDk,i,2003

INDi,2003
|

Table 1.13 shows spillover effect can be passed through differently to employment

level in different industries with different industry compositions in a city cluster. Each column

shows different measurement of connectivity, and for each row, the first industry is the industry

whose employment gets affected by HSR, while the second industry is the industry that com-

position differences are calculated. The first columns shows that as degree increases one unit,

skilled workers increase 7% more if the city i’s skill industry composition is one unit different

from its nearby cities. Similar results are found for other industries. The results suggests that

with the same exposure in HSR, a city’s industry k’s employment increase more, if this city’s

nearby cities have very different industry composition in industry k. This results indicating a

specialization pattern with the introduction in HSR. As cities get more connected by HSR, a
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Table 1.13: Spillover Effects on Employment Level intersect Industry Composition Differences
Degree Betweenness Center

Other ns Skill −0.04 −0.13 0.03
(0.03) (0.29) (0.18)

Other s Skill 0.00 0.09 −0.06
(0.02) (0.21) (0.16)

Skill Skill 0.07∗∗ 0.41∗ 0.18
(0.02) (0.21) (0.14)

Tourism Skill −0.01 −0.27 0.02
(0.03) (0.21) (0.24)

Other ns Tourism −0.01 −0.58 −0.42
(0.11) (1.11) (0.55)

Other s Tourism −0.20∗∗∗ −1.39∗ −0.24
(0.06) (0.67) (0.45)

Skill Tourism 0.03 −0.35 0.02
(0.06) (0.59) (0.48)

Tourism Toursim 0.40∗∗∗ 3.29∗∗∗ 1.33∗

(0.08) (0.75) (0.66)
Other ns Others −0.01 −0.01 −0.08

(0.02) (0.19) (0.09)
Other s Others 0.06∗∗∗ 0.53∗∗∗ 0.35∗∗

(0.01) (0.13) (0.11)
Skill Others −0.01 −0.10 −0.03

(0.02) (0.15) (0.07)
Tourism Others −0.02 −0.01 −0.14

(0.02) (0.28) (0.12)
Other ns Otherns 0.03 0.10 0.09

(0.02) (0.18) (0.08)
Other s Otherns −0.05∗∗∗ −0.46∗∗∗ −0.32∗∗

(0.01) (0.12) (0.10)
Skill Otherns 0.00 0.07 −0.01

(0.01) (0.13) (0.07)
Tourism Otherns 0.01 −0.12 0.03

(0.02) (0.23) (0.11)
Num. obs. 12124 12124 12124
R2 0.95 0.94 0.94
Adj. R2 0.94 0.94 0.94
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05.
standard errors are robust and cluster to province
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city specialized in skilled industry, will attract more workers from other cities to work here as a

skilled worker.

Other rows in the first column of Table 1.13 also show interesting results. For exam-

ple, with the same amount of exposure in spillover effect from HSR, a city’s service workers

are more likely to flow out if its nearby cities are specialized in tourism-related industries or

non-service industries. Other columns in Table 1.13 show the results for the same regression

with different connectivity measurements. The signs and significance level are consistent with

the first column.

Table 1.14 shows the same regression with a different dependent variable. All the

signs and significant levels of the coefficients are consistent with Table 1.13. One extra finding

is that a city’s non-service workers flow out if its nearby city is specialized in service industries.
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Table 1.14: Spillover Effects on Industry Composition intersect Industry Composition
Differences

Degree Betweenness Center
Other ns Skill −1.30 −6.49 0.69

(0.80) (7.69) (5.16)
Other s Skill 0.34 2.29 −2.85

(0.65) (6.10) (4.63)
Skill Skill 0.99∗∗ 5.13 2.40

(0.32) (2.87) (2.17)
Tourism Skill −0.03 −0.93 −0.24

(0.06) (0.50) (0.41)
Other ns Tourism 2.53 9.32 −6.44

(2.32) (30.32) (15.27)
Other s Tourism −5.02∗∗ −27.38 −0.45

(1.59) (24.48) (12.06)
Skill Tourism 1.75 12.03 4.41

(0.93) (12.45) (6.20)
Tourism Toursim 0.74∗∗∗ 6.02∗∗∗ 2.48

(0.14) (1.63) (1.42)
Other ns Others −1.25∗∗∗ −8.74 −8.03∗∗

(0.34) (5.28) (2.53)
Other s Others 1.56∗∗∗ 11.67∗ 9.88∗∗∗

(0.28) (4.93) (2.57)
Skill Others −0.27 −3.22∗ −1.54

(0.16) (1.52) (1.25)
Tourism Others −0.05 0.29 −0.30∗

(0.03) (0.58) (0.14)
Other ns Otherns 1.47∗∗∗ 9.91∗ 8.04∗∗∗

(0.29) (4.51) (2.12)
Other s Otherns −1.53∗∗∗ −11.26∗∗ −8.97∗∗∗

(0.23) (4.13) (2.23)
Skill Otherns 0.04 1.69 0.76

(0.15) (1.73) (1.12)
Tourism Otherns 0.02 −0.34 0.17

(0.03) (0.45) (0.12)
Num. obs. 12124 12124 12124
R2 0.84 0.83 0.83
Adj. R2 0.83 0.83 0.83
∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05.
standard errors are robust and cluster to province
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1.7 Conclusion

This paper analyzes the labor reallocation among cities with their increasing connec-

tivity to the HSR network in China. By adopting the graph theory, this paper contributes to the

existing literature by calculating the changes in indirect connectivity to HSR for 285 Chinese

cities from 2008 to 2017. The convenience of HSR has lowered the transportation costs among

cities and reduced labor market frictions allowing for the freer movement of both skilled and

unskilled workers. Before connecting to HSR, each city is different in terms of its specialized

industries (manufacturing, tourism, etc.). After connecting to HSR, each city has different ex-

posures to HSR and therefore, the impacts of connectivity can be different for both the labor

markets and industries of the respective cities. This further proves the heterogeneous impacts

of HSR on labor reallocation.

There are four major findings in this paper. First, this paper finds that the overall em-

ployment level is not affected significantly by the increase in indirect connectivity to HSR. The

overall number of employed workers does not necessarily change in the cities; instead, there is

labor reallocation between the cities.

Second, despite the insignificant overall effects of HSR connectivity on employment

levels, there are heterogeneous effects on employment levels in different industries. Specifically,

when indirect connectivity to HSR increases, employment in skilled industries and non-service

industries increases as well, while service employment decreases, and employment in tourism-

related employment remains ambiguous.

Third, besides heterogeneous effects in industry composition, there are also hetero-
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geneous effects regarding different levels of exposure to HSR. This paper discovers that when

indirect connectivity increases, cities directly connected to the HSR network experience an in-

crease in skilled industries, while cities without direct connections to HSR but near HSR have

an increase in non-service industries.

Fourth, this paper reveals the fact that HSR increases the specialization patterns in

terms of industry compositions. After the indirect connectivity to HSR increases, a city special-

ized in the skilled industry will experience an increase in the skilled industry, especially if its

nearby cities are not specialized in skilled industries. This is consistent with economic agglom-

eration theories.
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Chapter 2

Exchange Rate Regimes and External Debt

Holdings for Developing Countries

2.1 Introduction

External debt is the debt owed to nonresidents’ repayable in currency, goods, or ser-

vices. Total external debt is the sum of publicly guaranteed, and private nonguaranteed long-

term debt, use of IMF credit, and short-term debt. Compared to other debts borrowed from

domestic investors with local currency, external debt is more directly related to the exchange

rate. The real payment of the external debt can fluctuate enormously due to the volatility of

the exchange rate, especially under the floating exchange rate regimes. This paper evaluates the

differences in external debt holdings among developing countries with different exchange rate

regimes, both in normal times and default times.

Studying external debt holding ability is of great importance. As stated discussed in
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related papers, e.g., Dias (2011), Olivier and Anastasia (2006), borrowing from other countries

is essential for economic development, especially being in an open economy. External borrow-

ing spurs investment and economic growth (Greenidge 2010). Besides, external debt is a major

source through which developing countries finance their budget deficit (Qayyum et al. (2014)).

A large number of empirical and theoretical works have focused on analyzing the relevance

between external debt and economic development (Checherita-Westphal, Rother(2012), Rein-

hart and Rogoff(2009,2010,2011)). However, few studies connect external debt with exchange

rate regimes. Cespedes, Chang, and Velasco (2004) discuss the relationship between exchange

rates, balance sheets, and macroeconomic outcomes in a small open economy model. Using a

panel dataset with 57 developing countries’ external debt holdings and exchange rate regimes

from 1970 to 2007, this paper analyzes the relation empirically.

This paper also examines the relations between external debts and exchange rate

regimes both in normal times and during default. The portion of a country’s debt borrowed

from foreign lenders includes borrowing from commercial banks, governments, or international

financial institutions. These loans, including interest, must usually be paid in the currency in

which the loan was made. In order to earn the needed currency, the borrowing country export

goods to the lender’s country. A debt crisis will occur if creditors lose confidence in believing

a country’s ability to repay the external debt, especially after an economic downturn. Thus, the

relations between exchange rate regimes and external debt holdings can be different during a

debt crisis.

In order to control other factors that can also affect one country’s ability to hold exter-

nal debts, this paper classifies the factors that affect external debt into three groups: the demand
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side, the supply side, and the cost borrowing(Greenidge(2010)). From the demand side, a coun-

try needs high external debt when its production is high. At such a time, they need to borrow

more to invest or finance economic activities. Alternatively, if its production is low, they also

need to borrow more to recover. Plus, when the government deficits from extra spendings, they

tend to borrow extra. On the supply side, when a country does not have enough income or other

capital sources, like FDI, to finance their spending or needs for developing, they will need to

borrow. Moreover, from the perspective of the cost of borrowing, one country tends to borrow

aboard if it is cheaper than borrowing domestically.

This paper is closely related to papers discussing exchange rate regimes, external

debts, and sovereign default. In regards to connecting external debt with exchange rate regimes,

Na, Grohe, Uribe, and Yue’s (2014) ’s paper theoretically proves the relationship between de-

fault and exchange rate policy. They state that during default episodes, countries currently

in floating exchange rate regimes can significantly support more external debt than countries

in fixed exchange regimes. Collectively, this paper empirically examines how a country’s ex-

change rate regimes affect its external debt both in normal and default times. This paper stud-

ies the external debt level and external debt to ratio both in normal times and during default.

Substantial studies have focused on measuring the cost of default in different fields, includ-

ing direct output loss (Sturzeneger (2002), De Paoli, Hoggarth, and Saporta (2006), Yeyati,

Panizza(2009)), contraction in trade sectors (Borensztein and Panizza(2008), Rose(2005), Mar-

tinez and Sandleris(2008)), exclusion from the world capital market(Borensztein et al. (2007),

Arellano and Kartashova (2007), Fuentes, Saravia(2009)). This paper also exams whether a

country’s default history decreases its ability to borrow.
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To analyze the relationship between external debt and exchange rate regimes, this pa-

per uses a panel dataset which contains 57 countries. The list of the country is in Appendix

Table B.3. Their external debts are captured in two ways, one dependent variable is external

debt level in the logarithm term, and another is external debt to GDP ratio. Figure 2.1 and Figure

2.2 show the growth of external debt in developing countries by regions and by different income

groups. The country list of these two classifications of the countries is in the Appendix. The

graphs show that the external debt level keeps increasing for all regions and income groups.

However, the external debt to GDP ratio kept increasing until the 90s. In the 90s, countries

except for Europe and Asia started to have the ratio decrease, decreasing for countries in all

income groups. Since the external debt level keeps increasing during the 90s, the explanations

for the sudden decrease of external debt to GDP ratio can be due to an even higher increase of

GDP level.

Figure 2.1: External Debt in Different Regions

Note: This graph shows the growth of external debt level (in 2005 USD) across the continents
Source: WDI
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Figure 2.2: External Debt in Different Regions

Note: This graph shows the growth of external debt to GDP ratio (in 2005 USD) across the continents
Source: WDI

There are endogeneity issues in the regressions. First, the exchange rate regimes and

default may have reserve causalities with external debt. The level of external debt can also af-

fect the decision of default and the choices of exchange rate regimes. Second, the lagged term

of external debt gives rise to autocorrelation. Third, the fixed effects of the country’s charac-

teristics, like geography and demographics, may be correlated with the explanatory variables.

The fixed effects are contained in the error term in the regressions. Lastly, this paper has 57

countries(large N) and 37 years(small T).To ease the endogeneity concerns, besides cluster-

ing standard errors with regions for each country, this paper also uses the Generalized Method

of Moments(GMM) estimator. The results reveal that compared to countries with more fixed

exchange rate regimes, countries with more floating exchange rate regimes hold less external

debts, especially during default episodes.

Specifically, the regressions results from the panel dataset show there are no signifi-
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cant differences of external debt holdings for countries in different exchange rate regimes during

normal times. However, for one unit increases of exchange rate regime(more floating) during

default, it decreases external debt level by 0.9% more than in normal times. Moreover, this

paper distinguishes the difference between changing exchange rate regimes and switching ex-

change rate regimes. Switching exchange rate regimes from fix to float increases external debt

to GDP ratio by ten percentage points. However, in default times, the switch increases external

debt to GDP ratio by 30 percentage points. For the debt level, a switch of exchange regime

from float to fixed reduces debt level by 2%. The switched sign between different dependent

variables depends on whether exchange rate regimes are changing or switching. Switching is

a bigger change in exchange rate regimes. GDP will be depressed due to the abandonment of

fixed exchange rate regimes, at least in the short run.

For robustness check, first, this paper runs the same benchmark regressions but with

the lagged regime, float and default. Also, this paper adds more control variables for other ro-

bustness checks. The robustness regression results are consistent with benchmark results. In

extension, this also checks how regime change or switching affects the growth rate of external

debt level or external debt to GDP ratio. Correspondingly, this paper uses the growth rate of

other control variables. Since the lag term of external debt is no longer an explanatory variable,

this paper uses the GLS estimator with countries’ fixed effects and clustering standard errors

by the regions of the countries. The results show that increasing exchange rate regimes to be

more float, or switching from fixed to floating regimes decreases the growth rate of external

debt level and the growth rate external debt to GDP ratio in normal times. However, it increases

the growth rate of external debt to GDP ratio during default. The results are consistent with the
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benchmark and robustness regressions.

The remainder of the paper is structured as follows. Section 2.2 presents the relative

literatures. Section 2.3 shows the empirical methodology and data. Section 2.4 discusses the

results from benchmark regressions and robustness checks. Section 2.5 shows some extensions.

Section 2.6 concludes.

2.2 Literature Review

My paper is related with two streams of research: (i) studies on sovereign default with

exchange rate regimes; (ii) studies on a country’s ability in supporting external debt;

In regards to sovereign default, this paper follows the strand of strategic sovereign

default literature, which assumes that the government can strategically default on its debt as

mentioned in Eaton and Gersovitz (1981) and Arellano (2008). When the benefits of default

exceed the benefits of repaying debt, countries choose to default.

During default episodes, being in different exchange rate regimes affects a country’s

economic performance with its recovery (Na, Grohe, Uribe and Yue(2014)). In their paper, it is

argued that, under the optimal policy, developing countries have limited commitments of debt

contracts and downward wage rigidity in the labor market, not only that, but large devaluations

accompany the default. The real exchange rate depreciates as tradable goods become more ex-

pensive than non-tradable ones, which induces agents to switch their expenditure away from

tradable and toward non-tradable. This redirection of aggregate spending stimulates labor de-
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mand since the non-tradable sector is labor-intensive and prevents the emergence of involuntary

unemployment. Under the currency peg, the real exchange rate depreciates insufficiently due

to the real wages, which are considered the labor costs of firms, remaining too high. The fixed

high labor costs are caused by the combination of downward nominal wage rigidity and the

currency peg.

Besides, they state that fixed exchange rate economies can support less external debt

compared to economies with optimal floating rates. Default has two benefits under currency

peg: one is to spur the recovery in the consumption of tradable by freeing up resources through

the repudiation of external debt. These resources would otherwise be devoted to servicing the

external debt. The second benefit is that default lessens the unemployment consequences of the

external crisis. Furthermore, they state that country premium is twice as high under peg as is

under the optimal devaluation policy. The difference is explained by first, in the peg economy,

the typical default occurs in more severe contractions in the traded sector than the less severe

contractions under the optimal devaluation policy. Second, in the peg economy, the steady and

significant increase in unemployment makes default more attractive.

Furthermore, Grohe and Uribe(2016) analyzes the inefficiencies that arise from the

combination of fixed exchange rates, nominal rigidity, and free capital mobility(as seen in

the European currency union). The model predicts that the combination of currency peg and

free capital mobility creates a negative external anomaly that causes borrowing during booms

and high unemployment during contractions. The optimal exchange rate policy eliminates un-

employment and calls for large devaluations during the crisis. The existence of the external

anomaly creates a need for government intervention. The first best allocation can be brought
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about via exchange rate policy or via labor or production subsidies. These subsidies occur at

the level of the firm financed by income taxes levied at the household level. Capital control

tax restricts capital inflows in good times and subsidizes external borrowing in bad times. The

benevolent government has an incentive to levy taxes on external debt during expansions as a

way to limit nominal wage growth.

Some benefits brought about by devaluation consist of the lowering of the unem-

ployment rate and the improvement of the trade balance. Current literature has proved another

benefit of floating exchange rate regimes during default episodes, which is improving trade bal-

ance. Kirwoluzky, Muller, and Wolf(2014) study an environment in which default takes the

form of a re-denomination of debt from foreign to domestic currency. In their model, debt re-

denomination and devaluation lowers the real burden of debt, making fiscal policy sustainable.

Empirically speaking, Paoli, Hoggarth, Saporta(2006) discovers that output losses from twin

crises appear to be bigger when a debt crisis is accompanied by a banking crisis rather than a

currency one. The reason for the low output losses is that a currency crisis involves a sharp

depreciation of the domestic currency, leading to the silver lining of stimulating exports.

Looking aside from the benefits of devaluation after default, there are risks when ap-

plying devaluation during the debt crisis. If countries’ debts are mostly in foreign currency,

devaluation can be a bad choice after default. With that in mind, there are benefits to consider

when staying in fixed exchange rate regimes. Literature refers to ”twin crises” as the situation

when the debt crisis happens at the same time with banking or currency crisis. ”Twin crises”

that consist of simultaneous currency and debt crisis is always caused by the inappropriate com-

position of debt for past-default countries. Jeanne and Guscina(2006) shows that a much higher
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proportion of sovereign debt-issued both domestically and abroad, is more commonly denomi-

nated in foreign currency in past-defaulters than in non-defaulters. The paper also points out the

safe debt structure for emerging economies to follow. They state that instead of having short-

term, foreign currency debt, countries with safe debt structure should be holding long-term and

domestic currency debt.

For the composition of countries’ debt, Eichengreen, Hausmann and Panizza (2005)

report that between 93% and 100% of all developing country debt is issued in foreign curren-

cies, depending on the measure used. Moreover, outside the main financial centers and Europe,

developed countries have between 70% and 90% of their obligations in foreign currencies. The

debts tend to be concentrated in a handful of currencies. Dias, Richmond, and Wright (2011)

constructed a sample of long term debts owed by 100 developing countries from 1979 to 2006.

At any given time, countries had borrowed in about 75 different currencies. However, almost

70% of all debt in 2000 was denominated in U.S. Dollars, and the five most important currencies

(Dollar, Yen, Euro, Special Drawing Right, and Deutschmark) accounted for more than 90% of

the total.

It is harder for countries to repay their debt when their currencies are devalued since

the real repayment will increase. Moreover, this is referred to as the ”original sin” of developing

countries by Eichengreen and Hausmann(1999). They point out that less developed countries

are more vulnerable to international financial crises than developed countries because of the

currency composition of their debt. Namely, for less developed countries”, the domestic cur-

rency cannot be used to borrow abroad or to borrow long term, even domestically. Instead,

many emerging market countries borrow in foreign currency.
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Cespedes, Chang and Velasco(2004) find that when facing an adverse shock if an

economy has a large debt denominated in foreign currency, a weaker local currency can also

exacerbate debt- service difficulties and wreck the balance sheets of domestic banks and firms.

This channel may cause devaluations to be contractionary, not expansionary. As documented

by Ricardo Hausmann et al. (2001) and Guillermo Calvo and Carmen Reinhart (2002), balance

sheet effects have emerged as a prime reason why many central banks are reluctant to allow

their currencies to devalue in response to external shocks.

Only a limited amount of papers study the countries’ ability to support external debt.

Greenidge,Dra- kes, Graigwell(2010) finds the major contributing factors of the build-up of the

Caribbean Community’s foreign debt stock are the output gap, real effective exchange rate, ex-

ports, real interest rate, and current deviation of government expenditure from its trend value.

Of all the contributing factors, the output gap, the real cost of foreign borrowing, the real effec-

tive exchange rate, and exports are inversely related to the level of external indebtedness. At the

same time, the current deviation of government expenditure from its trend value is positively

associated.

2.3 Data and Empirical Methodology

2.3.1 Data

Table 2.1 shows the definition and source of all the variables. The sign behind the

variables indicates the expected relationship between this variable and external debt. (?) shows

the relationship is ambigulous.
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For countries default history, I obtain the data from Reinharts website2. She defines

Table 2.1: Variables Definitions and Data Sources
Variables Variable Definition Data source

IMPORTANT VARIABLES:

Regime Exchange rate regimes, from 1 to 6, the higher means more float IMF
Default Dummy, equals to one when countries are claimed to be in default or restructures episodes Reinhart’s website 1

Float Dummy, equals to one when exchange rate regime >=4 Author’s calculation

COST OF OF BORROWING:

Real IR(-) U.S. prime lending rate adjusted by U.S. inflation WDI and author’s calculation
Rdep (?) real exchange rate depreciation, where RealERi = NERi,US ∗ CPIUS

CPIi
WDI and author’s calculation

Ndep (?) nominal exchange rate depreciation (Negative if Depreciation against US Dollars) WDI and author’s calculation

DEMAND SIDE:

GDP(log)(?) The log value of Nomial GDP WDI
Y gap t1(-) Last period deviation of real GDP(current US$) WDI and author’s calculation
G gap t1 (+) Last period deviation of general government final consumption expenditure (current US$) WDI and author’s calculation
Export (?) Log value of exports of goods and services (current US$) WDI
Export/GDP (?) Export/GDP WDI
∆tot(+) the fluctuation of terms of trade World Bank(DataMarket)
Balance(log) t1(-) Log value of last period government primary balance, calculated by tax revenues -spending WDI and author’s calculation
Balance/GDP t1(-) Last period government primary balance again GDP ratio WDI and author’s calculation

SUPPLY SIDE:

ED(log) t1(+) Log value of total external debt stocks ( current US$) WDI
ED/GDP t1(+) External Debt/GDP WDI
FDI(log)(-) Log value of foreign direct investment, net inflows (current US$) WDI
FDI/GDP(-) FDI/GDP WDI
Reserves/Imports(-) Total reserves expressed in terms of the number of months of imports(Reserves/(Imports/12)) WDI

default as the failure of a borrower to meet principal or interest payment on the due date. And

she defines a default event as occurring when a country defaults on, or restructures, its total

external debt. This dataset contains 57 countries 232 default episodes from 1970 to 2007. I then

conduct a panel dataset, which contains default as a dummy variable. When the default dummy

equals to 1, it means country i at time t is going through a default episode.

To see how being in different exchange rate regimes can affect the countrys abilities

in supporting external debt, I use IMFs classifications of exchange rate regimes. In the coarse

classification, the regimes range form 1 to 6 and as the number goes up, the regime becomes

more floating. The detailed definition of exchange rate regimes are presented in Appendix Table

2http://www.carmenreinhart.com/data/
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B.6.

Figure 2.3 shows the distribution of different exchange rate regimes during default

Figure 2.3: Exchange Rate Regimes’ Distributions between Normal and Default Times

Note: 0 means normal times and 1 means during default.

Figure 2.4: External Debt Distribution in Different ER Regimes
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Figure 2.5: External Debt Distribution in Different ER Regimes(During Default)

and normal times. The distributions are similar between different times, with fixed exchange

rate regime countries more than floating exchange rate regime countries. However, the external

debt holdings are different. Figure 2.4 shows the external debt distribution in the dataset by

different exchange rate regimes for both external debt to GDP ratio and the log value of the

external debt level. The graph shows that compared to floating exchange rate regimes, first, the

external debt distribution is more spread in fixed exchange rate regimes, and one reason is that

there are more fixed regimes episodes than floating regimes. Second, the mean external debt

log value is lower in fixed regimes for both measurements of external debt. Third, fixed regimes

have higher values of external debt to GDP ratio From Figure 2.4. We can have a brief idea of

how external debt distributions are different between different exchange rate regimes across the

whole dataset. Figure 2.5 shows the same distributions, but only during default episodes. The
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results do change when excluding normal times. For external levels, the mean of both exchange

rate regimes are closer than in Figure 2.4.

For output gap and expenditure gap, I calculate the current percentage deviations in

real output and government expenditure from their respective HP trend values. In order for

that to be calculated, I must take the log difference between GDP and HP trend. As stated in

Hercowitz(1986), the growth of external debt should be negatively correlated with variation in

income and positively correlated with shocks to government expenditure.

To obtain annual real exchange rate for each country in my dataset, I calculate it by

using nominal exchange rate times the price ratios. The price ratios are calculated by dividing

US CPI with home country CPI ratio. The fluctuation of terms of trade is calculated by the

percentage change of current terms of trade against last period’s terms of trade. If the terms

of trade fluctuation increases, this will decrease export revenue, thus increase external debt.

For the cost of borrowing, I use the U.S. prime lending rate adjusted by U.S. inflation. If the

cost of borrowing goes up, the external debt borrowing should go down. For exports, I only

include export to GDP ratio because the log of export is highly correlated with the log of GDP.

I dont include imports because import value is highly correlated with outputs. For reserves in

terms of import goods and service, I got the data directly from WDI and it is calculated by

Reserve/(Import/12). This variable measures how long the current reserves can finance imports

without additional borrowing.For government primary balance, I took the government tax rev-

enue and government spending data from WDI and calculate government primary balance by

taking the difference.

Table 2.2 presents the summary statistics of all the variables.Table B.1 and Table B.2
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in Appendix show the correlations between these dependent variables for both kinds of regres-

sions. The two high ones are between log exports and log GDP, as well as nominal depreciation

and real depreciation. Thats why in the regression of log values, I eliminate log export. Real

depreciation and nominal depreciation is correlated but they are never included in the same re-

gression.

Table 2.2: Summary Statistics

Variable Obs Mean Std. Dev. Min Max
IMPORTNAT VARIABLES:
Default 2,166 0.15 0.35 0 1
Regime 2,105 2.01 1.22 1 5
Float 2,166 .19 .39 0 1
COST OF BORROWING:
Real IR 2,166 3.99 2.48 -1.27 8.7
Rdep(%) 1,615 0.43 13.63 -83.17 103.27
Ndep(%) 2,077 -8.57 26.47 -99.96 809.87
DEMAND SIDE:
Y gap t1 1,796 -0.38 2.01 -20.36 4.67
G gap t1 1,924 -0.007 0.26 -0.99 4.87
∆tot (%) 2,104 2.21 37.75 -95.86 1301.95
Exports(log) 1,946 21.34 2.03 13.15 26.69
Export/GDP t1 1,927 0.27 0.18 0.001 2.62
Balance(log) t1 1,900 -9.55 17.87 -25.85 24.27
Balance/GDP 1,854 -27.38 352.89 -9632.53 387.45
SUPPLY SIDE:
FDI(log) 1,668 18.37 2.48 9.21 24.75
FDI/GDP 1,801 0.02 0.06 -0.83 0.89
ED(log) 1,978 22.07 1.85 15.44 26.75
ED/GDP 1,894 0.77 1.15 0.03 18.47
Reserve/Import 1,404 3.75 3.37 0.03 56.73
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2.3.2 Empirical Methodology

To estimate the effect of being in different exchange rate regimes have on external

debt, the benchmark regression is of the general form:

EDi,t = β0 +β1Regimei,t +β2Di,t +β3Di,t ∗Regimei,t +β4EDi,t−1 +β5Ygap +β6Ggap + εi,t (2.1)

Where EDi,t includes the log value of external debt and external debt to GDP ratio.

Di,t stands for default episodes, which equals to 1 when country i at year t are in default peri-

ods. EDi,t is the depended variable that includes log value of external debts and external debt

to GDP ratio. For the interaction term, I use Di,t ∗Regimei,t to try to evaluate whether during

default times, more floating exchange rate regime countries can support more external debts

compared to normal times.

For control variables, I include last period’s Ygap and Ggap, which are output gap and

government expenditure deviation separately. EDi,t−1 is the lag term of the log value of external

debt or external debt to GDP ratio. For regression with the log value of external debt level, I

also control for the log value of GDP. εi,t is the error term. Table 2.4 shows the results of the

regression.

In addition, for the second regression, I generate another dummy variable called float,

which equals to 1 when country i at year t are in floating exchange rate regimes(greater than

4).Then I change the interaction term into Di,t ∗ fi,t to evaluate whether during default times,

countries being in floating exchange regimes can support more external debts compare to nor-

mal times. Other variables are the same as Equation 2.1. Table 2.4 also shows the results of the

regression.
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EDi,t = β0 +β1Floati,t +β2Di,t +β3Di,t ∗Floati,t +β4EDi,t−1 +β5Ygap +β6Ggap + εi,t (2.2)

Equation 2.2 is either two dummy variables. Floati,t equals to 1 when country is in

float exchange rate regime and De f aulti,t equals to 1 when country is during default episodes.

For the coefficients in Equation 2.2, Table 2.3 shows the meanings of each coefficient.

Table 2.3: Coefficients in Equation 2.2
Float Fix Diff

Default β0 +β1 +β2 +β3 β0 +β2 β1+β3
Normal β0 +β1 β0 β1

Diff β2 +β3 β2 β3

β2 shows during default episodes, how being in fixed regimes affects external debt differently

from being in default or normal times. β1+β3 evaluates how exchange rate regime switch from

fix to float affects external debt in default times. And β1 evaluates how exchange rate regime

switch from fix to float affects external debt in normal times. That’s why the interaction term’s

coefficient, β3, evaluates the difference of the effect that exchange rate regime switching form

fix to float between default and normal times.

There are some endogeneities in my regressions. First, since including a dynamic

component can better reflect the dynamic nature of external debt, I include the last period of

external debt as an independent variable in the right hand side in both regressions. And this

will generate endogenous problems because last period external debt highly correlated with the

dependent variable. Second, default and exchange rate regimes may have reverse causalities

with the dependent variable. Since the level of the external debt this period also affects the

probabilities of default or the choice of exchange rate regimes. In this case, panel data regression
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estimates from both fixed-effects and random-effects estimators will be biased and inconsistent.

That’s why I use Arellano-Bond Dynamic Panel GMM Estimations to solve the endogeneity

problems, which are an instrumental variable estimator. In the estimation process, lags of the

endogenous and exogenous variables are suitable instruments for the model. Both estimation

results of benchmark regressions are shown in Section 2.4.

For robustness check, I add more control variables.

EDi,t = β0 +β1Regimei,t +β2Di,t +β3Di,t ∗Regimei,t +β4Xi,t + εi,t (2.3)

Xi,t are control variables. The source and definition of these variables are specified

in Table 2.2. In addition to the benchmark regressions independent variables, Default, last

period external debt, Ygap, Ggap, I further include real and nominal depreciation, fluctuations

in term of trade, the log value of external debt and the ratio of external debt to GDP, FDI to

GDP ratio, exports and government primary balance to GDP ratio in the last period, exports to

GDP ratio, and the log value of FDI, government primary balance in the last period, reserves in

terms of imports and real cost of borrowing. For depreciation, I use both real depreciation and

nominal depreciation to see whether the nominal exchange rate announced by the government

is empirically implemented and whether they will affect the results differently. And as in last

section, I use another intersection term Di,t ∗ fi,t . Equation 2.4 shows the regression:

EDi,t = β0 +β1Floati,t +β2Di,t +β3Di,t ∗Floati,t +β4Xi,t + εi,t (2.4)

The control variables can be divided into three groups: (i) the cost of borrowing; (ii)

the demand for borrowing; (iii) the supply of borrowing:

The cost of borrowing first involves with the direct real cost and it is expected to
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have negative relationship with external debt (Greenidge, Drakes and Craigwell(2010)). Sec-

ond, nominal depreciation will increase the real debt repayment for foreign currency debt and

is considered as another cost. This will depress external borrowing. However, since the ex-

ternal debt is in measured by US dollars, nominal depreciation will also increase external debt

(Ngeco(2000)).

For the demand side of borrowing, in addition, nominal depreciation as well as real

depreciation can also be considered as variables that affect the demand of borrowing. In terms

of export, depreciation leads to higher export revenue and will allow for a decline in external in-

debtedness. Thus, adding the effect of increasing borrowing costs, the effect depreciation should

be ambiguous. If there is a depreciation associated with an improved export performance, the

improvement in export can offset the increase in the foreign-currency value of external debt.

Also, export is another fact that influence external debt in demand. There should be

inverse effects between exports and external debt. The more export revenue a country earns

allows it to service a greater portion of its external debt, causing the outstanding amount to de-

cline. Alternatively, a fall off in the value of exports can force governments to borrow externally

to finance their operations.

I consider the fluctuation of term of trade as another demand for borrowing. Fluctua-

tions in terms of trade may cause a reduction in export revenues which, in turn, may encourage

external borrowing (Ngeco(2000)).

In addition, the output gap and government expenditures affect the demand of bor-

rowing Greenidge, Drakes and Craigwell(2010). A deviation from GDP trend increases the

need of borrowing. However, if it is a big positive deviation, there will be a lower borrowing
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because of lower demand. And if government expenditure is high last period, there will be more

desires for countries to borrow at the current period.

Government primary balance in the last period also influences the demand of borrow-

ing. If government primary balance is negative in the last period, they have more incentives

to borrow and vice versa. Thus government primary balance in the last period is negatively

correlated with external debt.

In terms of the supply side of borrowing, I include last period external debt, FDI and

reserves in terms of imports values. Last period debt is positively related to current period’s

debt. Foreign direct investment is negatively related with external debt because when FDI in-

crease, there are more supply of capital and decrease the need of borrowing (Helkie and Howatd

(1990)).

The reserve in terms of imports value measures how long an economy can finance

its imports by using its stock of reserves without seeking refuge in higher levels of external

borrowing(Hajivassiliou(1987)). This ratio indicates both creditworthiness and low demand for

new loans because the existing stocks of reserves can be used to do such financing. Thus, the

ratio should be negative related with external debt.

Next section describes the definition and source of the variables described above.

79



2.4 Empirical Results

2.4.1 Benchmark Regressions

Equation 2.1 and 2.2 are the benchmark regression for different measurment of the

dependent variables. Using Arellano-Bond dynamic panel GMM estimation model with robust

standard error by different regions, Table 2.4 shows the results.

Table 2.4 shows the results from the benchmark regression with different estima-

tions, which include the last period external debt, regime, and default or intersection term with

the float or regime and default, regimes, default and last period GDP deviation and government

expenditure deviation as explanatory variables. For external debt level, I use two measurements

to run regression on Equation 2.3 and Equation 2.4. One is the log value of external debt, and

another one is the external debt to GDP ratio.

Table 2.4 shows the results for GMM estimation. Columns 2 and 3 show the results

for using the log value of external debt. For the interaction terms, column 2 and column 3 all

show positive, but no significant results. However, column 1 shows that when during default

and rescheduling episodes, countries switch exchange rate regimes one unit higher, i.e., to be

more floating, it increases external debt level by 0.9% more than during normal times. However,

when during default and rescheduling episodes, countries switch from fixed regimes to floating

regimes, decrease external debt to GDP ratio, and 40 percentage points more than during nor-

mal times. Alternatively, it decreases the external debt level by 2%. The difference between

the signs is that since the variable ”Regime” only captures small changes, it is like a one-unit

switch. However, a regime switch from float to fix or vice versa is a big change, unless it is

80



Table 2.4: Benchmark Results Using GMM

Reg2.1 Reg2.2 Reg2.1 Reg2.2
VARIABLES ED(log) ED(log) ED/GDP ED/GDP
Regime*D 0.0096** 0.0493

(0.0025) (0.0297)
Regime -0.0078 -0.0103

(0.0047) (0.0060)
Float*D 0.0219 -0.4158***

(0.0121) (0.0677)
Float -0.0289* 0.1001***

(0.0137) (0.0216)
GDP(log) 0.0320*** 0.0290***

(0.0027) (0.0039)
Default -0.0148 0.0029 0.0851 0.2968***

(0.0085) (0.0100) (0.0620) (0.0445)
Y gap t1 -0.0019 -0.0038 0.0009 0.0024

(0.0017) (0.0025) (0.0032) (0.0066)
G gap t1 0.0258 0.0211 0.1282 0.1501

(0.0391) (0.0336) (0.0946) (0.1594)
ED(log) t1 0.9431*** 0.9399***

(0.0037) (0.0033)
ED/GDP t1 0.9013*** 0.9180***

(0.0150) (0.0115)
Constant 0.6312*** 0.7574*** 0.0641*** 0.0097

(0.0813) (0.1257) (0.0096) (0.0186)
Observations 1,574 1,575 1,580 1,581
Number of country1 53 53 53 53

Sargan test-Chi-sq 928.15 1008.61 253.32 155.27
Sargan test-p-value 0.72 0.76 0.7 0.569
AR(1) test-p-value 0.02 0.02 0.02 0.14
AR(2) test-p-value 0.49 0.47 0.46 0.38
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from 3 to 4. Since the variable float capture more of a big change, the sign can be different.

For effect in normal times, coefficients in row 2 and 4 show the results. For regimes switch-

ing in normal times, the effect is negative but insignificant. However, for regimes switching

from fixed to floating, the signs are different for different dependent variables. Specifically, a

switch from fixed to floating regimes decreases the log level of external debt by 2% in normal

times but increases external debt to GDP ratio by ten percentage points. This is because regime-

switching, especially big switching, has a big effect on GDP levels, generating the difference.

This result is corresponding with (Na, Grohe, Uribe and Yue(2014)), which provides a model

that generates the results that countries in floating exchange rate regimes support more external

debt in default times. Switching to be more floating can decrease the external debt level directly

because countries have other means to support economic activities, like depreciating to increase

export revenue, decreasing real wages to decrease firms’ costs. This means helping the econ-

omy to survive without too much borrowing. The ratio is decreasing because the big switching

of regimes may generate a depress in GDP quickly. When GDP decreases more than external

debt level, the ratio increases.

For other explanatory variables, for all the columns, the last period external debt

presents a high correlation with the current period value. To be specific, a 100% increase of

last period external debt generates around 94% increase in current period external debt or 90

percentage points increase in the current debt ratio. For default, only the last column shows that

default has a positive impact on external debt. Default increases external debt to GDP ratio by

30 percentage points. This is because, during default episodes, countries are more stressed with

money and need to borrow more to recover their economy. Also, GDP decreases a lot during
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default times.

GDP level is only included in the log level external debt regressions. A 100% increase

in GDP level increases external debt by 3%. When GDP increases, it means the economy is get-

ting better, and the economy needs more finance to support the economy. For the last period

deviation of GDP and government expenditure, there are no significant.

At the end of the table, I report the sargan tests chi-square value and p-value. Sargan

test has a null hypothesis of ”the instruments as a group are exogenous”. Therefore, the higher

the p-value of the Sargan statistic, the better. Besides, this paper reports the autocorrelation

test, the Arellano-Bond test for autocorrelation has a null hypothesis of no autocorrelation and

is applied to the differenced residuals. The test for AR(1) process in first differences usually

rejects the null hypothesis because: ∆e = ei,t − ei,t−1 and ∆ei,t−1 = ei,t−1− ei,t−2. Since they

both have ei,t−1, they should be correlated. However, the test for AR(2) in first differences is

more important since it will detect autocorrelation in levels.

The benchmark regression results have some differences in other people’s results. For

output gap, Greenidge,Dra- kes, Graigwell(2010) using DOLS estimation, found that increased

output gap leads to a reduction in the stock of external debt. For the government expenditure

gap, they also found a positive correlation. In the next section, this includes more control vari-

ables to see whether the results will change.
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2.4.2 Robustness check

2.4.2.1 Corresponding with Benchmark Regression

For the first robustness, considering the endogeneity problem between the regime, de-

fault with external debt, this paper uses the lag terms of exchange rate regime, float dummy, the

lag term of default, and run the same regressions as the benchmark. Table 2.5 shows the results.

The sign and significance are consistent with benchmark regression. The only difference is that

default affects the external debt level negatively and significantly. This is because there is no

external debt to GDP ratio, so default does not depress GDP to make the ratio more positive.

During default times, countries are less likely to be able to borrow money from outside.

Using the same methodology but adding all three classifications of control vari-

ables. Table 2.6 shows the robustness check in the log term of external debt. Compared with

benchmark GMM regression, the results are consistent. For interaction terms, they all lose sig-

nificance. In normal times, switching regimes 1 unit up increases 1% of external debt level. If

switching regimes from fixed to floating decreases external debt to GDP ratio by three percent-

age points. That shows that in normal times, more floating regimes countries do not need to

borrow too much. Unlikely, the significance disappears for column 2 and 4.

The difference between these two columns is seen by including the nominal exchange

rate, which is the announcement exchange rate by the government, which is quite different from

the real exchange rate adjusted by the price index. Nominal depreciation lowering external debt

means that nominal depreciation increases the real debt repayment through the balance sheet ef-

fect. However, real depreciation increase in borrowing is since countries with real depreciation
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Table 2.5: Robustness Check Using GMM (Benchmark lag)

Reg2.1 Reg2.2 Reg2.1 Reg2.2
VARIABLES ED(log) ED(log) ED/GDP ED/GDP
Regime t1*D t1 0.0084 0.0788**

(0.0046) (0.0261)
Regime t1 -0.0119* -0.0070

(0.0055) (0.0145)
Float t1*D t1 0.0272 2.1834

(0.0272) (1.7453)
Float t1 -0.0361*** 0.1089

(0.0074) (0.0620)
Default t1 -0.0139 -0.0033 0.0165 0.0310

(0.0128) (0.0146) (0.0294) (0.0366)
GDP(log) 0.0316*** 0.0286***

(0.0022) (0.0039)
Y gap t1 -0.0016 -0.0027 0.0014 0.0014

(0.0022) (0.0019) (0.0033) (0.0062)
G gap t1 0.0195 0.0134 0.1203 0.1342

(0.0255) (0.0284) (0.1006) (0.1887)
ED(log) t1 0.9451*** 0.9419***

(0.0042) (0.0033)
ED/GDP t1 0.9039*** 0.9284***

(0.0153) (0.0038)
Constant 0.6034*** 0.7221*** 0.0554 -0.0064

(0.0942) (0.1341) (0.0300) (0.0148)
Observations 1,573 1,575 1,579 1,581
Number of country1 53 53 53 53

Sargan test-Chi-sq 1027.35 1008.61 100.68 95.27
Sargan test-p-value 0.72 0.643 0.99 0.99
AR(1) test-p-value 0.02 0.02 0.02 0.13
AR(2) test-p-value 0.49 0.47 0.46 0.47
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benefit from boosted export sectors and can borrow more. Only the real exchange rate depreci-

ation has a significant effect on the level of external debt. The real exchange rate depreciation

takes the significant in the regression, showing that real depreciation increases external debt by

0.06%.

GDP still has positive and significant on external debt level. 100% increase in GDP

increases the external debt level by 2%. The government spending gap from the last period in-

creases the external debt level by 7%. This means that if the government spent too much in the

last period, this would increase external debt in the current period significantly. These results

are corresponding with Greenidge, Drakes, Graigwell(2010)s paper.

Reserve to Import ratio coefficients shows that when a country has more other sup-

plies of capital, like their own reserves, they borrow less. Reserve to Import ratio increase 1

unit, generate around 1% decrease of external debt. When the real interest rate increases, the

borrowing cost increases, and this will reduce external debt significantly by around 1%. The

last period of external debt level is also of great importance to the current period of external

debt. The fluctuation of terms of trade, primary government balance in the last period, output

gap, default do not significantly affect the external debt level. These results are corresponding

with the benchmark regression results.

Table 2.7 shows the same regressions with lagged regimes and float. The results are

consistent with Table 2.6.Table 2.8 shows the same robustness check with external debt to GDP

ratio as the dependent variable. The results are corresponding with the benchmark regressions

and Table 2.6. A 1 unit switching of regimes to more floating decreases external debt to GDP
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Table 2.6: Robustness Check Using GMM (Debt level)
Reg2.3 Reg2.4 Reg2.3 Reg2.4

VARIABLES ED(log) ED(log) ED(log) ED(log)
Regime*D 0.0082 0.0044

(0.0108) (0.0116)
Regimes -0.0114* -0.0060

(0.0049) (0.0036)
Float* 0.0044 -0.0013

(0.0227) (0.0224)
Float -0.0319* -0.0264

(0.0125) (0.0137)
Default -0.0132 0.0017 0.0031 0.0096

(0.0168) (0.0164) (0.0064) (0.0081)
ED(log) t1 0.9692*** 0.9707*** 0.9677*** 0.9700***

(0.0081) (0.0099) (0.0072) (0.0094)
GDP(log) 0.0231*** 0.0202** 0.0230*** 0.0199**

(0.0048) (0.0063) (0.0047) (0.0063)
Y gap t1 -0.0002 -0.0015 -0.0004 -0.0021

(0.0022) (0.0022) (0.0021) (0.0020)
G gap t1 0.0756* 0.0694* 0.0711* 0.0665

(0.0340) (0.0319) (0.0350) (0.0351)
Reserve/Import -0.0085 -0.0112* -0.0087 -0.0114*

(0.0060) (0.0047) (0.0060) (0.0046)
Real IR -0.0124*** -0.0100** -0.0125*** -0.0099**

(0.0026) (0.0030) (0.0024) (0.0029)
∆tot -0.0000 -0.0002 -0.0000 -0.0001

(0.0000) (0.0003) (0.0000) (0.0003)
Gov Balance(log) t1 0.0002 0.0004 0.0001 0.0004

(0.0005) (0.0004) (0.0005) (0.0004)
FDI(log) -0.0004 -0.0003 -0.0004 -0.0002

(0.0005) (0.0004) (0.0005) (0.0004)
Ndep -0.0003 -0.0002

(0.0003) (0.0003)
Rdep 0.0007** 0.0008**

(0.0003) (0.0003)
Constant 0.3507*** 0.3650** 0.3692*** 0.3777**

(0.0853) (0.1069) (0.0720) (0.1000)
Observations 1,004 871 1,005 872
Number of country1 43 41 43 41

Sargan test-Chi-sq 840.52 759.42 840.07 756.79
Sargan test-p value 0.99 0.91 0.99 0.92
AR(1) test-p value 0.10 0.12 0.10 0.12
AR(2) test-p value 0.48 0.44 0.48 0.43
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Table 2.7: Robustness Check Using GMM (Debt Level,lag)

Reg2.3 Reg2.4 Reg2.3 Reg2.4
VARIABLES ED(log) ED(log) ED(log) ED(log)
Regime t1*D 0.0135** 0.0087

(0.0049) (0.0074)
Regimes t1 -0.0148** -0.0103*

(0.0047) (0.0040)
Float t1*D 0.0133 0.0059

(0.0137) (0.0153)
Float t1 -0.0364** -0.0329**

(0.0114) (0.0112)
loged t1 0.9684*** 0.9712*** 0.9663*** 0.9698***

(0.0075) (0.0095) (0.0061) (0.0087)
GDP(log) 0.0233*** 0.0202** 0.0236*** 0.0200**

(0.0048) (0.0063) (0.0045) (0.0063)
Default -0.0256*** -0.0103 0.0038 0.0073

(0.0020) (0.0058) (0.0082) (0.0100)
Y gap t1 -0.0003 -0.0017 -0.0005 -0.0023

(0.0023) (0.0023) (0.0021) (0.0022)
G gap t1 0.0701* 0.0685** 0.0647 0.0610

(0.0285) (0.0262) (0.0334) (0.0326)
Reserve/Import -0.0086 -0.0111* -0.0091 -0.0116**

(0.0059) (0.0047) (0.0058) (0.0044)
Real IR -0.0118*** -0.0095** -0.0124*** -0.0098**

(0.0024) (0.0030) (0.0023) (0.0028)
∆tot -0.0000 -0.0001 -0.0000 -0.0001

(0.0000) (0.0003) (0.0000) (0.0003)
Balance(log) t1 0.0002 0.0004 0.0001 0.0004

(0.0005) (0.0004) (0.0005) (0.0004)
Ndep -0.0002 -0.0002

(0.0003) (0.0003)
Rdep 0.0008** 0.0008**

(0.0003) (0.0003)
Constant 0.3617*** 0.3575** 0.3811*** 0.3813***

(0.0824) (0.1075) (0.0597) (0.0912)
Observations 1,012 871 1,013 872
Number of country1 43 41 43 41

Sargan test-Chi-sq 848.41 760.72 834.96 95.27
Sargan test-p value 0.97 0.92 0.99 0.93
AR(1) test-p value 0.10 0.12 0.10 0.12
AR(2) test-p value 0.49 0.44 0.48 0.47
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ratio by 2 percentage points.

For robustness variables, I include export to GDP ratio and FDI to GDP ratio. Only

FDI to GDP ratio reduces external debt to GDP ratio because it is another supply of capital,

like reserves. Specifically, a 100 percentage points increase in FDI to GDP ratio, around 40

percentage points decrease generates in external debt to GDP ratio. As for exports, the sign is

ambiguous and insignificant.

In addition, the sign for nominal and real exchange rate depreciation is flipped and

again this is due the effect of depreciation on GDP that flipped the sign of the ratio. Also the

last period external debt to GDP ratio drop 1 unit will reduce current value 70 to 80 percent.

And the effect of real interest rate becomes insignificant but still negative. For the fluctuation

of term of trade also becomes significant. Specifically, a 100 percentage points increase in the

fluctuation of term of trade, around 0.04 percentage points decrease generates in external debt

to GDP ratio. For government primary balance to GDP ratio, the coefficients are small, but neg-

ative and very significant. The flipped sign from expectation is because the depressed primary

balance also decreases GDP. Other control variables have the similar significances and signs.

Compared to Greenidge,Drakes,Graigwell(2010)s paper, for external debt in the Caribbean

Community, they find that 1% increase of output gap decrease external debt by 0.97 percent

points and 1% increase of expenditure gap increase external debt by 0.27 percent point. They

also find real depreciation reduces external debt.

Their results are similar to my results even though I contain more country samples in

different areas. But for exports, they find exports have negative impact on external debt, which

is different from my results. But they do mention in their paper that the relationship between

89



exports and external debt are ambiguous because there are two effects in different directions.

On the one hand, exports revenue increase countries abilities in serving more external debt. On

the other hand, sometimes exports increase because of deprecation, which has negative effect

on external debt. As above, I also replace regime and float with their lagged term and run the

same regression. Table 2.9 shows the results. And the results are consistent with Table 2.8.
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Table 2.8: Robustness Check Using GMM (Debt to GDP Ratio)

Reg2.3 Reg2.4 Reg2.3 Reg2.4
VARIABLES ED/GDP ED/GDP ED/GDP ED/GDP
Regime*D 0.0077 0.0375

(0.0139) (0.0210)
Regimes -0.0204*** -0.0150

(0.0045) (0.0079)
Float*D -0.0484 0.0982

(0.0993) (0.0526)
Float -0.0113 -0.0257

(0.0150) (0.0164)
ED/gdp t1 0.7402*** 0.8581*** 0.8592*** 0.8635***

(0.0796) (0.0088) (0.0474) (0.0117)
Default -0.0077 -0.0580 0.0021 0.0204

(0.0348) (0.0485) (0.0130) (0.0166)
Y gap t1 -0.0015 -0.0004 -0.0020 -0.0003

(0.0026) (0.0004) (0.0012) (0.0005)
G gap t1 0.0220 0.0175 0.1022** 0.0182

(0.0363) (0.0111) (0.0268) (0.0129)
Export/GDP 0.2183 -0.0120 0.0412 -0.0203

(0.1495) (0.0346) (0.0551) (0.0377)
FDI/GDP -0.2482 -0.4862** -0.4397* -0.4497*

(0.1246) (0.1631) (0.1997) (0.1771)
Reserve/Import -0.0075* -0.0051** -0.0049 -0.0055**

(0.0031) (0.0014) (0.0029) (0.0017)
Real IR -0.0013 -0.0016 -0.0044** -0.0023

(0.0019) (0.0013) (0.0015) (0.0016)
∆tot -0.0004*** -0.0014** -0.0003** -0.0012***

(0.0001) (0.0003) (0.0001) (0.0003)
Balance/GDP t1 -0.0000 -0.0000*** -0.0000* -0.0000***

(0.0000) (0.0000) (0.0000) (0.0000)
Ndep -0.0056*** -0.0056***

(0.0010) (0.0010)
Rdep -0.0056*** -0.0058***

(0.0012) (0.0012)
Constant 0.1440*** 0.1552** 0.0787** 0.1270***

(0.0249) (0.0406) (0.0264) (0.0313)
Observations 1,000 867 1,001 868
Number of country1 43 41 43 41

Sargan test-Chi-sq 365.15 1008.61 100.68 293.48
Sargan test-p value 0.91 0.71 0.99 0.74
AR(1) test-p value 0.09 0.01 0.014 0.01
AR(2) test-p value 0.49 0.47 0.46 0.466
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Table 2.9: Robustness Check Using GMM (Debt to GDP ratio,lag)

Reg2.3 Reg2.4 Reg2.3 Reg2.4
VARIABLES ED/GDP ED/GDP ED/GDP ED/GDP
Regime t1*D 0.0219 0.0806

(0.0307) (0.0588)
Regimes t1 -0.0169** -0.0082*

(0.0053) (0.0037)
Float t1*D 0.0685 0.0539

(0.1383) (0.1385)
Float t1 -0.0125 -0.0179

(0.0117) (0.0111)
ed/gdp t1 0.7414*** 0.8627*** 0.7454*** 0.8804***

(0.0794) (0.0097) (0.0820) (0.0134)
Default -0.0394 -0.1247 0.0291 0.0326

(0.0789) (0.0902) (0.0442) (0.0221)
Y gap t1 -0.0016 -0.0004 -0.0007 -0.0005

(0.0023) (0.0004) (0.0033) (0.0003)
G gap t1 0.0213 0.0158 0.0364 0.0117

(0.0351) (0.0115) (0.0400) (0.0126)
Export/GDP 0.2243 -0.0009 0.2367 -0.0338

(0.1364) (0.0339) (0.1378) (0.0366)
FDI/GDP -0.2257* -0.4391** -0.2982** -0.4229**

(0.0889) (0.1679) (0.1036) (0.1616)
Reserve/Import -0.0073* -0.0047** -0.0078* -0.0053**

(0.0032) (0.0015) (0.0031) (0.0017)
Real IR -0.0015 -0.0023 -0.0024 -0.0025

(0.0024) (0.0022) (0.0020) (0.0016)
∆tot -0.0001 -0.0014** -0.0004** -0.0010**

(0.0002) (0.0004) (0.0001) (0.0003)
Balance/GDP t1 -0.0000 -0.0000*** -0.0000 -0.0000***

(0.0000) (0.0000) (0.0000) (0.0000)
Ndep -0.0058*** -0.0052**

(0.0012) (0.0014)
Rdep -0.0058*** -0.0058***

(0.0011) (0.0010)
Constant 0.1302*** 0.1292*** 0.0963*** 0.1173***

(0.0200) (0.0250) (0.0220) (0.0253)
Observations 1,000 867 1,001 868
Number of country1 43 41 43 41

Sargan test-Chi-sq 368.46 280.80 378.93 321.61
Sargan test-p value 0.92 0.91 0.90 0.81
AR(1) test-p value 0.09 0.01 0.01 0.1
AR(2) test-p value 0.46 0.47 0.43 0.48
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2.5 Extension

In Extension, I eliminate the lag term of external debt by using the growth rate of

external debt. It changes my origianl question by asking how exchange rate regimes switching

affects the growth rate of external debt rather than the levels. Since this change, for all the

control varibles, I also switching them to the growth rate.Here are the regressions:

∆EDi,t = β0 +β1Regimei,t−1 +β2Di,t−1 +β3Di,t−1 ∗Regimei,t−1 +β4∆Xi,t +αi + εi,t (2.5)

∆EDi,t = β0 +β1Floati,t−1 +β2Di,t−1 +β3Di,t−1 ∗Floati,t−1 +β4∆Xi,t +αi + εi,t (2.6)

Since there is no lag external debt, I use the the GLS estimator with fixed effect and

standard error clustering in regions. And Table 2.10 and Table 2.11 show the regressions in

Equation 2.5 and Equation 2.6. I use the lagged term of regime, float and default because of the

existence of reverse causalities between external debt and them.

From Table 2.10 and Table 2.11, I find out that increasing exchange rate regime or

switching from fixed to floating regimes decreases the growth rate of external debt level, as well

as the growth rate external debt to GDP ratio in normal times. However, it increases the growth

rate of external debt to GDP ratio during default. The results are consistent with the benchmark

and robustness regressions.
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Table 2.10: Externsion Using GMM (Debt Level,lag)
Reg2.5 Reg2.6 Reg2.5 Reg2.6

VARIABLES ∆ED ∆ED ∆ED ∆ED
Regime t1*D t1 0.0056 0.0060

(0.0069) (0.0067)
Regime -0.0406** -0.0368***

(0.0102) (0.0087)
Float t1*D t1 0.0217 0.0091

(0.0179) (0.0162)
Float -0.0831*** -0.0681***

(0.0100) (0.0063)
Default t1 -0.0209** -0.0191 -0.0224* -0.0198

(0.0080) (0.0101) (0.0110) (0.0143)
∆GDP(log) -0.0285** -0.0324** -0.0257** -0.0298**

(0.0096) (0.0110) (0.0077) (0.0095)
∆Y gap t1 -0.0038 -0.0043 -0.0069 -0.0017

(0.0115) (0.0147) (0.0136) (0.0169)
∆G gap t1 -0.0320 -0.0244 -0.0377 -0.0323

(0.0336) (0.0369) (0.0329) (0.0354)
∆Export(log) -0.0012 -0.0142 0.0004 -0.0131

(0.0096) (0.0096) (0.0089) (0.0092)
∆FDI(log) -0.0004 -0.0004 -0.0004 -0.0004

(0.0003) (0.0003) (0.0003) (0.0003)
∆Reserve/Import -0.0165** -0.0170* -0.0165** -0.0168*

(0.0052) (0.0070) (0.0054) (0.0075)
∆RealIR -0.0093 -0.0126 -0.0085 -0.0116

(0.0070) (0.0093) (0.0067) (0.0088)
∆tot 0.0000 0.0002*** 0.0000 0.0002***

(0.0000) (0.0000) (0.0000) (0.0000)
∆Gov Balance(log) t1 -0.0001 -0.0001 -0.0001 -0.0001

(0.0001) (0.0002) (0.0001) (0.0001)
∆Ndep 0.0006 0.0004

(0.0003) (0.0003)
∆Rdep 0.0007* 0.0006*

(0.0003) (0.0003)
Constant 0.1635*** 0.1538*** 0.0905*** 0.0848***

(0.0226) (0.0197) (0.0020) (0.0005)
Observations 939 816 940 817
R-squared 0.0752 0.0765 0.0517 0.0553
Number of country1 43 38 43 38

94



Table 2.11: Externsion Using GMM (Debt to GDP Ratio, lag)

Reg2.5 Reg2.6 Reg2.5 Reg2.6
VARIABLES ∆ED/GDP ∆ED/GDP ∆ED/GDP ∆ED/GDP
Regime t1*D t1 0.0165** 0.0177

(0.0061) (0.0096)
Regime t1 -0.0207** -0.0179**

(0.0070) (0.0062)
Float t1*D t1 0.0455* 0.0610*

(0.0195) (0.0258)
Float t1 -0.0445** -0.0428**

(0.0147) (0.0112)
Default t1 0.0099 -0.0088 0.0149* -0.0041

(0.0057) (0.0117) (0.0071) (0.0145)
∆Y gap t1 0.0308 -0.0756 0.0294 -0.0745

(0.0289) (0.0491) (0.0274) (0.0477)
∆G gap t1 -0.1808** -0.0961* -0.1881** -0.1061**

(0.0555) (0.0399) (0.0538) (0.0405)
∆Export/GDP 0.7869** 0.7453*** 0.7947** 0.7547***

(0.2619) (0.1732) (0.2574) (0.1729)
∆FDI/GDP 0.6890*** 0.7484 0.6549*** 0.7014

(0.1399) (0.4892) (0.1445) (0.4984)
∆Reserve/Import -0.0135* -0.0077 -0.0135** -0.0074

(0.0053) (0.0066) (0.0051) (0.0061)
∆RealIR -0.0055** -0.0039 -0.0056** -0.0040

(0.0019) (0.0023) (0.0017) (0.0022)
∆tot -0.0001 -0.0008*** -0.0001 -0.0008***

(0.0001) (0.0001) (0.0001) (0.0001)
∆Gov lBalance/GDP t1 -0.0000*** -0.0000** -0.0000*** -0.0000**

(0.0000) (0.0000) (0.0000) (0.0000)
∆Ndep -0.0026*** -0.0027***

(0.0003) (0.0003)
∆Rdep -0.0020** -0.0021**

(0.0006) (0.0006)
Constant 0.0302 0.0272 -0.0032 -0.0006

(0.0162) (0.0157) (0.0036) (0.0044)
Observations 939 816 940 817
R-squared 0.1219 0.1847 0.1156 0.1749
Number of country1 43 38 43 38
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2.6 Conclusion

Using a dataset containing 57 countries’ 232 default episodes from 1970 to 2007,

this paper empirically analyzes the relationship between exchange rate regimes and external

debts during default episodes and normal times. The results suggest that the effect of exchange

rate regimes has on external debt is different between default times and normal times. The

results differ from different measurements of external debt as well. One unit switch of exchange

rate regimes decreases the external debt level in normal times but increases it during default.

Switching from fixed regimes to floating regimes decreases the external debt level but increases

external debt to GDP ratio. This difference in the sign is because switching exchange rate

regime depresses GDP as well.
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Chapter 3

News Sentiment and Topic Analysis on Crude

Oil Future Prices

3.1 Introduction

Crude oil is a commodity, and as such, it tends to have large fluctuations at price

than more stable investments such as stocks and bonds. Crude oil prices are influenced by a

variety of factors. As Baumeister and Kilian (2014) conclude that the explanatory power of

these factors vary over time and that different factors are important at different time horizons.

Though the factors to explain the change of oil prices are inconclusive, Brandt and Gao (2019)

mention that news information can provide a way to quantify macroeconomic and other events

that could affect crude oil prices. In this paper, we analyze the contents of news articles to study

how information about crude oil related news affects crude oil futures price.

News information could affect crude oil prices in different ways. Shiller (2015) ar-
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gues that the news media plays an important role in setting the stage for market moves and

provoking them. On one hand, news could convey information on the current significant vari-

ables that affect the price, reflecting the current market confidence. On the other hand, news

could serve as an update of the changes in these significant variables, reflecting the expectations

about future oil supply and demand conditions, which could affect the current crude oil prices.

In this paper, we consider broad web news from various sources. We analyze these

web crude oil related news to uncover how this information affects the crude oil futures price

using the intra-day high-frequency data. To do so, we use both supervised and unsupervised

machine learning algorithms to study the impact of news sentiment and news topics on crude

oil futures price increase. The important assumption in our analysis is that the crude oil futures

market is nearly perfectly efficient, which means that the price can adjust quickly to any new

information released to the public.

A key contribution of our paper is to demonstrate finer and more objective classifica-

tions of news effects on crude oil price change. First, we use unsupervised machine learning

algorithms to group crude oil related news articles into different topics without providing prior

knowledge on how each topic links to a particular set of words. Second, we conduct both news

sentiment analysis and news topics analysis of each news article using intra-day high- frequency

data, these results providing us a new index data indicating crude oil price increase or decrease

for future studies based on textual analysis.

In this paper, first, we conduct news sentiment analysis with logistic regression to

see how each word in an article can affect the increase or decrease of the crude oil price from

September 2019 to December 2019. We find that among all the news words, 152 words have
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coefficients smaller than -0.5, which are collected as the most negative words. Also, 159 words

have coefficient over 0.5, we defined these words as the most positive words. Based on the

news sentiment analysis results, we also construct a novel index indicating the sentiment score

of a news article given the most positive (negative) words. Second, we categorize news arti-

cles discussing crude oil over the entire year of 2019 into topics using unsupervised machine

learning algorithms K-means. The K-means algorithm generates 4 clusters of news topics. We

rename and interpret each of them to be World Crude Oil topic, WTI Crude Oil topic, Financial

Analysis topic, and Editorial Opinion topic. Each of the news articles would be assigned to be

one of the topics. Finally, we estimate how the news topic and sentiment score would affect the

crude oil future price using logistic regression in 5 minutes window. The results suggest that

on average, ”World Crude Oil” news has the highest correlation with a crude oil price increase.

Moreover, the more positive news is under the topic ”WTI Crude Oil,” the higher probability

that WTI crude oil futures price will increase within 5 minutes.

The remainder of this paper is organized as follows: Section 3.2 presents the related

literature. Section 3.3 provides detailed data information. Section 3.4 shows the news sentiment

analysis methodology and how the positive score is calculated for every news article. Section

3.5 details the construction of topic analysis. Section 3.6 presents our main empirical analysis.

Section 3.7 concludes.
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3.2 Literature Review

This paper mainly relates to three streams of research: (1) studies on general crude

oil price; (2) studies on news effects of crude oil price; (3) studies on news textual analysis

on general equity market. Broad literature has studied the explaining factor of crude oil price.

Hamilton (2009) suggests that the real price of oil follows a random walk without drift. Ra-

paport (2013) distinguish between demand and supply driven component of crude oil returns

by examining its correlation with the equity market. Baumeister and Kilian (2014) discuss an

exhaustive set of oil pricing factors from the literature, conclude that the explanatory power of

these factors varies over time and that different factors are important at different time horizons.

These findings crucially depend on the underlying model structure and assumptions. This paper

corroborates these effects from the assumption that the crude oil futures market is nearly per-

fectly efficient, updated news information is a direct way to reflect the market sentiment.

Our paper is part of a growing body of research using textual analysis to examine

how news affects economic and financial variables. Most work in this literature deals with the

general equity market and aggregate news about equities and the economy. For example, Gar-

cia (2013) studies the effect of sentiment on asset prices using the New York Times between

1905 and 2005. They find that after controlling for other well-known time-series patterns, the

predictability of stock returns using news content is concentrated in recessions. Soo (2015)

develops a measure of sentiment across local housing markets by quantifying the positive and

negative tone of housing news in local newspaper articles. Bi and Traum (2020) examines how

newspaper reporting affects government bond prices during the U.S. state default of the 1840s.
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Our paper is different from the aforementioned studies in that we consider a much broader set

of news resources and news categories as inputs, we can capture both micro-level supply and

demand factors and macroeconomic related factors, even geopolitical developments.

This paper also contributes to the literature about news effects on the crude oil prices.

Most of the literature work with the effects of regularly scheduled macroeconomic releases on

crude oil price. For example, Kilian and Vega (2011) propose a formal test of the identifying as-

sumption that energy prices are predetermined for U.S. macroeconomic aggregates using daily

energy prices on daily news from the U.S. macroeconomic data releases. In this aspect, this

paper is different from the existing literature focusing on responses of crude oil prices to sched-

uled macro news announcement from U.S. Another difference from papers on the schedule

announcement is that our news indices are at high frequency than the scheduled releases with

a fixed frequency. A recent paper by Brandt and Gao (2019) uses sentiment scores for global

news from RavenPack global macro package to see how news about macroeconomic funda-

mentals and geopolitical events affect crude oil markets. Our paper is different from this paper

since we use machine learning algorithms to group news into different topics, which avoid prior

knowledge and generate more objective classifications of news effects on crude oil price change.
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3.3 Data

3.3.1 Data Source and Description

The data used in this paper are obtained through Bloomberg terminal, including the

west texas intermediate (WTI) crude oil futures prices, and crude oil-related news articles. This

paper focuses on WTI crude oil. WTI refers to oil extracted from wells in the US and sent via

pipeline to Cushing, Oklahoma. This paper chooses WTI crude oil over Brent crude oil, which

counts two-thirds of all crude contracts around the world, and Dubai crude oil, which is the ma-

jor supply for the Asian market. The reason is that WTI crude oil has been the main benchmark

for crude oil consumed in the United States. Thus its price is more related to the supply and

demand conditions in the US market than in other markets worldwide.

The intra-day trading data is provided by Bloomberg, with price updating at high

frequencies. However, the trading will be suspended every day at 14:00 to 15:00, as well as

every Saturday. In order to match the frequency of news, this paper uses high-frequency intra-

day trading futures prices for WTI crude oil. The price is updating every five minutes, which

matches the first quantile of news frequency distributions1. This paper takes the sample period

to be the last quarter of 2019. Figure 3.1 shows the WTI crude oil close price throughout the

period. From Figure 3.1, it is clear that the close price has high volatility but no obvious trend

during the last quarter of 2019, which makes it a perfect sample for this paper’s analysis.

News articles are the major sources for text analysis. This paper analyzes contents of

1Shown in Figure 3.4
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Figure 3.1: Close Price Fluctuation in Sample Period

each news article to find the news effect on WTI crude oil futures price. The news articles are

collected through the Bloomberg terminal’s news section. By specifying the news topics to be

’Crude Oil’, including the keyword, ’WTI’, Bloomberg terminal gives editorial recommended

Bloomberg and web news from various sources. Figure 3.2 is a word cloud showing the most

frequent words in the news articles collected by this paper. In 2019, news articles under the

topic of WTI crude oil discussed the ’oil price’, ’trade war’, ’saudi arabia’, ’texax intermedi-

ate’, etc. More detail analysis in news contents will be presented in Section 3.4.

Figure 3.3 shows the major news sources for this paper’s dataset. In total, there are

Figure 3.2: 2019 WTI Crude Oil Related News Frequent Words
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75 news sources. Figure 3.3 plots the news sources with total news article released counts over

ten. All news are global news written in English, reporting crude oil-related topics worldwide.

Around 6000 news articles are web news, Bloomberg provides the news subject and the link of

the websites. Web news content is collected through web scraping. Two-thirds of the web news

is successfully obtained through web-scraping, with the rest replaced by its subject. Throughout

2019, there are 13183 news articles, and 4615 of them are released after September. Since this

paper only has price data from September 2019 to December 2019, only news articles released

after September will be included in news sentiment analysis and the final regressions, but all

news articles in 2019 will be included in news topic analysis.

As for the frequencies of news articles, Figure 3.4 presents that, on average, around

Figure 3.3: Major News Source

Note: News sources are extracted from each news body, provided by Bloomberg

every thirty minutes, there is one news article about WTI crude released. The news frequency

distribution gives guidance on what should be price frequency to analyze the news effect. At-
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tempt to uncover the news effect, this paper assumes the market is efficient, which means the

market reacts fast enough to new information. This paper thus defines any news article’s effect

on WTI crude oil future price is reflected by how the price was changed within five minutes

after this news has been released.

Figure 3.4: News Frequency Distribution

Note: This graph shows the distribution of
how frequently a news has been released in the
dataset. The x-axis is in the unit of minute, and
the y-axis is the count. On average, around every
33 minutes, there release one news article about
WTI crude oil in 2019.

To analyze how the price was changed, this paper establishes a dummy variable based

on WTI crude oil future price, indicating a price increase or decrease episode. If price increases

within five minutes after a news article has been released, the price dummy will be one. Oth-

erwise, if price decreases or doesn’t change, the price dummy will be zero. There is nearly no

case for the price to remain the same within the five-minute slot throughout the dataset. Thus,

when price dummy equals zero, it means the price has decreased within five minutes after this

news release. For each news article, by looking for the price change within five minutes after
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release, this paper matches news and the price dummy. Figure 3.5 examines whether the data

is balanced by comparing the number of price increase episodes with price decrease episodes.

Roughly speaking, the data is balanced, with increasing price episodes slightly larger.

Figure 3.5: Price Dummy Distribution

Figure 3.6: Matching News and Price

Except examining the balance of episodes across all datasets, this paper also presents

the price sensitivity in different release times of the news articles. In other words, whether news

released at certain times, like in the morning or at the end of the month are more likely to have a
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biased impact on price. Figure 3.6 shows the price decrease and increase episodes distributions

across different months, days of the week, date of the month, and hours of the day. The figure

indicates that over one thousand news on the topic of crude oil news were released every month.

Moreover, most of the news are released on weekdays rather than on the weekends, and most of

them are released during the daytime rather than night. However, there are no obvious patterns

for the date of the news release. Comparing the number of news following price increase and

price decrease episodes, Figure 3.6 presents that there are no significant differences in these

two episodes at any time frequencies. Similarly, Figure 3.7 attempts to uncover the relationship

between price and news sources. By examining the major news sources, it is clear that all these

new sources have almost even numbers of the price increase and decrease episodes across the

dataset. Thus, it is essential to analyze the news contents, rather than the time of the news

release, or the news sources, to understand the positive or negative news effect on crude oil

futures prices.

Figure 3.7: Matching News and Price
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3.3.2 Analyze Text Data

In order to analyze the news contents, this paper preprocesses news before further

analysis with regressions. Text data are unique data types that need transformation before fit-

ting into a regression model. This paper follows the standard text mining procedures to extract

the useful features from the news contents, including tokenization, removing stopwords and

lemmatization.

The First step of preprocessing text data is to break every sentence into individual

words, which is called tokenization. Taking individual words rather than sentences breaks down

the connections between words. However, it is a common method to use to analyze large sets

of text data. It is efficient and convenient for computers to analyze the text data by examines

what words appear in an article and how many times these words appear, and this analysis is

sufficient enough to give insightful results.

After tokenization, each news article will transform into a list of words, symbols, dig-

its, and punctuation. The next step is to remove useless information. For this analysis, symbols,

digits, and punctuation are not very useful, so that this paper removes them. Furthermore, this

paper removes stopwords. Stopwords are words that frequently appear in many articles, but

without significant meanings. Examples of stopwords are ’I’, ’the’, ’a’, ’of’. These are the

words will not intervene in the understanding of articles if removed. Besides using the stan-

dard English stopwords provided by the NLTK library2, this paper also includes other lists of

stopwords, provided by Loughran and McDonald(2016). These lists of stopwords are widely

used in economic analysis, including dates and time, more general words that are not economic

2 NLTK is a python package for text analysis. It contains a list of English stopwords.
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meaningful3.

Removing stopwords, along with symbols, digits, and punctuation, each news article

will transform into a list of meaningful words. However, in order to count the appearance of

each word, it is essential to remove grammar tense and transform each word into its original

form. For example, if we want to calculate how many times the word ’open’ appears in a news

article, we need to count the appearances of ’open’, ’opens’, ’opened’. Thus, lemmatization

is an essential step for text transformation. Lemmatization is taking each word into its original

lemma. Another way of converting words is called stemming, which is taking the linguistic root

of a word. The reason why this paper chooses lemmatization over stemming is that after stem-

ming, some words become hard to read. For interpretation purposes, the lemma is better than

the linguistic root. After lemmatization, each news article will transform into a list of words

that are all in their original forms.

Figure 3.8 and 3.9 shows an example of news article before and after text prepro-

Figure 3.8: Original News Article

Figure 3.9: News Article after Text Preprocessing

cessing. After tokenization, removing unnecessary words and lemmatization, the original news

3Loughran and McDonald’s list can be found at https://sraf.nd.edu/textual-analysis/resources/StopWords.
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articles only contains informative words that are ready for further transformation, which will be

discussed in Section 3.4.

3.4 News Sentiment Analysis

This section will discuss the news sentiment analysis methodology and how the pos-

itive score is calculated for every news article. First, this paper analyze the sentiment of each

unique word using a logistic regression. The estimated logistic regression coefficient for each

unique word represents its sentiment. This paper defines the effect’s direction of each unique

word by the sign of its coefficient, and the size of the effect by the absolute value of its coeffi-

cient. Moreover, by selecting the words with the highest absolute value in coefficients, this pa-

per defines the most positive and negative words indicating a price increase or decrease episode.

Lastly, this paper calculates the positive score for each news article based on how many positive

and negative words this news article contains.

3.4.1 News Sentiment Analysis on Unique Words

News sentiment analysis is the analysis that uncovers the predicting power of each

unique word in indicating a price increase or decrease episode. In order to do so, this paper uses

a supervised machine learning algorithm, which is called logistic regression. Logistic regression

is a classification algorithm that deals with binary classification problems. Binary classification
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has exactly two classes to choose between. In this paper, there are positive and negative classes

indicating price increase or price decrease. Logistic regression is a linear classifier, it is a

transformation from a linear function:

f (x) = b0 +b1 ∗ x1 + ...+bn ∗ xn (3.1)

where b0, b1...bn are the estimators of the regression coefficients for a set of independent vari-

able x = (x1,x2...xn). The logistic regression function p(x) is the sigmoid function of f (x):

p(x) = σ( f (x)) =
1

1+ exp− f (x)
(3.2)

After transformation, p(x) will be in the range of [0,1], which can be interpreted as probability.

Generally, p(x) is interpreted as the predicted probability that f (x) given x is equal to one, and

1− p(x) is the probability that f (x) is zero. In this paper, p(x) is defined as the probability that

WTI crude oil futures price increases within five minutes after news article xi’s release.

Applying logistic regression to conduct news sentiment analysis, this paper treats each

news article as a observation, and the contents in news article as the features, and estimates βw0,
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βw1, ... βw j from the following equation:



Y0

Y1

Y2

...

Yi


=



X0,w0 X0,w1 ... X0,w j

X1,w0 X1,w1 ... X1,w j

X2,w0 X2,w1 ... X2,w j

...

Xi,w0 Xi,w1 ... Xi,w j


∗



βw0

βw1

...

βw j


(3.3)

where i stands for each news article as a new observation, and wj is the jth unique word in all

news articles. On the left hand side, Yi is the price change dummy described in the previous

section. Specifically, the value of Y is decided by the following conditions:

Yi =


1, if pricet+5− pricet > 0

0, otherwise
(3.4)

On the right hand side, the first term is a sparse matrix, with each row stands for each news

article and each column stands for each unique word. There are over 20,606 unique words that

has ever shown in 4616 news articles, which indicates the shape of the sparse matrix. Each

value Xi,w j of the sparse matrix is denoted as the tfidf value for each unique word wj in each

news article i. Tfidf is short for term frequency, inverse document frequency. It is a common

feature engineering method for text analysis and is widely used in literature. For example Bi

and Traum(2020), Fraiberger(2019), Shapiro(2018) have used tfidf to extract text features for
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different analysis. Specifically, tfidf is calculated by:

Xi,w j =
1+ log(ti,w j)

1+ log(∑N
i ti,w j)

∗ log(
N

∑w j ti,w j
) (3.5)

where ti,w j is the frequency of word wj appears in news article i. By examining the equation,

it is clear that the first term is the calculating the term frequency and the second term is calcu-

lating the inverse document frequency. The first term is evaluating how many time the word wj

appear in news article i, normalized by the length of news article i. The higher term frequency

indicating a higher tfidf value, presenting the fact that the word wj plays a very important role

in news article i by appearing significant times. However, the effect of wj will be weaken if

wj also appears in many other news articles besides i, which means it is a common word for

this topic. This process is captured by the second term, which is the inverse of how many news

articles wj appears divided by the total number of news articles. In this case, N equals to 4616.

Combining two effects, a word wj with high tfidf values in news article i means that wj appears

many times in news article i, and only appears in few other news articles.

After transforming all preprocessed news articles into the sparse matrix, all data are

ready for regression. Figure 3.10 shows the estimation results from Equation 3.3 fitting a lo-

gistic regression model. Each point in the x-axis stands for a unique word collecting from all

news articles, and there are 20,606 of them. The y-axis stands for the sign and the size of the

coefficient for each word. Figure 3.10 indicates that most of the unique word by itself has very

limited effect in affecting price, with coefficient very close to zero. However, there are some

words that have coefficients with absolute value over 0.5, which are defined as the most positive
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and negative words by this paper.

For the most positive and most negative words, based on the logistic regression re-

Figure 3.10: The Effect of Words

Note: Each point in the x axis stands for a unique word, collecting from all news
articles

sults, 152 words have coefficients smaller than -0.5, and they are collected as the most negative

words. On the other side, 159 words have coefficient over 0.5, and are defined as the most pos-

itive words. In total, positive and negative words account for around 1.5% of all unique words.

Figure 3.11 shows the word clouds of the most positive and most negative words. The font size

of each word in the word clouds indicates the size of its coefficient in absolute value. Figure

3.11 shows that words like ’analyst’,’investing’ are showing the greatest effect in indicating a

crude oil futures price increase episode, and words like ’partner’,’hike’ contribute the most to

crude oil futures price decrease in a news article.
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Figure 3.11: The Word Clouds

3.4.2 Positive Score for Each News Article

After defining the most positive and negative words in terms of contributing to price

increase or decrease episodes, this section will discuss how to calculate the sentiment score for

each news article. This paper defines the sentiment score of a news article based on how many

positive and negative word it contains. Specifically, this paper calculates the positive score for

each news article by comparing how many times positive words appear with the appearance of

the negative words. Thus, the positive score of a news article i is defines as follow:

Scorei =
Npos ∗Fpos−Nneg ∗Fneg

Npos ∗Fpos +Nneg ∗Fneg
(3.6)

where Npos is the total counts of positive words in news article i, and Fpos is the total frequency

of each positive/negative word in news article i. For example, if news article i has two positive

words, and one appears 10 times and another one appears 15 times, Npos will be two and Fpos

115



Figure 3.12: The Positive Score Distribution

will be 25. To calculate the positive score, this paper finds the total occurance of positive words

and negative words in each news article, takes the difference, and normalizes it by their sum-

mation. Figure 3.12 shows the positive score distribution across all news articles.

The positive score of a news article takes a value between [−1,1]. A positive value

means this news article is positive, while a negative value means this article is negative. As the

absolute value of positive score increases, it becomes more positive or more negative depending

on the sign. Figure 3.12 shows that most of the news article has a positive score close to zero,

indicating the distribution is roughly a normal distribution with mean at zero, if ignore the two

ends. If the positive score for a news article is one, it only has positive words and vice versa.

Among all 4616 news articles, only around 600 articles are in such cases. Thus, this paper still

assume the monotonic positive correlation between the positiveness of a news article and its

positive score.

In summary, this section uncovers the effect of each unique word collection from all

news articles in the last quarter of 2019, attempts to estimate the coefficients for each unique

word on how it affects the crude oil futures prices. In order to do so, this paper uses a supervised

machine learning algorithm called logistic regression to solve this binary classification problem.
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Logistic regression estimates the coefficients for all unique words and selects the most positive

and negative words based on the coefficients’ sign and size. The most positive and negative

words help identify the sentiment score for each news article. By calculating the total occur-

rence of positive and negative words in a news article, this paper defines the positive score for

each news article, which is useful for the regression in Section 3.6.

3.5 Topic Analysis

Instead of reading each article and manually separating our news sample into differ-

ent topics, we use an unsupervised machine learning algorithm, K-means, to detect common

patterns in news articles and group them into clusters, i.e., topics.

3.5.1 K-means Algorithm

K-means is one of the most commonly used clustering algorithms in machine learn-

ing. Unlike supervised learning, which first defines a list of keywords in each topic and classify

each article that includes those keywords into a specific topic, researchers first need to deter-

mine the number of clusters (topics), then the K-means algorithm will assign each sample to

the cluster where its distance from the centroid of the cluster is minimized. The algorithm of

K-means is described as followed:

1. Specify the number of K clusters. 4

4In theory, the Elbow method helps to determine the optimal K values, by plotting K on the horizontal axis and
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2. Initialize the centroid point µk(k ∈ K) of each cluster with a random value.

3. Calculate the squared Euclidean distance of each sample xi to the centroid point of each

cluster.

||xi−µk||2

4. Assign the sample xi to the closest cluster k where the squared Euclidean distance is

minimized.

min
k
||xi−µk||2

5. Update µk by taking the mean of sample points assigned to cluster k.

6. Repeat 3-5 until the sum of the squared distances overall K clusters is minimized.

min
K

∑
k=1

∑
xi∈ck

||xi−µk||2

where ck denotes sample points in cluster k.

Following Bi and Traum(2019), we use the tfidf vector of each article (i.e., row vector

of the tfidf matrix discussed in the previous section) as a sample point for training the algorithm,

so that each article will be assigned uniquely to a cluster. The training set covers the whole sam-

ple period (20190101 - 20191231), which includes a total of 13,183 news.

When determining the value of K, the Elbow method doesn’t provide us an optimal

sum of minimized distances of each cluster on the vertical axis. The optimal K is found when the slope of Elbow
curve flattens, i.e., when the y value converges. However, in practice, the Elbow curve does not converge so that
users need to determine the value of K based on their purpose. Our result of Elbow method can be provided upon
request.
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choice of K (the Elbow curve doesn’t converge). Therefore, we run the algorithm several times

with different K values and thus choose K = 4 based on the results that provide us with the most

meaningful and best interpretability of news topics.

3.5.2 Clustering Results

The K-means algorithm generates 4 clusters of news topics. Figure 3.13 plots the

word clouds of top 50 important words5 for each topic, with the more important ones shown in

a bigger font. Given our specification of four news topics, we are able to interpret each topic to

be: (a) - “World Crude Oil”, (b) - “WTI Crude Oil”, (c) - “Financial Analysis” and (d) - “Edi-

torial Opinion”. The ”World Crude Oil” cluster has keywords related to the global oil market,

such as market, trade, energy, China, USD, etc. ”WTI Crude Oil” cluster includes keywords

like price, supply, demand, production, which reflects more about the information of WTI crude

oil in the North American region6. ”Financial Analysis” contains keywords position, spread,

call, put, option, relating to the price analysis, and use of derivatives for crude oil. The last

cluster is ”Editorial Opinion,” with keywords story, contact, reporter, etc.

Table 3.1 shows the number of news in each topic. More than 80% of news through-

out year 2019 are assigned to the “World Crude Oil” and “WTI Crude Oil” topics. 13.86% news

are related to “Editorial Opinion”, which is more likely to be a summary or report of already

released new information. There are only 563 news classified into “Financial Analysis” topic,

5For each cluster, we sum each word’s tfidf value over all the articles within this cluster, rank them from the
highest to the lowest, and then pick the top 50 words for word cloud plot.

6There are some words shown in both of these two topics, which interprets these two topics to be unclear and
need to be improved in future work.
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Figure 3.13: Word clouds of Clustering Results

(a) World Crude Oil (b) WTI Crude Oil

(c) Financial Analysis (d) Editorial Opinion

which includes both analysis of price change and analysts’ forecast of future price movement.

As we can see in the next section, the last two topics are less important indicators of price

changes.

Table 3.1: Number of News in Each Topic
Topic Index Topic Name news cnt %

a World Crude Oil 6,386 48.44%
b WTI Crude Oil 4,407 33.43%
c Financial Analysis 563 4.27%
d Editorial Opinion 1,827 13.86%

total 13,183 100%
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3.6 Test News Topic and Sentiment Score on Futures Price Change

In this section, we estimate the relation of news topic and sentiment score with futures

price change using logistic regression. By assuming that the WTI crude oil futures market is

nearly perfectly efficient, investors responding quickly to any new information released to the

market, futures price should adjust quickly in line with its intrinsic value. For example, a

good news article about the discovery of new oil wells should push down the futures price

immediately, as investors are competing with each other to find this price decrease opportunity.

Since the market is nearly efficient, the futures price can reflect this new information very

quickly. Given this assumption, we can test the relation between crude oil news released and its

futures price change.

We first define our dependent variable to be one if futures price after 5 minutes is

higher than the price when news released; and zero otherwise7, as stated in Section 3.3. In

future work, we will use different time spam, calculating price change for robustness checks. To

test how crude oil news relates to price changes, we use the logistic regression, which estimates

the influence of x on Y’s probability for each news article. The regression equation we estimate

follows:

Prob(Yi = 1|x) = σ(β0 +β1Scorei +
3

∑
k

βkTopick +
3

∑
k

βk,iTopick ∗Scorei) (3.7)

7The price data we use is high-frequency data, with 5 minutes interval. In our final regression sample (2019Q4),
there doesn’t exist price unchanged within each 5 minutes interval.
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where

Yi =


1, i f pricet+5 > pricet

0, otherwise
(3.8)

and Topic, a categorical variable, is {0: “World Crude Oil”; 1: “WTI Crude Oil”; 2: “Financial

Analysis”; 4: “Editorial Opinion”}. In the regression, three dummy variables are generated

indicating which topic this news article is in, and topic 0(’World Crude Oil’) is chosen as the

benchmark topic. As described in section 3.4, score evaluates the degree of news sentiment.

The higher the Score is, the more positive the news is.

The LHS of equation (3.7) denotes the probability of price increase (Y = 1) given all

x. As discussed in Section 3.4.1, on the RHS, σ(·) is a Sigmoid function. In the parenthesis of

σ(·) is the linear combination of independent variables that we are interested.

Our final logistic regression sample covers only the last quarter of 2019, with 4,616

observations due to the availability of high-frequency futures price data. Table 3.2 reports the

regression results. The coefficient on constant is interpreted as the impact of news in topic

0 (”World Crude Oil”) on the probability of price increase. On average, news in the ”World

Crude Oil” topic is more likely to be correlated with price increases. If the news is related to

”WTI Crude Oil,” the coefficient becomes 0.0159 (0.3267 minuses 0.3108), meaning that ”WTI

Crude Oil” news on average doesn’t have a significant impact on a price increase. For topic 2 &

3 (”Financial Analysis” and ”Editorial Opinion”), news has relatively less positive impacts on

price increases, as their coefficients (-0.2821 and -0.2581) are both statistically significant and

smaller than the coefficient of topic 0 (0.3267).

After considering the impact of sentiment score for each news under different top-

122



ics, the coefficient on Score can be interpreted as a correlation between the degree of topic 0

(”World Crude Oil”) news sentiment and the probability of price increase. The result is statis-

tically significantly positive (1.2642), meaning that the more positive ”World Crude Oil” news

is, the higher probability that price will increase within 5 minutes. The coefficient on the inter-

action term Topic1∗Score (0.6034), is also positive and statistically significant, which implies

that the sentiment score of news under topic 1 (”WTI Crude Oil”) is more correlated with the

probability of price increase than news under topic 0 (”World Crude Oil”). Coefficients of the

interaction terms Topic2∗Score and Topic3∗Score are negative but not statistically significant.

Thus we reject the hypothesis that news sentiment under topic 2 and 3 is statistically different

from those under topic 0.

To sum up, on average, ”World Crude Oil” news has the highest correlation with a

price increase. Nonetheless, the more positive news is under the topic ”WTI Crude Oil,” the

higher probability that WTI crude oil futures price will increase within 5 minutes.

3.7 Conclusion

With the development of machine learning algorithm and its use in economics lit-

erature, it is worthwhile to apply machine learning algorithm to understand news impact on

financial asset price movement. In this project, we use both supervised and unsupervised ma-

chine learning algorithms to learn impact of news sentiment and news topics on crude oil futures

price increase. By assuming that crude oil futures market are nearly perfectly efficient (price

123



Table 3.2: Test for News Effect on Price Change
Prob(Y = 1|X) = σ(β0 +β1Score+β2Topic+β3Topic∗Score)

Dependent Variable Coef.

Score 1.2642 ***
(0.082)

Topic1 ”WTI Crude Oil”
-0.3108 ***
(0.073)

Topic2 ”Financial Analysis”
-0.2821 *
(0.161)

Topic3 ”Editorial Opinion”
-0.2581 **
(0.105)

Topic1 * Score
0.6034 ***
(0.201)

Topic2 * Score
-0.1910
(0.429)

Topic3 * Score
-0.0868
(0.205)

Const. 0.3267 ***
(0.044)

No. Observations 4,616
Pseudo R-squ. 0.071
Robust Std. Err. YES

Notes: The number in the parenthesis reports the t-statistics. *** indicates P < 0.01. **
indicates P < 0.05. * indicates P < 0.1.

adjusts quickly to any new information released to the public), we use high frequency data for

estimating the news impact. The results show that “World Crude Oil” news on average is posi-

tively correlated with price increase, and the more positive “WTI Crude Oil” news is, the higher

probability that crude oil futures price will increase within five minutes. The implication of

our project is that using the coefficients in our last regression results, we are able to construct

a news index, which can be used further in estimating the magnitude of price change, together

with other macro and micro economic control variables.

There are a lot of work can be done in the future to improve our results. For example,
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we will modify our filter of stop word in order to improve our sentiment results to be better con-

sistent with human cognition. We can also try Neural Network algorithm to learn news topic,

which as a supervised machine learning algorithm might provide more precise learning than the

K-means algorithm that we used in the project.
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Table A.1: 19 Industries in China
Table ID Chinese Industries US industries NAICS
Skilled Employment:
ind7 Information transmission, computer service and software Information 51
ind10 Finance and insurance Finance and insurance 52
ind11 Real estate Real estate and rental and leasing 53
ind12 Leasing and Business service Professional,scientific and technical services 54
ind13 Scientific research,technical service Professional,scientific and technical services 54
ind18 Culture,sports and entertainment Arts,entertainment and recreation 71
Tourism-related employment:
ind9 Hotels and catering service Accommodation and food service 72
Other service employment:
ind6 Transportation,warehousing and post Transportation,warehousing 48
ind8 Wholesale and retail trade wholesale and retail trade 42,43
ind14 Management of water conservancy,environment and public facilities
ind15 Household services, repair and other service
ind16 Education Educational Service 61
ind17 Health, social work Health care and social assistance 62
ind19 Public Management and Social 0rganization
Other non-service employment:
ind1 Agriculture, forestry,animal production and hunting,fishing Forestry,fishing,hunting and agriculture support 11
ind2 Mining and quarrying Mining 21
ind3 Manufacturing Manufacturing 31
ind4 Production and Distribution of Electricity, Gas and Water Utilities 22
ind5 Construction Construction 23
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Appendix B

Chapter Two

Appendix

B.0.1 Correlation Table

Table B.1: Correlations of Independent Variables(Log Values)
Regimes Default Y gap t1 G gap t1 ∆tot Real IR Ndep Exports(Log) FDI(Log) Rdep Reserves GDP(Log) Balance(log)

Regimes 1
Default -0.0054 1
Y gap t1 -0.1638 0.0164 1
G gap t1 -0.0849 0.0006 0.094 1
∆tot 0.0333 0.038 -0.0261 -0.0537 1
Real IR 0.1078 0.1188 0.0353 0.1936 -0.0362 1
Ndep -0.1828 -0.2416 0.0189 -0.0898 -0.0335 -0.2532 1
Exports(Log) 0.3012 -0.0455 -0.2082 0.015 -0.0008 0.0379 -0.0218 1
FDI(Log) 0.1902 -0.0943 -0.0730 0.0287 0.0164 -0.0012 -0.0186 0.2458 1.0000
Rdep -0.0521 -0.0951 -0.0854 -0.1818 -0.0534 -0.1631 0.8113 0.0578 0.0975 1
Reserve/Import 0.1708 -0.1431 -0.1737 -0.0679 0.0266 -0.1184 0.0339 0.2774 0.1783 0.044 1
GDP(Log) 0.3215 0.0011 -0.171 -0.0077 -0.0239 0.0405 -0.119 0.8113 0.2168 0.0007 0.2953 1
Balance(log) 0.2079 -0.0276 -0.0147 -0.0787 -0.0547 0.0029 -0.0899 0.1020 0.1996 -0.0124 0.1087 0.2655 1

Table B.2: Correlations of Independent Variables(To GDP Ratios)
Regimes Default Y gap t1 G gap t1 ∆tot Real IR Ndep Exports(ratio) FDI(Ratio) Rdep Reserves Balance/GDP

Regimes 1
Default 0.0027 1
Y gap t1 -0.1647 0.009 1
G gap t1 -0.0861 -0.005 0.1043 1
∆tot 0.0171 0.0374 -0.0196 -0.0484 1
Real IR 0.126 0.1433 0.0335 0.1916 -0.0398 1
Ndep -0.1868 -0.2499 0.0191 -0.1 -0.04 -0.2502 1
Exports/GDP -0.1601 0.0002 0.115 -0.071 0.0918 -0.0067 0.1061 1
FDI/GDP -0.0025 -0.1199 0.0003 0.0003 0.0387 -0.0407 0.1304 0.3523 1
Rdep -0.0366 -0.112 -0.0841 -0.1904 -0.0632 -0.1617 0.55 0.0284 0.0866 1
Reserve/Import 0.1871 -0.1557 -0.1756 -0.0673 0.03 -0.1232 0.0269 -0.1704 0.0639 0.047 1
Balance/GDP -0.0574 0.0292 0.1954 -0.0676 -0.0023 -0.0219 -0.0745 0.0314 -0.0477 -0.0596 -0.0665 1
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B.0.2 Countries in Dataset

Table B.3: 57 Countries Defaulted from 1970 to 2007

Albania Dominican Republic Jamaica Poland
Algeria Ecuador Jordan Romania
Argentina Egypt Liberia Russia
Benin El Salvador Madagascar Senegal
Bolivia Equat Guinea Mali South Africa
Brazil Gabon Mauritania Tanzania
Burkina Faso Gambia, Mexico Togo
Cameroon Ghana Morocco Turkey
CAR Guatemala Nicaragua Uganda
Chad Guinea Niger Uruguay
Chile Guinea-Bissau Nigeria Venezuela
Colombia Guyana Pakistan Zambia
Congo, Rep. Honduras Panama
Costa Rica India Peru
Cote D’Ivoire Indonesia Philippines

B.0.3 ER Regimes Classification
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Table B.4: Countries Classified by Regions
Europe & Central Asia(5) Albania Poland Romania

Russia Turkey
Middle East & North Africa(4) Morocco Jordan Egypt

Algeria
Latin America & Caribbean(19) Argentina Bolivia Brazil

Chile Colombia Costa Rica
Dominican Republic Ecuador El Salvador
Guatemala Guyana Honduras
Jamaica Mexico Nicaragua
Panama Peru Uruguay
Venezuela

Sub-Saharan Africa(25) Benin Burkina Faso CAR
Cameroon Chad Congo, Rep.
Cote D’Ivoire Equat Guinea Gabon
Gambia, The Ghana Guinea
Guinea-Bissau Liberia Madagascar
Mali Mauritania Niger
Nigeria Senegal South Africa
Tanzania Togo Uganda
Zambia

South Asia(2) India Pakistan
East Asia & Pacific(2) Indonesia Philippines

Table B.5: Countries Classified by Income Groups
Low Income(16): Benin Burkina Faso Cameroon
GNI per capita less Chad Equat Guinea Gambia, The
than $1,025 or less Guinea Guinea-Bissau Liberia
in 2015 Madagascar Mali Niger

Senegal Tanzania Togo
Uganda

Lower middle income(19): Bolivia CAR Congo, Rep. Cote D’Ivoire
GNI per capita Egypt El Salvador Ghana
between $1,026 and $4,035 Guatemala Honduras India

Indonesia Jordan Mauritania
Morocco Nicaragua Nigeria
Pakistan Philippines Zambia

Upper middle income(19): Albania Algeria Argentina Brazil
GNI per capita Colombia Costa Rica Dominican Republic
between $4,036 and $12,475 Ecuador Gabon Guyana

Jamaica Mexico Panama
Peru Romania Russia
South Africa Turkey Venezuela

High Income(2): Chile Poland Uruguay
GNI per capita above $12,476
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Table B.6: The IMF’s Classifications of ER Regimes
Fine Coarse Decription:
1 1 No separate legal tender
2 1 Pre announced peg or currency board arrangement
3 1 Pre announced horizontal band that is narrower than or equal to +/-2%
4 1 De facto peg
5 2 Pre announced crawling peg
6 2 Pre announced crawling band that is narrower than or equal to +/-2%
7 2 De factor crawling peg
8 2 De facto crawling band that is narrower than or equal to +/-2%
9 3 Pre announced crawling band that is wider than or equal to +/-2%
10 3 De facto crawling band that is narrower than or equal to +/-5%
11 3 Moving band that is narrower than or equal to +/-2% (i.e., allows for both appreciation and

depreciation over time)
12 3 Managed floating
13 4 Freely floating
14 5 Freely falling
15 6 Dual market in which parallel market data is missing.

Source:IMF Website
Consider float regimes when greater or equal to 12 in Fine, greater or equal to 4 in Coarse.
I only use Coarse classification in this study.
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