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ABSTRACT OF THE DISSERTATION

Essays on Estimation and Forecasting Under Structural Break Models

by

Shahnaz Parsaeian

Doctor of Philosophy, Graduate Program in Economics
University of California, Riverside, June 2020

Professor Aman Ullah, Co-Chairperson
Professor Tae-Hwy Lee, Co-Chairperson

This dissertation covers topics in estimation and forecasting under structural breaks, in

time-series and panel data models.

Chapter two considers the linear structural breaks model with m breaks (m + 1

regimes), and aim in improving the estimation of the parameters within each regime. We

form an optimal combined estimator of regression parameters based on combining restricted

estimator under the restriction of no breaks in the parameters, with unrestricted estimator

which considers the observations within each regime separately. We derive the analytical

finite sample risk and asymptotic risk and show that the risk of the combined estimator is

less than the unrestricted estimator. The simulation study and the empirical example of

forecasting the U.S. output growth confirm our theoretical findings.

Chapter three develops an optimal combined estimator to forecast out-of-sample

under structural breaks. We propose the combined estimator of the post-break estimator

with the full-sample estimator which uses all observations in the sample. Using a local

asymptotic framework, we obtain the asymptotic risk for the combined estimator and show
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that it is strictly less than the risk of the post-break estimator, which is a common solution

for forecasting under structural breaks. We also introduce a semi-parametric estimator. Us-

ing a discrete kernel, this estimator assigns full weight of one to the post-break observations

and down-weights the pre-break sample observations. The kernel is found by cross valida-

tion. Simulation study and the empirical example of forecasting equity premium confirm

our analytical findings.

Chapter four proposes an efficient Stein-like shrinkage estimator for estimating the

slope parameters in the heterogeneous panel data models with cross-sectional dependence.

We combine the unrestricted estimator with the restricted one. The unrestricted estimator

estimates the parameters by considering the break points and only uses the observations

within each regime, while the restricted estimator estimates the parameters under the re-

striction of no breaks in the coefficients. We show analytically that the asymptotic risk of

the combined estimator is less than the unrestricted estimator. We also show the superior-

ity of the combined estimator over the unrestricted estimator in terms of the mean square

forecast error. Simulation study verifies the main results of this chapter.
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Chapter 1

Introduction

Time series structural breaks (structural changes) models have been intensively

investigated over the last fifty years. Different kinds of estimation methods and testing

procedures have been proposed in the econometric and statistical literature. There are

many structural change tests in the literature including but not limited to the CUSUM test

by Brown, Durbin and Evans (1975), sup-type test by Andrews (1993), exponential-type

and average-type test by Andrews and Ploberger (1994), tests by Bai (1995) and Bai (1998)

which consider the median estimation of a regression model with a single break and multiple

breaks, extension of the sup-type test to models with multiple changes by Bai and Perron

(1998, 2003), sup Wald test for a single change in a multivariate system by Bai et al. (1998),

tests of structural changes in semi-parametric models by Su and White (2010), and group

fused Lasso method by Qian and Su (2016). For other studies on structural change in a

finite dimensional setup, see the comprehensive survey by Perron (2006), and Casini and

Perron (2018).
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In order to make well informed policy decisions, It is very important for govern-

ment, central banks and other economic agents to consider the breaks in their analysis to

determine whether the response of economic variables to any changes are immediate or

gradual. This knowledge is also helpful for predicting the economy in the future. If we

ignore the parameter changes, standard estimators will be inconsistent and statistical infer-

ence will be misleading. However, finding the true model and estimates carry uncertainty,

and a forecaster needs to take this uncertainty into account to make an accurate forecast.

In this dissertation, we introduce different estimators that can improve the per-

formance of estimation and forecasting in the sense of having smaller risk or smaller mean

square forecast error. To evaluate the forecast accuracy, we use the quadratic loss func-

tion which by far is the most prevalent loss function. Based on this symmetric quadratic

function, negative and positive forecast errors of the same magnitude have the same loss.

Since this loss function is everywhere differentiable, it is easily optimized either analytically

or by means of numerical techniques. To mention a few use of this type of loss function,

see Hansen (2007, 2008, 2016, 2017), and Pesaran et al. (2013). As the mean square error

is the sum of squared bias and variance, it is very crucial to find an estimator that ends

up giving the lower possible square errors. Under the correctly specified model, whether

we have breaks in the model or not, one can use the unbiased estimator and therefore the

mean square error depends only on the variance. However, misspecification or insufficient

data within each regime can potentially increase the variance of the estimator, and as a

result increase the mean square error. So, there should be a tradeoff between the bias and

variance efficiency that results in better estimates with lower error. Here, we try to find
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estimates and forecasts that optimally tradeoff the bias and variance efficiency to make an

improvement in the performance of the estimators.

Chapter two focuses on the estimation of regression parameters under multiple

structural breaks. The common method for estimating the coefficients under structural

breaks is to use the observations within each regimes separately, and estimate the coef-

ficients. But this estimator by itself may not necessarily minimize the risk, specially for

the cases that there are not enough observations within each regimes. If the breakpoints

are detected correctly, this results in an unbiased estimator but with high variance, due to

insufficient observations. Therefore the mean square error increases which is not appealing.

To solve this problem, in this chapter we propose a minimal mean square error estimator

of regression parameters based on combining restricted estimator under the situation that

there is no breaks in the parameters, with unrestricted estimator which estimates param-

eters using observations within each regime. The combination weight is between zero and

one. The analytical finite sample risk is derived to obtain the optimal combined weight by

minimizing the risk. We discuss the finite sample results based on the two well known ap-

proaches of the large-sample expansion proposed by Nagar (1959) and the small-disturbance

method proposed by Kadane (1971). We show that for any break sizes and/or any break

points, the finite sample risk of the combined estimator is strictly less than the unrestricted

estimator, when the number of restrictions exceeds four. We also derive the asymptotic risk

of the combined estimator and show the superiority of this estimator over the unrestricted

estimator. We conduct a Monte Carlo simulation study for different break points and differ-

ent break sizes in the coefficient and the error terms, and the results confirm our theoretical
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findings. Finally we use the big macroeconomic and financial time series database, de-

scribed by McCracken and Ng (2016), to forecast the U.S. industrial production, and show

that the proposed combined estimator results in lower mean square forecast error than the

unrestricted estimator.

Chapter three develops an optimal combined estimator to forecast out-of-sample

under structural breaks. The common solution for forecasting under structural breaks is to

use the observations after the most recent breakpoints, and estimate the coefficient using

those observations. As discussed in Pesaran and Timmermann (2007), Pesaran and Pick

(2011) and Pesaran et al. (2013), this solution may not necessarily be optimal in the sense of

mean square forecast error, especially when there are not enough observations in the post-

break sample. Assuming that the break dates are accurately estimated, the post-break

estimator is unbiased but its variance may be large due to the relatively small post-break

observations. One solution is to include some or all of the pre-break observations which

may bias the forecast, but decreases the variance. For this purpose, in this chapter we

propose two different estimation methods that exploit the pre-break observations. The first

proposed estimator is called the Stein-like combined estimator in which the combination

weight takes the form of the James and Stein (1961). Massoumi (1978) introduced the

Stein-like estimator for the simultaneous equation, and Hansen (2016, 2017) has used the

Stein-type weight in different contexts.

In the proposed Stein-like combined estimator, we show how to combine the esti-

mator using the full-sample (i.e., both the pre-break and post-break data) and the estimator

using only the post-break sample. The full-sample estimator is inconsistent when there is a

4



break in the coefficients while it is efficient. The post-break estimator is consistent but less

efficient. Hence, depending on the severity of the breaks, the full-sample estimator and the

post-break estimator can be combined to balance the consistency and efficiency. The com-

bination weight depends on the break severity, which we measure by the Hausman statistic,

see Hausman (1978). Small value of Hausman statistic can be interpreted as the small

break size in the coefficients. This is the case that the bias of the full-sample estimator is

small, and we can gain a lot from the efficiency of the full-sample estimator. Therefore, the

combined estimator assigns more weight (or even full weight) to the full estimator. On the

other hand, very large Hausman statistic is interpreted as a big break size in the coefficients

which results in a large bias. Thus, the combined estimator assigns more weight (or even

full weight) to the unrestricted estimator. Basically having the Hausman statistic in the

combination weight helps to balance the bias-variance trade-off. Besides, using the local

asymptotic alternative, we derive the asymptotic risk for the proposed Stein-like combined

estimator, and show that its risk is less than the risk of the post-break estimator.

The second proposed method in chapter three that exploits the pre-break observa-

tions is a semi-parametric estimator. Motivation for the semi-parametric estimator comes

from the paper by Li, Ouyang and Racine (2013), in which they focus on the categorical

data. Inspired by that, we develop the semi-parametric estimator for the time series analy-

sis, and specifically apply that for the structural break models. Using a discrete kernel, this

estimator assigns the full weight of one to the post-break observations and down-weights

the pre-break observations by a weight between zero and one. The kernel is based on the

work of Aitchison and Aitken (1976) who offers the kernel smoothing of discrete covariates
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by borrowing information from neighboring subsets. This approach is semi-parametric since

it uses kernel smoothing for covariates while the relationship between dependent variables

and independent variables is parametrically specified. We find the kernel numerically by

cross-validation (CV), and prove theoretically that the weight estimated by CV is optimal

in the sense of optimality introduced by K.-C. Li (1987). That means, the weight estimated

by CV is asymptotically equivalent to the infeasible optimal weight. Beside, we show that

given the kernel, the mean square forecast error of the semi-parametric estimator is less

than the post-break estimator. The great point about this estimator is that it facilitates

our theoretical point without being involved with estimation error of some unknown pa-

rameters, like break size in the coefficients or the error terms. We examine the properties

of the proposed methods, numerically by simulation, and also empirically in predicting the

equity premium. The results confirm the out-performance of the both proposed estimators

relative to the post-break estimators.

While most of the existing literature consider the time series models, as more data

become available, it is necessary to test for the constancy of parameters in panel data models

and improve the estimation performance of panel regression models under structural breaks.

For this purpose, chapter four extends the idea of exploiting the pre-break observations to

the panel data model in order to make an improvement in the estimation of the parameters

and also forecasting under structural breaks. For detection of break points under panel data

model see Bai (2010), Chen (2013), Kim (2011, 2014), Baltagi et al. (2016), Baltagi et al.

(2017) among others. Given the break points, this chapter proposes an efficient Stein-like

shrinkage estimator for estimating the slope parameters in the heterogeneous panel data

6



regression models with cross-sectional dependence, which then can be used for forecasting

by allowing for common structural breaks. The proposed method is the weighted average

of the two estimators. One is the restricted estimator which estimates the parameters

under the restriction of no breaks in the coefficients. This estimator is bias if we have

breaks in the model, but efficient as we use more observations. The other one is called

the unrestricted estimator in which it estimates the parameters by considering the break

points, so it only uses the observations within each regime across all individuals. This is the

unbiased estimator but less efficient. Thus, combining these two estimators trade-off the bias

and variance efficiency. The combination weight is proportional to the weighted quadratic

loss function that based on the severity of the breaks, assigns appropriate weight to each of

the estimators. We derive the asymptotic distribution and asymptotic risk for the shrinkage

estimator and find the optimal averaging weight by minimizing the risk. We show that the

proposed Stein-like shrinkage estimator performs better than the unrestricted estimator in

the sense of having smaller risk. We also show the superiority of the shrinkage estimator

over the unrestricted estimator in terms of the mean square forecast error. Additionally,

Monte Carlo simulations and empirical study in forecasting U.S. industry level inflation

rates are used to verify the main results of the proposed estimator.
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Chapter 2

Efficient Combined Estimation

under Structural Breaks

2.1 Introduction

Many macroeconomic and financial time series are subject to structural breaks.

Structural break in linear regressions was considered early on by Chow (1960), and Quandt

(1960). Seminal works were mostly designed for the specific case of testing a single break.

See Andrews (1993) who proposes a supremum-type test, Andrews and Ploberger (1994)

consider the exponential-type and average-type tests, Bai (1995), Bai (1997a), Bai (1998)

inter alia. Later on, these methods were extended to detect the multiple structural breaks.

Sequential tests for the null of m versus m+1 breaks are provided in Bai and Perron (1998)

and in Bai (1997b). Besides, Bai (1999) proposes a sequential likelihood ratio test for the

null of m versus m + 1 breaks, where all break points are jointly estimated. See also Bai
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et al. (1998) for multivariate time series. There are many other statistical procedures that

can be used for detection of break points, such as Andrews et al. (1996); Bai and Perron

(2003); Altissimo et al. (2003); Qu and Perron (2007); Qian and Su (2016). The literature

on detecting the structural break is massive and there are some cost efficient programs to

detect the breaks. For a comprehensive survey on structural changes, see Perron (2006),

and Casini and Perron (2018).

This chapter does not focus on methods for identifying the break points, as this

issue has been paid enough attention in the literature. Instead, the goal of this chapter is to

propose a combined estimator with a minimum risk under the assumption that structural

break has in fact occurred. For estimation of the break points, we follow Bai and Perron

(1998, 2003) which is a consistent global minimizer method of the error term.

The common method for estimating the coefficients under structural breaks (after

detecting the break points) is to use the information within each regimes separately, and

estimate the coefficients. But this estimator by itself may not necessarily minimize the

risk in the case that break points are close to each other or there are not enough data to

accurately estimate the coefficients within each regime. If the distance to break is short,

then the parameters are likely to be poorly estimated relative to those obtained using more

data. To overcome this problem, we propose the combined estimator of the unrestricted

estimator, in which we estimate the coefficients within each regime separately only by

using the observations on that specific regime, and the restricted estimator. The restricted

estimator uses all the observations in the sample, t = {1, . . . , T}, to estimate the coefficients.

So, it is under the restriction that there is no break in the model or it can be replaced by
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any user specific restriction on the parameters of the model. The advantage of imposing

this restriction is that sometimes the break size are small, so precisely detecting the break

points is difficult or not possible. Even under detectable break points, ignoring the break

point and estimating the coefficients by using all observations, gives us the better estimate.

In this chapter, we focus on the estimation of regression parameters under mul-

tiple structural breaks. We propose a minimal mean square error estimator of regression

parameters based on combining restricted estimator under the situation that there is no

break in the parameters, with unrestricted estimator under the break. The combination

weight is between zero and one, and we derive the condition under which this estimator

outperforms the unrestricted estimator, in the sense of minimizing the risk. We derive the

finite sample properties for the proposed combined estimator, and show that the combined

estimator has a lower risk than unrestricted estimator which is the common solution for

estimating the parameters under structural break. Doing that, we discuss the finite sample

results based on the two well known approaches of the large-sample expansion proposed by

Nagar (1959) and the small-disturbance method proposed by Kadane (1971). Besides, we

derive the asymptotic results for our estimator and show the dominance condition of that

over the unrestricted estimator.

We perform Monte Carlo experiments to evaluate the performance of the proposed

combined estimator. The results confirm the theoretically expected improvements in the

combined estimator in compare to the unrestricted estimator. As an empirical example,

we work with a large macroeconomic and financial time series. We forecast the output

growth rate for 1, 6, and 12 forecast horizons and show the outperformance of our proposed
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combined estimator relative to the unrestricted estimator.

The outline of the chapter is as follows. Section 2.2 sets up the model under

multiple structural break models. Section 2.3 introduces a minimal mean square error

combined estimator with weight between zero and one, and derives its finite sample risk

based on the large-sample expansion method and the small-disturbance method. Section 2.4

derives the asymptotic risk for the proposed combined estimator. Monte Carlo experiments

are presented in Section 2.5 while Section 2.6 presents the results of an empirical study.

Finally Section 2.7 concludes the chapter. All proofs are relegated to the Appendix.

2.2 The structural breaks model

Consider the linear structural break model with m breaks or m+1 regimes. There

are T observations and m is assumed known. The break dates occur at {T1, T2, . . . , Tm}.

Suppose the structural breaks model has the following form

yt =



x′tβ(1) + σ(1)ut for 1 < t ≤ T1

x′tβ(2) + σ(2)ut for T1 < t ≤ T2

...

x′tβ(m+1) + σ(m+1)ut for Tm < t < T,

(2.1)

where xt is k × 1 exogenous regressors, and ut ∼ i.i.d.(0, 1). In matrix notation,

Y = Xβ + ε, (2.2)

where Y = (y1, . . . , yT )′ is a T × 1 vector of dependent variables, X = (X ′1, . . . , X
′
m+1)′ is a

T × (m+ 1)k block diagonal matrix of regressors, where Xi = (xTi−1+1, . . . , xTi)
′, with i =

{1, . . . ,m+1}, and the convention that T0 = 0, and Tm+1 = T . Also, β = (β′(1), . . . , β
′
(m+1))

′
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is a (m+ 1)k × 1 vector of coefficients, ε = (ε1, . . . , εm+1)′ is a T × 1 vector of error terms,

with εi = σ(i)(uTi−1+1, . . . , uTi)
′, such that

ε =



σ(1)(u1, . . . , uT1)′ for 1 < t ≤ T1

σ(2)(uT1+1 , . . . , uT2)′ for T1 < t ≤ T2

...
...

σ(m+1)(uTm+1 , . . . , uT )′ for Tm < t < T,

(2.3)

in which ε ∼ N(0,Ω) with Ω = diag
(
σ2

(1)ιl1 , . . . , σ
2
(m+1)ιlm+1

)
, where ι is a vector of ones and

li ≡ Ti − Ti−1. Later on, in the asymptotic part in Section 2.4, we will relax the normality

assumption on the error term.

As we mention earlier, the focus of this chapter is not on estimating the break

points. So, given the break points, we want to introduce a combined estimator which has

a lower risk in compare to both restricted estimator and unrestricted estimator. In the

following Section, we introduce the combined estimator which consists of the unrestricted

estimator and the restricted estimator with restriction on coefficients. Under the null hy-

pothesis, we define Rβ = r = 0, in which r is a p× 1 vector of zero and R is a p× (m+ 1)k

convention matrix with rank p, which shows the number of restrictions, as

R =



−Ik Ik 0 0 0 0

0 −Ik Ik 0 0 0
...

...

0 0 0 −Ik Ik 0

0 0 0 0 −Ik Ik


. (2.4)

Basically, the convention matrix R is in a way that shows the difference between coefficients,

Rβ =
(
β(2)−β(1), β(3)−β(2), . . . , β(m+1)−β(m)

)′
. Under the alternative hypothesis, Rβ 6= r.

12



2.3 Combined estimator and its finite sample risk

We propose a minimal mean square error combined estimator of β as the combi-

nation of the restricted estimator and the unrestricted estimator with a combination weight

γ ∈ [0 1] as

β̂γ = (1− γ)β̂ur + γβ̂r, (2.5)

where β̂ur and β̂r are the infeasible unrestricted estimator and the infeasible restricted

estimator, respectively, which can be estimated using the generalized least square method

(GLS) as

β̂ur = β +
(
X ′Ω−1X

)−1
X ′Ω−1ε, (2.6)

and

β̂r = β̂ur −
(
X ′Ω−1X

)−1
R′
[
R
(
X ′Ω−1X

)−1
R′
]−1

R︸ ︷︷ ︸ β̂ur
= β̂ur − Lβ̂ur,

(2.7)

where L ≡
(
X ′Ω−1X

)−1
R′
[
R
(
X ′Ω−1X

)−1
R′
]−1

R is a (m+ 1)k × (m+ 1)k matrix.

In the following subsections, we derive the finite sample results based on the large-

T expansion and the small-disturbance methods.

2.3.1 Large-sample expansion method

Here we want to analyze the finite sample properties of the proposed combined

estimator using its approximate moments. There are two well known and frequently used

approach in this area. One is the large-sample expansion method proposed by Nagar (1959)

which we discuss it in this Section, and the other is small-disturbance method proposed by

Kadane (1971) which we relegate for Subsection 2.3.2.

13



As γ in (2.5) is unknown, the first step is to find its optimal value. We derive the

exact risk for the combined estimator given a known Ω, and minimize the risk to find the

optimal value of the weight. The risk of the combined estimator is

Risk(β̂γ ,W ) = E
[
(β̂γ − β)′W (β̂γ − β)

]
= Risk(β̂ur,W ) + γ2

[
β′L′WLβ + tr

(
(X ′Ω−1X)−1L′WL

)]
− 2γ tr

(
(X ′Ω−1X)−1L′W

)
.

(2.8)

By minimizing the risk with respect to γ in (2.8), the optimal value of the weight denoted

by γ∗ is

γ∗ =
tr
(
(X ′Ω−1X)−1L′W

)
β′L′WLβ + tr

(
(X ′Ω−1X)−1L′W

) , (2.9)

which by plugging the unbiased estimator of its denominator we have

γ∗ =
tr
(
(X ′Ω−1X)−1L′W

)
β̂′urL

′WLβ̂ur
. (2.10)

See Appendix A for the proof of (2.10). Note that the optimal weight depend on the

unknown value Ω which later we will replace it with its estimate.

Define notation
¯̂
β as a feasible estimator of β. As we defined the unrestricted

estimator earlier, it is for the structural break case that we estimate the coefficients within

each regime separately, only by using the observations within that regime. The feasible

unrestricted estimator is

¯̂
βur = β +

(
X ′Ω̂−1X

)−1
X ′Ω̂−1ε, (2.11)

where β =
(
β′(1), . . . , β

′
(m+1)

)′
is (m+ 1)k × 1, and

Ω̂ = diag
(
σ̂2

(1) ιl1 , . . . , σ̂
2
(m+1) ιlm+1

)
= diag

(
S1 ιl1 , . . . , Sm+1 ιlm+1

)
where ι is a vector of

ones and Si is a consistent estimates of the σ2
(i) in which Si =

ε′iMiεi
li−k , li ≡ Ti − Ti−1 and
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Mi = Ili − Xi(X
′
iXi)

−1X ′i with i = {1, . . . ,m + 1}. See Appendix A for the proof and

details.

Note that since the Ω matrix is diagonal, we can rewrite the unrestricted estimator as a

ordinary least square method. That means that, we do not need to plug in the estimates

of Ω into equation (2.11) and expanding the terms. Therefore, the feasible unrestricted

estimator is

¯̂
βur − β =

(
X ′Ω̂−1X

)−1
X ′Ω̂−1ε

= (X ′Ω−1X)−1X ′Ω−1ε.

(2.12)

For the restricted estimator, Rβ = r = 0. For example, we can impose the

restriction that all coefficients across regimes are equall or the coefficients in some specific

regimes are equal to each other or any other restrictions. Under the alternative hypothesis

Rβ 6= 0. Restricting some of the coefficients to be identical across some regimes converts

the model to the partial structural change model and it is useful since it allows for a broader

range of practical interest, like partial structural change model. Perron and Qu (2006) show

that the estimate of the break points have the same asymptotic properties with or without

the restriction. Also, in finite sample the improvements for the estimation of breakpoints

can be obtained by imposing the restriction. The feasible restricted estimator is

¯̂
βr =

¯̂
βur −

(
X ′Ω̂−1X

)−1
R′
[
R
(
X ′Ω̂−1X

)−1
R′
]−1

R
¯̂
βur

=
¯̂
βur − L̂

¯̂
βur,

(2.13)

where L̂ =
(
X ′Ω̂−1X

)−1
R′
[
R
(
X ′Ω̂−1X

)−1
R′
]−1

R.

Having the feasible restricted and unrestricted estimators, and the feasible com-

bination weight, γ̂∗, we can calculate the bias, MSE and the risk of the feasible combined
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estimator. Theorem 1 show the results. Note that the feasible combination weight is

γ̂∗ =
tr
(
(X ′Ω̂−1X)−1L̂′W

)
¯̂
β
′
urL̂
′WL̂

¯̂
βur

. (2.14)

Theorem 1 The bias, to order Op(T
−1), of

¯̂
βγ is given by

bias(
¯̂
βγ) = − tr(Q)

φ
Lβ, (2.15)

where Q ≡W 1/2L(X ′Ω−1X)−1W 1/2, φ ≡ β′L′WLβ, and W > 0 is any user specific choice

of weight which is assumed to be O(T), and the second order moment matrix, to order

O(T−2), of
¯̂
βγ around β is

MSE
( ¯̂
βγ
)

= E
[
(
¯̂
βγ − β)(

¯̂
βγ − β)′

]
= MSE

( ¯̂
βur
)

+
1

φ2
Lββ′L′

(
tr(Q)

)2
− 2 tr(Q)

φ
L(X ′Ω−1X)−1

+
2 tr(Q)

φ2
Lββ′L′WL(X ′Ω−1X)−1 +

2 tr(Q)

φ2
(X ′Ω−1X)−1L′WLββ′L′,

(2.16)

where MSE
( ¯̂
βur
)

= (X ′Ω−1X)−1, and the risk, to order O(T−1), associated with
¯̂
βγ is

given by

Risk(
¯̂
βγ ,W ) = Risk(

¯̂
βur,W )−

(
tr(Q)

)2

φ2

{
φ−

4
(
β′L′WL(X ′Ω−1X)−1WLβ

)
tr(Q)

}
,

(2.17)

where Risk(
¯̂
βur,W ) = tr

(
(X ′Ω−1X)−1W

)
, and the risk of the combined estimator is less

than the unrestricted estimator as long as the term inside the curly bracket be positive,

tr(Q) > 4 λmax(Q), where λmax(Q) represents the maximum eigenvalues of Q. �

See Appendix A for the proof of Theorem 1.
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Corollary 2 The finite sample risk for the combined estimator with W = X ′Ω−1X is

Risk(
¯̂
βγ ,W ) = Risk(

¯̂
βur,W )− p2

φ

{
1− 4

p

}
, (2.18)

where the risk of the combined estimator is less than the unrestricted estimator if p > 4

where p is the number of restrictions for the restricted estimator. �

2.3.2 Small-disturbance method

Here, we want to find the finite sample MSE for the combined estimator using

the Small-disturbance method developed by Kadane (1971) who applied this method to a

linear, normal simultaneous equation system. For this section, we assume that σ(1) = · · · =

σ(m+1) = σ, so the model (2.1) in matrix notation can be written as Y = Xβ + σε, where

ε ∼ N(0, IT ) 1. Therefore, the feasible unrestricted estimator is

¯̂
βur − β = σ

(
X ′X

)−1
X ′ε, (2.19)

and the feasible restricted estimator is

¯̂
βur −

¯̂
βr = L

¯̂
βur, (2.20)

where L =
(
X ′X

)−1
R′
[
R
(
X ′X

)−1
R′
]−1

R. Similar to Subsection 2.3.1, by having the

combination weight, γ∗ = σ2tr(Qs)

β̂′urL
′WLβ̂ur

where Qs ≡ W 1/2L(X ′X)−1W 1/2, we can derive the

moments for the combined estimator using the small-disturbance method.

Replacing σ2 with σ̂2, we can get the feasible combination weight, γ̂∗, and the

feasible combined estimator accordingly. Having that, we calculate the bias up to order σ2,

and the finite sample risk up to order σ4 for the feasible combined estimator. Theorem 3

shows the results.
1Because of this transformation, we substitute Ω by σ2IT in this subsection.
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Theorem 3 The bias up to order σ2 for the combined estimator is

bias(
¯̂
βγ) = −σ

2tr(Qs)

φ
Lβ. (2.21)

Also, the MSE, up to order σ4, is

MSE(
¯̂
βγ) = MSE(

¯̂
βur) +

σ4
(
T − (m+ 1)k + 2

) [
tr(Qs)

]2
φ2
(
T − (m+ 1)k

) Lββ′L′

− 2σ4 tr(Qs)

φ
L(X ′X)−1 +

4σ4 tr(Qs)

φ2
Lββ′L′WL(X ′X)−1,

(2.22)

where MSE(
¯̂
βur) = σ2(X ′X)−1, and the finite sample risk, up to order σ4, and for any

user specific choice of W is

Risk(
¯̂
βγ ,W ) = Risk(

¯̂
βur,W )−

σ4
[
tr(Qs)

]2
φ2

{(
1− 2

T − (m+ 1)k

)
φ

− 4β′L′WL(X ′X)−1WLβ

tr(Qs)

}
,

(2.23)

where Risk(
¯̂
βur,W ) = σ2tr

(
(X ′X)−1W

)
. Therefore, the risk of the combined estimator is

less than the unrestricted estimator as long as the term inside the curly bracket be positive

which requires tr(Qs)
(

1− 2
T−(m+1)k

)
> 4 λmax(Qs) . �

See Appendix A for the proof and details of Theorem 3. To have a better sense of Theorem

3, we can derive the risk for a specific choice of W = X ′X/σ2 which simplifies calculations

a bit. Note that if W = X ′X/σ2, then tr(Qs) = 1
σ2 tr(L) = p/σ2. Corollary 4 shows the

risk for this specific choice of the weight.

Corollary 4 The finite sample risk for the combined estimator with W = X ′X/σ2 is

Risk(
¯̂
βγ ,W ) = Risk(

¯̂
βur,W )− σ2 p2

β′L′X ′XLβ

{
1− 2

T − (m+ 1)k
− 4

p

}
, (2.24)

where the risk of the combined estimator is less than the unrestricted estimator if the term

inside the curly bracket be positive, p > 4 + 8
T−(m+1)k−2 . �
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2.4 Asymptotic risk for the combined estimator

In this section we relax the normality assumption on the error term and derive

the asymptotic risk for our proposed combined estimator in equation (2.5). Also, Ω =

diag
(
σ2

(1)ιl1 , . . . , σ
2
(m+1)ιlm+1

)
, which shows the breaks in the error term. Let Ω̂ denote any

consistent estimate of the asymptotic variance of the error term, Ω. Theorem 5 shows the

asymptotic distribution for the unrestricted estimator and the restricted estimator in which

we use the local asymptotic framework. So, under the null hypothesis there is no break in

the model, and under the alternative, β = β0 + h√
T

where β0 is the true parameter value

and h shows the size of the break in the coefficients.

Theorem 5 The asymptotic distribution of the unrestricted estimator is

√
T
( ¯̂
βur − β

) d−→ Z ∼ N(0, Vur), (2.25)

where Vur = plim
T→∞

(
X′ Ω−1 X

T

)−1
. Also, the asymptotic distribution of the restricted esti-

mator is

√
T
( ¯̂
βur −

¯̂
βr
) d−→ Vur PR(Z + h), (2.26)

where P ≡ R′
[
R
(
X′ Ω−1X

T

)−1
R′
]−1

which is (m+ 1)k × p. �

See Appendix A for the proof of Theorem 5. Using the results of Theorem 5, we can find the

unknown value of the combination weight by minimizing the risk. The risk of the combined

estimator is

Risk(β̂γ ,W ) = T E
[(
β̂γ − β

)′
W
(
β̂γ − β

)]
= tr(VurW )− γ

[
2 tr(Q)− γ

(
h′Bh+ tr(Q)

)]
,

(2.27)
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where Q = W 1/2VurR
′P ′VurW

1/2, B ≡ R′P ′VurWVurPR. Minimizing the risk

with respect to γ, we find the optimal value of weight as

γ∗ =
tr(Q)

h′Bh+ tr(Q)
, (2.28)

and by replacing the denominator of (2.28) with its unbiased estimator, we have

γ∗ =
tr(Q)

ĥ′Bĥ
. (2.29)

Having the combination weight, we can derive the asymptotic distribution and the asymp-

totic risk for the combined estimator. Theorem 6 shows the results.

Theorem 6 The asymptotic distribution of the proposed combined estimator is

√
T
( ¯̂
βγ − β

)
=
√
T
( ¯̂
βur − β

)
− γ̂∗

√
T
( ¯̂
βur −

¯̂
βr
)

d−→ Z − γ∗ VurPR(Z + h),

(2.30)

and its asymptotic risk is

Risk(
¯̂
βγ ,W ) ≤ Risk(

¯̂
βur,W )− tr(Q)− 4λmax(Q)

c+ 1
, (2.31)

where Risk(
¯̂
βur,W ) = tr(VurW ), and 0 < c <∞. Thus, the risk of the combined estimator

is less than the unrestricted estimator if tr(Q) > 4 λmax(Q). �

See Appendix A for the proof of Theorem 6.

Corollary 7 The asymptotic risk for the combined estimator with weight γ ∈ [0 1] with

W = V −1
ur is

Risk(
¯̂
βγ ,W ) ≤ Risk(

¯̂
βur,W )− p− 4

c+ 1
, (2.32)

where the risk of the combined estimator is less than the unrestricted estimator if p > 4. �
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2.5 Monte Carlo simulation

This section provides some Monte Carlo results for the proposed combined esti-

mators. The goal is to compare the risk of the unrestricted estimator with the proposed

combined estimator, and show that the risk of the proposed combined estimators are lower

than the unrestricted estimator if the number of restrictions exceeds four, regardless of

the breakpoints and the break size. To do this, let t = 1, ..., T with T ∈ {100, 200}, and

k ∈ {5, 8}. We try different values for breakpoints which are proportional to the sample

observations, b1 = T1
T ∈ {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8}. We also set W ∈ {I2k, V

−1
ur }, where

W = I shows the MSE. We generate xt and εt such that xt ∼ N(0, 1), and ut ∼ N(0, 1).

The data generating process uses the following model

yt =


x′tβ(1) + σ(1)ut for 1 ≤ t ≤ T1

x′tβ(2) + σ(2)ut for T1 < t ≤ T.
(2.33)

Let β(1) be a vector of ones, and λ ≡ β(2)− β(1) ∈ {0, 0.25, 0.5, 0.75, 1} shows the break size

in the coefficients. Also, q = σ(1)/σ(2) shows the ratio of the break in the error term where

we set q ∈ {0.5, 1, 2}. The number of replications is 1,000.

Tables 2.1-2.12 show the results for this experiment. The Tables show the relative

MSE with respect to unrestricted estimator, i.e.

RMSEγ =
MSE(β̂γ)

MSE(β̂ur)
, (2.34)

for different break points and different number of regressors. In all tables, the benchmark

model is the unrestricted estimator. The first column in tables shows the sample size while

the second column shows different break size in the coefficient, λ. As it is clear from the

results, the performance of the proposed combined estimator with weight γ in all situations,
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regardless of the choice of W or the breakpoints, is better than the unrestricted estimator

in the sense of having a lower risk or MSE. This confirms our results in the theoretical

part. Besides, as we increase the number of regressors, k, the ratio of Mean Square Error

(RMSE) gets smaller, especially for the small break sizes (approximately less than 0.5).

2.6 Empirical analysis

We asses the performance of our proposed method by applying that to the 130

macroeconomic and financial time series from the St. Louis Federal Reserve (FRED-MD)

database. We use the monthly data from Jan 1959 up to Mar 2020. The data are described

by McCracken and Ng (2016), who suggest various transformations to render the series

stationary and to deal with missing values. After losing two observations to data transfor-

mation, the panel we use for analysis is for the sample 1959 : 03 to 2020 : 03 with T = 732

observations. The data are split into 8 groups: output and income (17 series), labor market

(32 series), consumption and orders (10 series), orders and inventories (11 series), money

and credit (14 series), interest rates and exchange rates (21 series), prices (21 series) and

stock market (4 series).

As suggested by McCracken and Ng (2016), in a large N and large T dimension, we

can use diffusion index forecasting and estimate the factor augmented regression to reduce

the dimension. We estimate the static factors by principal component analysis (PCA)

adapted to allow for missing values. We then select the number of significant factors using

the criteria developed in Bai and Ng (2002), which is a generalization of Mallow’s Cp criteria

for large dimensional panels. The criterion finds eight factors in this sample. The seven
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factors can be interpreted as real activity/employment, inflation, term spreads, housing,

interest rate variables, stock market variables, output and inventories factors.

We can evaluate the usefulness of the estimated factors by forecasting the U.S.

output growth at the 1, 6 and 12 month horizons. The model that we use for forecasting

takes the form of

yht+h = β′h f̂t+h−1 + γh yt+h−1 + εht+h, (2.35)

where yht+h denote output growth over the next h months, expressed at an annual rate, i.e.,

yht+h = (1200/h) ln(IPt+h/IPt). Also f̂t+h−1 is the estimated eight factors at time t+h− 1.

In order to evaluate the performance of our proposed estimator, we compute the out of

sample MSFE and compare them with MSFE from the unrestricted estimator. For this

purpose, we divide the sample of T observations into two parts. The first n1 observations

is used as an in-sample estimation period, and the remaining n2 = T − n1 observations

is the out-of-sample period which we recursively do one step ahead forecast. Each time

that we expand the window, initially we identify break points by the sequential procedure

introduced by Bai and Perron (1998, 2003), where we search for up to eight breaks and

set the trimming parameter to 0.1 and the significance level to 5%. Using an initial esti-

mation period of n1 = 130 months (around 11 years) forecasts are recursively generated

at each point in the out-of-sample period using only the information available at the time

the forecast is made. As the selection of the forecast evaluation period is always some-

what arbitrary, we also report the results with an alternative estimation window sizes, so

the beginning of the various forecast evaluation periods runs from 1970 : 01 (n1 = 130)

through 1990 : 01 (n1 = 370). The results are qualitatively similar when a larger number of
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estimation period is used. The baseline forecast uses the observations after the last break.

We compare the forecast based on the unrestricted estimator with our proposed combined

estimator forecast. Table 2.13 reports the ratio of MSFE over the benchmark model. h in

the first column shows the forecast horizon. The second column shows the start date of the

out-of sample period which all ends at 2020:03. In the heading of table, MSFEur is for the

case that we only use post-break observations, and MSFEγ represents the results for the

γ weight combined estimator. ** and * indicate significance at 5% and 10% based on the

Diebold and Mariano (1995). Based on the results, the proposed estimator delivers vastly

improved forecasts (lower MSFE) compared to the unrestricted estimator for all horizons.

2.7 Conclusion

We introduce the combined estimator of the unrestricted estimator with the re-

stricted estimator to deal with the estimation of the coefficients under structural breaks.

The combination weight is between zero and one. We derive the finite sample risk and

asymptotic risk for this estimator and prove that the risk of this estimator is lower than the

unrestricted estimator. Monte Carlo experiments show the improvement in the risk of the

combined estimator over the unrestricted estimator. Based on the Monte Carlo results, for

the small break sizes (approximately less than 0.5), we can see a vast improvement relative

to the unrestricted estimator. Also, as we increase the number of regressors, we get a lower

risk by using the introduced combined estimator. For the large break sizes, we can still see

improvement relative to the unrestricted estimator, but not as much as the small breaks.

We also apply our estimator for generating the out of sample forecast and use the model
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for forecasting the U.S. output growth. We show that the MSFE of the proposed estima-

tor is less than the unrestricted estimator, and has a power to forecast under longer horizons.

Table 2.1: Simulation results for k = 5, q = 0.5, W = X ′Ω−1X

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.845 0.801 0.783 0.788 0.783 0.776 0.785

0.25 0.976 0.984 0.979 0.976 0.966 0.955 0.919

0.50 0.995 0.996 0.996 0.997 0.993 0.992 0.993

0.75 0.993 0.998 0.997 0.999 0.999 0.999 1.001

1.00 0.995 0.997 0.999 0.999 0.999 0.998 0.994

T = 200

0.00 0.902 0.839 0.843 0.832 0.826 0.750 0.833

0.25 0.988 0.995 0.996 0.993 0.990 0.984 0.970

0.50 0.996 0.999 1.000 1.000 1.000 1.001 0.997

0.75 0.998 1.000 1.000 0.998 0.999 1.001 0.997

1.00 0.998 0.999 1.000 1.000 1.000 1.000 0.998
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Table 2.2: Simulation results for k = 8, q = 0.5, W = X ′Ω−1X

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.665 0.630 0.612 0.554 0.537 0.518 0.541

0.25 0.955 0.971 0.964 0.952 0.932 0.905 0.830

0.50 0.989 0.991 0.991 0.989 0.983 0.976 0.958

0.75 0.994 0.997 0.995 0.995 0.994 0.990 0.980

1.00 0.994 0.996 0.997 0.996 0.995 0.993 0.983

T = 200

0.00 0.687 0.666 0.631 0.588 0.557 0.470 0.446

0.25 0.983 0.988 0.986 0.982 0.976 0.965 0.941

0.50 0.995 0.997 0.997 0.996 0.995 0.995 0.987

0.75 0.997 0.998 0.999 0.998 0.999 0.999 0.996

1.00 0.998 0.999 1.000 1.000 0.999 0.999 0.996

Table 2.3: Simulation results for k = 5, q = 1, W = X ′Ω−1X

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.749 0.791 0.791 0.790 0.891 0.816 0.843

0.25 0.924 0.960 0.962 0.972 0.966 0.957 0.921

0.50 0.972 0.980 0.985 0.992 0.991 0.991 0.992

0.75 0.978 0.990 0.992 0.995 0.996 0.998 1.000

1.00 0.985 0.992 0.996 0.997 0.997 0.998 0.994

T = 200

0.00 0.788 0.810 0.890 0.823 0.984 0.804 0.787

0.25 0.952 0.977 0.982 0.986 0.988 0.985 0.973

0.50 0.983 0.992 0.993 0.996 0.997 0.999 0.996

0.75 0.991 0.995 0.996 0.996 0.998 1.000 0.997

1.00 0.992 0.995 0.997 0.998 0.998 0.999 0.998

26



Table 2.4: Simulation results for k = 8, q = 1, W = X ′Ω−1X

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.553 0.591 0.654 0.626 0.652 0.622 0.566

0.25 0.844 0.920 0.936 0.944 0.933 0.912 0.834

0.50 0.949 0.967 0.977 0.983 0.981 0.976 0.957

0.75 0.975 0.987 0.990 0.992 0.992 0.989 0.979

1.00 0.981 0.989 0.992 0.993 0.994 0.993 0.983

T = 200

0.00 0.572 0.619 0.670 0.672 0.664 0.607 0.544

0.25 0.936 0.966 0.974 0.978 0.977 0.968 0.945

0.50 0.978 0.988 0.991 0.993 0.994 0.995 0.988

0.75 0.989 0.994 0.996 0.996 0.998 0.999 0.996

1.00 0.993 0.995 0.998 0.998 0.998 0.999 0.997

Table 2.5: Simulation results for k = 5, q = 2, W = X ′Ω−1X

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.705 0.739 0.751 0.735 0.735 0.798 0.802

0.25 0.914 0.949 0.954 0.969 0.969 0.974 0.967

0.50 0.969 0.975 0.981 0.988 0.990 0.993 0.996

0.75 0.975 0.988 0.989 0.993 0.994 0.997 0.998

1.00 0.984 0.990 0.994 0.995 0.995 0.997 0.996

T = 200

0.00 0.714 0.715 0.711 0.710 0.815 0.817 0.815

0.25 0.943 0.970 0.975 0.982 0.987 0.989 0.990

0.50 0.979 0.989 0.988 0.992 0.994 0.996 0.996

0.75 0.989 0.993 0.994 0.994 0.996 0.998 0.998

1.00 0.991 0.993 0.995 0.996 0.997 0.998 0.998
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Table 2.6: Simulation results for k = 8, q = 2, W = X ′Ω−1X

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.480 0.476 0.525 0.527 0.599 0.645 0.604

0.25 0.839 0.911 0.927 0.947 0.953 0.958 0.942

0.50 0.948 0.963 0.973 0.981 0.985 0.987 0.986

0.75 0.974 0.986 0.988 0.991 0.993 0.994 0.993

1.00 0.981 0.988 0.991 0.993 0.994 0.996 0.993

T = 200

0.00 0.468 0.482 0.509 0.518 0.591 0.652 0.651

0.25 0.929 0.960 0.970 0.979 0.984 0.987 0.985

0.50 0.976 0.986 0.989 0.991 0.994 0.997 0.996

0.75 0.988 0.993 0.994 0.995 0.997 0.999 0.999

1.00 0.992 0.994 0.997 0.997 0.998 0.999 0.999

Table 2.7: Simulation results for k = 5, q = 0.5, W = I

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.935 0.813 0.799 0.843 0.872 0.883 1.000

0.25 0.983 0.986 0.982 0.982 0.976 0.978 0.984

0.50 0.996 0.996 0.997 0.999 0.997 1.000 1.002

0.75 0.993 0.998 0.998 0.999 1.000 1.002 1.000

1.00 0.996 0.998 0.999 0.999 0.999 1.001 0.998

T = 200

0.00 0.902 0.845 0.858 0.872 0.857 0.792 0.885

0.25 0.989 0.995 0.997 0.994 0.992 0.988 0.984

0.50 0.997 1.000 1.001 1.001 1.001 1.002 1.000

0.75 0.998 1.000 1.000 0.999 0.999 1.002 0.998

1.00 0.998 0.999 1.000 1.000 1.000 1.000 0.998
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Table 2.8: Simulation results for k = 8, q = 0.5, W = I

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.793 0.654 0.632 0.597 0.630 0.657 0.690

0.25 0.971 0.973 0.967 0.959 0.944 0.930 0.906

0.50 0.993 0.992 0.992 0.991 0.986 0.982 0.979

0.75 0.995 0.997 0.996 0.996 0.996 0.995 0.990

1.00 0.995 0.997 0.997 0.997 0.997 0.997 0.988

T = 200

0.00 0.710 0.673 0.644 0.604 0.608 0.524 0.527

0.25 0.984 0.989 0.987 0.983 0.979 0.970 0.956

0.50 0.996 0.997 0.997 0.996 0.996 0.997 0.992

0.75 0.997 0.998 0.999 0.998 0.999 1.000 0.997

1.00 0.998 0.999 1.000 1.000 0.999 0.999 0.997

Table 2.9: Simulation results for k = 5, q = 1, W = I

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 1.005 0.860 0.837 0.800 0.902 0.913 0.991

0.25 0.967 0.969 0.968 0.975 0.970 0.973 0.983

0.50 0.979 0.982 0.986 0.992 0.993 0.997 1.001

0.75 0.979 0.990 0.992 0.995 0.997 1.000 1.001

1.00 0.988 0.992 0.996 0.997 0.997 1.000 0.997

T = 200

0.00 0.832 0.843 0.864 0.826 0.952 0.847 0.852

0.25 0.961 0.981 0.984 0.986 0.989 0.989 0.985

0.50 0.984 0.992 0.993 0.996 0.998 1.000 0.999

0.75 0.992 0.996 0.996 0.996 0.998 1.001 0.998

1.00 0.992 0.995 0.997 0.998 0.998 0.999 0.998
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Table 2.10: Simulation results for k = 8, q = 1, W = I

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.849 0.693 0.675 0.649 0.701 0.714 0.724

0.25 0.912 0.935 0.942 0.947 0.941 0.934 0.913

0.50 0.964 0.970 0.977 0.983 0.982 0.981 0.979

0.75 0.979 0.988 0.990 0.992 0.993 0.993 0.989

1.00 0.982 0.989 0.992 0.994 0.995 0.996 0.987

T = 200

0.00 0.639 0.634 0.677 0.684 0.681 0.640 0.613

0.25 0.943 0.969 0.975 0.979 0.979 0.972 0.959

0.50 0.980 0.989 0.992 0.993 0.994 0.996 0.993

0.75 0.990 0.994 0.996 0.996 0.998 0.999 0.997

1.00 0.993 0.995 0.998 0.998 0.998 0.999 0.997

Table 2.11: Simulation results for k = 5, q = 2, W = I

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.958 0.776 0.830 0.784 0.770 0.818 0.862

0.25 0.961 0.960 0.961 0.972 0.972 0.975 0.979

0.50 0.975 0.976 0.980 0.988 0.990 0.993 0.998

0.75 0.976 0.986 0.989 0.992 0.994 0.997 0.999

1.00 0.987 0.990 0.994 0.995 0.995 0.998 0.996

T = 200

0.00 0.757 0.758 0.723 0.730 0.837 0.819 0.828

0.25 0.952 0.974 0.977 0.983 0.987 0.989 0.991

0.50 0.980 0.988 0.989 0.991 0.994 0.996 0.997

0.75 0.989 0.993 0.994 0.994 0.996 0.998 0.998

1.00 0.990 0.993 0.995 0.996 0.997 0.998 0.998
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Table 2.12: Simulation results for k = 8, q = 2, W = I

λ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

T = 100

0.00 0.806 0.607 0.580 0.559 0.629 0.668 0.696

0.25 0.899 0.924 0.936 0.951 0.956 0.962 0.958

0.50 0.959 0.965 0.973 0.981 0.985 0.988 0.990

0.75 0.977 0.985 0.988 0.991 0.993 0.994 0.995

1.00 0.981 0.987 0.991 0.993 0.994 0.996 0.993

T = 200

0.00 0.549 0.518 0.535 0.539 0.609 0.667 0.674

0.25 0.935 0.963 0.972 0.981 0.985 0.987 0.987

0.50 0.976 0.986 0.989 0.991 0.994 0.997 0.997

0.75 0.988 0.992 0.994 0.996 0.998 0.999 0.999

1.00 0.992 0.994 0.997 0.997 0.998 0.999 0.999

Table 2.13: Empirical results for forecasting output growth

h out-of-sample period MSFEγ MSFEur

1 1970:01-2020:03 0.6577** 0.6690

1980:01-2020:03 0.5792* 0.5862

1990:01-2020:03 0.5091** 0.5227

6 1970:01-2020:03 0.7262*** 0.7784

1980:01-2020:03 0.5167* 0.5383

1990:01-2020:03 0.4667 0.4667

12 1970:01-2020:03 0.1878*** 0.2467

1980:01-2020:03 0.1487*** 0.2211

1990:01-2020:03 0.1565*** 0.2520
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Chapter 3

Optimal Forecast under Structural

Breaks

3.1 Introduction

In a regression framework, structural breaks can be considered as a regression equa-

tion with a shift in some/all of the regression coefficients and/or error term. One of the

biggest concerns of economists is how to have an accurate forecast in the case of the struc-

tural breaks. Since the seminal work by Bates and Granger (1969), forecast combination

is an effective way to improve forecasting performance. Especially under the model uncer-

tainty, the performance of the forecast can be boosted by forecast combinations method,

see Diebold and Pauly (1987), Clements and Hendry (1998, 1999, 2006), Stock and Watson

(2004), Pesaran and Timmermann (2002, 2005, 2007), Timmerman (2006), Hansen (2007),

Pesaran and Pick (2011), Rossi (2013), and Pesaran et al. (2013) inter alia. Normally in
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the forecast combinations, we need to closely pay attention to two points: first the selected

forecast models, and secondly the combination weights. The common method for forecast-

ing under structural break is to use a post-break estimator. But this estimator by itself

may not minimize the MSFE specifically in the case that the break point is close to the

end of the sample, and thus there are only a few observations in the post-break sample.

In this case, the post-break parameters are likely to be poorly estimated relative to those

obtained using pre-break data. Therefore, as pointed out by Pesaran and Timmermann

(2007), Hansen (2009) and Pesaran et al. (2013), it is not always optimal to base the fore-

cast only on post-break observations. Actually, using pre-break data biases the forecast but

also reduces the forecast error variance which is helpful to lower the MSFE.

A key question that comes to mind under the presence of structural break is how

to include the pre-break data to estimate the parameters of the forecasting model such that

minimizes the loss function like MSFE. In this chapter we propose the combined estimator

of the post-break estimator and the full-sample estimator which uses all observations in the

sample, t = {1, . . . , T}. The combination weight takes the form of the James-Stein weight,

see Stein (1956) and James and Stein (1961). Massoumi (1978) introduced the Stein-like

estimator for the simultaneous equation. Also, Hansen (2016, 2017) has used this Stein-

type weight in different context. See Saleh (2006) for a comprehensive explanation for the

Stein-like estimators.

The focus of this chapter is not on the classical problem of identifying the break

points. Instead, the goal is to propose an estimator with a minimum MSFE under the

assumption that structural break has in fact occurred. For estimation of the break points,
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we follow Bai and Perron (1998) which is a consistent global minimizer method of the error

term. Bai and Perron (2003) propose an efficient dynamic programming algorithm that

even with a large sample size, has a small computing cost and is super fast. We also assume

that the break points are bounded away from the beginning or end of the sample which

is crucial for consistency of the estimated break points, Andrews (1993), Bai and Perron

(1998).

This chapter has two main contributions. First, we introduce the Stein-like com-

bined estimator of the full-sample estimator and the post-break estimator which is a trade-

off between bias and forecast error variance. The full-sample estimator (which uses the

pre-break and post-break data) is bias under breaks, but at the same time it decreases the

forecast error variance because it uses more observations. Post-break estimator (which is

the standard solution under the structural break models) is an unbiased estimator under

breaks but less efficient. As discussed in papers by Pesaran and Timmermann (2007), Pe-

saran and Pick (2011), Pesaran et al. (2013), we are able to improve the performance of

forecast measured by MSFE by the trade-off between bias and forecast error variance. Our

proposed Stein-like combined estimator is the trade-off between bias and variance of the

two estimators. The main difference between our paper and Hansen (2017) paper which

uses the Stein-like weigh in different context is that, here we minimized the weighted risk

under the general positive semi-definite form of weight and did not restrict our theoretical

proof for a specific choice of weight. We show that if we set this weight to the inverse of

the difference between variances of estimators, then we get similar result as Hansen (2017).

An alternative approach to the fully parametric regression model is semi-parametric
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kernel based regression model which has become a popular method in applied work, and this

is the second contribution of this chapter. See Robinson (1988) and Ichimura (1993) for the

semi-parametric kernel-based regression models. The proposed semi-parametric estimator

facilitate implementation of our theoretical point that using pre-break data can improve the

forecasting performance. This method is a kernel weight of the observations. Motivation

for the semi-parametric method comes from the paper by Li, Ouyang and Racine (2013),

in which they focus on the categorical variables. Examples of the categorical variables are

race, sex, age group and educational level, see also Kiefer and Racine (2017). Inspired by

the categorical data, we introduce the semi-parametric method for the time series analysis,

and specifically apply that for the structural break models. The point of using this method

is that we can find the combination weights numerically by Cross-Validation (CV) with-

out being involved to the estimation errors of parameters. We prove theoretically that the

weight estimated by CV is optimal in the sense of optimality introduced by K.-C. Li (1987),

the weight derives by CV is asymptotically equivalent to the infeasible optimal weight.

We undertake an empirical analysis of forecasting equity premium that compares

the forecasting performance of our proposed Stein-like combined estimator, and some of

the alternative methods, including post-break estimator, by using monthly, quarterly and

annual data frequencies starting from 1927 up to 2018. This analysis which allows for

multiple breaks at unknown times confirms the out-performance of using pre-break data in

forecasting relative to forecasting with only the post-break data.

The outline of this chapter is as follows. Section 3.2 sets up the model under

the structural breaks and introduces the Stein-like combined estimator and its risk. For
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simplicity, we discuss the problem under a single break, but generalization of the method to

the multiple breaks is straightforward. Section 3.3 introduces the semi-parametric combined

estimator. Section 3.4 discusses an alternative combined estimator proposed by Pesaran et

al. (2013). Section 3.5 extends the model with multiple structural break. Section 3.6

reports Monte Carlo simulation and empirical example is in Section 3.7. Finally Section 3.8

concludes.

3.2 The structural break model

Consider the linear structural break model as yt = x′tβt + σtεt, in which the k × 1

vector of coefficients, βt, and the error variance, σt, are subject to breaks. Let m denotes

the number of breaks, and for simplicity assume we have one break (m = 1) that happens

at time T1. So we can rewrite the model as

yt =


x′tβ(1) + σ(1)εt for 1 < t ≤ T1

x′tβ(2) + σ(2)εt for T1 < t < T,

(3.1)

where xt is k × 1, εt ∼ i.i.d.(0, 1), t ∈ {1, . . . , T}, T1 is the break point with 1 < T1 < T ,

βt =


β(1) for 1 < t ≤ T1

β(2) for T1 < t < T

(3.2)

and

σt =


σ(1) for 1 < t ≤ T1

σ(2) for T1 < t < T.

(3.3)

In this set up we have only one break (two regimes).
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3.2.1 Stein-like combined estimator

Our proposed combined estimator of β is

β̂α = αβ̂Full + (1− α)β̂(2), (3.4)

where β̂α is the Stein-like combined estimator which is k × 1, β̂Full is the estimator under

the assumption that there is no break in the model, so we estimate the coefficient using

all observations in the sample, t ∈ {1, . . . , T}. β̂(2) estimates the coefficient only by us-

ing the post-break observations, and it is called the post-break estimator. We define the

combination weight as

α =


τ
HT

if HT ≥ τ

1 if HT < τ,

(3.5)

where τ controls the degree of shrinkage, HT is the Hausman statistic that measures the

break size in the coefficients and is equal to

HT = T (β̂(2) − β̂Full)′(V̂(2) − V̂Full)−1(β̂(2) − β̂Full), (3.6)

where V̂Full and V̂(2) are the consistent estimates of the asymptotic variances of the full-

sample estimator and the post-break estimator, respectively. The degree of shrinkage de-

pends on the ratio of τ/HT . When HT < τ , then α = 1 and β̂α = β̂Full. Small HT

can be interpreted as the small break size in the coefficients. This is the case that the

bias of the full-sample estimator is small, and we can gain a lot from the efficiency of the

full-sample estimator. On the other hand, very large HT is interpreted as a big break size

in the coefficients which results in a large bias. So, for the extreme case of large HT , the

combination weight would be very close to zero and β̂α = β̂(2). Other than these extreme
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cases, for HT > τ , β̂α is a weighted average of the full-sample estimator and the post-break

estimator.

It is easy to see that cov(β̂(2), β̂Full) = VFull, where VFull < V(2). This means that

the covariance between the estimators is equal to the variance of the efficient estimator.

The interesting idea behind the Hausman statistic is that the efficient estimator, β̂Full, must

have zero asymptotic covariance with β̂(2) − β̂Full under the null hypothesis of no break in

the coefficients (β(1) = β(2)). If this condition does not hold, it means that we can find

another linear combination which would have smaller asymptotic variance than β̂Full which

is assumed to be asymptotically efficient. Holding this condition in the combined estimator,

shows the great choice of the full-sample and post-break estimators. See Hausman (1978)

for more discussion.

In the next subsection, we develop the asymptotic distribution for the estimators

under a local asymptotic framework which means that the break size is local to zero. That

is, β(1) = β(2) + δ1√
T

in which δ1 shows the break size between the coefficients. Simply it

means that, as the sample size goes to infinity, we will have a weak break. Actually, to

obtain a meaningful asymptotic distribution for the full-sample estimator, we consider such

a local to zero assumption otherwise the risk explodes.

Full-sample estimator: There is no break in the model

As we introduced the Stein-like combined estimator earlier, it includes the full-

sample estimator. The full-sample estimator is constructed under the null hypothesis that

there is no break in the coefficients, β(1) = β(2), so it uses all of the observations to estimate

β. This assumption lines up with the fact that for the small break sizes, usually ignoring
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the break and estimating the coefficient by all of the observations results in better forecast

(lower MSFE), see Boot and Pick (2019). Under the alternative hypothesis the break size

is β1 = β2 + δ1√
T

which is asymptotically local to zero. We denote the full-sample estimator

by β̂Full, and estimate the coefficient by the Generalized Least Square (GLS)

β̂Full =
(
X ′Ω−1X

)−1
X ′Ω−1Y, (3.7)

where Ω = diag(σ2
(1), . . . , σ

2
(1), σ

2
(2), . . . , σ

2
(2)) is a T ×T matrix and X = (X ′1 X

′
2)′ is a T × k

matrix of regressors. So X1 is T1×k matrix of observations before the break point, and X2

is (T − T1)× k matrix of observations after the break point. Assume that T − T1 ≥ k + 1,

so at least we have the minimum number of observations in the post-break sample to

estimate the coefficient. The choice of shortest estimation window selected is arbitrary,

but one would expect it to be set around two to three times the dimension of β to avoid

the extreme variation in the post-break parameter estimates. Also, assume that
X′iΩ

−1
i Xi

Ti−Ti−1
,

with i = {1, . . . ,m + 1} and T0 = 0, Tm+1 = T , converges in probability to some non-

random positive definite matrix not necessarily the same for all i. So,
(
X′Ω−1X

T

)
p−→ Q and(

X′i Ω−1
i Xi

∆Ti

)
p−→ Qi where Q and Qi are some positive definite matrix, and ∆Ti = Ti − Ti−1.

Throughout this Section, m = 1 since we have only one break in the model. Therefore, the

distribution of the full-sample estimator is

√
T
(
β̂Full − β(2)

)
d−→ N

(
Q−1Q1b1δ1, Q

−1
)
, (3.8)

where VFull =
(
X′Ω−1X

T

)−1 p−→ Q−1,
(
X′1Ω−1

1 X1

T1

)
p−→ Q1, b1 ≡ T1

T shows the proportion

of pre-break observations and Ω1 = diag(σ2
(1), . . . , σ

2
(1)) is a T1 × T1 matrix. Note that in

practice, we need to estimate the value of the unknown parameters, σ2
(1) and σ2

(2). For solving
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this problem, we can use the two-step GLS estimator method. The two-step estimator is

computed by first obtaining the estimates of σ̂2
(1) and σ̂2

(2) by using ordinary least square

residuals for each regime, and then plugging Ω̂, which is asymptotically the consistent

estimate for Ω, back into equation (3.8) to find the estimation of the coefficient.

Remark 8 The full-sample estimator is under the null hypothesis that there is no break in

the coefficient β(1) = β(2), but we allow a break in the variance, σ(1) 6= σ(2). Because we

have variance heteroskedasticity in the full-sample estimator, we use GLS method which is

more efficient than ordinary least squares (OLS). �

Post-break estimator

The post-break estimator is for the case that we only focus on the observations

after the most recent break point and is equal to

β̂(2) =
(
X ′2 Ω−1

2 X2

)−1
X ′2 Ω−1

2 Y2, (3.9)

where Ω2 = diag(σ2
(2), . . . , σ

2
(2)) is a (T − T1) × (T − T1) matrix. Basically, post-break

estimator is the simple OLS estimator, since Ω−1
2 will be cancel out in this equation. But

we are following the GLS format to be consistent with the full-sample estimator. The

distribution of the post-break estimator is

√
T
(
β̂(2) − β(2)

)
d−→ N

(
0,

1

1− b1
Q−1

2

)
, (3.10)

where V(2) = 1
1−b1

(
X′2 Ω−1

2 X2

T−T1

)−1 p−→ 1
1−b1Q

−1
2 . This is an unbiased estimator, and as the

break happens towards the end of the sample, as b1 increases, the variance of the post-break

estimator will increase.
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Stein-like combined estimator

For writing the distribution of the Stein-like combined estimator, at first we need

to write the joint asymptotic distribution of the full-sample estimator and the post-break

estimator. Theorem 9 shows the joint distribution, distribution of the Hausman statistics

and finally distribution of the Stein-like combined estimator.

Theorem 9 The joint asymptotic distribution of the full-sample estimator and the post-

break estimator is

√
T

β̂Full − β(2)

β̂(2) − β(2)

 d−→ V 1/2Z, (3.11)

where Z ∼ N(θ, I2k), θ = V −1/2

Q−1Q1b1δ1

0

, V =

VFull VFull

VFull V(2)

,

VFull = plim
T→∞

(
X′Ω−1X

T

)−1
= Q−1 and V(2) = 1

1−b1 plim
T→∞

(
X′2Ω−1

2 X2

T−T1

)−1
= 1

1−b1Q
−1
2 .

Besides, the distribution of the Hausman statistic is

HT = T (β̂(2) − β̂Full)′(V̂(2) − V̂Full)−1(β̂(2) − β̂Full)

d−→ Z ′V 1/2 G (V(2) − VFull)−1 G′ V 1/2Z

≡ Z ′MZ,

(3.12)

where G = (−Ik Ik)
′ and M ≡ V 1/2 G (V(2) − VFull)−1 G′ V 1/2 is an idempotent matrix

with rank k. Finally, the distribution of the Stein-like combined estimator is

√
T
(
β̂α − β(2)

)
=
√
T
(
β̂(2) − β(2)

)
− α
√
T
(
β̂(2) − β̂Full

)
d−→ G′2 V

1/2Z −
( τ

Z ′MZ

)
1
G′ V 1/2Z,

(3.13)
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where G2 = (0 Ik)
′ and (a)1 = min[1, a]. �

See Appendix B for the proof of this Theorem. Based on Theorem 9, the joint asymp-

totic distribution of the full-sample and post-break estimators is normal. The Hausman

statistics has asymptotic noncentral chi-square distribution, which later we deal with this

non-centrality when we want to calculate the asymptotic risk. Finally, the asymptotic dis-

tribution of the Stein-like combined estimator is a function of the normal random vector,

Z, and a function of the non-centrality parameter which appears because of having the

Hausman statistic in the combination weight.

3.2.2 Asymptotic risk for the Stein-like combined estimator

In this section we find the asymptotic risk for the Stein-like combined estimator.

Since our focus is on forecasting, it seems reasonable to consider β(2) as the true parameter

vector in the definition of the risk.

Lemma 10 When an estimator has an asymptotic distribution,
√
T (β̂ − β)

d−→ $, then the

asymptotic risk of this estimator can be calculated as ρ(β̂,W) = E($′W$). See Lehmann

and Casella (1998). �

Based on Lemma 10, we can write the asymptotic risk for the Stein-like combined estimator.

Note that if we set up the risk with W = X ′Ω−1X, we will have the definition of the mean

square forecast error (MSFE). Then, we can derive the optimal combination weight, α, in

which it minimizes the MSFE. Having the combination weight, α, and consequently the

Stein-like combined estimator, β̂α , we can derive the h step ahead out of sample forecast.

Throughout the calculation of the risk, we did not plug any specific form for W, and calculate
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the risk for any user specific choice of W > 0. Theorem 11 shows the risk for the Stein-like

combined estimator.

Theorem 11 The risk of the Stein-like combined estimator is

ρ(β̂α,W) = ρ(β̂(2),W) +
2τ θ′V 1/2GWG′V 1/2θ

k(k + 2) θ′Mθ

{
τ − 2

(
tr
(
W(V(2) − VFull)

)
θ′Mθ

θ′V 1/2GWG′V 1/2θ
− 2

)}

× µ e−µ1F1

(k
2

;
k

2
+ 2;µ

)
+
τ tr

(
W(V(2) − VFull)

)
k(k − 2)

{
τ − 2(k − 2)

}

× e−µ1F1

(k
2
− 1;

k

2
+ 1;µ

)
.

(3.14)

�

Based on Theorem 11, the risk of the combined estimator is lower than the risk of the

post-break estimator, if the terms inside the curly brackets be negative. These terms are

negative if tr(ν) > 2 λmax(ν), where ν ≡ (V(2) − VFull)1/2 W(V(2) − VFull)1/2, and k > 2.

For the special case that W =
(
V(2) − VFull

)−1
, both conditions simplify to k > 2 which

means that as long as we have more than two regressors, the risk of the Stein-like combined

estimator is lower than the risk of the post-break estimator for any break sizes and break

points. See Appendix B for the complete proof of the Theorem 11.

Using Theorem 11, we can find the optimal τ , denoted by τ∗, in which it minimizes

the risk. For 0 ≤ τ ≤ 2
(

tr
(
W(V(2)−VFull)

)(
θ′Mθ

)
θ′ V 1/2 GW G′ V 1/2θ

− 2
)

, the optimal τ∗ which depends on W

is

τ∗(W) =
tr
(
W(V(2) − VFull)

) (
θ′Mθ

)
θ′ V 1/2 GW G′ V 1/2θ

− 2. (3.15)

Notice that τ∗(W) is positive when tr(ν) > 2 λmax(ν). This is the necessary condition for

the efficiency of the Stein-like combined estimator, as shown in Theorem 11.

43



Remark 12 As b1 increases, V(2) increases, consequently τ∗ increases. Besides, as b1

increases, V(2) increases, and because HT inversely depends on V(2), so HT decreases which

results in having bigger τ∗

HT
. Thus the full-sample estimator gets a higher weight when b1 is

large. Remember that β̂α = αβ̂Full + (1− α)β̂(2). �

By plugging back the optimal τ∗(W) into the risk function, we can derive the

optimal risk. Theorem 13 summarizes the result for any W > 0.

Theorem 13 If 0 ≤ τ ≤ 2
(
tr
(
W(V(2)−VFull)

) (
θ′Mθ

)
θ′ V 1/2 GW G′ V 1/2θ

− 2
)

and tr(ν) > 2λmax(ν), then the

risk of the Stein-like combined estimator for any user specific choice of W > 0 is

ρ(β̂α,W) = ρ(β̂(2),W)− 1

k − 2

{[
tr
(
W(V(2) − VFull)

)(
θ′Mθ

)
− 2

(
θ′V 1/2 GWG′ V 1/2θ

) ]2

(θ′Mθ) (θ′V 1/2 GWG′ V 1/2θ)

}

×

{
e−µ 1F1

(k
2
− 1;

k

2
;µ
)}
− 1

k − 2

{[
tr
(
W(V(2) − VFull)

)]2(
θ′Mθ

)2

(
θ′V 1/2 GWG′ V 1/2θ

)2 − 4

}

×

{(
θ′V 1/2 GWG′ V 1/2θ

)
θ′Mθ

−
tr
(
W(V(2) − VFull)

)
k

}{
e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}
,

(3.16)

where ρ(β̂(2),W) = tr(WV(2)), and µ = θ′Mθ
2 is the non-centrality parameter. �

Note that in Theorem 13, the terms inside the curly brackets are positive, so we could prove

that the Stein-like combined estimator has a smaller risk than the post-break estimator.

Corollary 14 For the special case that W = (V(2) − VFull)
−1, the risk of the Stein-like

combined estimator simplifies to

ρ(β̂α,W) = ρ(β̂(2),W)− (k − 2)

{
e−µ 1F1

(k
2
− 1;

k

2
;µ
)}

, (3.17)

where the risk of the Stein-like combined estimator is less than the post-break estimator if

we have more than two regressors, k > 2. �
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Based on Corollary 14, the gain obtained by using the Stein-like combined estima-

tor can be derived by calculating the percentage change between ρ(β̂(2),W) and ρ(β̂α,W).

Figure 3.1 shows the relationship between the break size in the coefficients (the horizontal

axis) and the percentage change in risks (vertical axis), −ρ(β̂α,W)−ρ(β̂(2),W)

ρ(β̂(2),W)
, which we draw

it by R program. For example, when the vertical axis shows the percentage change equal

to 50%, it means that, by using the Stein-like combined estimator instead of the post-break

estimator, we can decrease the risk by 50%. We draw the graphs for different break ratios

in the error term, q. Based on the figures, as the number of regressors, k, increases, the

percentage change between risks increases in favor of the Stein-like combined estimator.

Also, when the variance of the pre-break data is lower than variance of the post-break data,

q < 1, then it is more gain to use pre-break observations. Besides, for the cases that the

break point is near the end of the sample, b1 = 0.8, the gain obtained from the Stein-like

combined estimator is higher than the case that the break point is near the beginning of

the sample, b1 = 0.2. The reason is that when there is not enough observations in the

post-break sample, post-break estimator performs poorly due to the lack of the observa-

tions. Furthermore, when the break size in the coefficient increases (as bias increases), the

performance of the Stein-like estimator is close to the post-break estimator, as expected.

But still we do not have any underperformance which confirms that there is no cost in using

the proposed combined estimator.

Remark 15 The difference between our proposed method and Hansen (2017) paper is that,

here we calculate the risk for any user specific form of W , and derive the optimal τ∗ which

depends on W. For the special case that W =
(
V(2)−VFull

)−1
, then τ∗ = k− 2 which is the
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well-known results of James and Stein (1961). In this case, τ∗ is positive when the number

of regressors is larger than two, k > 2. This choice of W is the special case of Hansen

(2017) paper. �

3.3 Semi-parametric estimator

Li, Ouyang, and Racine (2013) introduce the semi-parametric method for estimat-

ing the parameters of the model under the categorical data. Inspired by their approach,

we want to propose an estimator for the time series structural break models that breaks

happen at both coefficients and the error terms. We can estimate the post-break coefficients

using the following discrete kernel estimator

β̂γ = argmin
β(2)

T∑
t=1

(
yt − x′tβ(2)

)2
L(t, γ), (3.18)

where

L(t, γ) = γ 1(t ≤ T1) + 1(t > T1), (3.19)

and t goes over all of the observations. β̂γ is the estimator for the post-break observations.

The idea is that for estimating the post-break data, it is worth to use information from the

first regime as well. As the more recent information is usually more relevant for forecasting,

this kernel-weight estimator gives the constant weight 1 to the post-break observations and

down-weights the pre-break observations by a weight γ ∈ H = [0 1]. In other words, the

post-break coefficient is estimated by weighting observations over the whole sample. For

the case that γ = 0, this estimator is only using the post-break observations, and when

γ = 1, all of the observations are weighted equally. For other cases than γ ∈ (0 1), we have
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the combination of the pre-break and post-break observations. The first order condition of

equation (3.18) is
T∑
t=1

L(t, γ) xt

(
yt − x′tβ(2)

)
= 0, (3.20)

leading to

β̂γ =
( T∑
t=1

L(t, γ) xtx
′
t

)−1
T∑
t=1

L(t, γ) xtyt

=
(
γX ′1X1 +X ′2X2

)−1(
γX ′1Y1 +X ′2Y2

)
=
(
γX ′1X1 +X ′2X2

)−1(
γX ′1X1 β̂(1) +X ′2X2 β̂(2)

)
= ∆ β̂(1) + (I −∆) β̂(2), (3.21)

where ∆ =
(
γX ′1X1+X ′2X2

)−1
(γX ′1X1), β̂(1) = (X ′1X1)−1X ′1Y1 and β̂(2) = (X ′2X2)−1X ′2Y2.

We can find γ by minimizing the following leave-one-out cross-validation (CV) criterion

function

CV (γ) =
1

T − T1

T∑
s=T1+1

(
ys − x′sβ̂(−s)

γ

)2
, (3.22)

where β̂
(−s)
γ denotes the CV estimate of β in which s goes over the post-break observations,

s = {T1 + 1, . . . , T} and at each time deletes s′th row of the observation. Note that CV

for finding γ is dropping observations from the post-break observations only. The reason

is that from t = {1, . . . T1} the coefficient is β(1), and we are trying to find the estimator

for the post-break observations (t > T1) in order to use it for forecasting. So, we drop

observations from the post-break data and estimate the weight such that the estimated

weight fits best the post-break observations. Once we estimate γ, we can calculate β̂γ̂ and

MSFE accordingly. The good point about this semi-parametric estimator is that γ does

not depend on the estimation of the break size in the coefficient or the error term. Actually
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the estimation error in this estimator is low. Since this method finds the weight by CV,

it can fit to data better than other methods which involve the estimation of some other

parameters as well.

We just need to prove that the γ̂ which we estimate by CV is optimal in the sense

of optimality introduced by K.-C. Li (1987). The concept of this optimality is that the

average squared error of the CV is asymptotically as small as the average squared error of

the infeasible best possible estimator. Define L(γ) =
[(
β̂γ − β(2)

)′
X ′2X2

(
β̂γ − β(2)

)]
=(

µ̂(γ) − µ
)′(

µ̂(γ) − µ
)

to be the loss function, where µ = X2β(2) and µ̂(γ) = X2β̂γ , and

the expected loss is R(γ) = E
[
L(γ)

]
. Theorem 16 is about the optimality of the γ weight.

Theorem 16 As T →∞, then

L(γ̂)

inf
γ∈H

L(γ)

p−→ 1, (3.23)

R(γ̂)

inf
γ∈H

R(γ)

p−→ 1. (3.24)

�

Theorem 16 shows that the optimal weight obtained by CV is asymptotically equivalent

to the infeasible optimal weight. Appendix B has the complete proof and details of this

Theorem. Also, see Zhang et al. (2013) and Ullah et al. (2017) for more reference.

Remark 17 Note that, as we allow the break happens in the error term as well as the

coefficients, one may use the generalized least square (GLS) method for estimation. Using

model (3.1), define Ỹ1 = Ω
−1/2
1 Y1, Ỹ2 = Ω

−1/2
2 Y2, X̃1 = Ω

−1/2
1 X1, X̃2 = Ω

−1/2
2 X2 where
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Ω1 = diag
(
σ2

(1), . . . , σ
2
(1)

)
and Ω2 = diag

(
σ2

(2), . . . , σ
2
(2)

)
. Then,

β̂γ =

(
T∑
t=1

L(t, γ) x̃tx̃
′
t

)−1 T∑
t=1

L(t, γ) x̃tỹt

=
(
γX̃ ′1X̃1 + X̃ ′2X̃2

)−1 (
γX̃ ′1Ỹ1 + X̃ ′2Ỹ2

)
=

(
γ

σ2
(1)

X ′1X1 +
1

σ2
(2)

X ′2X2

)−1(
γ

σ2
(1)

X ′1Y1 +
1

σ2
(2)

X ′2Y2

)

=

(
γ

q2
X ′1X1 +X ′2X2

)−1(
γ

q2
X ′1X1 β̂(1) +X ′2X2 β̂(2)

)

= ∆∗ β̂(1) + (I −∆∗) β̂(2), (3.25)

where γ∗ ≡ γ
q2

, q =
σ(1)
σ(2)

, ∆∗ =
(
γ∗X ′1X1 + X ′2X2

)−1
(γ∗X ′1X1). Notice that, we only

estimate γ∗ based on this semi-parametric method. So, even though the combination weight

is in the form of fraction, γ
q2

, we can consider it as a single unknown parameter that we

estimate that by cross validation. Basically, GLS method is transformed to the OLS method

in this semi-parametric estimator because there is no need to estimate q2. This is the

advantage of this method, as it decreases the estimation error. �

3.3.1 Efficiency of the semi-parametric estimator

We show the consistency of the estimated weight in Theorem 16, and now we want

to show that the proposed semi-parametric estimator is more efficient than the post-break

estimator. That is, the risk of the semi-parametric estimator is less than the post-break

estimator. As shown in (3.21), the semi-parametric estimator is the combination of the pre-

break estimator and the post-break estimator. We can estimate the pre-break coefficient

using the observations in the first regime as

β̂(1) = (X ′1X1)−1(X ′1Y1). (3.26)
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We apply the local asymptotic framework, β(1) = β(2) + δ√
T

where δ measures the size of

the break in the coefficient, to find the asymptotic distribution for this estimator. Since

our focus is on forecasting, we derive the asymptotic distribution of the pre-break estimator

around the true parameter β(2) as

√
T
(
β̂(1) − β(2)

)
d−→ N

(
δ, V(1)

)
, (3.27)

where V(1) = plim
T→∞

σ2
(1)

b1

(
X′1X1

T1

)−1
=

σ2
(1)

b1
Q−1

1 , and Q1 ≡
X′1X1

T1
is a positive definite matrix. As

expected, the bias of the pre-break estimator will increase as the break size in the coefficient

increases. The post-break estimator is

β̂(2) = (X ′2X2)−1(X ′2Y2), (3.28)

and its distribution is

√
T
(
β̂(2) − β(2)

)
d−→ N

(
0, V(2)

)
, (3.29)

where V(2) =
σ2
(2)

1−b1 plim
T→∞

(
X′2X2

T−T1

)−1
=

σ2
(2)

1−b1Q
−1
2 , and Q2 ≡

X′2X2

T−T1 is a positive definite matrix.

In order to find the risk of the semi-parametric estimator, initially we derive the joint

asymptotic distribution of the pre-break estimator and the post-break estimator. Theorem

18 shows the results.

Theorem 18 The joint asymptotic distribution of the pre-break and post-break estimators

is

√
T

β̂(1) − β(2)

β̂(2) − β(2)

 d−→ V 1/2Z, (3.30)

where Z ∼ N(θ, I2k), θ = V −1/2

δ1

0

, V =

V(1) 0

0 V(2)

, V(1) = plim
T→∞

σ2
(1)

b1

(
X′1X1

T

)−1
≡
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σ2
(1)

b1
Q−1

1 and V(2) =
σ2
(2)

1−b1 plim
T→∞

(
X′2X2

T−T1

)−1
=

σ2
(2)

1−b1Q
−1
2 . �

See Appendix B for the proof of Theorem 18. Using the results of Theorem 18, we can

derive the asymptotic distribution of the semi-parametric estimator in terms of the post-

break estimator. Let ρ(β̂γ ,W) denote the risk of the combined estimator for any W > 0.

Theorem 19 presents the result.

Theorem 19 The asymptotic risk of the semi-parametric estimator is

ρ(β̂γ ,W) = E
[
T (β̂γ − β(2))

′W (β̂γ − β(2))
]

≤ ρ(β̂(2),W)− tr(S1)
(
1− θ′θ

)
,

(3.31)

where S1 ≡ V 1/2G∆′W∆G′V 1/2, and G = (−Ik Ik)′. Thus, the risk of the semi-parametric

estimator is less than the post-break estimator if θ′θ < 1. �

See Appendix B for the proof of Theorem 19.

3.4 Alternative combined estimator

In a particularly insightful paper, Pesaran et al (2013), hereafter PPP, propose

that we can decrease the MSFE under the structural break by using the whole observations

in the sample instead of only post-break observations. Their proposed estimator is

β̂PPP = (X ′WX)−1(X ′WY ). (3.32)

They derive the optimal weight, W , such that MSFE of the one-step-ahead forecast is

minimized, and found that the optimal weight takes a value for observations before the break

point and a value for the post-break observations, W = diag
(
w(1), . . . , w(1), w(2), . . . , w(2)

)
,
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where w(1) is a fixed weight for the pre-break observations and w(2) is a fixed weight for the

post-break observations and these are defined as
w(1) = 1

T
1

b1+(1−b1)(q2+Tb1φ2)
,

w(2) = 1
T

q2+Tb1φ2

b1+(1−b1)(q2+Tb1φ2)
,

(3.33)

where b1 = T1
T is the proportion of observations before the break, q =

σ(1)
σ(2)

is the ratio of

break in the error term, φ =
x′T+1λ

σ2
(2)

(x′T+1Q
−1xT+1)1/2

, Q = E(xtx
′
t) and λ = β(1) − β(2) is the

break size. By knowing this form of W , we can rewrite their estimator as

β̂PPP =
(
w(1) X

′
1X1 + w(2) X

′
2X2

)−1(
w(1) X

′
1X1β̂1 + w(2) X

′
2X2β̂(2)

)
= Λβ̂(1) + (I − Λ)β̂(2),

(3.34)

which is the combined estimator of the pre-break and post-break estimators with combi-

nation weight Λ =
(
w(1)

w(2)
X ′1X1 + X ′2X2

)−1(w(1)

w(2)
X ′1X1

)
. See Pesaran et al. (2013) for

details.

Remark 20 By looking carefully at this estimator and comparing that with the semi-

parametric estimator, we can see that the combination weight in these two estimators are

very close to each other. By comparing ∆ in equation (3.21) and Λ in equation (3.34), we

can see that PPP’s estimator is the especial case of this semi-parametric estimator under

the condition that

γ =
1

q2 + T1φ2
. (3.35)

�

Note that, in the semi-parametric method, we only estimate one unknown parameter, γ,

which deals with the break in the coefficients and the break in error variance.
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3.5 Extension to multiple breaks

So far, we have talked about the case of having a single break in the model, but

in practice the time series model may be subject to multiple breaks. The case of multiple

breaks is the straightforward extension of the aforementioned sections for the Stein-like

combined estimator. The combined estimator always can be defined as the combination of

β̂Full and the estimator after the most recent break point. Here we write the model with

two breaks in details, and then we extend that for the case of having more than two breaks.

Suppose we have two breaks (three regime) in the model. The break dates are {T1, T2},

and we have breaks in both the coefficients and the error terms, such that

yt =



x′tβ(1) + σ(1)εt for 1 < t ≤ T1

x′tβ(2) + σ(2)εt for T1 < t ≤ T2

x′tβ(3) + σ(3)εt for T2 < t < T.

(3.36)

Thus the combined estimator in the case of having two breaks is

β̂α = αβ̂Full + (1− α)β̂(3), (3.37)

where α is defined as in equation (3.5), in which HT = T (β̂(3)− β̂Full)′(V̂(3)− V̂Full)−1(β̂(3)−

β̂Full) and V(3) is the variance of the post-break estimator. It is clear that β̂α − β(3) =(
β̂(3) − β(3)

)
− α

(
β̂(3) − β̂Full

)
. So, ρ(β̂α,W) = E

[
T (β̂α − β(3))

′W (β̂α − β(3))
]
. In order to

derive the risk, at first we need to find the distribution of
(
β̂(3) − β(3)

)
and

(
β̂(3) − β̂Full

)
.

Let b1 = T1
T , b2 = T2

T , and b3 = T3
T where b1 < b2 < b3.

Suppose under the local alternative, the break sizes are: (β(1)−β(2), β(2)−β(3)) =
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( δ1√
T
, δ2√

T
). So, the full-sample estimator is

√
T
(
β̂Full − β(3)

)
=
( T∑
t=1

xtx
′
t

1

Tσ2
t

)−1
[

T1∑
t=1

xtx
′
t

√
T
(
β(1) − β(3)

)
Tσ2

(1)

+

T2∑
t=T1+1

xtx
′
t

√
T
(
β(2) − β(3)

)
Tσ2

(2)

+
T∑
t=1

xtσtεt√
Tσ2

t

]

=
(X ′Ω−1X

T

)−1(X ′1Ω−1
1 X1

Tb1

)
b1(δ1 + δ2) +

(X ′Ω−1X

T

)−1(X ′2Ω−1
2 X2

T (b2 − b1)

)
(b2 − b1)δ2 +

(X ′Ω−1X

T

)−1
T∑
t=1

xtσtεt√
Tσ2

t

d−→ N
(
Q−1Q1b1(δ1 + δ2) +Q−1Q2(b2 − b1)δ2, VF

)
,

(3.38)

where X = (X ′1 X
′
2 X

′
3)′ is T × k, and Ω = diag

(
σ2

(1), . . . , σ
2
(1), σ

2
(2), . . . , σ

2
(2), σ

2
(3), . . . , σ

2
(3)

)
is a T × T matrix.

When we have two breaks in the model, the post-break estimator is

√
T
(
β̂(3) − β(3)

)
=
(X ′3 Ω−1

3 X3

T − T2

)−1( X ′3 Ω−1
3 σ(3)ε3√

1− b2
√
T − T2

)
d−→ N

(
0, V(3)

)
,

(3.39)

where V(3) = 1
1−b2 plim

T→∞

(
X′3Ω−1

3 X3

T−T2

)−1
= 1

1−b2Q
−1
3 . Like what we did in Theorem 9, we can

write the joint asymptotic distribution of the estimators as

√
T

β̂Full − β(3)

β̂(3) − β(3)

 d−→ V 1/2Z, (3.40)

where Z ∼ N(θ, I2k), θ = V −1/2

Q−1Q1b1(δ1 + δ2) +Q−1Q2(b2 − b1)δ2

0

 and

V =

VFull VFull

VFull V(3)

. Actually the main difference between multiple breaks in compare to
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the single break is the bias term, θ. We can extend it to the case of having m breaks which

breaks happen at times {T1, T2, . . . , Tm}

yt =



x′tβ(1) + σ(1)εt if 1 < t ≤ T1,

x′tβ(2) + σ(2)εt if T1 < t ≤ T2,

...

x′tβ(m+1) + σ(m+1)εt if Tm < t < T.

(3.41)

In the case of having m breaks in model, the matrix θ which is 2k × 1 can be written as

θ = V −1/2

Q−1
(
Q1b1(δ1 + · · ·+ δm) + · · ·+Qm(bm −Bm−1)δm

)
0

 . (3.42)

Regarding the extension of the semi-parametric estimator, if we have m breaks

in the model, we need to estimate m unknown weight parameter by CV, subject to the

condition that weights are in the range of [0 1]. One interesting aspect of the kernel weights

under multiple breaks is that, the weights do not necessarily need to be decreasing as the

observations get farther from the end of the sample. This allows for the possibility that

observations in different regimes which are not next to each other be similar and have similar

weight, and might therefore be useful for forecasting out-of-sample.

3.6 Monte Carlo simulation

This section provides some Monto Carlo results based on the Stein-like combined

estimator, semi-parametric estimator, PPP’s estimator, and the post-break estimator. The

goal is to compare the MSFEs for these estimators. To do this, Let t = 1, ..., T with

T = {100, 200}, q1 =
σ(1)
σ(2)
∈ {0.5, 1, 2} and k = {3, 5, 8}. We try different values for T1
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which are proportional to the pre-break sample observations, b1 = T1
T ∈ {0.2, 0.4, 0.6, 0.8}.

Suppose xt ∼ N(0, 1) and εt ∼ i.i.d. N(0, 1). The data generating process for the single

break case is

yt =


x′tβ(1) + σ(1)εt if 1 < t ≤ T1

x′tβ(2) + σ(2)εt if T1 < t ≤ T.
(3.43)

Let β(2) be a vector of ones, and β(1) = β(2) + δ1√
T

under local alternative. Note that the

magnitude of distance between parameters is determined by the localizing parameter δ1

and sample size T . Assume that λ ≡ δ1√
T
∈ {0, 0.5, 1} represents different break sizes. The

number of replications is 1000.

We report the results based on the relative MSFE with respect to the post-break

estimator which is the benchmark estimator, i.e.,

RMSFEi =
MSFE(ŷi)

MSFE(ŷ2)
, (3.44)

where MSFE(ŷi) is MSFE(ŷα), MSFE(ŷγ) and MSFE(ŷPPP ). Tables 3.1 through 3.6

show the results of the Monte Carlo for the single break case. We have also demonstrate

some results in Figures 3.2 and 3.3.

As we may have more than one break in practice, we also consider multiple breaks

in our simulation design. Accordingly, we extend our simulation experiments to allow for

two breaks that happen at T1 = T
3 , and T2 = 2T

3 respectively. Define q1 =
σ(1)
σ(3)

and q2 =
σ(2)
σ(3)

.

The data generating process for the two breaks model follows

yt =



x′tβ(1) + σ(1)εt if 1 < t ≤ T1

x′tβ(2) + σ(2)εt if T1 < t ≤ T2

x′tβ(3) + σ(3)εt if T2 < t ≤ T,

(3.45)
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In order to consider different possibilities that may happen under multiple breaks, we do

the Monte Carlo under different experiments. Table 3.7 shows break points specifications

with the assigned experiment numbers. The first experiment is under no structural breaks.

We allow for both moderate break (0.5) and large break (1) in coefficients in either direction

(experiment numbers 2 to 5). Also, we consider the cases that the direction of break in

coefficients change from decreasing to increasing or vice versa (experiment numbers 6 to

9). Experiment 10 represents the case that we have partial change in the coefficients, i.e

β(1) = β(2) 6= β(3). Experiment 11 also shows the partial break case which β(1) 6= β(2) =

β(3). Finally, experiments 12 and 13 represent the higher and lower post-break volatility

respectively.

Simulation results

Tables 3.1 to 3.6 show the results of the Monte Carlo for the single break case

for different sample size and different q. These tables represent the results of the relative

MSFE, RMSEα ≡ MSFE(ŷα)
MSFE(ŷ2) , RMSEγ ≡ MSFE(ŷγ)

MSFE(ŷ2) , and RMSEPPP ≡ MSFE(ŷPPP )
MSFE(ŷ2) . The

benchmark forecast is post-break estimator. The first column in tables shows the ratio of

pre-break observations while the second column shows different break sizes, λ. q = 0.5

means the variance of the pre-break data is less than the post-break data. In such case,

considering the pre-break data in forecasting will improve the forecast accuracy. q = 1

happens when there is no break in the variance. Finally q = 2 means that the pre-break

data is more volatile than the post-break data, so one cannot gain a lot by considering the

pre-break data. Based on the results in Tables, the performance of the Stein-like combined

estimator is better than (in some cases equivalent) the post-break estimator in the sense of
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having lower MSFE. As we increase the number of regressors, the MSFE of the Stein-like

combined estimator decreases more. When the break size is large (λ = 1), all estimators

perform almost the same as the post-break estimator. As we expected, when we increase

the number of regressors, semi-parametric estimator performs well especially for the small

and moderate break sizes (λ ≤ 0.5) and this is because of having a lower estimation error.

PPP estimator has smaller (almost equal) MSFE than post-break estimator when k = 3 and

break size is of moderate size (large size), but as we increase the k, for the large break sizes

it has under-performance relative to the post-break estimator. We have the similar pattern

for the results when q = 1 and q = 2, but MSFE of estimators are lower with q = 0.5. The

similar results hold as we increase the sample size from 100 to 200, but when the number of

observations increase, the MSFE of estimators are closer to each other relative to T = 100.

Tables 3.8 and 3.9 show the results for the two breaks case under the specified set

up in Table 3.7. Based on the results Stein-like combined estimator has a lower MSFE than

post-break estimator. Also the combined estimator with weight γ performs very well under

this set up and even has a lower MSFE than the Stein estimator.

3.7 Empirical analysis

This section presents an empirical illustration of our method. We consider the

application of the forecasting procedure for equity premium. The data are from Welch

and Goyal (2008) which we examine part of it (1927-2018) where data for all variables are

available based on relevant frequency. We consider all data frequencies (monthly, quarterly

and yearly) to assess the performance of our model, and report the results based on quarterly
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data, monthly data and annual data in this section. We refer to Welch and Goyal (2008)

for detailed description of the data and sources.

The equity premium (or market premium) is the return on the stock market minus

the return on a short-term risk-free treasury bill. Based on the economic variables used to

predict the equity premium, we consider all 14 predictors from Welch and Goyal (2008)

which data are available from 1927:Q1-2018:Q4, giving a time-series dimension T = 368.

The 14 variables are: D/P (dividend price ratio), D/Y (dividend yield), E/P (earning price

ratio), D/E (dividend payout ratio), SV AR (stock variance), B/M(book-to-market ratio),

NTIS(net equity expansion), TBL(treasury bill rate), LTY (long term yield), LTR(long

term return), TMS(term spread), DFY (default yield spread), DFR(default return spread),

and INFL (inflation).

We recursively compute one-step-ahead forecasts using different forecasting meth-

ods for the models described in this chapter. Each time that we expand the window, initially

we apply the Schwarz’s Bayesian Information Criterio (BIC) to choose the predictors out of

k = 14 available ones which are critical in predicting the equity premium. In other words,

we select the forecasting model using this criterion from all 2k possible specifications which

k = 14. As we did not put any restriction on the number of predictors, this criterion may

choose all 14 predictors or choose nothing as the extreme cases. Since BIC has a larger

penalty term, it is a good choice to use it against in-sample over fitting, Pesaran and Tim-

mermann (1995). Besides, we identify break points by the sequential procedure introduced

by Bai and Perron (1998), hereafter BP, where we search for up to eight breaks and set

the trimming parameter to 0.1 and the significance level to 5%. Using an initial estimation
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period of n1 = 92 quarters (23 years) forecasts are recursively generated at each point in

the out-of-sample period using only the information available at the time the forecast is

made. As the selection of the forecast evaluation period is always somewhat arbitrary, we

also report the results with larger estimation window sizes of {152, 228}. The results are

qualitatively similar when a larger number of estimation period is used. The baseline fore-

cast uses the observations after the last break identified by the sequential procedure of BP.

We compare our proposed Stein-like combined estimator forecast with the BP post-break

forecast, and forecast from the semi-parametric estimator which we derive the weight (γ)

by CV. Also we compare our results with the one proposed by Pesaran et al. (2013).

Table 3.10 displays the summary statistics for the equity premium and its predic-

tors. The min, max and high standard deviation shows the higher volatility which can be

attributed to D/P , D/Y , E/P and D/E in compare to other predictors.

3.7.1 Forecast evaluation with quarterly data

In order to evaluate the performance of our proposed estimator, we compute its

out of sample MSFE and compare it with MSFE from other competing estimators. For this

purpose, we divide the sample of T observations into two parts. The first n1 observation is

used as an in-sample estimation period, and the remaining n2 = T − n1 observations is the

out-of-sample period which we recursively do one step ahead forecast. We consider different

estimation window sizes to check the sensitivity of the estimators to this choice. The MSFE

for the predictive regression model (3.41) over the forecast evaluation period is given by

MSFEi =
1

n2

n2∑
t=1

(yn1+t − ŷi,n1+t)
2, (3.46)
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where MSFEi stands for different forecasting method such as the BP post-break estima-

tor (MSFEBP ), our proposed Stein-like combined estimator (MSFEα), semi-parametric

estimator (MSFEγ) and PPP estimator (MSFEPPP ).

Table 3.11 shows the recursively out-of-sample forecasting results under different

in-sample estimation period (n1), so the beginning of the various forecast evaluation periods

runs from 1970:Q1 (n1 = 92) through 2004:Q1 (n1 = 228). We evaluate the forecasts for

horizons h = 1, 2, 3, 4 quarters. h in the first column shows the forecast horizon. The second

column (n2) shows the start date of the out-of sample period which all ends at 2018 : Q4.

Using the initial in-sample estimation period n1, forecasts are recursively generated at

each point in the out-of-sample period using only the information available at the time

the forecast is made. In the heading of Table, MSFEBP is for the case that we only

use post-break observations. MSFEα represents the results based on our proposed Stein-

like combined estimator with weight α = 1 − τ
HT

. MSFEγ column represents the results

for the semi-parametric estimator which we estimate the weight (γ) by cross validation.

MSFEPPP represents the results based on Pesaran et al. (2013) estimator. Based on the

results of the Table 3.11, the Stein-like combined estimator delivers vastly improved forecasts

(lower MSFE) compared to the BP post-break estimator for all horizons. Besides, the

semi-parametric estimator has a lower MSFE than post-break estimator but still combined

estimator with the Stein-type weight outperforms these estimators. Our proposed combined

estimator performs almost the same as PPP’s estimator when h = 1, but for h > 1, the

Stein-like combined estimator outperforms the PPP’s estimator. The reason that Stein-type

weight performs well can be attributed to the form of its weight that beautifully captures
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the break size and adjusts the weight between the full-sample estimator and the post-break

estimator accordingly.

We also use the out-of-sample R2 statistics suggested by Campbell and Thompson

(2008) to compare the forecasts based on our proposed combined estimators and other

existing methods relative to the post-break estimator. We compute the out-of-sample R2

by

R2
i = 1− MSFEi

MSFEBP
, (3.47)

where MSFEBP is the mean square forecast error based on the Bai and Perron (1998)

post-break estimator (benchmark model), and MSFEi shows the MSFE for each of the

introduced models including “α”, “γ”, and “PPP”. Obviously positive R2 shows the

out-performance of the chosen model relative to the benchmark model, and negative R2

value indicates the under-performance. Finally, we evaluate whether any of the out/under-

performance of our model is statistically significant or not corresponding to testing H0 :

R2 = 0 (MSFEBP = MSFEi) against the alternative hypothesis that H1 : R2 > 0

(MSFEBP > MSFEi). We report the well known Diebold and Mariano (1995) and West

(1996) statistic for testing the null of equal predictive ability. The results are displayed in

Table 3.12. Based on the results, the Stein-like combined estimator has a larger positive

R2 compare to the semi-parametric estimator and the post-break estimator, and the value

of R2 is significant across different estimation window size at 5% significance level for all h.

Besides, the semi-parametric estimator is performing well in terms of having lower MSFE

which actually this estimator facilitate implementing of our theoretical point that using pre-

break observations improve forecast accuracy. Based on the results, the semi-parametric
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estimator performs better for the longer forecast horizons.

3.7.2 Empirical results based on monthly and annual data

Monthly data starts from January 1927 to December 2018 which gives time series

dimension of T = 1104. Table 3.13 reports the results for MSFE which are recursively

generated using different initial in-sample estimation window sizes {276, 396, 516} such that

the beginning of the various forecast evaluation periods runs from Jan-1950 to Jan-1970.

Based on the results, MSFE of the Stein-like combined estimator is lower than all other

estimators in the table.

Annual data starts from 1927 to the end of 2018 which gives time series dimen-

sion of T = 92. We report the results under different in-sample estimation period which

correspond to early 1970’s (n1 = 43) through early 1990’s (n1 = 63). Like what we did

for the quarterly and monthly data, Table 3.14 reports the MSFE under different forecast

horizons, h. The results are similar to the one that we get with quarterly and monthly data.

Stein-like combined estimator has a lower MSFE compare to other estimators for all h.

3.8 Conclusion

In this chapter we introduce the Stein-like combined estimator of the full-sample

estimator (using all observations in the sample), and the post-break estimator which uses the

observations after the most recent break point. The standard solution for forecasting under

structural break is to use the post-break estimator, but it has been shown that using pre-

break observations can decrease the MSFE. As our combined estimator uses the pre-break
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observations, we are able to reduce the variance of forecast error at the cost of adding some

bias. We also introduce the semi-parametric estimator which is a discrete kernel weight of all

observations in the sample. This estimator gives weight one to the post-break observations,

and down-weight pre-break observations by weight γ ∈ [0 1], which we can find it numerically

by CV. Both the Stein-like combined estimator and the semi-parametric estimator have

lower MSFE than the post-break estimator. Especially for the case of large number of

regressors, the semi-parametric estimator performs well because it does not involve with

the estimation error of many parameters, and we only need to estimate the weight γ.

We also compare the performance of our proposed Stein-like combined estimator with the

alternative estimator proposed by Pesaran et al. (2013). Based on the simulation results,

all of the estimators perform well, and when the number of regressors is high and break

size is large, we do not see any underperformance in our proposed estimators. Besides, the

results from the empirical example with equity premium shows that the Stein-like combined

estimator perform better than other disccussed competing estimators and is more robust to

the frequency of data and selection of the initial in-sample estimation window.
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T1 = 20, σ(1) = 1 < σ(2) = 2 T1 = 20, σ(1) = σ(2) = 1 T1 = 20, σ(1) = 2 > σ(2) = 1

T1 = 50, σ(1) = 1 < σ(2) = 2 T1 = 50, σ(1) = σ(2) = 1 T1 = 50, σ(1) = 2 > σ(2) = 1

T1 = 80, σ(1) = 1 < σ(2) = 2 T1 = 80, σ(1) = σ(2) = 1 T1 = 80, σ(1) = 2 > σ(2) = 1

Figure 3.1: Risk-gain(%) between the Stein-like combined estimator and post break esti-
mator, when T = 100
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q = 0.5, k = 5 q = 2, k = 5

q = 0.5, k = 8 q = 2, k = 8

Figure 3.2: Simulation results with T = 100 and b1 = 0.4
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q = 0.5, k = 5 q = 2, k = 5

q = 0.5, k = 8 q = 2, k = 8

Figure 3.3: Simulation results with T = 100 and b1 = 0.8
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Table 3.7: Break point specifications by experiments

Experiment No. β(1) β(2) β(3) σ(1) σ(2) σ(3)

#1 : No break 1 1 1 1 1 1

#2 : Moderate break in coefficients (decline) 1.5 1 0.5 1 1 1

#3 : Large break in coefficients (decline) 2 1 0 1 1 1

#4 : Moderate break in coefficients (increase) 0.5 1 1.5 1 1 1

#5 : Large break in coefficients (increase) 0 1 2 1 1 1

#6 : Moderate decreasing and increasing break 1.5 1 1.5 1 1 1

#7 : Large decreasing and increasing break 2 1 2 1 1 1

#8 : Moderate increasing and decreasing break 0.5 1 0.5 1 1 1

#9 : Large increasing and decreasing break 0 1 0 1 1 1

#10 : No break, then increasing break 1 1 2 1 1 1

#11 : Decreasing, then no break 2 1 1 1 1 1

#12 : Higher post-break volatility 1 1 1 1 1 2

#13 : Lower post-break volatility 1 1 1 1 1 0.5

74



T
a
b

le
3.

8:
S

im
u

la
ti

on
re

su
lt

s
fo

r
m

u
lt

ip
le

b
re

ak
s,
T

=
10

0

k
=

3
k

=
5

k
=

8

E
x
p

er
im

en
t

R
M
S
F
E
α

R
M
S
F
E
γ

R
M
S
F
E
P
P
P

R
M
S
F
E
α

R
M
S
F
E
γ

R
M
S
F
E
P
P
P

R
M
S
F
E
α

R
M
S
F
E
γ

R
M
S
F
E
P
P
P

#
1

0
.9

5
1

0
.9

57
0.

99
8

0.
88

7
0.

90
6

0.
99

6
0.

82
0

0.
83

0
0.

98
2

#
2

0
.9

9
9

0
.9

94
1.

01
9

0.
99

5
0.

98
3

1.
01

8
0.

99
1

0.
97

9
1.

00
9

#
3

0
.9

9
9

1
.0

00
1.

01
0

0.
99

8
0.

99
5

1.
01

1
0.

99
7

0.
99

3
1.

00
9

#
4

0
.9

9
9

0
.9

97
1.

00
8

0.
99

6
0.

99
2

1.
01

2
0.

99
5

0.
97

8
1.

00
3

#
5

1
.0

0
0

1
.0

04
1.

01
5

1.
00

0
1.

00
4

1.
01

4
1.

00
0

1.
00

3
1.

00
8

#
6

0
.9

8
3

0
.9

64
1.

00
4

0.
96

7
0.

92
1

0.
99

2
0.

91
1

0.
86

0
0.

99
0

#
7

0
.9

9
8

0
.9

68
1.

01
1

0.
99

5
0.

94
2

1.
00

9
0.

99
0

0.
87

6
1.

01
0

#
8

0
.9

9
1

0
.9

75
1.

00
1

0.
96

0
0.

92
9

0.
99

6
0.

95
5

0.
86

8
0.

99
5

#
9

0
.9

9
4

0
.9

62
1.

00
9

1.
00

0
0.

93
5

1.
01

3
1.

00
0

0.
87

8
1.

00
9

#
1
0

0.
99

9
1
.0

0
2

1.
00

9
0.

99
9

0.
99

7
1.

00
9

0.
99

5
0.

99
4

1.
01

5

#
1
1

0.
98

4
0
.9

6
6

1.
01

1
1.

00
0

0.
93

4
1.

00
4

1.
00

0
0.

87
6

1.
09

5

#
1
2

0.
93

4
0
.9

4
9

1.
01

1
0.

85
9

0.
89

2
1.

00
2

0.
78

2
0.

81
6

1.
00

1

#
1
3

0.
96

5
0
.9

6
8

1.
00

0
0.

90
9

0.
92

1
0.

99
7

0.
84

9
0.

85
4

0.
97

5

75



T
a
b

le
3.

9:
S

im
u

la
ti

on
re

su
lt

s
fo

r
m

u
lt

ip
le

b
re

ak
s,
T

=
20

0

k
=

3
k

=
5

k
=

8

E
x
p

er
im

en
t

R
M
S
F
E
α

R
M
S
F
E
γ

R
M
S
F
E
P
P
P

R
M
S
F
E
α

R
M
S
F
E
γ

R
M
S
F
E
P
P
P

R
M
S
F
E
α

R
M
S
F
E
γ

R
M
S
F
E
P
P
P

#
1

0
.9

8
2

0
.9

81
0.

99
9

0.
95

3
0.

95
9

0.
99

9
0.

93
3

0.
93

8
0.

99
5

#
2

0
.9

9
9

0
.9

87
1.

00
2

0.
99

9
0.

97
2

1.
00

7
0.

99
7

0.
95

0
1.

02
1

#
3

0
.9

9
9

0
.9

83
1.

00
7

0.
99

8
0.

97
4

1.
01

6
0.

99
6

0.
93

9
1.

01
1

#
4

0
.9

9
9

1
.0

01
1.

00
8

1.
00

0
0.

99
4

1.
04

0
1.

00
0

0.
98

9
1.

05
7

#
5

0
.9

9
9

1
.0

01
1.

03
8

0.
99

9
1.

00
0

1.
04

0
0.

99
9

0.
99

9
1.

06
6

#
6

0
.9

9
9

0
.9

91
1.

00
2

0.
99

0
0.

96
9

1.
00

9
0.

97
0

0.
94

9
1.

01
5

#
7

0
.9

9
9

0
.9

86
1.

00
1

1.
00

0
0.

97
3

1.
01

5
1.

00
0

0.
95

0
1.

03
9

#
8

0
.9

9
5

0
.9

91
1.

00
7

0.
98

3
0.

97
6

1.
01

2
0.

98
0

0.
96

7
1.

01
1

#
9

0
.9

9
8

0
.9

88
1.

00
7

0.
99

3
0.

97
6

1.
02

3
0.

99
1

0.
95

6
1.

05
5

#
1
0

0.
99

4
1
.0

0
3

1.
01

5
0.

98
8

1.
00

3
1.

01
3

0.
98

4
1.

00
7

1.
04

0

#
1
1

1.
00

0
0
.9

9
1

1.
00

7
0.

99
3

0.
96

5
1.

01
0

0.
98

9
0.

93
9

1.
02

9

#
1
2

0.
97

9
0
.9

7
8

1.
00

0
0.

94
3

0.
95

0
1.

00
1

0.
91

7
0.

92
4

0.
99

6

#
1
3

0.
98

3
0
.9

8
5

0.
99

8
0.

95
9

0.
96

9
1.

00
0

0.
94

1
0.

95
0

0.
99

8

76



Table 3.10: Summary statistics for quarterly data

Variables Mean St. dev. Min. Max. Median

Equity Premium 0.0183 0.1058 -0.3654 0.6700 0.0280

D/P -3.3785 0.4660 -4.4932 -1.9039 -3.3567

D/Y -3.3643 0.4600 -4.4966 -2.0331 -3.3291

E/P -2.7414 0.4223 -4.8074 -1.7750 -2.7926

D/E -0.6372 0.3341 -1.2442 1.3795 -0.6304

SV AR 0.0086 0.0147 0.0004 0.1144 0.0039

BM 0.5695 0.2678 0.1252 2.0285 0.5462

NTIS 0.0167 0.0257 -0.0529 0.1635 0.0168

TBL 0.0339 0.0309 0.0001 0.1549 0.0293

LTY 0.0509 0.0279 0.0179 0.1482 0.0420

LTR 0.0144 0.0466 -0.1451 0.2437 0.0094

TMS 0.0170 0.0130 -0.0350 0.0453 0.0175

DFY 0.0113 0.0070 0.0034 0.0559 0.0090

DFR 0.0010 0.0219 -0.1184 0.1629 0.0018

INFL 0.0074 0.0130 -0.0411 0.0909 0.0072
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Table 3.11: Out-of-sample forecasting performance with quarterly data

h n2 MSFEα MSFEγ MSFEBP MSFEPPP

1 1950:Q1-2018:Q4 0.0067 0.0076 0.0088 0.0068

1960:Q1-2018:Q4 0.0073 0.0081 0.0097 0.0074

1970:Q1-2018:Q4 0.0078 0.0089 0.0099 0.0080

2 1950:Q1-2018:Q4 0.0068 0.0083 0.0105 0.0087

1960:Q1-2018:Q4 0.0073 0.0089 0.0116 0.0096

1970:Q1-2018:Q4 0.0077 0.0097 0.0105 0.0086

3 1950:Q1-2018:Q4 0.0073 0.0086 0.0128 0.0239

1960:Q1-2018:Q4 0.0079 0.0089 0.0138 0.0272

1970:Q1-2018:Q4 0.0077 0.0093 0.0109 0.0082

4 1950:Q1-2018:Q4 0.0081 0.0079 0.0155 0.0078

1960:Q1-2018:Q4 0.0087 0.0085 0.0173 0.0084

1970:Q1-2018:Q4 0.0080 0.0089 0.0119 0.0087
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Table 3.12: Statistical significance of predictive accuracy with quarterly data

h n1 R2
α R2

γ R2
PPP

1 1950:Q1-2018:Q4 0.2414 0.1379 0.2299

(0.0000) (0.0001) (0.0000)

1960:Q1-2018:Q4 0.2474 0.1649 0.2371

(0.0000) (0.0001) (0.0000)

1970:Q1-2018:Q4 0.2121 0.1010 0.2020

(0.0000) (0.0026) (0.0001)

2 1950:Q1-2018:Q4 0.3509 0.2632 0.3333

(0.0000) (0.0000) (0.0000)

1960:Q1-2018:Q4 0.3659 0.2846 0.3333

(0.0000) (0.0000) (0.0000)

1970:Q1-2018:Q4 0.2655 0.1593 0.3274

(0.0000) (0.0001) (0.0000)

3 1950:Q1-2018:Q4 0.4527 0.3176 -0.6757

(0.0000) (0.0002) (0.0001)

1960:Q1-2018:Q4 0.4516 0.3484 -0.8194

(0.0000) (0.0003) (0.0003)

1970:Q1-2018:Q4 0.3231 0.1462 0.2077

(0.0000) (0.0007) (0.0002)

4 1950:Q1-2018:Q4 0.5333 0.4444 0.4611

(0.0000) (0.0004) (0.0001)

1960:Q1-2018:Q4 0.5497 0.4712 0.4503

(0.0000) (0.0006) (0.0003)

1970:Q1-2018:Q4 0.3986 0.2238 0.2238

(0.0000) (0.0008) (0.0015)
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Table 3.13: Out-of-sample forecasting performance with monthly data

h n2 MSFEα MSFEγ MSFEBP MSFEPPP

1 1950:01-2018:12 0.0019 0.0021 0.0020 0.0329

1960:01-2018:12 0.0020 0.0022 0.0021 0.0382

1970:01-2018:12 0.0022 0.0023 0.0022 0.0458

2 1950:01-2018:12 0.0019 0.0022 0.0021 0.0027

1960:01-2018:12 0.0020 0.0023 0.0021 0.0030

1970:01-2018:12 0.0022 0.0024 0.0023 0.0033

3 1950:01-2018:12 0.0019 0.0022 0.0021 0.0021

1960:01-2018:12 0.0020 0.0023 0.0022 0.0023

1970:01-2018:12 0.0022 0.0025 0.0023 0.0025

4 1950:01-2018:12 0.0019 0.0022 0.0021 0.0029

1960:01-2018:12 0.0021 0.0023 0.0023 0.0032

1970:01-2018:12 0.0022 0.0024 0.0023 0.0036
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Table 3.14: Out-of-sample forecasting performance with annual data

h n2 MSFEα MSFEγ MSFEBP MSFEPPP

1 1970-2018 0.0300 0.0323 0.0323 0.0337

1980-2018 0.0265 0.0288 0.0288 0.0291

1990-2018 0.0277 0.0279 0.0279 0.028

2 1970-2018 0.0360 0.0520 0.0520 0.0356

1980-2018 0.0313 0.0508 0.0507 0.0259

1990-2018 0.0282 0.0289 0.0288 0.0285

3 1970-2018 0.0288 0.0364 0.0363 0.0315

1980-2018 0.0270 0.0360 0.0359 0.0260

1990-2018 0.0268 0.0278 0.0278 0.0271

4 1970-2018 0.0320 0.0407 0.0407 0.3013

1980-2018 0.0277 0.0356 0.0356 0.3378

1990-2018 0.0275 0.0284 0.0284 0.0276
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Chapter 4

Estimation and Forecasting of

Heterogeneous Panel Data Models

with Multiple Breaks

4.1 Introduction

By increasing the availability of longitudinal data sets, panel data models have

become a popular tool and attracted much attention in statistics and econometrics. The

extension of structural break models to the panel data setup is crucial because a structural

break is regarded as an exogenous shock with permanent effects on the economic variables,

and such a shock is likely to have impacts on many economic variables simultaneously.

Recently there has been a growing literature on the estimation and tests of common breaks

in panel data models in which there are N individual units and T time series observations
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for each individual. Much of the existing research concentrates on the detection of change

points and asymptotic properties of their estimators.

Single change point estimation in the linear regression model is analyzed in Bai

(1997a). Bai and Perron (1998, 2003) extends the results of Bai (1997a) to the multiple

break points, and also propose tests for detecting the number of breaks. Bai et al. (1998)

extends the work for multivariate time series and find that the number of series is positively

related to the accuracy of the change point estimator. Joseph and Wolfson (1992, 1993)

develop the idea of structural breaks to the panel data model. Bai (2010) studies the

asymptotic properties of the change point estimator for the cross section independence

model but allowing serially correlation within each panel. Hsu and Lin (2012) extends

Bai (2010) theory to non-stationary panel data models where the error terms follow an

I(1) process. Results on testing for breaks have been extended to various forms of linear

regression by Horváth and Hušková (2012), Pesaran and Yamagata (2008), Su and Chen

(2013), Kim (2011, 2014), Baltagi et al. (2016), Baltagi et al. (2017) and Kao et al. (2012,

2018), among others. Furthermore, Chan et al. (2008) extend the testing procedure of

Andrews (2003) from time series to heterogeneous panels where the breaks may occur at

different time points across individuals. Smith (2018) develops a Bayesian approach to

estimate noncommon breaks in panel regression models.

Despite the considerable attention to detection of break points with panel model,

there are only a few papers that focusing on forecasting panel data model under the struc-

tural breaks. Liu (2018) constructs individual-specific density forecasts using a dynamic

linear panel data model with common and heterogeneous coefficients and cross-sectional
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heteroskedasticity. Smith and Timmermann (2018) develop a Bayesian panel regression

approach to estimating an unknown number of breaks and forecasting future outcomes. See

also Smith (2018) who develops a Bayesian methodology by considering the regime-specific

grouped heterogeneity, and Liu et al. (2020) who focus on point forecasts in dynamic panel

data model.

This chapter provides a new averaging estimator, which is also well-known as the

Stein-like shrinkage estimator, for the slope coefficients in the case of panel data models

when the cross section dimension (N) is fixed while the time dimension (T ) is allowed to

increase without bounds. The importance of allowing for large T is crucial because for

example technological changes or policy implementations are likely to happen over the long

time horizons. We consider the common date of change over all cross sections, and we allow

for the cross-sectional dependence to take advantage of more observations using panels, as

opposed to time-series or cross-sectional data. The usefulness of the common breaks is

obvious for the cases that global technological changes or financial shocks affect all markets

or firms at the same time.

Our proposed estimator takes a weighted average of the unrestricted estimator and

the restricted estimator using the combination weight constructed from a quadratic loss.

See also Massoumi (1978) and Hansen (2016, 2017) for applying the stein-type weight in

different context. The unrestricted estimator estimates the coefficient using the generalized

least square method (GLS) by considering the common breaks across individuals. The

restricted estimator is built under the restriction of no breaks in the coefficient, and therefore

it will be bias when we have a break, but it is more efficient. We establish the asymptotic
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distribution for the Stein-like shrinkage estimator and show that the asymptotic risk of this

estimator is strictly smaller than the unrestricted estimator under some conditions on the

shrinkage parameter.

We undertake the Monte Carlo simulation study to evaluate the performance of the

proposed estimator. Besides, we use the Stein-like shrinkage estimator to forecast industry

level inflation rate, and the results confirms our theoretical findings.

This chapter is structured as follows. Section 4.2 sets up the heterogeneous panel

data model under the structural breaks. Section 4.3 introduces the Stein-like shrinkage

estimator and its asymptotic distributions and asymptotic risk. Section 4.4 extends the

model with multiple structural breaks. Section 4.5 reports Monte Carlo simulation. Finally

Section 4.7 concludes. Detailed proofs are provided in the Appendix.

4.2 The model and assumptions

Consider the following heterogeneous linear panel data model with a common

break across individuals at time T1

yi,t = x′i,tβi + ui,t for i = 1, . . . , N, t = 1, . . . , T, (4.1)

where

βi =


βi(1) for t = 1, . . . , T1,

βi(2) for t = T1 + 1, . . . , T,

(4.2)

xi,t is a k× 1 vector of regressors, and ui,t is the error term with zero mean and allowed to

have cross-sectional dependence as well as heteroskedasticity.
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Let Yi, Xi, Ui denote the stacked data and errors for individuals i = 1, . . . , N over

the time period observed. Then,

Yi = Xiβi + Ui, (4.3)

where Yi =

yi(1)

yi(2)

 is a vector of T × 1 dependent variables, with yi(1) =


yi,1

...

yi,T1

 is T1 × 1,

yi(2) =


yi,T1+1

...

yi,T

 is (T − T1) × 1. Also, Xi =

xi(1) 0

0 xi(2)

 is a T × 2k matrix where

xi(1) =


x′i,1

...

x′i,T1

 is T1 × k, and xi(2) =


x′i,T1+1

...

x′i,T

 is (T − T1) × k. βi =

βi(1)

βi(2)

 is 2k × 1,

and Ui =

ui(1)

ui(2)

 is T×1 with ui(1) =


ui,1

...

ui,T1

 is T1×1, , and ui(2) =


ui,T1+1

...

ui,T

 is (T−T1)×1.

We can stack the model over individuals and write it in a matrix form as

Y = Xb+ U, (4.4)

where Y =



Y1

Y2

...

YN


is a vector of NT × 1 dependent variables, X =



X1 0 . . . 0

0 X2 . . . 0

... 0
. . . 0

0 . . . 0 XN


is
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a matrix of NT × 2NK regressors, b =



β1

β2

...
βN


is a vector of 2NK × 1, and U =



U1

U2

...
UN


.

4.2.1 Assumptions

A1. E(Ui|X1, . . . , XN ) = 0.

A2. plim
T→∞

(
X′Ω−1X
NT

)−1
= Q, where Q is a positive definite matrix. This guaranties that the

GLS estimators are uniquely defined.

A3. We assume cross-sectional dependence such that the variance of the error term is

V ar(U) ≡ Ω =



Ω11 Ω12 . . . Ω1N

Ω21 Ω22 . . . Ω2N

...
...

. . .
...

ΩN1 ΩN2 . . . ΩNN


which is a matrix of NT ×NT ,

where Ωij =

cov
(
ui(1), uj(1)

)
0

0 cov
(
ui(2), uj(2)

)
 =

σ2
ij(1)IT1 0

0 σ2
ij(2)I(T−T1)

 . We can

estimate the elements of Ωij as σ̂2
ij(1) =

û′
i(1)

ûj(1)

T1−k , where ûi(1) = yi(1)− xi(1)β̂i(1), and β̂i(1) =(
x′i(1)xi(1)

)−1
x′i(1)yi(1). Similarly, σ̂2

ij(2) =
û′
i(2)

ûj(2)

T−T1−k , where ûi(2) = yi(2) − xi(2)β̂i(2), and

β̂i(2) =
(
x′i(2)xi(2)

)−1
x′i(2)yi(2), for i = 1, . . . , N.

4.3 Stein-like shrinkage estimator

For the estimation of the parameters in the introduced panel data model, we con-

sider the Stein-like shrinkage estimator that can reduce the estimation error under structural
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breaks. Our proposed shrinkage estimator denoted by b̂w is

b̂w = wb̂ur + (1− w)b̂r, (4.5)

where b̂r is called the restricted estimator and it is under the null hypothesis of no breaks in

the coefficients, and it estimates the parameters by ignoring the breaks. So, this estimator

is bias when we have a break but it is efficient. The unrestricted estimator, b̂ur, estimates

the coefficients by considering the common break points across all individuals; This is the

unbiased estimator but less efficient. Basically combining the restricted and unrestricted

estimators trade-off the bias and variance efficiency. The combination weight takes the form

of

w =
(

1− τ

DT

)
+
, (4.6)

which includes the positive part, τ is the shrinkage parameter and controls the degree of

shrinkage, DT is the weighted quadratic loss which is equal to

DT = T (b̂ur − b̂r)′W(b̂ur − b̂r), (4.7)

and W is any positive definite weight matrix. For example, if W =
(
X ′Ω−1X

)−1
, then DT

is equivalent to the Wald statistic. For large break sizes (large value of DT ), the shrinkage

estimator assigns more weights to the unrestricted estimator. The reason for that is related

to the large bias that restricted estimator adds to the model. On the other hand, for small

break sizes (small value of DT ), the shrinkage estimator assigns more weight to the restricted

estimator to gain from its efficiency. Basically having this form of weight helps to assign

appropriate weight to each of the estimators based on the severity of the breaks.
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4.3.1 Unrestricted estimator

As we mentioned earlier, the unrestricted estimator considers the common breaks

across individuals, and estimate the coefficients using the available observations within each

regime. Using GLS method, we estimate the coefficients as

b̂ur =
(
X ′Ω−1X

)−1
X ′Ω−1Y. (4.8)

4.3.2 Restricted estimator

Alternatively, one can estimate the coefficients by ignoring the break points over

all individuals. Basically, this estimator is constructed under the assumption of no breaks

in the model. The restricted estimator is

b̂r = b̂ur −
(
X ′Ω−1X

)−1
R′
[
R
(
X ′Ω−1X

)−1
R′
]−1

Rb̂ur

= b̂ur − VurLRb̂ur,
(4.9)

where we define L ≡ R′
[
R
(
X ′ Ω−1X

)−1
R′
]−1

which is a 2Nk ×Nk matrix.

4.3.3 Asymptotic distribution

Our analysis is asymptotic as the time series dimension T →∞ while the number

of individual units, N , is fixed. Under the local asymptotic normality approach, consider

the parameter sequences of the form b = b0 + h√
T

, where b0 is the true parameter space, and

h shows magnitude of the break size in coefficients. So, for any fixed h, the break size h√
T

converges to zero as the sample size increases. We allow the size of the break be different

across individuals. That means, for each individual i = 1, . . . , N , we have βi(1) = βi(2) + δi√
T
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or generally

Rb =



β1(1) − β1(2)

β2(1) − β2(2)

...
βN(1) − βN(2)


=

1√
T



δ1

δ2

...

δN


=

δ√
T
, (4.10)

where δ = (δ′1, . . . , δ
′
N )′ is a vector of NK × 1, and the convention matrix R is defined as

R =



Ik −Ik 0 0 0 . . . 0

0 0 Ik −Ik 0 . . . 0

...

0 . . . 0 Ik −Ik


, (4.11)

with rank equal to p. Note that Rb0 = 0 under the null hypothesis of no break, and

thereforeRh = δ. By having the distribution of the unrestricted estimator and the restricted

estimator, we can derive the asymptotic distribution for the Stein-like shrinkage estimator,

and later on derive its asymptotic risk. Theorem 21 summarizes the results.

Theorem 21 The asymptotic distribution of the unrestricted estimator is

√
T
(
b̂ur − b

) d−→ Z ∼ N
(
0, Vur

)
, (4.12)

and the asymptotic distribution of the restricted estimator is

√
T
(
b̂r − b

) d−→ Z − VurR′
(
RVurR

′)−1
R(Z + h). (4.13)

Besides, under the local alternative assumption and by having an smooth (locally quadratic)

loss function in DT , we have:

DT = T (b̂ur − b̂r)′W(b̂ur − b̂r)
d−→ (Z + h)′B(Z + h), (4.14)
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α ≡ α(Z)
d−→
(

1− τ

(Z + h)′B(Z + h)

)
+
, (4.15)

√
T
(
b̂w − b

) d−→ Z − α(Z)Vur LR(Z + h), (4.16)

where B ≡ R′L′VurWVurLR is a matrix of 2Nk × 2Nk. �

See Appendix C for the proof and details of Theorem 21. As we derive the asymptotic dis-

tribution for the Stein-like shrinkage estimator, we can derive its asymptotic risk. Theorem

22 shows the asymptotic risk for the Stein-like shrinkage estimator.

Theorem 22 For 0 < τ ≤ 2
(
tr(A) − 2λmax(A)

)
and for any W > 0, the asymptotic risk

for the Stein-like shrinkage estimator is equal to

ρ(b̂w,W) < ρ(b̂ur,W)− τ
[2
(
tr(A)− 2λmax(A)

)
− τ

(c+ 1)tr(A)

]
, (4.17)

where A ≡ W1/2 VurR
′L′VurW1/2 and 0 < c < ∞. Therefore, the asymptotic risk of the

Stein-like shrinkage estimator is less than the unrestricted estimator. �

Appendix C has the complete proof of Theorem 22. As the shrinkage parameter, τ , is

unknown, we can find it by minimizing the asymptotic risk. Theorem 23 shows the optimal

value of the shrinkage parameter denoted by τ∗opt, and the associated asymptotic risk for

the Stein-like shrinkage estimator.

Theorem 23 The optimal value of τ is

τ∗opt = tr(A)− 2λmax(A), (4.18)

and the asymptotic risk for the Stein-type shrinkage estimator after plugging the τ∗opt is

ρ(b̂w,W) < ρ(b̂ur,W)−

[
tr(A)− 2λmax(A)

]2

(c+ 1)tr(A)
, (4.19)
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which shows that the asymptotic risk of the Stein-like shrinkage estimator is strictly smaller

than the unrestricted estimator. �

Up to now, we discuss about the risk of the Stein estimator for any W > 0. If W =(
X ′Ω−1X

)−1
which is a prediction weight, all calculations become simpler. Corollary 24

summarizes the results for this specific choice of W.

Corollary 24 For W =
(
X ′Ω−1X

)−1
, the optimal value of τ is

τ∗opt = p− 2, (4.20)

where τ∗opt is positive as long as p > 2, which p is the number of restrictions. Also, the

associated asymptotic risk is

ρ(b̂w,W) < ρ(b̂ur,W)−
(
p− 2

)2
h′R′

(
R
(
X ′Ω−1X

)−1
R′
)−1

Rh+ p
. (4.21)

�

4.3.4 Forecasting

Generating accurate forecasts in the presence of structural breaks requires careful

consideration of bias-variance tradeoffs. As our introduced shrinkage estimator considers

this tradeoff in the estimation of parameters, it is a perfect choice for generating forecast.

Our approach is to use the proposed shrinkage estimator for forecasting by focusing on the

post-break observations across all individuals, since the true parameters that enter to the

forecasting period is the coefficients in the post-break sample. Define a Nk× 2Nk selection
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matrix G such that

Gb =



0 Ik 0 0 . . . 0 0

0 0 0 Ik . . . 0 0

...

0 0 . . . 0 0 Ik





β1(1)

β1(2)

β2(1)

β2(2)
...

βN(1)

βN(2)


=



β1(2)

β2(2)

...

βN(2)


. (4.22)

Multiplying G to the shrinkage estimator, we have

Gb̂w = wGb̂ur + (1− w)Gb̂r, (4.23)

where Gb̂ur estimates the coefficients only by using the observations after the break point

over all individuals, also known as post-break estimator, and Gb̂r is the restricted estimator

under the assumption of no breaks in the model. Define MSFE(Gb̂w) = ρ(Gb̂w, x
∗
T+1x

∗′
T+1)

as the MSFE of the shrinkage estimator, where x∗T+1 =
(
x′1,T+1, . . . , x

′
N,T+1

)′
is an Nk × 1

column vector of regressors at time T + 1, and x∗T+1x
∗′
T+1 shows the one step ahead out of

sample forecast. Theorem 25 shows the MSFE for the shrinkage estimator.

Theorem 25 The mean square forecast error of the Stein-like shrinkage estimator is

MSFE(Ĝbw) < MSFE(Gb̂ur)−

[
tr(φ)− 2λmax(φ)

]2

(c+ 1)tr(φ)
, (4.24)

where φ ≡W1/2GVurR
′L′VurG

′W1/2, and W = x∗T+1x
∗′
T+1. �

4.4 Multiple breaks

For simplicity, so far we have focused on the case with a single structural break,

but in practice a model may be subject to multiple breaks. The presence of multiple
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breaks complicates the relationship between the bias and variance efficiency, since more

breakpoint scenarios become possible. But clearly, the bias-variance tradeoff does not rely

on the absence of the multiple breaks. Therefore, the aforementioned procedure can readily

be generalized to account for the possibility of multiple breaks. When multiple common

break points occur at {T1, . . . , Tm}, there are m+ 1 regimes for each individuals as

yi,t =



x′i,tβi(1) + ui,t for 1 < t ≤ T1,

x′i,tβi(2) + ui,t for T1 < t ≤ T2,

...

x′i,tβi(m+1) + ui,t for Tm < t < T,

(4.25)

for i = 1, . . . , N . In this case, the parameter of interest, b is a vector of (m+1)Nk×1. Like

the single break case, the unrestricted estimator uses the observations within each regimes

separately and estimate the coefficients across individuals. As the restricted estimator is

under the assumption of no breaks, Rb0 = 0, when there are breaks in the model, the

convention restriction matrix R should be in a way that

Rb =



β1(1) − β1(2)

...

β1(m) − β1(m+1)

...

βN(1) − βN(2)

...

βN(m) − βN(m+1)


=

1√
T



δ11
...

δ1m
...

δN1
...

δNm


=

δ√
T
. (4.26)

Once the model is set up, the parameters, b, can be estimated by generalized least

squares as in (4.12) and (4.13). Besides, the asymptotic distributions and asymptotic risk

can be obtained similarly as in Theorems 21 and 22.
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4.5 Monte Carlo simulation

This section employs Monte Carlo simulations to examine the performance of the

theoretical results developed in the chapter. In this study, we compare the risk of the

Stein-like shrinkage estimator with the unrestricted estimator. To do this, we consider the

following data generating process

yi,t =


x′i,tβi(1) + ui,t for i = 1, . . . , N, t = 1, . . . , T1,

x′i,tβi(2) + ui,t for i = 1, . . . , N, t = T1 + 1, . . . , T,

(4.27)

where xi,t ∼ N(0, 1), and we set the first column of that to be a vector of ones in order

to allow for the fixed effect. let time series dimension be T = 100, the number of series

i = 1, . . . , N be N ∈ {5, 10}, and k ∈ {1, 3}. We consider different values for breakpoints

which are proportional to sample observations, b1 ≡ T1
T ∈ {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8},

and set W =
(
X ′Ω−1X

)−1
which gives the results for the in sample prediction.

Let βi(2) be a vector of ones, and δi = βi(1)−βi(2) = i
N−1 ∗s, where s varies from 0

to 1 in increments of 0.1. Beside, we set u1,t(1) ∼ i.i.d N
(
0, σ2

(1)

)
and u1,t(2) ∼ i.i.d N

(
0, σ2

(2)

)
,

and define q ≡ σ2
(1)/σ

2
(2) where q ∈ {0.5, 1, 2}. To allow for the cross-sectional dependence,

consider
ui,t(1) = 1.5u1,t(1) + vi,t(1) for i = 2, . . . , N, t = 1, . . . , T1

ui,t(2) = 1.5u1,t(2) + vi,t(2) for i = 2, . . . , N, t = T1 + 1, . . . , T,

(4.28)

where vi,t(1) ∼ i.i.d N(0, iN σ2
(1)), and vi,t(2) ∼ i.i.d N(0, iN σ2

(2)).

We report the ratio of the mean square error as RMSEw ≡ MSE(b̂w)

MSE(b̂ur)
. Therefore,

the value of RMSEw less than one shows the out-performance of the Stein-like shrinkage
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estimator relative to the unrestricted estimator. Tables 4.1 to 4.6 report the results. Number

of Monte Carlo is 1,000.

Simulation results

Tables 4.1 to 4.6 represent the results of the relative MSE of the Stein-like shrinkage

estimator relative to the unrestricted estimator, RMSEw ≡ ρ(b̂w,W)

ρ(b̂ur,W)
, when T = 100. The

benchmark model is the unrestricted estimator. The first column in the tables show the

number of individuals while the second column show different break size in the coefficients,

δ. Based on the results of Tables 4.1 to 4.6, the Stein-like shrinkage estimator has a better

performance compare to the unrestricted estimator, in the sense of having the smaller

mean square error. Tables 4.1-4.3 reporting the results for the case that we have only

one regressors, k = 1, and therefore these are reporting the fixed effect. For the small

break size in coefficients, the Stein-like shrinkage estimator performs much better than the

unrestricted estimator compare to the larger break sizes. As the break size in the coefficients

increases, the gain from using the Stein-like shrinkage estimator will drop and the relative

mean square error will be close to one. The reason for that can be related to the large

bias that the restricted estimator adds to the model under the large break size. Therefore

the efficiency that we can get from the restricted estimator cannot offset the effect of the

large bias. Note that even under this condition, still we do not see under-performance of

the Stein-like shrinkage estimator over the unrestricted estimator which confirms that there

is no cost in using the proposed estimator. Tables 4.4-4.6 report the results for k = 3.

Based on the results, as we increase the number of regressors, the gain obtained from the

shrinkage estimator will increase. Generally, for a fixed number of regressors, as the number
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of individual units, N , increases, the Stein-like shrinkage estimator performs better than

the unrestricted estimator, for any break points, break size in the coefficients, and any q.

4.6 Empirical analysis

This section provides some empirical analysis for forecasting U.S. industry-level

inflation rate. We work with monthly data set from January 2004 to March 2020 of seven

industries, with the industry-level industrial production as the predictor. The seven indus-

tries are chemicals, computer and electronic products, electrical equipment, food, furniture

and related products, industrial machinery, and manufacturing. All data are sourced from

Federal Reserve Economic Data (FRED). As discussed in Stock and Watson (2003), there

is evidence of instabilities in predictive performance of the growth of real output as a pre-

dictor to forecast inflation. Using the following panel model, we evaluate the out-of-sample

forecasting performance. The panel model with common breaks is specified as

yi,t = x′i,t−1βi + ui,t, (4.29)

where yi,t is the industry level inflation rate constructed as yi,t = 1200×log
(
PPIi,t/PPIi,t−1

)
in which PPI is the Producer Price Index, and xi,t is monthly industrial production in real

terms for each industry constructed as xi,t = 1200× log
(
IPi,t/IPi,t−1

)
, in which IP is the

index of industrial production.

Table 4.7 presents summary statistics for the monthly inflation rates for each

industry. The average monthly inflation rates range from −2.389 for furniture to 6.017 for

computer. Also, three industries, chemicals, electrical and furniture, experiencing deflation

over the sample. The high standard deviation along with the large range for minimum
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and maximum values reflect the large fluctuation in inflation, which can be attributed to

furniture.

We evaluate the out-of-sample forecasting performance of the proposed shrink-

age estimator with three alternative models in terms of their MSFEs. The first model is

a panel model which estimates the post-break parameters across the entire cross-section

(unrestricted estimator). The second model is a time series linear regression estimating

post-break parameters independently to each series in the cross-section using ordinary least

squares. The third model is the a panel with cross-sectional dependence but no breaks

(restricted estimator). We estimate the model and the break point using initial estimation

period of 5 years, from January 2004 up to the end of December 2008. Using the esti-

mated parameters, we generate out-of-sample forecasts of inflation rates using a recursive

(expanding) estimation window. Table 4.8 presents the results. In the heading of the table,

MSFEw is the MSFE based on the Stein-like shrinkage estimator, MSFEur is the MSFE of

the unrestricted estimator (first alternative model), MSFEurind is MSFE based on the time

series model (second alternative model), and MSFEr is MSFE of the restricted estimator

(third alternative model). * indicate significance at 1% based on Diebold and Mariano

(1995) and West (1996) statistic.

Based on the results, the MSFE of the Stein-like shrinkage estimator is smaller

than the unrestricted estimator, and this result is consistent with our theoretical findings.

Furthermore, the MSFE of the Stein-like shrinkage estimator is lower than the other alter-

native estimators.
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4.7 Conclusion

In this chapter, we introduce the Stein-like shrinkage estimator for estimating the

coefficients of the heterogeneous panel data regression models with cross-sectional depen-

dence under structural breaks. This shrinkage estimator is a combination of the unrestricted

estimator and the restricted estimator. The restricted estimator is under the null hypothesis

of no breaks in the coefficient. So, this is the efficient estimator, but it is bias when there is

a break in the model. The unrestricted estimator estimate the unknown coefficient across

all individuals by considering the break points. Therefore, the unrestricted estimator is the

unbiased estimator but less efficient. Basically, the proposed Stein-like shrinkage estima-

tor considers the tradeoff between bias and variance efficiency. The combination weight is

proportion to the loss function, in which depending on the break size, it assigns weight to

each of the estimators. We establish the asymptotic distribution and asymptotic risk for

the proposed estimator and show that the Stein-like shrinkage estimator out-performs the

unrestricted estimator, in the sense of having an smaller mean square error, for any break

points and break size. Monte Carlo simulations and also empirical example of forecasting

U.S. industry level inflation rates confirm the superiority of using the proposed Stein-like

shrinkage estimator over the unrestricted estimator.
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Table 4.1: Simulation results with k = 1, q = 0.5

δ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

N = 5

0.00 0.679 0.634 0.580 0.522 0.477 0.459 0.444

0.11 0.694 0.672 0.620 0.575 0.524 0.503 0.484

0.22 0.775 0.754 0.722 0.679 0.634 0.583 0.539

0.33 0.856 0.852 0.842 0.798 0.750 0.692 0.627

0.44 0.928 0.937 0.923 0.891 0.866 0.801 0.717

0.55 0.969 0.972 0.943 0.949 0.914 0.883 0.829

0.66 0.989 0.985 0.986 0.973 0.986 0.945 0.867

0.77 0.991 0.990 0.999 0.974 0.990 0.959 0.931

0.88 0.995 0.993 0.996 0.998 0.991 0.988 0.954

1.00 0.998 0.999 0.997 0.999 0.988 0.986 0.964

N = 10

0.00 0.635 0.580 0.524 0.458 0.414 0.406 0.441

0.11 0.654 0.603 0.543 0.481 0.440 0.416 0.450

0.22 0.688 0.639 0.594 0.535 0.486 0.451 0.472

0.33 0.755 0.708 0.664 0.611 0.559 0.517 0.518

0.44 0.793 0.764 0.740 0.689 0.639 0.587 0.577

0.55 0.851 0.834 0.803 0.764 0.716 0.650 0.613

0.66 0.896 0.890 0.850 0.833 0.763 0.709 0.667

0.77 0.913 0.916 0.895 0.870 0.831 0.767 0.727

0.88 0.933 0.928 0.917 0.890 0.868 0.816 0.753

1.00 0.951 0.933 0.928 0.920 0.892 0.851 0.796
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Table 4.2: Simulation results with k = 1, q = 1

δ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

N = 5

0.00 0.578 0.620 0.644 0.661 0.640 0.631 0.574

0.11 0.575 0.643 0.669 0.686 0.667 0.643 0.585

0.22 0.645 0.686 0.711 0.735 0.711 0.700 0.633

0.33 0.694 0.753 0.794 0.805 0.784 0.753 0.696

0.44 0.756 0.818 0.854 0.867 0.859 0.832 0.769

0.55 0.831 0.909 0.914 0.921 0.909 0.871 0.830

0.66 0.880 0.932 0.952 0.961 0.945 0.927 0.873

0.77 0.928 0.956 0.997 0.989 0.968 0.972 0.924

0.88 0.961 0.985 0.984 0.995 0.983 0.971 0.955

1.00 0.986 0.993 0.989 0.995 0.988 0.989 0.979

N = 10

0.00 0.550 0.577 0.602 0.609 0.606 0.555 0.549

0.11 0.558 0.580 0.617 0.618 0.618 0.574 0.560

0.22 0.581 0.605 0.633 0.650 0.632 0.611 0.582

0.33 0.598 0.643 0.669 0.681 0.669 0.636 0.603

0.44 0.639 0.686 0.722 0.731 0.723 0.678 0.639

0.55 0.681 0.729 0.766 0.777 0.783 0.727 0.689

0.66 0.719 0.775 0.809 0.829 0.814 0.775 0.723

0.77 0.759 0.806 0.848 0.865 0.843 0.811 0.761

0.88 0.796 0.844 0.881 0.888 0.869 0.852 0.790

1.00 0.829 0.882 0.905 0.913 0.901 0.887 0.833
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Table 4.3: Simulation results with k = 1, q = 2

δ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

N = 5

0.00 0.463 0.450 0.487 0.536 0.590 0.640 0.677

0.11 0.475 0.495 0.528 0.581 0.624 0.669 0.708

0.22 0.554 0.588 0.629 0.666 0.718 0.754 0.780

0.33 0.638 0.698 0.740 0.801 0.827 0.867 0.851

0.44 0.721 0.795 0.844 0.896 0.935 0.920 0.933

0.55 0.819 0.870 0.934 0.955 0.963 0.974 0.969

0.66 0.878 0.928 0.963 0.969 0.980 0.985 0.989

0.77 0.931 0.964 0.994 0.995 0.999 1.003 0.998

0.88 0.945 0.970 0.992 0.993 0.994 0.993 0.998

1.00 0.968 0.997 0.999 0.999 0.998 0.999 0.999

N = 10

0.00 0.456 0.390 0.419 0.459 0.523 0.583 0.637

0.11 0.455 0.415 0.431 0.483 0.538 0.595 0.650

0.22 0.492 0.444 0.480 0.534 0.586 0.653 0.696

0.33 0.522 0.505 0.554 0.616 0.663 0.716 0.737

0.44 0.562 0.575 0.633 0.692 0.741 0.795 0.796

0.55 0.625 0.652 0.707 0.762 0.808 0.840 0.855

0.66 0.669 0.714 0.765 0.825 0.859 0.862 0.884

0.77 0.711 0.776 0.838 0.859 0.906 0.917 0.919

0.88 0.760 0.812 0.853 0.902 0.908 0.934 0.931

1.00 0.805 0.856 0.878 0.927 0.938 0.956 0.948
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Table 4.4: Simulation results with k = 3, q = 0.5

δ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

N = 5

0.00 0.574 0.534 0.470 0.406 0.350 0.301 0.297

0.11 0.602 0.579 0.518 0.445 0.388 0.347 0.332

0.22 0.682 0.690 0.644 0.579 0.509 0.440 0.392

0.33 0.775 0.779 0.746 0.695 0.641 0.570 0.497

0.44 0.842 0.841 0.825 0.789 0.734 0.666 0.585

0.55 0.879 0.891 0.878 0.851 0.803 0.752 0.665

0.66 0.909 0.930 0.904 0.891 0.846 0.801 0.716

0.77 0.935 0.936 0.926 0.913 0.877 0.852 0.775

0.88 0.944 0.960 0.949 0.927 0.911 0.875 0.815

1.00 0.954 0.959 0.954 0.945 0.929 0.905 0.848

N = 10

0.00 0.597 0.544 0.479 0.409 0.361 0.354 0.441

0.11 0.611 0.562 0.490 0.428 0.381 0.367 0.450

0.22 0.642 0.600 0.544 0.475 0.428 0.409 0.463

0.33 0.680 0.659 0.610 0.549 0.488 0.456 0.496

0.44 0.732 0.721 0.672 0.622 0.562 0.512 0.535

0.55 0.778 0.767 0.729 0.682 0.627 0.575 0.578

0.66 0.811 0.814 0.778 0.738 0.683 0.636 0.622

0.77 0.845 0.849 0.823 0.782 0.741 0.685 0.665

0.88 0.869 0.879 0.850 0.824 0.784 0.729 0.700

1.00 0.890 0.891 0.882 0.846 0.812 0.767 0.736
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Table 4.5: Simulation results with k = 3, q = 1

δ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

N = 5

0.00 0.437 0.489 0.531 0.553 0.536 0.489 0.430

0.11 0.448 0.509 0.560 0.574 0.562 0.515 0.449

0.22 0.496 0.570 0.629 0.639 0.626 0.571 0.495

0.33 0.560 0.655 0.707 0.727 0.709 0.654 0.564

0.44 0.639 0.726 0.772 0.796 0.772 0.715 0.635

0.55 0.700 0.792 0.833 0.849 0.833 0.787 0.695

0.66 0.751 0.830 0.870 0.877 0.860 0.830 0.746

0.77 0.808 0.867 0.889 0.907 0.900 0.866 0.796

0.88 0.834 0.895 0.913 0.932 0.925 0.893 0.830

1.00 0.856 0.910 0.940 0.941 0.937 0.905 0.855

N = 10

0.00 0.523 0.514 0.549 0.554 0.544 0.516 0.519

0.11 0.523 0.519 0.556 0.562 0.551 0.528 0.524

0.22 0.540 0.547 0.578 0.601 0.576 0.541 0.536

0.33 0.565 0.572 0.615 0.625 0.618 0.573 0.558

0.44 0.596 0.613 0.657 0.676 0.654 0.617 0.590

0.55 0.623 0.649 0.701 0.716 0.700 0.650 0.627

0.66 0.657 0.697 0.736 0.757 0.744 0.697 0.656

0.77 0.690 0.737 0.772 0.787 0.774 0.733 0.689

0.88 0.724 0.769 0.804 0.823 0.808 0.764 0.719

1.00 0.752 0.799 0.834 0.844 0.830 0.803 0.755
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Table 4.6: Simulation results with k = 3, q = 2

δ b1 = 0.2 b1 = 0.3 b1 = 0.4 b1 = 0.5 b1 = 0.6 b1 = 0.7 b1 = 0.8

N = 5

0.00 0.305 0.304 0.350 0.408 0.470 0.534 0.562

0.11 0.321 0.343 0.396 0.459 0.524 0.583 0.601

0.22 0.394 0.448 0.508 0.581 0.636 0.675 0.687

0.33 0.483 0.555 0.644 0.701 0.744 0.780 0.771

0.44 0.583 0.670 0.740 0.781 0.834 0.844 0.838

0.55 0.658 0.745 0.807 0.853 0.871 0.895 0.878

0.66 0.736 0.807 0.849 0.891 0.918 0.928 0.911

0.77 0.787 0.844 0.882 0.911 0.932 0.942 0.928

0.88 0.826 0.873 0.908 0.935 0.944 0.952 0.950

1.00 0.849 0.895 0.928 0.947 0.956 0.959 0.950

N = 10

0.00 0.446 0.350 0.359 0.413 0.473 0.540 0.600

0.11 0.447 0.364 0.379 0.427 0.493 0.557 0.606

0.22 0.466 0.396 0.425 0.479 0.542 0.599 0.641

0.33 0.498 0.454 0.495 0.547 0.609 0.658 0.685

0.44 0.537 0.516 0.557 0.621 0.676 0.718 0.734

0.55 0.576 0.574 0.630 0.689 0.739 0.768 0.772

0.66 0.626 0.632 0.687 0.733 0.782 0.805 0.816

0.77 0.666 0.680 0.733 0.785 0.822 0.840 0.845

0.88 0.698 0.727 0.779 0.819 0.857 0.874 0.870

1.00 0.735 0.761 0.807 0.852 0.881 0.892 0.892
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Table 4.7: Summary statistics of industry level inflation rates

Industry Mean St. dev. Min. Max.

chemicals -0.298 15.043 −83.982 65.366

computer 6.017 11.876 −50.616 36.793

electrical -0.313 14.558 −48.341 50.393

food 0.756 9.779 −29.040 28.460

furniture -2.389 18.238 −126.258 47.888

machinery 0.314 20.434 −68.609 43.802

manufacturing 0.271 10.700 −77.719 19.162

Table 4.8: Empirical results for forecasting inflation rates

out-of-sample period MSFEw MSFEur MSFEurind MSFEr

2009:01-2020:03 0.2358* 0.2488 0.2831 0.2526
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Chapter 5

Conclusions

This dissertation proposes different combined estimators to make an improvement

in the estimation and forecasting under structural break models. When it comes to estima-

tion of parameters under structural breaks, the common solution is to use the observations

within each regime separately, but this solution by itself may not necessarily minimize the

mean square error, specially if there are only a few observations within each or some regimes.

To improve the performance of the estimator, in chapter two we propose the combined es-

timator of the unrestricted estimator and the restricted estimator. Restricted estimator

estimates the coefficients under the assumption of no breaks in the model while the unre-

stricted estimator only uses the observations within each regime. We set the combination

weight between zero and one and derive the optimal value of that based on the finite sample

and asymptotic theories. For the finite sample part, we use the two well-known approaches

of the large-sample expansion method proposed by Nagar (1959) and the small-disturbance

method proposed by Kadane (1971). For the asymptotic part, we use the local asymp-
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totic framework, and derive the asymptotic risk for the combined estimator under the weak

break size in the coefficient. We show analytically that the finite sample risk and also the

asymptotic risk of the combined estimator is less than the unrestricted estimator. Monte

Carlo simulation and also empirical study support the theoretical findings.

In chapter three, we mainly focus on finding the optimal forecast under struc-

tural breaks. One standard solution for forecasting under structural breaks is to use the

observations after the most recent break-points, and estimate the coefficient using those

observations. The reason behind this solution is the fact that the true parameters that

enter to the forecasting period is the coefficient in the post-break sample. However, if the

are only a few number of observations in the post-break sample, the estimates of the coef-

ficients will be volatile, and this maps into the high mean square forecast error. To solve

this issue, we propose two different combined estimators that exploit the pre-break obser-

vations. The first one is the Stein-like combined estimator that includes the combination

of two estimators. One is the post-break estimator, and the other one is the full-sample

estimator. The full-sample estimator constructs under the assumption of no breaks in the

coefficients, and therefore uses all available observations in the sample. This is the efficient

estimator but bias if there is a break in the model. Therefore, combining these two estima-

tors tradeoffs the bias and variance efficiency. The combination weight is proportion to the

Hausman statistic that based on the strength of the break, assigns weight to each of the

two estimators. We show that the asymptotic risk of the Stein-like combined estimator is

less than the unrestricted estimator.

The second proposed estimator is the semi-parametric one that uses the smooth
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discrete kernel. The idea behind this estimator is to estimate the post-break sample using

all available observations in the full-sample and smooth them over time. Therefore, this

estimator assigns the full weight of one to post-break sample observations and down-weight

the pre-break sample by a weight between zero and one. The unknown weight can be found

by cross-validation. We prove that the estimated weight by cross-validation is optimal

in the sense that it is asymptotically equivalent to the infeasible possible weight. Given

the weight, we also derive the asymptotic distribution of the semi-parametric estimator

and show its efficiency compare to the post-break estimator. Simulation study and an

empirical example evidenced the theoretical findings. We also compare the performance of

our proposed estimator with the recent developed estimator proposed by Pesaran et. al

(2013), and show the superiority of the proposed estimators in terms of the mean square

forecast error.

In chapter four, we extend the idea of improving estimator from the time-series

model to the panel data regression model. We consider the common breaks in a heterogenous

panel data model with cross-sectional dependence. We propose the shrinkage estimator of

the unrestricted estimator with the restricted one. The unrestricted estimator estimates

the coefficients using the observations within each regime over all individual units. The

restricted estimator is developed under the null hypothesis of no breaks in the model. So,

this estimator is bias if we have a break but efficient. The combination weight is proportion

to the Wald statistic that measure the severity of the break, and based on that gives weight

to each of the estimators. We examine the properties of the proposed shrinkage estimator,

analytically in asymptotic theory, and numerically by simulation and empirical analysis,
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and show that the shrinkage estimator has a lower risk than the unrestricted estimator.

Looking forward, there are several open avenues out of my dissertation that I leave

them for the future works. One is considering non-common breaks in the panel data models.

Also, forecasting heterogenous panel model by considering the individual specific random

effects is another interesting topic. These are an important and practical topics, since there

are only a few papers that focus on forecasting panel models under structural breaks, and

mainly papers focus on testing for breaks or detecting the break points. Considering large

panel models for structural breaks is crucial because of their application in the real world.

For example, structural breaks due to technological change, or new policy implementation

are more likely to occur over a longer time horizon.

Another open area of my research is the extension to the dynamic model. My

current research are under the assumption that regressors are exogenous, and therefore,

they exclude dynamic models. This is a challenging topic because derivation of mean square

forecast error is complicated by the fact that the forecast errors are non-linear functions of

past errors. In view of the widespread use of dynamic models in forecasting, this is clearly

an important area to investigate, because the autoregressive models are frequently used in

economics and business and they have been proved to perform well in practice.
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Appendix A

Appendix for Chapter 2

Proof of equation (2.10): To find the MSE and risk of the β̂γ , we first find the optimal

value for γ by minimizing the risk.

Risk(β̂γ ,W ) = E
[
(β̂γ − β)′W (β̂γ − β)

]
= E

[(
β̂ur − β

)
− γ
(
β̂ur − β̃r

)]′
W
[(
β̂ur − β

)
− γ
(
β̂ur − β̃r

)]
= Risk(β̂ur,W ) + γ2 E

[(
β̂ur − β̃r

)′
W
(
β̂ur − β̃r

)]
− 2γ E

[(
β̂ur − β̃r

)′
W
(
β̂ur − β

)]
= Risk(β̂ur,W ) + γ2 E

[
β̂′urL

′WLβ̂ur

]
− 2γ E

[
β̂′urL

′W (X ′Ω−1X)−1X ′Ω−1ε
]

= Risk(β̂ur,W ) + γ2
[
β′L′WLβ + tr

(
(X ′Ω−1X)−1L′WL

)]
− 2γ tr

(
(X ′Ω−1X)−1L′W

)
.

(A.1)

By minimizing the risk, we have

γ∗ =
tr
(
(X ′Ω−1X)−1L′W

)
β′L′WLβ + tr

(
(X ′Ω−1X)−1L′W

) , (A.2)
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Note that, given a known Ω, the unbiased estimator for the denominator of the weight in

(A.2) can be calculated as

E(β̂′urL
′WLβ̂ur) = E

[(
β + (X ′Ω−1X)−1X ′Ω−1ε

)′
L′WL

(
β + (X ′Ω−1X)−1X ′Ω−1ε

)]
= β′L′WLβ + tr

(
(X ′Ω−1X)−1L′WL

)
,

(A.3)

So, the unbiased estimator for β′L′WLβ is

β̂′urL
′WLβ̂ur − tr

(
(X ′Ω−1X)−1L′WL

)
. (A.4)

Therefore, by plugging the unbiased estimator of the denominator, (A.2) will be

γ∗ =
tr
(
(X ′Ω−1X)−1L′W

)
β̂′urL

′WLβ̂ur
. (A.5)

Proof of the estimates for the variance-covariance matrix:

Let us write ∆ = Ω̂ − Ω where ∆ is a T × T matrix with elements of orders

Op(T
−1/2). Remember,

Ω̂ =


S1 ιl1 . . . 0

...
. . . 0

0 0 Sm+1 ιlm+1

 , (A.6)

where Si =
ε′iMiεi
li−k , li ≡ Ti − Ti−1 with i = {1, . . . ,m+ 1}. Thus,

E(Si) =
1

li − k
E(ε′iMiεi)

=
1

li − k
tr
(
E(εiε

′
iMi)

)
= σ2

(i),

(A.7)
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and

var(Si) = E(Si − σ2
(i))

2

= E(S2
i ) + σ4

(i) − 2σ4
(i)

=
σ4

(i)

(li − k)2

((
tr(Mi)

)2
+ 2tr(Mi)

)
− σ4

(i)

=
2σ4

(i)

li − k
= O

( 1

li

)
.

(A.8)

Define, bi = Ti
T , such that 0 < b1 < b2 < · · · < bm < 1 are constant. Thus, Si − σ2

(i) =

Op(T
−1/2), and this completes the proof. �

Proof of Theorem 1: We derive the optimal value of the weight in (2.10) which depend

on the unknown parameter, Ω. So, we need to plug in the estimate value for the Ω and find

the feasible terms for its numerator and denominator. Note that knowing the order of ∆,

by expanding Ω̂ we have

Ω̂ = (Ω + ∆)−1

=
(

(IT + ∆Ω−1)Ω
)−1

= Ω−1
(
IT + ∆Ω−1

)−1

= Ω−1
(
IT −∆Ω−1 + ∆Ω−1∆Ω−1 −∆Ω−1∆Ω−1∆Ω−1 +Op(T

−2)
)

= Ω−1 − Ω−1∆Ω−1 + Ω−1∆Ω−1∆Ω−1 − Ω−1∆Ω−1∆Ω−1∆Ω−1 +Op(T
−2)

= Op(1) +Op(T
−1/2) +Op(T

−1) +Op(T
−3/2) +Op(T

−2).

(A.9)

Thus,

(X ′Ω̂−1X)−1 =

(
X ′Ω−1X −X ′Ω−1∆Ω−1X +X ′Ω−1(∆Ω−1)2X −X ′Ω−1(∆Ω−1)3X

+Op(T
−1)

)−1
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=

{(
IT − (X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1 + (X ′Ω−1(∆Ω−1)2X)(X ′Ω−1X)−1

+ ...

)
(X ′Ω−1X)

}−1

= (X ′Ω−1X)−1

(
IT − (X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1

+ (X ′Ω−1(∆Ω−1)2X)(X ′Ω−1X)−1 +Op(T
−3/2)

)−1

= (X ′Ω−1X)−1

(
IT + (X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1

− (X ′Ω−1(∆Ω−1)2X)(X ′Ω−1X)−1

+ (X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1 +Op(T
−3/2)

)

= (X ′Ω−1X)−1 + (X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1

− (X ′Ω−1X)−1(X ′Ω−1(∆Ω−1)2X)(X ′Ω−1X)−1

+ (X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1

+Op(T
−5/2)

= A−1 +A−3/2 +A−2 +Op(T
−5/2), (A.10)

where

A−1 = (X ′Ω−1X)−1,

A−3/2 = (X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1,

A−2 = −(X ′Ω−1X)−1(X ′Ω−1(∆Ω−1)2X)(X ′Ω−1X)−1

+ (X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1,

in which the suffixes of A indicate the order of magnitude in probability, i.e.,

A−1 = Op(T
−1).
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Using the above results, we have[
R(X ′Ω̂−1X)−1R′

]−1
=
[
R(X ′Ω−1X)−1R′ +R(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)

(X ′Ω−1X)−1R′ +Op(T
−2)
]−1

=
(
R(X ′Ω−1X)−1R′

)−1
[
I +R(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)

(X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
+Op(T

−1)
]−1

=
(
R(X ′Ω−1X)−1R′

)−1
[
I −R(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)

(X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
+Op(T

−1)
]

=
(
R(X ′Ω−1X)−1R′

)−1 −
(
R(X ′Ω−1X)−1R′

)−1
R(X ′Ω−1X)−1

(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
+Op(1).

(A.11)

Using (A.11), we can calculate L̂ as

L̂ = (X ′Ω̂−1X)−1R′
[
R(X ′Ω̂−1X)−1R′

]−1
R

=
[
(X ′Ω−1X)−1 + (X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1 +Op(T

−2)
]
R′[(

R(X ′Ω−1X)−1R′
)−1 −

(
R(X ′Ω−1X)−1R′

)−1
R(X ′Ω−1X)−1

(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
+Op(1)

]
R

= (X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
R− (X ′Ω−1X)−1R′

(
R(X ′Ω−1X)−1R′

)−1

R(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
R

+ (X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)(X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
R+Op(T

−1)

= (X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
R− L(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)L

+ (X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)L+Op(T
−1)

= L0 + L−1/2 +Op(T
−1), (A.12)
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where

L0 = L = (X ′Ω−1X)−1R′
(
R(X ′Ω−1X)−1R′

)−1
R,

L−1/2 =
(
I − L

)
(X ′Ω−1X)−1(X ′Ω−1∆Ω−1X)L.

Therefore, the feasible term for the denominator of (2.10) is

¯̂
β
′
urL̂
′WL̂

¯̂
βur =

(
β + Π−1/2

)′(
L+ L−1/2 +Op(T

−1)
)′

W
(
L+ L−1/2 +Op(T

−1)
)(
β + Π−1/2

)
= β′L′WLβ + 2 β′L′WLΠ−1/2 + 2 β′L′WL−1/2 β +Op(1)

= Op(T ) +Op(T
1/2) +Op(T

1/2) +Op(1),

(A.13)

where Π−1/2 = (X ′Ω−1X)−1X ′Ω−1ε, and the feasible term for the numerator of (2.10) is

(X ′Ω̂−1X)−1L̂′W =
[
(X ′Ω−1X)−1 − (X ′Ω−1X)−1X ′Ω−1∆Ω−1X(X ′Ω−1X)−1

+Op(T
−2)
](
L+ L−1/2 +Op(T

−1)
)′
W

= (X ′Ω−1X)−1L′W + (X ′Ω−1X)−1L′−1/2W

− (X ′Ω−1X)−1X ′Ω−1∆Ω−1X(X ′Ω−1X)−1L′W +Op(T
−1)

= Op(1) +Op(T
−1/2) +Op(T

−1/2) +Op(T
−1).

(A.14)

Besides, the feasible term for
¯̂
βur −

¯̂
βr is

¯̂
βur −

¯̂
βr = L̂

¯̂
βur

=
(
L+ L−1/2 +Op(T

−1)
)(
β + Π−1/2 + Π−1 +Op(T

−3/2)
)

= Lβ + LΠ−1/2 +Op(T
−1).

(A.15)
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Finally, using (A.13), (A.14) and (A.15), we have

¯̂
βγ − β =

¯̂
βur − β − γ̂∗

( ¯̂
βur −

¯̂
βr
)

=
¯̂
βur − β − tr

(
(X ′Ω̂−1X)−1L̂′W

)( ¯̂
βur −

¯̂
βr
)[
β′L′WLβ + 2 β′L′WLΠ−1/2

+ 2 β′L′WL−1/2 β +Op(1)
]−1

=
¯̂
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1

φ
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1− 2

φ
β′L′WLΠ−1/2 −

2

φ
β′L′WL−1/2 β +Op(T
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]

tr
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(X ′Ω̂−1X)−1L̂′W

)( ¯̂
βur −

¯̂
βr
)

=
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βur − β −

[ 1

φ
− 2

φ2
β′L′WLΠ−1/2 −

2

φ2
β′L′WL−1/2 β

]
tr
(
(X ′Ω−1X)−1L′W

)[
Lβ + LΠ−1/2

]
+Op(T

−2),

(A.16)

where φ = β′L′WLβ. Thus, the bias for
¯̂
βγ , to order Op(T

−1), is

bias(
¯̂
βγ) = − 1

φ
tr
(
(X ′Ω−1X)−1L′W

)
Lβ,

and MSE, to order Op(T
−2), is

MSE
( ¯̂
βγ
)

= E
[
(
¯̂
βγ − β)(β̂γ − β)′

]
= E

[(
¯̂
βur − β − γ̂∗

( ¯̂
βur −

¯̂
βr
))( ¯̂

βur − β − γ̂∗
( ¯̂
βur −

¯̂
βr
))′]

= MSE
( ¯̂
βur
)

+
1

φ2
Lββ′L′

(
tr(Q)

)2

− tr(Q)

φ
E
[
LΠ−1/2

( ¯̂
βur − β

)′]− tr(Q)

φ
E
[
LΠ−1/2

( ¯̂
βur − β

)′]′
+ tr(Q) E

([ 2

φ2
β′L′WLΠ−1/2 +

2

φ2
β′L′WL−1/2 β

]
Lβ
( ¯̂
βur − β

)′)

+ tr(Q) E

([ 2

φ2
β′L′WLΠ−1/2 +

2

φ2
β′L′WL−1/2 β

]
Lβ
( ¯̂
βur − β

)′)′

= MSE
( ¯̂
βur
)

+
1

φ2
Lββ′L′

(
tr(Q)

)2

− tr(Q)

φ
E
[
LΠ−1/2Π′−1/2

]
− tr(Q)

φ
E
[
LΠ−1/2Π′−1/2

]′
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+
2 tr(Q)

φ2
E
[
β′L′WLΠ−1/2LβΠ′−1/2

]
+

2 tr(Q)

φ2
E
[
β′L′WL−1/2βLβΠ′−1/2

]
+

2 tr(Q)

φ2
E
[
β′L′WLΠ−1/2LβΠ′−1/2

]′
+

2 tr(Q)

φ2
E
[
β′L′WL−1/2βLβΠ′−1/2

]′
= MSE

( ¯̂
βur
)

+
1

φ2
Lββ′L′

(
tr(Q)

)2

− tr(Q)

φ
E
[
L(X ′Ω−1X)−1X ′Ω−1εε′Ω−1X(X ′Ω−1X)−1

]
− tr(Q)

φ
E
[
L(X ′Ω−1X)−1X ′Ω−1εε′Ω−1X(X ′Ω−1X)−1

]′
+

2 tr(Q)

φ2
Lββ′L′WL E

[
(X ′Ω−1X)−1X ′Ω−1εε′Ω−1X(X ′Ω−1X)−1

]
+ 0

+
2 tr(Q)

φ2

(
Lββ′L′WL

)′ E [(X ′Ω−1X)−1X ′Ω−1εε′Ω−1X(X ′Ω−1X)−1
]′

+ 0

= MSE
( ¯̂
βur
)

+
1

φ2
Lββ′L′

(
tr(Q)

)2
− 2 tr(Q)

φ
L (X ′Ω−1X)−1

+
2 tr(Q)

φ2
Lββ′L′WL (X ′Ω−1X)−1 +

2 tr(Q)

φ2
(X ′Ω−1X)−1L′WLββ′L′,

(A.17)

and finally risk of this estimator, to order Op(T
−1), is

Risk(
¯̂
βγ ,W ) = Risk(

¯̂
βur,W ) +

1

φ

(
tr(Q)

)2
− 2

φ

(
tr(Q)

)2

+
4 tr(Q)

φ2
tr
(
Lββ′L′WL (X ′Ω−1X)−1

)
= Risk(

¯̂
βur,W )−

(
tr(Q)

)2

φ2

[
φ− 4 β′L′WL(X ′Ω−1X)−1WLβ

tr(Q)

]
,

(A.18)

where the risk of the combined estimator is less than the risk of the unrestricted estimator
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if
4 β′L′WL(X ′Ω−1X)−1WLβ

φ
< tr(Q)

sup
W 1/2Lβ

4 β′L′W 1/2W 1/2L(X ′Ω−1X)−1W 1/2W 1/2Lβ

β′L′WLβ
< tr(Q)

4 λmax

(
W 1/2L(X ′Ω−1X)−1W 1/2

)
< tr(Q)

4 λmax(Q) < tr(Q).

(A.19)

Thus, risk of the combined estimator is less than the unrestricted estimator if tr(Q) >

4λmax(Q). This complete the proof of Theorem 1. �

Proof of Theorem 3: In order to find the finite sample risk up to order σ4 and bias up

to order σ2 for our proposed estimator, first we need to find σ̂2. The estimate of σ2 can be

calculated as

σ̂2 =
(
Y −Xβ̂ur

)′(
Y −Xβ̂ur

)
/
(
T − (m+ 1)k

)
=
(
σε−X

(
β̂ur − β

))′(
σε−X

(
β̂ur − β

))
/
(
T − (m+ 1)k

)
=
(
σε− σX(X ′X)−1X ′ε

)′(
σε− σX(X ′X)−1X ′ε

)
/
(
T − (m+ 1)k

)
=
(
σ
[
IT −X(X ′X)−1X ′

]
ε
)′(

σ
[
IT −X(X ′X)−1X ′

]
ε
)
/
(
T − (m+ 1)k

)
=

σ2ε′Mε

T − (m+ 1)k
,

(A.20)

where M = IT −X(X ′X)−1X ′.

Lemma 26 Let the T × 1 random vector ε be such that ε ∼ N(0, σ2IT ), and M1 and M2 be

arbitrary T × T matrices. Then,

E
[
(ε′M1ε)(ε

′M2ε)
]

= σ4
[
tr(M1)tr(M2) + tr(M1M2) + tr(M1M

′
2)
]
, (A.21)

E
[
εε′M1εε

′
]

= σ4
[
tr(M1)IT +M1 +M ′1

]
. (A.22)

See Ullah (2004). �
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Using the feasible combination weight and expanding the terms up to order σ3 we have

γ̂∗ =
σ̂2 tr(Qs)

¯̂
β
′
urL
′WL

¯̂
βur

=
σ2ε′Mε tr(Qs)/

(
T − (m+ 1)k

)(
β + σ(X ′X)−1X ′ε

)′
L′WL

(
β + σ(X ′X)−1X ′ε

)
=

σ2ε′Mε tr(Qs)/
(
T − (m+ 1)k

)
β′L′WLβ + σ2ε′X(X ′X)−1L′WL(X ′X)−1X ′ε+ 2σε′X(X ′X)−1L′WLβ

=
σ2ε′Mε tr(Qs)

φ
(
T − (m+ 1)k

)[1 +
σ2

φ
ε′X(X ′X)−1L′WL(X ′X)−1X ′ε+

2σ

φ
ε′X(X ′X)−1L′WLβ

]−1

=
σ2ε′Mε tr(Qs)

φ
(
T − (m+ 1)k

)[1− 2σ

φ
ε′X(X ′X)−1L′WLβ +Op(σ

4)

]

= ν1 + ν2 +Op(σ
4), (A.23)

where Qs = W 1/2L(X ′X)−1W 1/2, φ = β′L′WLβ, M = IT −X
(
X ′X

)−1
X ′, and

ν1 ≡ σ2ε′Mε tr(Qs)

φ
(
T−(m+1)k

) = Op(σ
2),

ν2 ≡ − 2σ3ε′Mε tr(Qs)

φ2
(
T−(m+1)k

)[ε′X(X ′X)−1L′WLβ
]

= Op(σ
3).

Finally, by plugging the estimated optimal value of the weight into the combined

estimator, we calculate the bias up to order σ2 and the finite sample risk up to order σ4 for

the proposed combined estimator. To proof equation (2.23), rewrite the combined estimator

as

¯̂
βγ − β =

( ¯̂
βur − β

)
− γ̂∗

( ¯̂
βur −

¯̂
βr
)

= σ(X ′X)−1X ′ε−
[
ν1 + ν2 +OP (σ4)

]
L
[
β + σ(X ′X)−1X ′ε

]
= B̄1 + B̄2 + B̄3 +OP (σ4),

(A.24)

where

B̄1 ≡ σ(X ′X)−1X ′ε,
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B̄2 ≡ −ν1Lβ = − σ2ε′Mε tr(Qs)

φ
(
T−(m+1)k

)Lβ,
B̄3 ≡ −σν1L(X ′X)−1X ′ε− ν2Lβ

= − σ3ε′Mε tr(Qs)

φ
(
T−(m+1)k

)L(X ′X)−1X ′ε+ 2σ3ε′Mε tr(Qs)

φ2
(
T−(m+1)k

)Lβ ε′X(X ′X)−1L′WLβ.

Thus, the bias for the combined estimator is

bias(
¯̂
βγ) = E(B̄1 + B̄2)

= 0 + E(B̄2)

= −σ
2tr(Qs)

φ
Lβ,

(A.25)

and the risk of this combined estimator is

Risk(
¯̂
βγ ,W ) = E

[
(
¯̂
βγ − β)′W (

¯̂
βγ − β)

]
= E

(
B̄1 + B̄2 + B̄3

)′
W
(
B̄1 + B̄2 + B̄3

)
= E

(
B̄′1WB̄1

)
+ E

(
B̄′2WB̄2

)
+ 2E

(
B̄′1W (B̄2 + B̄3)

)
= E

(
B̄′1WB̄1

)
+ E

(
B̄′2WB̄2

)
+ 2E

(
B̄′1WB̄3

)
= Risk(

¯̂
βur,W ) +

σ4

φ
(
T − (m+ 1)k

) (tr(Qs))2[T − (m+ 1)k + 2
]

−
2σ4

(
tr(Qs)

)2
φ

+
4σ4 tr(Qs)

φ2

[
β′L′W (X ′X)−1L′WLβ

]
, (A.26)

where

E(B̄′1 W B̄1) = σ2 E
[
ε′X(X ′X)−1W (X ′X)−1X ′ε

]
= σ2tr

(
(X ′X)−1W

)
= Risk(β̂ur,W ),

(A.27)
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E(B̄′2WB̄2) =
σ4

φ2
(β′LWLβ)

(
tr(Qs)

)2 E [ε′Mεε′Mε
]

=
σ4

φ2
(
T − (m+ 1)k

)2 (β′LWLβ)
(
tr(Qs)

)2[(
T − (m+ 1)k

)2
+ 2

(
T − (m+ 1)k

)]
,

(A.28)

and

E
(
B̄′1WB̄3

)
= E

[
σε′X(X ′X)−1W

(
− σ3ε′Mε tr(Qs)

φ
(
T − (m+ 1)k

)L(X ′X)−1X ′ε

+
2σ3ε′Mε tr(Qs)

φ2
(
T − (m+ 1)k

)Lβ ε′X(X ′X)−1L′WLβ

)]

= − σ4 tr(Qs)

φ
(
T − (m+ 1)k

) tr

(
E
[
(X ′X)−1WL(X ′X)−1X ′εε′Mεε′X

])

+
2σ4 tr(Qs)

φ2
(
T − (m+ 1)k

) E [β′L′W (X ′X)−1X ′εε′Mεε′X(X ′X)−1L′WLβ
]

= − σ4tr(Qs)

φ
(
T − (m+ 1)k

) tr

([
(X ′X)−1WL(X ′X)−1X ′

((
T − (m+ 1)k

)
IT + 2M

)
X
])

+
2σ4 tr(Qs)

φ2
(
T − (m+ 1)k

)[β′L′W (X ′X)−1X ′

((
T − (m+ 1)k

)
IT + 2M

))
X(X ′X)−1L′WLβ

]
= −

σ4
(
tr(Qs)

)2
φ

− 2σ4tr(Qs)

φ
(
T − (m+ 1)k

)tr
(

(X ′X)−1WL(X ′X)−1X ′MX
)

+
2σ4 tr(Qs)

φ2

[
β′L′W (X ′X)−1L′WLβ

]
+

4σ4 tr(Qs)

φ2
(
T − (m+ 1)k

)[β′L′W (X ′X)−1X ′MX(X ′X)−1L′WLβ
]

= −
σ4
(
tr(Qs)

)2
φ

+
2σ4 tr(Qs)

φ2

[
β′L′W (X ′X)−1L′WLβ

]
, (A.29)

where X ′MX = 0. Thus, the risk of the combined estimator is less than the unrestricted
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estimator if

tr(Qs)
(

1− 2

T − (m+ 1)k

)
> sup

W 1/2Lβ

4 β′L′W (X ′X)−1L′WLβ

β′L′WLβ

tr(Qs)
(

1− 2

T − (m+ 1)k

)
> 4 λmax(Qs).

(A.30)

This completes the proof of Theorem 3. �

Proof of Theorem 5:

The asymptotic distribution of the unrestricted estimator is

√
T
( ¯̂
βur − β

)
=
(X ′ Ω̂−1 X

T

)−1(X ′ Ω̂−1 ε√
T

)
d−→ Z ∼ N(0, Vur), (A.31)

Also, the restricted estimator is

¯̂
βr =

¯̂
βur −

(X ′ Ω̂−1X

T

)−1
R′
[
R
(X ′ Ω̂−1X

T

)−1
R′
]−1

R
¯̂
βur

=
¯̂
βur − V̂urP̂

(
R

¯̂
βur
)
,

where P̂ ≡ R′
[
R
(
X′ Ω̂−1X

T

)−1
R′
]−1

. So

√
T
( ¯̂
βur −

¯̂
βr
)

= V̂ur P̂
√
T
(
R

¯̂
βur −Rβ +Rβ

)
= V̂ur P̂R

√
T
(

¯̂
βur − β +

h√
T

)
d−→ Vur PR(Z + h).

(A.32)

This completes the proof of Theorem 5. �

Proof of Theorem 6:

Lemma 27 Suppose A and B are two matrices, where An×n and Bn×m, then

B′AB ≤ (B′B)λmax(A)

in which λmax(A) is the maximum eigenvalue of A. See Bernstein D. S. (2005), page 271

for the proof. �
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Having the feasible combination weight, we can derive the risk of the combined estimator

as

ρ(
¯̂
βγ ,W ) = T E

[( ¯̂
βur − β

)
− γ̂∗

( ¯̂
βur −

¯̂
βr
)]′
W
[( ¯̂
βur − β

)
− γ̂∗

( ¯̂
βur −

¯̂
βr
)]

= ρ(
¯̂
βur,W ) + T E

[
(γ̂∗)2

( ¯̂
βur −

¯̂
βr
)′
W
( ¯̂
βur −

¯̂
βr
)]

− 2T E
[
γ̂∗
( ¯̂
βur − β̂r

)′
W
( ¯̂
βur − β

)]
= ρ(

¯̂
βur,W ) +

(
tr(Q)

)2 E

[
T
( ¯̂
βur −

¯̂
βr
)′
W
( ¯̂
βur −

¯̂
βr
)(

T
( ¯̂
βur −

¯̂
βr
)′
B
( ¯̂
βur −

¯̂
βr
))2
]

− 2 tr(Q) E

[
T
( ¯̂
βur −

¯̂
βr
)′
W
( ¯̂
βur − β

)
T
( ¯̂
βur −

¯̂
βr
)′
B
( ¯̂
βur −

¯̂
βr
)
]

= ρ(
¯̂
βur,W ) +

(
tr(Q)

)2 E

[
(Z + h)′R′L′VurWVurLR(Z + h)(
(Z + h)′R′L′VurBVurLR(Z + h)

)2
]

− 2tr(Q) E

[
(Z + h)′R′L′VurWZ

(Z + h)′R′L′VurBVurLR(Z + h)

]

= ρ(
¯̂
βur,W ) +

(
tr(Q)

)2 E

[
1

(Z + h)′B(Z + h)

]
− 2tr(Q) E

[
(Z + h)′R′L′VurWZ

(Z + h)′B(Z + h)

]

= ρ(
¯̂
βur,W ) +

(
tr(Q)

)2 E[ 1

(Z + h)′B(Z + h)

]
− 2tr(Q)E

[
η(Z + h)′R′L′VurWZ

]
,

(A.33)

where η(x) =
(

1
x′Bx

)
x. Note that ∂

∂xη(x)′ = ( 1
x′Bx)I − 2

(x′Bx)2
Bxx′. We can simplify the

second term in the above equation by using the Stein’s lemma (see lemma 2 in the appendix

of Hansen (2016)) as:

E

[
η(Z + h)′R′L′VurWZ

]
= E tr

[
∂

∂(Z + h)
η(Z + h)′R′L′VurWVur

]

= E tr

[
R′L′VurWVur

(Z + h)′B(Z + h)

]
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− 2E tr

[
B(Z + h)(Z + h)′R′L′VurWVur(

(Z + h)′B(Z + h)
)2

]

= E

[
tr(Q)

(Z + h)′B(Z + h)

]

− 2E tr

[
(Z + h)′R′L′VurWVurB (Z + h)(

(Z + h)′B(Z + h)
)2

]

= E

[
tr(Q)

(Z + h)′B(Z + h)

]
− 2E tr

[
(Z + h)′B′1QB1 (Z + h)(

(Z + h)′B(Z + h)
)2

]

≥ E

[
tr(Q)

(Z + h)′B(Z + h)

]
− 2E

[
λmax(Q)

(Z + h)′B(Z + h)

]
, (A.34)

where we use Lemma 27 to get the last inequality, and B1 = W 1/2VurLR with B′1B1 = B.

Now, by plugging equation (A.34) into (A.33) we have

ρ(
¯̂
βγ ,W) ≤ ρ(

¯̂
βur,W) +

(
tr(Q)

)2 E

[
1

(Z + h)′B(Z + h)

]
− 2tr(Q)

[
tr(Q)− 2 λmax(Q)

(Z + h)′B(Z + h)

]

= ρ(
¯̂
βur,W)− tr(Q)

[
2
(
tr(Q)− 2 λmax(Q)

)
− tr(Q)

]
E

[
1

(Z + h)′B(Z + h)

]

≤ ρ(
¯̂
βur,W)− tr(Q)

[
tr(Q)− 4 λmax(Q)

][
1

E(Z + h)′B(Z + h)

]

= ρ(
¯̂
βur,W)−

[
tr(Q)− 4 λmax(Q)

(c+ 1)

]
,

(A.35)

where the last inequality is based on the Jensen’s inequality. Notice that

E(Z + h)′B(Z + h) = h′Bh+ E(Z ′BZ)

= h′Bh+ tr
(
B E(ZZ ′)

)
= h′Bh+ tr(BVur)

= h′Bh+ tr(Q)

≤ (c+ 1)tr(Q),

(A.36)
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where for any 0 < c <∞, we define a ball such that H(c) = {h : h′Bh ≤ tr(Q) c} and the

inequality is for h ∈ H(c). Therefore, the risk of the combined estimator is less than the

unrestricted estimator if tr(Q) > 4 λ max(Q). This completes the proof of Theorem 6. �
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Appendix B

Appendix for Chapter 3

Proof of Theorem 9: The proof of Theorem 9 is straightforward by having the distribution

of the full-sample and post-break estimators. The full-sample estimator is

β̂Full =
(
X ′Ω−1X

)−1
X ′Ω−1Y

=

(
T∑
t=1

xtx
′
t

1

σ2
t

)−1 T∑
t=1

xtyt
1

σ2
t

=

(
T∑
t=1

xtx
′
t

1

σ2
t

)−1[ T1∑
t=1

xtx
′
t

β(1)

σ2
(1)

+
T∑

t=T1+1

xtx
′
t

β(2)

σ2
(2)

+
T∑
t=1

xtσtεt
σ2
t

]

=

(
T∑
t=1

xtx
′
t

1

σ2
t

)−1[ T1∑
t=1

xtx
′
t

β(1)

σ2
(1)

−
T1∑
t=1

xtx
′
t

β(2)

σ2
(1)

+

T1∑
t=1

xtx
′
t

β(2)

σ2
(1)

+
T∑

t=T1+1

xtx
′
t

β(2)

σ2
(2)

+
T∑
t=1

xtσtεt
σ2
t

]

=

(
T∑
t=1

xtx
′
t

1

σ2
t

)−1 [ T1∑
t=1

xtx
′
t

β(1) − β(2)

σ2
(1)

+

T∑
t=1

xtx
′
t

β(2)

σ2
t

+

T∑
t=1

xtσtεt
σ2
t

]
,

(B.1)
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and its distribution around the true parameter β(2) is

√
T
(
β̂Full − β(2)

)
=

(
T∑
t=1

xtx
′
t

1

Tσ2
t

)−1
 T1∑
t=1

xtx
′
t

b1
√
T
(
β(1) − β(2)

)
Tb1 σ2

(1)

+
T∑
t=1

xtσtεt√
Tσ2

t


=

(
X ′Ω−1X

T

)−1(
X ′1Ω−1

1 X1

Tb1

)
b1δ1 +

(
X ′Ω−1X

T

)−1( T∑
t=1

xtσtεt√
Tσ2

t

)

d−→ N
(
Q−1Q1b1δ1, Q

−1
)

(B.2)

Besides, the distribution of the post-break estimator is

√
T
(
β̂(2) − β(2)

)
=

(
X ′2 Ω−1

2 X2

T − Tb1

)−1(
X ′2 Ω−1

2 σ(2)ε2√
1− b1

√
T − Tb1

)

d−→ N

(
0,

1

1− b1
Q−1

2

) (B.3)

Having these distributions, we can write the joint distribution and the proof of Theorem 9

is compltete. �

Proof for Theorem 11: The risk of the Stein-like combined estimator can be calculated

as

ρ(β̂α,W) = E
[
T (β̂α − β(2))

′W (β̂α − β(2))
]

= T E
[(
β̂(2) − β(2)

)
− α

(
β̂(2) − β̂Full

)]′
W
[(
β̂(2) − β(2)

)
− α

(
β̂(2) − β̂Full

)]
= ρ(β̂(2),W) + τ2 E

[
Z ′ V 1/2 GWG′ V 1/2 Z

(Z ′MZ)2

]
− 2τ E

[
Z ′ V 1/2 GWG′2 V

1/2 Z

Z ′MZ

]

= ρ(β̂(2),W) + τ2 tr
[
WG′ V 1/2 E

(
(Z ′MZ)−2ZZ ′

)
V 1/2 G

]
− 2τ tr

[
WG′2 V

1/2 E
(

(Z ′MZ)−1ZZ ′
)
V 1/2 G

]
.

(B.4)

The challenging part for calculation of this risk function is to take expectation from the non-

central chi-square distribution, with noncentrality parameter equal to θ′Mθ
2 . For calculating
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these expectations, we need to use the following Lemmas.

Lemma 28 Let χ2
p(µ) denote a noncentral chi-square random variable with noncentral pa-

rameter µ and p degree of freedom. Besides, let p denote a positive integer such that p > 2r.

Then

E
[(
χ2
p(µ)

)−r]
= 2−re−µ

Γ(p2 − r)
Γ(p2)

1F1

(p
2
− r; p

2
;µ
)
,

where 1F1(.; .; .) is the confluent hypergeometric function which is defined as 1F1(a; b;µ) =∑∞
n=0

(a)n µn

(b)n n! , where (a)n = a(a+ 1) . . . (a+ n− 1), (a)0 = 1. See Ullah (1974). �

Lemma 29 The definition of the confluent hypergeometric function implies the following

relations:

1. 1F1(a; b;µ) = 1F1(a+ 1; b;µ)− µ
b 1F1(a+ 1; b+ 1;µ),

2. 1F1(a; b;µ) = b−a
b 1F1(a; b+ 1;µ) + a

b 1F1(a+ 1; b+ 1;µ), and

3. (b− a− 1) 1F1(a; b;µ) = (b− 1) 1F1(a; b− 1;µ)− a 1F1(a+ 1; b+ 1;µ)

See Lebedev (1972). �

Lemma 30 Let the T×1 vector Z is distributed normally with mean vector θ and covariance

matrix IT , and M is any T ×T idempotent matrix with rank r. Also assume φ(.) is a Borel

measurable function. Then:

E
[
φ(Z ′MZ)ZZ ′

]
= E

[
φ
(
χ2
r+2(µ)

)]
M + E

[
φ
(
χ2
r(µ)

)]
(IT −M)

+ E
[
φ
(
χ2
r+4(µ)

)]
Mθθ′M + E

[
φ
(
χ2
r(µ)

)]
(IT −M)θθ′(IT −M)

+ E
[
φ
(
χ2
r+2(µ)

)](
θθ′M +Mθθ′ − 2Mθθ′M

)
,

where µ ≡ θ′Mθ
2 is the non-centrality parameter. See Judge and Bock (1978). �
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Using Lemmas 28 - 30, we can calculate the expectations in (B.4). For simplicity,

define A ≡ G′V 1/2, Ψ ≡ G′2V
1/2, and let the non-centrality parameter of chi-square distri-

bution based on Lemma 30 to be defined as µ ≡ θ′Mθ
2 . For clarity, we focus on the second

and third term in equation (B.4) one by one. The second term can be simplified as

tr
[
WAE

(
(Z ′MZ)−2ZZ ′

)
A′
]

= E
[
χ2
k+2(µ)

]−2
tr
(
WAMA′

)
+ E

[
χ2
k(µ)

]−2

tr
(
WA(I2K −M)A′

)
+ E

[
χ2
k+4(µ)

]−2
tr
(
WAMθθ′MA′

)
+ E

[
χ2
k(µ)

]−2
tr
(
WA(I2K −M)θθ′(I2K −M)A′

)
+ E

[
χ2
k+2(µ)

]−2
tr
(
WA(θθ′M +Mθθ′ − 2Mθθ′M)A′

)
= E

[
χ2
k+2(µ)

]−2
tr
(
WAA′

)
+ E

[
χ2
k+4(µ)

]−2
tr
(
WAθθ′A′

)
=

[
1

4
e−µ

Γ(k2 − 1)

Γ(k2 + 1)
1F1

(k
2
− 1;

k

2
+ 1;µ

)]
tr
(
WAA′

)

+

[
1

4
e−µ

Γ(k2 )

Γ(k2 + 2)
1F1

(k
2

;
k

2
+ 2;µ

)](
θ′A′WAθ

)

=

[
θ′A′WAθ

(k − 2)θ′Mθ

][
e−µ 1F1

(k
2
− 1;

k

2

)]

−

[
θ′A′WAθ

(k − 2)θ′Mθ
−

tr
(
WAA′

)
k(k − 2)

][
e−µ 1F1

(k
2
− 1;

k

2
+ 1
)]
,

(B.5)

where the last equality derives by using Lemma 29 several times, AM = A, MA′ = A′,

A
(
I2K−M

)
A′ = 0, A

(
I2K−M

)
θθ′
(
I2K−M

)
A′ = 0, and A

(
θθ′M+Mθθ′−2Mθθ′M

)
A′ = 0.

Remember that M is an idempotent matrix. The third term in equation (B.4) can be
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simplified as

tr
[
WΨE

(
(Z ′MZ)−1ZZ ′

)
A′
]

= E
[
χ2
k+2(µ)

]−1
tr
(
WΨMA′

)
+ E

[
χ2
k(µ)

]−1

tr
(
WΨ(I2K −M)A′

)
+ E

[
χ2
k+4(µ)

]−1
tr
(
WΨMθθ′MA′

)
+ E

[
χ2
k(µ)

]−1
tr
(
WΨ(I2K −M)θθ′(I2K −M)A′

)
+ E

[
χ2
k+2(µ)

]−1
tr
(
WΨ(θθ′M +Mθθ′ − 2Mθθ′M)A′

)
= E

[
χ2
k+2(µ)

]−1
tr
(
WAA′

)
+ E

[
χ2
k+4(µ)

]−1
tr
(
WAθθ′A′

)
+ 0− E

[
χ2
k+2(µ)

]−1
tr
(
WAθθ′A′

)
=

[
1

2
e−µ

Γ(k2 )

Γ(k2 + 1)
1F1

(k
2

;
k

2
+ 1;µ

)]
tr
(
WAA′ −WAθθ′A′

)

+

[
1

2
e−µ

Γ(k2 + 1)

Γ(k2 + 2)
1F1

(k
2

+ 1;
k

2
+ 2;µ

)]
tr
(
WAθθ′A′

)

= 2 e−µ

[
2
(
θ′A′WAθ

)(
θ′Mθ

)(
k − 2

) − tr(WAA′)

k − 2

]

×

[
1F1(

k

2
− 1;

k

2
;µ)− 1F1

(k
2
− 1;

k

2
+ 1;µ

)]
, (B.6)

where the last equality derives by using Lemma 29 several times, ΨM = A, Ψθ = 0,

Ψ
(
I2K −M

)
A′ = 0, Ψ

(
I2K −M

)
θθ′
(
I2K −M

)
A′ = 0, and AA′ = V(2) − VFull. Finally,

plugging (B.5) and (B.6) into (B.4), and defining H ≡ V 1/2GWG′V 1/2 for the ease of
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writing, produces

ρ(β̂α,W) = ρ(β̂(2),W) +
τ2

k − 2

{
θ′Hθ
θ′Mθ

}{
e−µ 1F1

(k
2
− 1;

k

2
;µ
)
− e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}

+
τ2 tr

(
W(V(2) − VFull)

)
k(k − 2)

{
e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}

− 2 τ

k − 2

{
tr
(
W(V(2) − VFull)

)
− 2 θ′Hθ

θ′Mθ

}{
e−µ 1F1

(k
2
− 1;

k

2
;µ
)}

+
2 τ

k − 2

{
tr
(
W(V(2) − VFull)

)
− 2 θ′Hθ

θ′Mθ

}{
e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}

− 2 τ

k − 2

{
tr
(
W(V(2) − VFull)

)
− 2 θ′Hθ

θ′Mθ

}{
e−µ 1F1

(k
2
− 1;

k

2
− 1;µ

)}

+
4 τ

k − 2

{
tr
(
W(V(2) − VFull)

)
k

− θ′Hθ
θ′Mθ

}{
e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}

= ρ(β̂(2),W) +
τ2

k − 2

{
θ′Hθ
θ′Mθ

}{
e−µ 1F1

(k
2
− 1;

k

2
;µ
)
− e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}

+
τ2 tr

(
W(V(2) − VFull)

)
k(k − 2)

{
e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}

− 2 τ

k − 2

{
tr
(
W(V(2) − VFull)

)
− 2 θ′Hθ

θ′Mθ

}{
e−µ 1F1

(k
2
− 1;

k

2
;µ
)

− e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}

− 2 τ

k − 2

{
(k − 2) tr

(
W(V(2) − VFull)

)
k

}{
e−µ 1F1

(k
2
− 1;

k

2
+ 1;µ

)}

= ρ(β̂(2),W) +
2 τ θ′Hθ

k(k + 2) θ′Mθ

{
τ − 2

(
tr
(
W(V(2) − VFull)

)
θ′Mθ

θ′Hθ
− 2

)}
{
µ e−µ1F1

(k
2

;
k

2
+ 2;µ

)}
+
τ tr

(
W(V(2) − VFull)

)
k(k − 2)

{
τ − 2(k − 2)

}
{
e−µ1F1

(k
2
− 1;

k

2
+ 1;µ

)}
, (B.7)

where 1F1

(
k
2 − 1; k2 ;µ

)
− 1F1

(
k
2 − 1; k2 + 1;µ

)
= 2 µ (k−2)

k(k+1)

{
1F1

(
k
2 ; k2 + 2;µ

)}
in the last

equality. Thus, the risk of the Stein-like combined estimator is less than the risk of the
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post-break estimator if:

1. 0 ≤ τ < 2

(
tr
(
W(V(2)−VFull)

)
θ′Mθ

θ′Hθ − 2

)
,

2. 0 ≤ τ < 2(k − 2),

where the upper bound in condition (I) is greater than zero if

tr
(
W(V(2) − VFull)

)
> Sup

2 θ′Hθ
θ′Mθ

tr
(
W(V(2) − VFull)

)
> Sup

2 θ′V 1/2GWG′V 1/2θ

θ′V 1/2G(V(2) − VFull)−1/2 (V(2) − VFull)−1/2G′V 1/2θ

tr
(
W(V(2) − VFull)

)
> λmax

(
(V(2) − VFull)1/2 W(V(2) − VFull)1/2

)
.

(B.8)

Besides, the upper bound in condition (II) is positive if the number of regressors are greater

than 2, k > 2. This completes the proof of Theorem 11. �

Proof of Theorem 16: This part, shows the step by step procedure that is needed for

the proof of the optimality presented in Theorem 16. To do that, at first we need to derive

L(γ) and R(γ). Rewrite equation (3.21) as

β̂γ − β(2) =
(
γX ′1X1 +X ′2X2

)−1
(
γ X ′1X1λ+ γ X ′1σ(1)ε1 +X ′2σ(2)ε2

)
, (B.9)

where λ = β(1) − β(2), ε1 = (ε1, . . . , εT1)′, ε2 = (εT1+1, . . . , εT )′. Based on the loss function,
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R(γ) = E
[(
β̂γ − β(2)

)′
W
(
β̂γ − β(2)

)]
= E

[(
γ λ′X ′1X1 + γ σ(1)ε

′
1X1 + σ(2)ε

′
2X2

)(
γX ′1X1 +X ′2X2

)−1 W

(
γX ′1X1 +X ′2X2

)−1
(
γ X ′1X1λ+ γ X ′1σ(1)ε1 +X ′2σ(2)ε2

)]
= γ2λ′X ′1X1

(
γX ′1X1 +X ′2X2

)−1 W
(
γX ′1X1 +X ′2X2

)−1
X ′1X1λ

+ γ2 E
[
σ2

(1) ε
′
1X1

(
γX ′1X1 +X ′2X2

)−1 W
(
γX ′1X1 +X ′2X2

)−1
X ′1ε1

]
+ E

[
σ2

(2) ε
′
2X2

(
γX ′1X1 +X ′2X2

)−1 W
(
γX ′1X1 +X ′2X2

)−1
X ′2ε2

]
= λ′A1λ+ γ2σ2

(1) tr(A2) + σ2
(2) tr(A3),

(B.10)

where A1 = γ2X ′1X1

(
γX ′1X1 +X ′2X2

)−1 W
(
γX ′1X1 +X ′2X2

)−1
X ′1X1,

A2 = X ′1X1

(
γX ′1X1 +X ′2X2

)−1 W
(
γX ′1X1 +X ′2X2

)−1
and

A3 = X ′2X2

(
γX ′1X1+X ′2X2

)−1 W
(
γX ′1X1+X ′2X2

)−1
. Since λ is the break size which is not

known, we can plug the unbiased estimator for this term instead. The unbiased estimator

for λ′A1λ is equal to

λ̂′A1λ̂− σ̂2
(1) tr

(
A1(X ′1X1)−1

)
− σ̂2

(2) tr
(
A1(X ′2X2)−1

)
(B.11)

and by plugging it back into (B.10) we have:

R̂(γ) = λ̂′A1λ̂+ σ̂2
(1) tr

(
γ2A2 −A1(X ′1X1)−1

)
+ σ̂2

(2) tr
(
A3 −A1(X ′2X2)−1

)
= λ̂′A1λ̂+ 0 + 2σ̂2

(2) tr
(
W
(
γX ′1X1 +X ′2X2

)−1
)
− σ̂2

(2) tr
((
X ′2X2

)−1 W
)
,

(B.12)

where γ2A2−A1(X ′1X1)−1 = 0. Also, A3−A1(X ′2X2)−1 = 2 tr
(
W
(
γX ′1X1 +X ′2X2

)−1
)
−

tr
((
X ′2X2

)−1 W
)
, and σ̂2

(2) =
(Y2−X2β̂(2))

′(Y2−X2β̂(2))

T−T1−k is an unbiased estimator for the vari-
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ance of the post-break observations. Besides, we can rewrite λ̂′A1λ̂ as

λ̂′A1λ̂ =
(
β̂(1) − β̂(2)

)′
A1

(
β̂(1) − β̂(2)

)
= β̂′(1)A1β̂(1) + β̂′(2)A1β̂(2) − 2β̂′(2)A1β̂(1)

= γ2Y ′1X1

(
γX ′1X1 +X ′2X2

)−1 W
(
γX ′1X1 +X ′2X2

)−1
X ′1Y1 + β̂′(2) W β̂(2) − 2β̂′(2) W β̂γ

+ 2β̂′(2) W
(
γX ′1X1 +X ′2X2

)−1
γX ′1Y1 + β̂γ W β̂γ − 2β̂′γ W

(
γX ′1X1 +X ′2X2

)−1
γX ′1Y1

+ γ2Y ′1X1

(
γX ′1X1 +X ′2X2

)−1 W
(
γX ′1X1 +X ′2X2

)−1
X ′1Y1

− 2β̂′(2) W
(
γX ′1X1 +X ′2X2

)−1
γX ′1Y1 + 2β̂′γ W

(
γX ′1X1 +X ′2X2

)−1
γX ′1Y1

− 2γ2 Y ′1X1

(
γX ′1X1 +X ′2X2

)−1 W
(
γX ′1X1 +X ′2X2

)−1
X1Y1

= β̂′(2) W β̂(2) − 2β̂′(2) W β̂γ + β̂′γ W β̂γ

= β̂′(2) X
′
2X2 β̂(2) − 2 Y ′2X2β̂γ +

(
µ̂(γ)− Y2 + Y2

)′(
µ̂(γ)− Y2 + Y2

)
= β̂′(2) X

′
2X2 β̂(2) − 2 Y ′2 µ̂(γ) +

(
µ̂(γ)− Y2

)′(
µ̂(γ)− Y2

)
+ Y ′2Y2 + 2

(
µ̂(γ)− Y2

)′
Y2

= β̂′(2) X
′
2X2 β̂(2) +

(
µ̂(γ)− Y2

)′(
µ̂(γ)− Y2

)
− Y ′2Y2,

(B.13)

where we plug W = X ′2X2 to derive the MSFE.

Thus, based on equation (B.12), the MSFE for this semi-parametric estimator up

to the relevant terms to γ is

R̂(γ) =
(
µ̂(γ)− Y2

)′(
µ̂(γ)− Y2

)
+ 2 σ̂2

(2) tr
(
X ′2X2

(
γX ′1X1 +X ′2X2

)−1
)
. (B.14)
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Define P (γ) ≡ X2

(
γX ′1X1 +X ′2X2

)−1
X ′2. Thus, we can rewrite µ̂(γ) as

µ̂(γ) = X2 β̂γ

= X2

(
γX ′1X1 +X ′2X2

)−1(
γX ′1Y1 +X ′2Y2

)
= X2

(
γX ′1X1 +X ′2X2

)−1(
γX ′1Y1

)
+X2

(
γX ′1X1 +X ′2X2

)−1
X ′2Y2

= Φ + P (γ)Y2,

(B.15)

where Φ ≡ X2

(
γX ′1X1 + X ′2X2

)−1(
γX ′1Y1

)
. Based on this definition, we can rewrite the

risk in (B.14) as

R̂(γ) =
(
µ̂(γ)− Y2

)′(
µ̂(γ)− Y2

)
+ 2σ̂2

(2) tr
(
X ′2X2

(
γX ′1X1 +X ′2X2

)−1
)

=
(
µ̂(γ)− µ− σ(2)ε2

)′(
µ̂(γ)− µ− σ(2)ε2

)
+ 2σ̂2

(2) tr
(
P (γ)

)
= L(γ) + σ2

(2) ε
′
2ε2 − 2σ(2) ε

′
2

(
µ̂(γ)− µ

)
+ 2σ̂2

(2) tr
(
P (γ)

)
= L(γ) + σ2

(2) ε
′
2ε2 − 2σ(2) ε

′
2 µ̂(γ) + 2σ(2) ε

′
2µ+ 2σ̂2

(2) tr
(
P (γ)

)
= L(γ) + σ2

(2) ε
′
2ε2 − 2σ(2) ε

′
2

(
Φ + P (γ)Y2

)
+ 2σ(2) ε

′
2µ+ 2σ̂2

(2) tr
(
P (γ)

)
= L(γ) + σ2

(2) ε
′
2ε2 − 2σ(2) ε

′
2 Φ− 2σ(2) ε

′
2 P (γ)µ− 2σ(2) ε

′
2P (γ) σ(2)ε2

+ 2σ(2) ε
′
2 µ+ 2σ̂2

(2) tr
(
P (γ)

)
= L(γ) + σ2

(2) ε
′
2ε2 − 2σ(2) ε

′
2 Φ− 2σ(2) µ

′ P (γ) ε2 − 2σ2
(2) ε

′
2P (γ) ε2

+ 2σ(2) ε
′
2 µ+ 2σ̂2

(2) tr
(
P (γ)

)
.

(B.16)

We want to show that the estimate of the weight, γ̂, that we get from CV is optimal in the

sense that the average squared error of the CV is asymptotically as small as the average

squared error of the infeasible best possible estimator. Also notice that

R(γ) = E
[
L(γ)

]
= E

[(
µ̂(γ)− µ

)′(
µ̂(γ)− µ

)]
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= E
[(

Φ + P (γ)Y2 − µ
)′(

Φ + P (γ)Y2 − µ
)]

= E
[(

Φ + P (γ)µ+ P (γ) σ(2)ε2 − µ
)′(

Φ + P (γ)µ+ P (γ) σ(2)ε2 − µ
)]

= E
[
Φ′Φ + σ2

(2) ε
′
2P

2(γ)ε2 +
(
P (γ) µ− µ

)′(
P (γ) µ− µ

)
+ 2Φ′

(
P (γ) µ− µ

)]
= E

[
Φ′Φ

]
+ σ2

(2) tr
(
P 2(γ)

)
+
(
P (γ) µ− µ

)′(
P (γ) µ− µ

)
+ 2Φ′

(
P (γ) µ− µ

)
= Υ + σ2

(1) γ tr
(
P (γ)− P 2(γ)

)
+ σ2

(2) tr
(
P 2(γ)

)
+
(
P (γ)µ− µ

)′(
P (γ)µ− µ

)
+ 2Φ′

(
P (γ) µ− µ

)
= Υ + σ2

(1) γ tr
(
P (γ)

)
+
(
σ2

(2) − γσ
2
(1)

)
tr
(
P 2(γ)

)
+
(
P (γ)

(
µ+ σ(2)ε2 − σ(2)ε2

)
− µ

)′
(
P (γ)

(
µ+ σ(2)ε2 − σ(2)ε2

)
− µ

)
+ 2Φ′

(
P (γ) µ− µ

)
= Υ + σ2

(1) γ tr
(
P (γ)

)
+
(
σ2

(2) − γσ
2
(1)

)
tr
(
P 2(γ)

)
+
(
P (γ)Y2 + Φ− µ− Φ− σ(2) P (γ)ε2

)′
(
P (γ)Y2 + Φ− µ− Φ− σ(2) P (γ)ε2

)
+ 2Φ′

(
P (γ) µ− µ

)
= Υ + σ2

(1) γ tr
(
P (γ)

)
+
(
σ2

(2) − γσ
2
(1)

)
tr
(
P 2(γ)

)
+
(
µ̂(γ)− µ− Φ− σ(2) P (γ)ε2

)′
(
µ̂(γ)− µ− Φ− σ(2) P (γ)ε2

)
+ 2Φ′

(
P (γ) µ− µ

)
= L(γ) + Φ′Φ + σ2

(2) ε
′
2P

2(γ)ε2 − 2
(
µ̂(γ)− µ

)′(
Φ + σ(2) P (γ)ε2

)
+ Υ + σ2

(1) γ tr
(
P (γ)

)
+
(
σ2

(2) − γσ
2
(1)

)
tr
(
P 2(γ)

)
+ 2Φ′

(
P (γ) µ− µ

)
= L(γ) + Φ′Φ + σ2

(2) ε
′
2P

2(γ)ε2 − 2
(

Φ + P (γ)
(
µ+ σ(2)ε2

)
− µ

)′(
Φ + σ(2) P (γ)ε2

)
+ Υ + σ2

(1) γ tr
(
P (γ)

)
+
(
σ2

(2) − γσ
2
(1)

)
tr
(
P 2(γ)

)
+ 2Φ′

(
P (γ) µ− µ

)
= L(γ) + Φ′Φ + σ2

(2) ε
′
2P

2(γ)ε2 − 2Φ′Φ− 2σ(2) Φ′P (γ)ε2

− 2
(
P (γ)µ− µ

)′(
Φ + σ(2) P (γ)ε2

)
− 2σ2

(2) ε
′
2P

2(γ)ε2 + Υ + σ2
(1) γ tr

(
P (γ)

)
+
(
σ2

(2) − γσ
2
(1)

)
tr
(
P 2(γ)

)
+ 2Φ′

(
P (γ) µ− µ

)
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= L(γ)−Ψ− σ2
(2) ε

′
2P

2(γ)ε2 − 2σ(2)Φ
′P (γ)ε2 − 2

(
P (γ)µ− µ

)′
σ(2)P (γ)ε2

+ σ2
(1)γ tr

(
P (γ)

)
+
(
σ2

(2) − γσ
2
(1)

)
tr
(
P 2(γ)

)
, (B.17)

where Φ′Φ = Υ+Ψ, Υ ≡ γ2β′(1)X
′
1X1

(
γX ′1X1+X ′2X2

)−1
X ′2X2

(
γX ′1X1+X ′2X2

)−1
X ′1X1β(1),

Ψ ≡ γ2 σ2
(1)ε
′
1X1

(
γX ′1X1 + X ′2X2

)−1
X ′2X2

(
γX ′1X1 + X ′2X2

)−1
X ′1ε1, and E

[
Φ′Φ

]
= Υ +

σ2
(1) γ tr

(
P (γ)− P 2(γ)

)
.

Note that we can rewrite optimality condition presented in Theorem 16 as

R̂(γ)

R(γ)
=
R̂(γ)−R(γ) +R(γ)

R(γ)
= 1 +

R̂(γ)−R(γ)

R(γ)
. (B.18)

Thus, to prove the optimality condition in Theorem 16, it suffices to prove that the terms

in R̂(γ)−R(γ)
R(γ) are negligible. In other words, we need to prove that the following conditions

hold.

Sup
γ∈H

|σ(2)ε
′
2Φ|

R(γ)
= op(1), (B.19)

Sup
γ∈H

|σ2
(2)ε
′
2P (γ)ε2|
R(γ)

= op(1), (B.20)

Sup
γ∈H

|Ψ|
R(γ)

= op(1), (B.21)

Sup
γ∈H

|σ2
(2) ε

′
2P

2(γ)ε2|
R(γ)

= op(1), (B.22)

Sup
γ∈H

|σ(2)Φ
′P (γ)ε2|
R(γ)

= op(1), (B.23)
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Sup
γ∈H

|σ(2) µ
′P 2(γ)ε2|
R(γ)

= op(1), (B.24)

Sup
γ∈H

|tr(P (γ))|
R(γ)

= op(1), (B.25)

Sup
γ∈H

|tr(P 2(γ))|
R(γ)

= op(1). (B.26)

In order to prove the conditions in equations (B.19)-(B.26), define λmax(B) to be the largest

eigenvalue of matrix B. Thus,

Sup
γ∈H

λmax

(
P (γ)

)
= Sup

γ∈H
λmax

(
X2

(
γX ′1X1 +X ′2X2

)−1
X ′2

)
≤ λmax

(
X2(X ′2X2)−1X ′2

)
= 1.

(B.27)

Besides, it is easy to see that R(γ) = Op(T ), µ′µ = O(T ), and X ′2σ(2)ε2 = Op(
√
T ).

Proof of equation (B.19):

σ(2)ε
′
2Φ = γ σ(2)ε

′
2X2

(
γX ′1X1 +X ′2X2

)−1
X ′1Y1

≤ γ σ(2)ε
′
2X2

(
γX ′1X1

)−1
X ′1Y1

= σ(2)ε
′
2X2

(
X ′1X1

)−1
X ′1Y1

= σ(2)ε
′
2X2 β̂(1)

= Op(
√
T ). Op(1) = Op(

√
T ).

(B.28)

Proof of equation (B.20):

Sup
γ∈H

σ2
(2) ε

′
2P (γ)ε2 ≤ ε′2σ(2)

(
X2(X ′2X2)−1X2

)
σ(2)ε2 = Op(1). (B.29)
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Proof of equation(B.21):

Ψ = γ2 σ2
(1)ε
′
1X1

(
γX ′1X1 +X ′2X2

)−1
X ′2X2

(
γX ′1X1 +X ′2X2

)−1
X ′1ε1

≤ γ2 σ2
(1)ε
′
1X1

(
γX ′1X1

)−1
X ′2X2

(
γX ′1X1

)−1
X ′1ε1

= ε′1σ(1)X1(X ′1X1)−1X ′2X2(X ′1X1)−1X ′1σ1ε1

=
(
β̂(1) − β(1)

)′
X ′2X2

(
β̂(1) − β(1)

)
= Op(1).

(B.30)

Proof of equation (B.22):

Lemma 31 For any matrix Z and C, we have: Z ′CZ ≤ Z ′Z λmax(C). Therefore, Z ′C2Z ≤

(Z ′CZ) λmax(C). �

Sup
γ∈H

σ2
(2)ε
′
2P

2(γ)ε2 ≤ σ2
(2) λmax

(
P (γ)

)
ε′2P (γ)ε2 ≤ σ(2)ε

′
2X2(X ′2X2)−1X ′2σ(2)ε2 = Op(1).

(B.31)

Proof of equation (B.23):

σ(2)Φ
′P (γ)ε2 = γ Y ′1X1(γX ′1X1 +X ′2X2)−1 X ′2X2(γX ′1X1 +X ′2X2)−1X ′2σ(2)ε2

≤ γ Y ′1X1(X ′2X2)−1 X ′2X2

(
γX ′1X1

)−1
X ′2σ(2)ε2

= Y ′1X1(X ′1X1)−1X ′2σ(2)ε2

= Y ′1X1(X ′1X1)−1X ′2σ(2)ε2

= β̂1 X
′
2σ(2)ε2

= Op(1) . Op(
√
T ) = Op(

√
T ).

(B.32)
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Proof of equation (B.24):

σ(2)µ
′P 2(γ)ε2 = µ′X2

(
γX ′1X1 +X ′2X2

)−1
X ′2X2

(
γX ′1X1 +X ′2X2

)−1
X ′2σ(2)ε2

≤ µ′X2(X ′2X2)−1X ′2X2(X ′2X2)−1X ′2σ(2)ε2

= β′(2)X
′
2X2(X ′2X2)−1X ′2σ(2)ε2

= β′(2)X
′
2σ(2)ε2

= Op(1) . Op(
√
T ) = Op(

√
T ).

(B.33)

Proof of equation (B.25):

Sup
γ∈H

tr
(
P (γ)

)
≤ tr

(
X ′2(X ′2X2)−1X2

)
= k = Op(1). (B.34)

Proof of equation (B.26):

tr
(
P 2(γ)

)
= tr

[
X2

(
γX ′1X1 +X ′2X2

)−1
X ′2X2

(
γX ′1X1 +X ′2X2

)−1
X ′2

]
≤ tr

[
X2(X ′2X2)−1X ′2X2 (X ′2X2)−1X ′2

]
= k = Op(1).

(B.35)

Based on the above conditions, the proof of Theorem 16 thus follows. Therefore, the weight

derives by CV is optimal. �

Proof of Theorem 18: Define b1 ≡ T1
T to be the proportion of the pre-break observations.

The pre-break estimator can be written as

β̂(1) = (X ′1X1)−1(X ′1Y1)

= (X ′1X1)−1(X ′1X1β(1) +X ′1X1β(2) −X ′1X1β(2) +X ′1σ(1)ε1).

(B.36)

Thus, using the local alternative assumption, β(1) = β(2) + δ1√
T

, we have

√
T
(
β̂(1) − β(2)

)
=
(X ′1X1

T1

)−1(X ′1X1

T1

√
T (β(1) − β(2)) +

X ′1σ(1)ε1√
b1
√
T1

)
= δ1 +

(X ′1X1

T1

)−1(X ′1σ(1)ε1√
b1
√
T1

)
d−→ N

(
δ1, V(1)

)
.

(B.37)
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Besides, the distribution of the post-break estimator is

√
T
(
β̂(2) − β(2)

)
=
( X ′2X2

T − T1

)−1( X ′2σ(2)ε2√
1− b1

√
T − T1

)
d−→ N

(
0, V(2)

)
.

(B.38)

Using (B.37) and (B.38) we can write the joint distribution of the pre-break estimator and

the post-break estimator, and this completes the proof of Theorem 18. �

Proof of Theorem 19: The risk of the semi-parametric estimator is

ρ(β̂γ ,W) = E
[
T (β̂γ − β(2))

′W (β̂γ − β(2))
]

= T E
[(
β̂(2) − β(2)

)
−∆

(
β̂(2) − β̂(1)

)]′
W
[(
β̂(2) − β(2)

)
−∆

(
β̂(2) − β̂(1)

)]
= ρ(β̂(2),W) + T E

[(
β̂(2) − β̂(1)

)′
∆′W∆

(
β̂(2) − β̂(1)

)]
− 2T E

[(
β̂(2) − β̂(1)

)′
∆′W

(
β̂(2) − β(2)

)]
= ρ(β̂(2),W) + E

[
Z ′V 1/2G∆′W∆G′V 1/2Z

]
− 2E

[
Z ′V 1/2G∆′WG′2V

1/2Z
]

= ρ(β̂(2),W) + tr
[
E(ZZ ′)S1

]
− 2tr

[
E(ZZ ′)S2

]
= ρ(β̂(2),W) + tr

[(
I2k + θθ′

)
S1

]
− 2tr

[(
I2k + θθ′

)
S2

]
= ρ(β̂(2),W) + tr(S1) + θ′S1θ − 2tr(S2)

(B.39)

where S1 ≡ V 1/2G∆′W∆G′V 1/2, S2 ≡ V 1/2G∆′WG′2V
1/2, θ′S2θ = 0. Note that, Ik > ∆

since

Ik −∆ =
(
X ′1X1 +

1

γ
X ′2X2

)−1(
X ′1X1 +

1

γ
X ′2X2

)
−
(
X ′1X1 +

1

γ
X ′2X2

)−1(
X ′1X1

)
=
(
X ′1X1 +

1

γ
X ′2X2

)−1(1

γ
X ′2X2

)
> 0.

(B.40)
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Also, using (B.40), we can see that S2 > S1 because

S2 = V 1/2G∆′W IkG
′
2V

1/2

> V 1/2G∆′W∆G′2V
1/2

> V 1/2G∆′W∆G′V 1/2 = S1.

(B.41)

Lemma 32 For any T × T matrix A > 0,

A < tr(A)IT .

�

Using Lemma 32 and substituting (B.40) and (B.41) in (B.39)

ρ(β̂γ ,W) < ρ(β̂(2),W) + tr(S1) + tr(S1)θ′θ − 2tr(S1)

< ρ(β̂(2),W)− tr(S1)
(
1− θ′θ

)
.

(B.42)

Since tr(S1) > 0, in order to ρ(β̂γ ,W) < ρ(β̂(2),W), we need θ′θ < 1 which is equivalent to

δ′1V
−1

(1) δ1 < 1. This completes the proof of Theorem 19. �
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Appendix C

Appendix for Chapter 4

Proof of Theorem 21: The asymptotic distribution of the restricted estimator is

√
T
(
b̂r − b

)
=
√
T
(
b̂ur − b

)
−
(
X ′Ω−1X

)−1
R′
[
R
(
X ′Ω−1X

)−1
R′
]−1√

T
(
Rb̂ur −Rb+Rb

)
=
√
T
(
b̂ur − b

)
− VurR′

[
R VurR

′
]−1

R
√
T
(
b̂ur − b+

h√
T

)
d−→ Z − VurR′

[
R VurR

′
]−1

R(Z + h),

(C.1)

where Rb0 = 0 under the null hypothesis, and therefore Rb = Rh. Besides, the difference

between the restricted and unrestricted estimators is

√
T
(
b̂ur − b̂r

)
= Vur LR

√
T
(
b̂ur − b+

h√
T

)
d−→ Vur LR(Z + h).

(C.2)

Using (C.2), distribution of DT in (4.14) is straightforward. Also, note that we can rewrite

the combined estimator as

√
T
(
b̂w − b

)
=
√
T
(
b̂ur − b

)
− w
√
T
(
b̂ur − b̂r

)
d−→ Z − α(Z)Vur LR(Z + h).

(C.3)
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This completes the proof of Theorem 21. �

Proof of Theorem 22:

Lemma 33 Suppose C and D are two matrices, where Cn×n and Dn×m, then

D′CD ≤ (D′D)λmax(C)

in which λmax(C) is the maximum eigenvalue of C. See Bernstein (2005), page 271 for the

proof. �

The asymptotic risk of the Stein-type shrinkage estimator can be calculated as

ρ(b̂w,W) = T E
[(
b̂w − b

)′W (
b̂w − b

)]
= T E

[(
b̂ur − b

)
− α

(
b̂ur − b̂r

)]′
W
[(
b̂ur − b

)
− α

(
b̂ur − b̂r

)]
= ρ(b̂ur,W) + τ2 E

[ 1

(Z + h)′B(Z + h)

]
− 2τ E

[(Z + h)′R′L′VurWZ

(Z + h)′B(Z + h)

]
= ρ(b̂ur,W) + τ2 E

[ 1

(Z + h)′B(Z + h)

]
− 2τ E

[
η(Z + h)′R′L′VurWZ

]
,

(C.4)

where η(x) =
(

1
x′Bx

)
x. Using the Stein’s lemma, we can simplify the last term in (C.4) as

E
[
η(Z + h)′R′L′VurWZ

]
= E tr

[ ∂

∂(Z + h)
η(Z + h)′R′L′VurWVur

]
= E tr

[
R′L′VurWVur

(Z + h)′B(Z + h)

]

− 2E tr

[
B(Z + h)(Z + h)′R′L′VurWVur(

(Z + h)′B(Z + h)
)2

]

= E tr

[
W1/2 VurR

′L′VurW1/2

(Z + h)′B(Z + h)

]

− 2E tr

[
(Z + h)′R′L′VurWVurB (Z + h)(

(Z + h)′B(Z + h)
)2

]
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= E

[
tr(A)

(Z + h)′B(Z + h)

]
− 2E tr

[
(Z + h)′B′1AB1 (Z + h)(

(Z + h)′B(Z + h)
)2

]

≥ E

[
tr(A)

(Z + h)′B(Z + h)

]
− 2E

[
λmax(A)

(Z + h)′B(Z + h)

]
,

(C.5)

where A ≡ W1/2 VurR
′L′VurW1/2, B1 ≡ W1/2 VurLR, R′L′VurWVurB = B′1AB1, and

B′1B1 = B. Note that ∂
∂xη(x)′ = ( 1

x′Bx)I − 2
(x′Bx)2

Bxx′. Also, we use Lemma 33 to get the

last inequality. Plugging (C.5) into (C.4) produces

ρ(b̂w,W) < ρ(b̂ur,W) + τ2 E
[ 1

(Z + h)′B(Z + h)

]
− 2τ

[ tr(A)− 2λmax(A)

(Z + h)′B(Z + h)

]
= ρ(b̂ur,W)− τ E

[2
(
tr(A)− 2λmax(A)

)
− τ

(Z + h)′B(Z + h)

]
< ρ(b̂ur,W)− τ

[2
(
tr(A)− 2λmax(A)

)
− τ

E(Z + h)′B(Z + h)

]
= ρ(b̂ur,W)− τ

[2
(
tr(A)− 2λmax(A)

)
− τ

(c+ 1)tr(A)

]
,

(C.6)

where the last inequality is based on the Jensen’s inequality. Notice that

E(Z + h)′B(Z + h) = h′Bh + E(Z ′BZ)

= h′Bh + tr
(
B E(ZZ ′)

)
= h′Bh + tr(BVur)

= h′Bh + tr(A)

≤ (c+ 1)tr(A),

(C.7)

in which for any 0 < c <∞, we define a ball such that H(c) = {h : h′Bh ≤ tr(A) c}. This

completes the proof of Theorem 22. �
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