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ABSTRACT OF THE DISSERTATION

High Resolution Calorimetry for Thermal and Biological Applications

by

Edward Dechaumphai

Doctor of Philosophy in Engineering Sciences (Mechanical Engineering)

University of California, San Diego, 2016

Professor Renkun Chen, Chair

Calorimetry is a heat measuring process that quantifies heat generation, loss,

and transport. Calorimetry holds significant values to a multitude of scientific dis-

ciplines such as nanoscale heat transfer, bolometer infrared detection, and drug

discovery. This dissertation focuses on two aspects of calorimetry: 1) application

of a calorimetry technique to investigate fundamentals of thermal transport at mi-

cro/nanoscale level, and 2) development of high-resolution microfluidic calorimeters

for biological applications.

A modulated calorimetry technique, namely, the 3! method, was used to

xv



study thermal transport across highly mismatched interfaces, where Au/Si multi-

layers (MLs), were used as the model material. By leveraging thermal resistance at

interfaces of Au and Si, which have highly dissimilar acoustic impedance, we experi-

mentally demonstrated an ultralow thermal conductivity, , of 0.33 ± 0.04 W m�1K�1

at room temperature with a high interfacial density of ⇠0.2 interface nm�1. The mea-

sured  was the lowest amongst inorganic MLs with similar interfacial density. The 3!

method was also applied to measure thermal conductivity of the near-surface regime

of tungsten damaged by ion irradiation used in plasma facing components (PFCs) in

fusion reactors. The measurement showed a nearly 60% reduction in  in compari-

son to pristine tungsten, which can be detrimental to the mechanical integrity of the

PFCs under heat fluxes

The second thrust of the dissertation is focused on the development of high-

resolution calorimeters. A high performance resistive thermometer material, NbNx,

was developed and integrated into a suspended bridge calorimeter. When used with

a modulated heating current and a di↵erential instrumentation schemes, the NbNx-

based calorimeter demonstrated an exceptional high power resolution of 0.26 pW at

room temperature. Furthermore, the high-resolution calorimetry was extended to

microfluidic platform for biological applications. Owing to the low parasitic heat

loss and a long-term temperature stability platform, the biocalorimeters developed

from this study possess a significant enhancement over the state-of-the-art long-term

power detection limit, which enable the detection of metabolic rate of individual

living cells in the microfluidic channels. Such a biocalorimetry technique will open up

new opportunities in a biomedical field such as in cell and tissue metabolism, drug

discovery and screening, and antibody-antigen detection.

xvi



Chapter 1

Fundamentals of High Resolution

Calorimetry

1.1 Introduction to Calorimetry

Calorimetry is a heat measuring technique that quantifies generation, loss, or

transport. Measuring heat holds significant values to many scientific fields and engi-

neering applications. The first calorimetry experiment reported in a literature, con-

ducted by Lavoisier and Laplace, was demonstrated to determine the metabolic rate of

guinea pig. The heat was measured by placing a guinea pig in an ice calorimeter and

observing the amount of ice that melts. Calorimetry is also a very essential technique

to characterize thermal properties of a given material. Such measurements provide

a foundation in understanding thermal transport in various materials. Being able to

characterize thermal properties including thermal conductivity and specific heat of

materials not only allows scientists and engineers to understand thermal transport

physics in materials, but also provides guidelines to engineering designs. In a specific

1
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case, for instance, as the size of electronics miniaturized, the power density increases

and leads to overheating of electronic components [1]. When the size of the material is

reduced down to nanometer scale, the thermal properties can be di↵erent from what

is observed is bulk materials [2,3]. These understandings in nanoscale heat transport

generates broader impacts in technological development [4] such as developments in

heat-assisted magnetic recording [5], thermal management in microelectronics [6–10],

phase change memories technology [11–13], thermoelectric energy conversion [14–20],

and a new class of insulating materials. However, quantifying thermal properties

of micro/nano-materials require a high-resolution calorimetry technique. Therefore,

developing a high-resolution calorimeter to study heat transport at nanoscale will

greatly propel the advancement in nanotechnology.

Beyond developing a calorimeter for fundamental studies in thermal transport,

a high-resolution calorimeters are employed as IR detector known as bolometer [21,

22]. Calorimeters are also widely used in biomedical field. For instance, at an early

state of drug screening process before clinical trials, there are an immense possible

number of drug compounds that can be the ‘hit’ compound. A calorimetry technique

is then applied to measure the thermodynamics properties of each compound in order

to isolate a promising compounds from the rest. However, thermal characterization

of compounds are done at the later stage of the drug screen process because current

calorimeters require a large amount of sample and the measurement time is time

consuming. If a calorimeter becomes more sensitive, then a calorimeter can be brought

into play at an early stage and accelerate the drug discovery process [23]. In addition,

calorimetry can even be used as a rapid bacteria detection method such as what were

demonstrated for detecting Mycobacterium tuberculosis [24, 25].
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In this chapter, I will discuss about the principles of a microfabricated sus-

pended calorimeter that is used to study heat transport at nanoscale level and to

observe heat generation from bio/chemical reactions; and the 3! technique that is

used to measure the thermal properties of bulk and thin film down to sub 100-nm thin.

The goal of this chapter is to provide a brief technical background of calorimetry that

leads to my research in understanding heat transport at nanoscale level, the devel-

opment of a sub-picowatt high-resolution calorimeter and high-resolution calorimeter

for biological applications in the latter chapters.

1.2 Principles of Microfabricated Suspended

Calorimeter

In a calorimeter, a sensing chamber is connected to the thermal reservoir with

a fixed temperature T . When a heat current is applied to the sensing chamber, the

temperature then increases by �T . The temperature di↵erence �T is dictated by

the rate of heat transfer between the sensing chamber and the thermal reservoir,

i.e. thermal conductance G. This relationship, which the basis of any calorimetry

technique, can be written as

Q = G⇥�T. (1.1)

Given the relationship above, the power resolution or the minimum detectable

heating power a calorimeter can detect, Q
res

depends on the thermal conductance

between the calorimeter to the environment, and the minimum temperature a ther-

mometer can sense. Therefore, the key factors for high-resolution calorimetry are: 1)
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Figure 1.1: The principle of calorimetry: Q = G⇥�T .

to thermally isolate the sensing chamber from the thermal reservior leading to reduc-

tion in G and 2) to use a very sensitive thermometer in order to sense the minute

changes in �T .

To reduce G, many researchers implemented a suspended structure to the

calorimeter design to reduce thermal conductance between the sensing pad/chamber

to the thermal reservoir similar to Fig.(1.2) [26–29].

As shown in the figure, a sensing pad/chamber is connected to the environ-

ment via a small cross-sectional area beam. Due to thin/long beam, the thermal

conductance between the sensing chamber and the thermal reservoir is very small

(assuming convective or radiative heat transfer can be eliminated by vacuum and low

emissivity coating of the beam), where G for a single beam can be written as

G

half

=
A

c

L

, (1.2)
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Figure 1.2: SEM image of a suspended calorimeter.

where G

half

is the thermal conductance from the middle of the beam to the thermal

reservoir,  is the e↵ective thermal conductivity of the material of the beam, A
c

is the

cross-sectional area of the beam, and L is the length of the beam from the middle to

the end. Note that the total thermal conductance G

total

in Fig.(1.2) will be G

total

=

2G
half

since there are two half-beams. Another important aspects that cannot always

be neglected is the thermal conductance from radiation. Radiative heat transport

depends on the surface area of the device (G
rad

⇡ 4✏�T 3

avg

, where ✏ is emissivity of

the material, � is Stefan-Boltzmann constant, and T

avg

is the average temperature

between the sample and the environment). Therefore, if the surface area is large, a

significant heat loss can originate from thermal radiation and cannot be neglected in

the thermal analysis. This will be described in detail in Chapters 4 and 5.



6

1.3 Principles of the 3! Techniques

The 3! technique is one of the most established, yet powerful, techniques to

characterize thermal properties of bulk and thin film as thin as sub-100 nm. The tech-

nique to measure thermal conductivity of a solid with 3! was developed by Cahill

et al. [30]. In a nutshell, a thin metal strip is patterned on a sample of interest,

where this metal strip acts as both resistive thermometer and heater. An AC cur-

rent modulated at 1! is applied, which generates 2! heat flux and 2! temperature

change. By measuring a 3! voltage, one can quantify the 2! temperature rise at

the surface caused by Joule heating. From the frequency-dependent temperature rise

measurement data, known heat flux, and known geometry of the sample, the thermal

conductivity of the sample of interest can then be obtained. A more detail principles

of 3! method will be discussed later in this section.

In the 3! method, a microfabricated metal heater is pattern on top of the

sample Fig.(1.3). A typical procedure for preparing 3! samples are:

1. Deposition of electrically insulated thin film. If the sample is not electri-

cally insulated (even if it is slightly electrically conductive), a thin insulation layer

is needed on the sample such that there will be no current leakage between the

heater/thermometer to the sample. An example of insulators are Al
2

O
3

, SiO
2

, pary-

lene, etc., which can be deposited using PECVD, CVD, or ALD process.

2. Electrode (heater/thermometer) patterning using either E-beam lithogra-

phy, photolithography, or shadow mask.

3. Metal deposition, typically Au or Pt. A very thin Cr or Ti is usually needed

as an adhesion layer between Au or Pt and the sample.

This microfabricated metal pattern, which acts as a resistive thermometer,
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Figure 1.3: An optical image of 3! heater/thermometer

can measure a temperature by relating the electrical resistance of the thermometer

to the temperature, which is dictated by the intrinsic property of a material called

temperature coe�cient of resistance TCR and can be defined as

TCR =
1

R

o

dR

dT

(1.3)

In other word, TCR indicates the relative change of resistance when there is a

degree of temperature change (unit of TCR is 1/K). Therefore, a material with larger

TCR will experience larger change in resistance for a degree change in temperature.

A commonly used resistive thermometer especially in thermal measurement research

are platinum and gold resistive thin film thermometer since both Pt and Au have

relatively high TCR values (⇠0.17%/K). Additionally, Pt and Au can be easily fabri-

cated using a standard microfabrication technique such as thin film sputtering and/or

electron beam evaporator deposition, and they are typically inert to most chemicals

and gases. The thin film resistive thermometer can also act as a heat source via Joule

heating. To perform a 3! measurement, an AC current is applied across the metal
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strip as shown in Fig.(1.3), where heat flux at the surface can be written as

Q = [I
o

sin(!t)]2 R
o

(1.4)

= I

2

o

R

o

�
1� cos2(!t)

�
(1.5)

= I

2

o

R

o

✓
1

2
+

cos(2!t)

2

◆
(1.6)

=
I

2

o

R

o

2
+

I

2

o

R

o

cos(2!t)

2
, (1.7)

where I
o

is the applied AC current, R
o

is the resistance at an initial temperature, and

! is the frequency of the applied current. Note that the first term on Eq.1.7 is the

DC component of joule heating and the second term is the 2! heat flux component

resulted from the same joule heating.

In heat conduction (in accordance to Fourier’s law), the heating power or heat

flux is directly proportional to temperature. Therefore, the temperature change at

the surface detected by the resistive thermometer can be written as:

T

rise

= T

DC

+ T

2!

cos(2!t+ �) (1.8)

From the temperature-resistance relationship associated through TCR, the resistance

of the thermometer is then,

R = R

o

+
dR

dT

�T

DC

+
dR

dT

�T

2!t+�

,where (1.9)

R

2!

=
dR

dT

�T

2!

cos(2!t+ �) (1.10)

Since the I

1!

is applied to the heater, the voltage across the metal strip (Fig. AA)

becomes
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V = I

o

sin(!t)

✓
R

o

+
dR

dT

�T

DC

+
dR

dT

�T

2!

(2!t+ �)

◆
(1.11)

= I

o

sin(!t)

✓
R

o

+
dR

dT

�T

DC

◆
+ I

o

sin(!t)
dR

dT

�T

2!

cos(2!t+ �) (1.12)

= I

o

sin(!t)

✓
R

o

+
dR

dT

�T

DC

◆

+I

o

dR

dT

�T

2!

✓
sin(3!t+ �) + sin(!t� �)

2

◆
(1.13)

From Eq.1.13, one can split voltage terms into voltage signal modulated at 1!

and 3!:

V

1!

= I

o

sin(!t)

✓
R

o

+
dR

dT

�T

DC

◆
+

1

2
I

o

dR

dT

�T

2!

sin(!t� �) (1.14)

V

3!

=
1

2
I

o

dR

dT

�T

2!

sin(3!t+ �) (1.15)

The voltage modulated at 1!, V
1!

, composes of both �T

DC

and �T

2!

, while

V

3

! is only influenced by �T

2!

. In other word, �T

2!

can be determined from V

3!

as

V

3!

=
1

2
I

o

dR

dT

�T

2!

=
1

2

V

1!

R

o

dR

dT

�T

2!

, (1.16)

�T

2!

=
2V

3!

V

1!

TCR

= T

rise

. (1.17)

Therefore, by measuring 3! voltage signal, one can obtain the average surface

temperature at the metal strip to work out thermal analysis to deduce the ther-

mal conductivity of the material of interest. The frequency used in the experiment

will determine the thermal penetration depth, which is the depth that the heat can
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transport through the sample. The thermal penetration depth is defined as:

L

pen

=

r
↵

!

thermal

, (1.18)

where ↵ is the thermal di↵usivity and !

thermal

is the frequency of the temperature

causes by applied heat flux.

Compared to the steady-state method, the advantage of the 3! method is

that one can go to higher frequencies to shorten the thermal penetration depth. As

a result, the measurement is more sensitive to the thin-layer regime of interest.

A general 2D heat transfer analytical solution for the temperature rise gener-

ated by a heating propagate into N-layers of materials with a finite thickness, derived

and reported by Kim et. al. [31], can be formulated as [31, 32]

T

rise

=
�Q

⇡l

y1

Z 1

0

1

A

1

B

1

sin2(b�)

b

2

�

2

d�, (1.19)

where

A

i�1

=
A

i

kyiBi

kyi�1Bi�1
� tanh('

i�1

)

1� A

i

kyiBi

kyi�1Bi�1
tanh('

i�1

)
(1.20)

B

i

=

✓


xyi�
2 +

i2!

↵

yi

◆
1/2

, (1.21)

'

i

= B

i

d

i

, (1.22)

k

xy

= k

x

/k

y

, (1.23)

where T

rise

is the temperature rise, Q is the power dissipated in the heater, l is

the heater’s length, b is the heater’s half width, d is the layer thickness, n is the

total number of layers, 
x

and 

y

are in-plane and cross-plane thermal conductivity,
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respectively, � is the variable of integration, and i is the i-th layer of the measured

sample with i = 1 being the substrate.

The calculated T

rise,calc

from 2D heat conduction model (Eq.1.19) can then be

fitted with the experimental data of T
rise,exp

as a function of applied current frequency

with a known/measured sample thickness, heater’s geometry, and heating power,

having 

sample

as the fitting parameter.

For a thin film measurement (especially if the overall thermal resistance across

the film in comparable or smaller than the substrate thermal resistance), a di↵erential

technique should be carried out to minimized measurement error due to unknown

contributions from the substrate. In di↵erential technique, the T

rise

of the sample

comprises of substrate + insulation layer + all other layers except the thin film of

interest) is first measured to determine the thermal conductivity/thermal resistance

of the layers under the thin film sample. The controlled thermal properties of the

layers below the film is then employed when fitting the 2D heat conduction model

with the sample with the thin film. That way, the only fitting parameter for the

thin film sample is the 

thin film

. In other word, this technique essentially resolve

the T

rise

contributed by substrate + insulation layer and the T

rise

contributed by

substrate+insulation layer + thin film. By di↵erentiating these two T

rise

, we can get

the T

rise

resulted by thin film only.

For a thermal conductivity of a bulk material, an approximated analytical

solution can be employed with certain conditions. Assuming the heater is a line

source, the material is isotropic, the thermal penetration depth is much larger than

the heater’s width, and the thickness of the film is much larger than the thermal

penetration depth, the thermal conductivity analysis, known as “slope method” can
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be calculated as [30]



bulk

= � Q

2⇡L

d(ln(2!))

dT

rise

, (1.24)



bulk

= �Q · V
1!

· TCR

4⇡L

d(ln(!))

dV

3!

(1.25)

where Q is the heating power, and L is the length of the heater.

Practically, the sample has a finite thickness, which gives rise to error in ex-

perimental analysis. In a practical point of view, to use the “slope method”, the

following criteria must be met in order to have less than 1% of error due to data anal-

ysis in comparison to the analysis from the general heat conduction solution when no

assumptions are made regarding to the sample’s and heater’s geometry [32]:

1. the substrate thickness must be at least 5 times longer than the thermal

penetration depth

2. the thermal penetration depth times the anisotropic thermal conductivity

ratio between cross-plane and in-plane must be 5 times larger than the heater half

width.

3. From criteria 1 and 2, if the sample has an isotropic thermal conductivity,

the substrate thickness must be at least 25 times longer the heater half width.

Although, measuring 3! voltage signal is not trivial since the magnitude of V
3!

is typically quiet small compare to V

1!

. Therefore, the noise/signal from 1! voltage

can hinder and distort measured the 3! signal. To measure V
3!

signal accurately, we

implemented instrumentation scheme as shown in Fig.(1.4) similar to Refs. [30, 33].

The 3! heater is connected in series with a precision resistor (low TCR resistor)
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with a matching resistance. When a current is applied, only the 3! heater undergoes

temperature modulation at 2! and voltage modulation at 3! from Joule heating.

Note that since the precision resistor has a very small TCR, 3! signal is negligible.

In an ideal case when the resistances between the sample and the precision resistor

are identical, through signal di↵erential technique (voltage drop across sample heater

minus voltage drop across the precision resistor), the voltage modulates at 1! will

cancel out leaving only the 3! signal generates by the sample heater. However, in

practice, we cannot cancel out V
1!

completely because the resistance is not completely

matched. One can uses decade resistors to match the resistance, but it is limited by

the resolution of the decade resistors. One can also uses a fixed potentiometer, but

the measurement could be tedious for thermal conductivity measurement at a wide

range of temperature since at di↵erent temperature, the resistance of the heater also

changes.

heater pair resistor

MDAC

C
o

m
p

u
te

r

Lock-in amplifier

Figure 1.4: A simplified schematic of the 3! instrumentation set up.
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The other option is to use a multiplying digital-to-analog converter (MDAC).

What MDAC does is it can adjusted the gain, which will adjust the voltage output

across the precision resistor such that it is very close to the voltage drop across the

sample. To do this, we first have to measure the first harmonic voltage drop across the

sample and across the precision resistor. Then through an automated system (such

as Labview), we can digitally adjust the gain of the MDAC such that the output will

match the voltage drop across the sample.

Again, since the 3! voltage signal level is very low, we use lock-in amplifier to

minimize the noises from the environment. With a lock-in amplifier, which can ‘lock-

in’ and read voltage at a specific harmonic and frequency and filtering out noises

and signal from the environment that is not part of the frequency of interest. In

our work, we use Stanford Research SR850 to measure the first and third harmonic

voltage drops across the sample and the di↵erential voltage between the sample heater

and precision resistor. From these careful instrumentation, we can then measure the

low-level signal to examine the thermal transport from bulk material down to sub

100-nm thin film.

For a thin film measurement, few considerations also must be realized to obtain

an accurate measurement:

1. The temperature rise contributed by the thin film must be at least com-

parable, if not higher, than the substrate and insulator. Typically, insulator has a

low thermal conductivity and the temperature rise is proportional to the thermal

resistance across the film. Therefore, one must make sure than the insulation layer

is su�ciently thin such that the thermal resistance of the insulator is smaller or

comparable to the thermal resistance of the film of interest. A quick rule of thumb
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(zeroth order approximation) is to ensure that the thermal resistance of the film is at

least 1/3 of the total thermal resistance. The smaller contribution from the thin film

temperature rise will lead to a large uncertainty in the measured  value.

2. The temperature rise signal resulted from the thermal resistance of the thin

film of interest must be larger than the noise.

In this thesis, I employed 3! technique to examine the thermal transport

across a highly mismatched interfaces using Au/Si multilayers as the model system

and investigate the thermal property of ion-damaged tungsten layer used as plasma

facing components in the fusion reactor.

1.4 Thesis Structure

In this thesis, I will first discuss about thermal transport physics across a highly

mismatched materials, namely interfaces between Au and Si by measuring the ther-

mal conductivity of Au/Si multilayers (MLs) (Chapter 2). The thermal conductivity

characterization of Au/Si MLs was executed by using the 3! technique. Understand-

ing thermal transport phenomenon at interfaces is crucial in thermal management

of electronic components especially as their size reduces to nanometer scale. Know-

ing the thermal conductivity of multilayer system and be able to predict will also

be advantageous in designs of tunnel junctions, high performance optic mirrors, etc.

Therefore, my work also involves in modeling heat transport across interfaces using

a di↵usive mismatched model in conjunction with a full phonon dispersion (will be

discussed in detailed in Chapter 2).

Similar to my work on Au/Si MLs, 3! technique was performed to characterize

the thermal property of ion-damaged tungsten layer that is operated as the plasma
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facing components (PFCs) material in fusion reactor (Chapter 3). Because the surface

of PFCs experienced high-energy particle fluxes, its surface gets damaged by ion

bombardment. What we have shown was that the reduction in thermal conductivity

due to introduction of surface impurities from particle fluxes can in fact have a very

detrimental e↵ect on the thermo-mechanical properties when it undergoes extreme

temperature and steady-state/transient heat fluxes. This work sheds lights on the

failure mechanisms of the tungsten PFCs.

Besides measuring thermal properties of thin films, many measurements and

studies of heat are still limited by the power resolution of a calorimeter. Our goal then

is to develop a calorimeter with an unprecedented power resolution beyond the state-

of-art calorimeter. We achieved that goal by demonstrating a NbNx-based calorimeter

with a power resolution below picowatt level (Chapter 4), where this device can be

exploited to understand thermal transport of a materials that were not possible to

quantify with the previous calorimeters. In addition, a more detailed analysis on

noises and theoretical understandings of calorimeter power resolution are presented

in this chapter.

In Chapter 5, from our comprehension in both the theoretical and practi-

cal limitations of calorimeters, we then proceed to push the detection limit of a

biocalorimeter to measure heat generation from biological samples. We establish a

measurement guidelines and designs for a repeatable and accurate measurements of

cells metabolic rate. We are able to measure a long-term metabolic rate of a single cell

to few cells with an exceptional detection limit, approximately an order of magnitude

improvement from the state-of-art biocalorimeter.



Chapter 2

Interfacial Thermal Transport of A

Highly Dissimilar Material System

2.1 Introduction

Thermal transport phenomena in multilayers (MLs) have attracted recent in-

terest due to the pronounced e↵ects of interfacial thermal resistance (ITR) on the

overall device performance. For instance, the low thermal conductivity () in MLs

caused by ITR could be undesirable in tunnel junctions since ine�cient heat dissi-

pation across the junction can cause the degradation of the thin barrier coating and

adversely a↵ect device performance [34]. Heat dissipation in MLs used in extreme

ultraviolet (EUV) and soft X-ray mirrors can also be a concern [35, 36]. On the

other hand, a low  is preferred for applications such as thermal insulation [37] and

thermoelectrics [38–40]. Driven by these important implications, several ML systems

with a high interfacial density have been measured and show low thermal conduc-

tivity values. Examples include Ge
2

Sb
2

Te
5

/ZnS:SiO
2

MLs [41], W/Al
2

O
3

nanolami-

17



18

nates [37], Ta/TaO
x

tunnel junctions [34], CuPC/Ag MLs [42], Mo/Si MLs [35, 36],

and very recently, hybrid organic–inorganic zincone thin films [43]. Nanocrystal ar-

rays (NCAs) [44] and organoclay nanolaminates [45] are also other recently researched

materials, which exploit high ITR to produce low  values of 0.1–0.3 W m�1K�1 and

0.06–0.1 W m�1K�1 respectively.

MLs also serve as a unique model system for investigating thermal transport

across solid–solid interfaces, as thermal properties of MLs can be engineered by select-

ing an appropriate pair of material systems. Several reports on low thermal conduc-

tivity ML systems have shown that ITR dominates the overall behavior of cross-plane

thermal transport [34, 35, 37, 41–43]. Costescu et al. reported an ultralow  of ⇠0.6

W m�1K�1 at room temperature in W/Al
2

O
3

nanolaminates with interfacial density

of 0.345 nm�1 (ref [37]). They also showed that  of nanolaminates decreases with

increasing interfacial density. Here, following Cahill and co-workers [46], we use “ul-

tralow” to describe a  value lower than what is predicted by the minimum  model

developed by Cahill et al. [47] Recently, Li et al. [35] reported that the phonon is

the dominant heat carrier in Mo/Si MLs, while electron-phonon coupling provides

additional thermal resistance in the electron thermal pathway in a thin metal layer.

In addition to MLs, several experiments on the ITR of individual interfaces

between two dissimilar materials have shown high ITR in highly mismatched materials

[48–53]. Specifically, when the phonon is the dominant heat carrier, the ITR is

dictated by the contrast in acoustic properties of the pair materials, which can be

characterized by the “Debye temperature ratio” (DTR), or the ratio between the high

and low Debye temperatures (✓
D

) of the corresponding materials. For instance, Lyeo

and Cahill [48] showed that interfaces between materials with high DTRs have high
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ITRs such as Pb/Si, Bi/Si, Pb/diamond, and Bi/diamond. The thermal conductance

of the Bi/hydrogen-terminated diamond, with a DTR of ⇠18.7, was measured to be

as low as 8.5 MW m�2K�1 at room temperature [48], where the interface between

TiN/MgO, both with a similar ✓
D

, was measured to be 2 orders of magnitude higher,

⇠700 MWm�2K�1 (ref [49]). This suggests that ITR is highly dependent on the DTR.

Also, they showed that Bi (semimetal) and Pb (metal), both “soft” materials, yield

a similar thermal conductance when paired with the identical “hard” material such

as diamond, which suggests that electrons do not play a significant role in interfacial

heat transport in those interfaces [48].

Previous literature discussed above suggests that interfaces between materials

with a high DTR would possess a high ITR, and if combined with a high interfacial

density in MLs, one would expect a low . However, the largest DTR in inorganic

ML systems measured to date is about 2.1 for W/Al
2

O
3

with the lowest  of 0.53 W

m�1K�1 (ref [37]). Kim et al. observed a lower  in GeSbTe based MLs [41], but the

low  is predominately originated from the GeSbTe and ZnS:SiO
2

layers rather than

the interfaces (i.e., the observed  is still higher than the amorphous limit, or not

“ultralow”). A very recent study by Yang and co-workers showed an ultralow  of

0.13 W m�1K�1 in organic/inorganic hybrid MLs [43], presumably also caused by the

low Debye temperature in the organic component. Therefore, one could potentially

further reduce  in inorganic MLs with one of the layers made of a low-✓
D

material.

To see the e↵ect of large ITR on the thermal conductivity of a multilayer

system, the interfacial density must be su�ciently high. One of the main challenges

in the past in realizing inorganic MLs with high DTRs lies in the di�culty of making

ML films with distinct sub-10 nm periodic thickness, especially for soft materials.
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In this work, we achieved MLs with a high interfacial density and a high DTR in

Au/Si MLs with sub-10 nm periodic thickness. With a DTR of ⇠3.9 (✓
Au

= 165

K, ✓
Si

= 640 K) [54], the thermal conductivity of the Au/Si MLs was found to be

as low as 0.33 ± 0.04 W m�1K�1 at room temperature, significantly lower than the

amorphous limit of either Si or Au. These results are much lower than previously

measured MLs with a similar interfacial density but lower DTRs, demonstrating that

one can achieve ultralow thermal conductivity in inorganic MLs with a high DTR. In

addition, in accordance with a prior theoretical prediction by Reddy et al. [55], our

experimental data and analysis show that the Debye approximation, which has been

commonly used to estimate the ITR, is not valid for materials with a low ✓

D

, such

as Au. Moreover, because both Au and Si are well-studied materials especially with

regards to phonon transport, in comparison to a more complex organic/inorganic

ML, the Au/Si ML is a simple system (yet challenging to fabricate) with highly

mismatched materials for understanding interfacial thermal transport and achieving

ultralow thermal conductivity.

2.2 Experimental Method

The Au/Si MLs were grown at room temperature under high vacuum by DC

magnetron sputtering onto Si substrates. The base pressure of the chamber was 5

⇥ 10�8 Torr, and the Ar sputtering gas pressure was fixed at 2.5 mTorr. Sputtering

rates for Au at 50 W (⇠2.5 W cm�2) and Si at 100 W (⇠5 W cm�2) were 1.1 Å

s�1 and 0.19 Å s�1, determined by X-ray reflectivity measurements of calibration film

sample thicknesses. Portions of 2 nm of Ta and 3 nm of Pd were deposited prior

to Au and Si to promote adhesion of the multilayer structure to the Si substrate.
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Au/Si MLs are composed of 10 periods with a total thickness of 87 nm, where the

layer thicknesses of the Au and Si layers are 5.7 and 3.0 nm, respectively. The layer

thickness was determined by the dark-field scanning transmission electron microscope

(STEM) imaging of the multilayer cross section (Figure 2.1b). The well-formed

periodic structure with a highly conformal coating across the substrate is evident

from both the STEM images and the X-ray reflectometry (XRR) data shown in Figure

2.1c. Satellite peaks resulting from finite-size e↵ects appear next to the Bragg-like

superlattice peaks. This is an indication that the Au–Si interfaces are very smooth

and crystalline coherence is maintained through the structure.
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Figure 2.1: (a) A schematic of the thermal resistive network of the Au/Si
ML system. Inset: basic schematic of Au/Si MLs. The thermal resistive
network composes of thermal resistances of the Si layer (R
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), Au layer, and
interfaces (R

pp

) connected in series. The Au layer has two thermal pathways
in parallel: electron and phonon pathways. The electron pathway includes
electron–phonon coupling (R

ep

) and electron-contributed (R
e,Au

) thermal re-
sistances of Au in series, while the phonon pathway only has a phonon-
contributed thermal resistance of Au (R

p,Au

). (b) Dark-field scanning trans-
mission electron microscope (STEM) images of Au/Si MLs. Each Au and Si
layers are 5.7 and 3.0 nm, respectively. (c) X-ray reflectivity (XRR) data of
Au/Si ML and the “annealed” sample. Peaks in the XRR plot (c) are an
indication of the periodicity in Au/Si ML sample. In the annealed sample,
no peaks are shown, which is evidence of degradation of Au–Si interfaces
after annealing at 550 K for 24 h.
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A frequency domain di↵erential 3! method was employed [30, 56] to measure

the cross-plane  of the MLs. In a typical 3! experiment, a thermal wave from Joule

heating penetrates into the material, where its penetration depth depends on the

thermal di↵usivity of the material. Our 3! heaters were fabricated by the sputtering

of Ti (as an adhesion layer) and Au using a stainless steel shadow mask, as shown in

Figure 2.3a. To ensure that no electrical current leaks through the measured film,

Al2O3 thin film (⇠235 nm) was deposited as an electrical insulation layer between

the heater and the MLs using atomic layer deposition (ALD) at 100 �C. A high-

temperature process was avoided because it would anneal the ML samples and cause

interdi↵usion between layers. In this experiment, we used a current source (Keithley

6221) modulated at 1! to generate Joule heating on a 3! metal strip of 2.3 mm long

and ⇠50 µm wide.

The temperature rise across the ML film is isolated from the substrate and

insulation layer via a di↵erential method, where the di↵erence in temperature rises

between the reference sample (substrate + insulation layer) and the ML sample (sub-

strate + insulation layer + ML film) is taken over a frequency range resulting in a

temperature rise contributed by the film. Because the heater width (⇠50 microm) is

much larger than the thickness of the MLs (87 nm), lateral heat spreading is minimal,

and the cross-plane measurement is not a↵ected by the anisotropic property of Au/Si

ML, as confirmed by our numeric simulation of the heat transfer process. In our

experiments, the heater width can vary from sample to sample, leading to slightly

di↵erent heat fluxes. To accurately determine the temperature rise contributed by the

ML film only, a generalized 2D heat conduction model was employed [31, 32]. Note

that simply normalizing the temperature rise to account for heater width variation is
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not strictly accurate since heater width b is within the integral part of the frequency

domain 2D heat conduction equation [31]. In this 3! scheme using 2D heat conduc-

tion analysis, the reference sample is measured to obtain the temperature rise as a

function of frequency. The heat conduction model is then applied to find  of both

substrate and insulation layers by fitting the model with the measured temperature

rise of reference sample (Figure 2.2). These fitted parameters are then applied to

the ML samples, leaving only one fitting parameter, 
ML

, as shown in Figure 2.3b.
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Figure 2.2: Plot of temperature rise T

rise

as a function of frequency for
reference sample (substrate + insulation layer). The red dots are the mea-
sured T

rise

and red line is the fitted T

rise

using 2D heat conduction model.
The blue dash line represents the temperature rise of the reference sample if
the heat flux of the corresponding ML sample’s heater is used (ML sample
= substrate + insulation layer + ML film). The heat flux depends on joule
heating power, length and width of the heater.
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Figure 2.3: (a) A scanning electron microscopic (SEM) image of 3! heater
for  measurement. (b) Plot of temperature rise (T

rise

) as a function of
frequency obtained from 3! measurement. Blue dots are an example of
measured T

rise

data of the ML sample, while the blue and red lines are
the fitted T

rise

from the 2D heat conduction model of the reference and
ML samples, respectively. The di↵erence between the blue and red lines
represents the T

rise

contributed by the ML film only.

This procedure assumes that the thicknesses and thermal conductivities of

substrate and insulation layers in both the reference and the ML samples are identi-

cal. Therefore, to minimize variations of these parameters between reference and ML

samples, all sample preparations and fabrication processes underwent the same con-

ditions at the same time. The additional interfacial thermal resistances between the

insulation layer and the ML film as well as between the ML film and its wetting layer

are omitted in the experimental data analysis for simplicity since these resistances are

much smaller than the total thermal resistance of the ML film. Within the framework

of MLs measurements, extra interfacial resistances can come from: 1) the interface

between the adhesion film under the insulation layer (Ti) and the top surface of the

ML film (Au) and 2) the interface between the wetting layer (Pd) and the bottom

surface of the ML film (Si), where each contact has a Debye temperature ratio (DTR)

between 2.3 – 2.5. This range of DTR typically corresponds to interface thermal con-
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ductance higher than 100 MW m�2K�1. In addition, since di↵erential method is

employed, the reference sample will also have additional interface resistances, which

to a large extend will cancel out with the additional resistances from the ML samples.

To examine the e↵ect of these additional interface resistances in the worst-case sce-

nario, the 2D heat conduction model is used to compare the temperature rise, T
rise

,

of the ML sample with and without the additional interfacial resistances as shown in

Figure S2 assuming no addition interfacial resistances are from the reference sample.

In other word, no additional canceling in T

rise

from the reference sample is included.

Here, two interfacial resistances, each with interfacial thermal conductance equal to

100 MW m�2K�1, are applied to the temperature rise of the fitted Au/Si ML sample

at 300 K. The model shows that the additional interfacial resistances account for less

than 2% of the total increased T

rise

, which corresponds to 5.1% in measured  and

is still within the uncertainty of our measured . Note that even for Au/Si with a

DTR of ⇠4, the extracted thermal conductance is approximately 100 MW m�2K�1.

Therefore, the contribution due to the contact resistances in the ML sample should

be even less and is, consequently, omitted in the experimental data analysis used to

calculate the thermal conductivity of the ML.

Also, measurements were prepared and performed right after MLs fabrication

since Au/Si interfaces can deteriorate over time [57, 58]. This is confirmed with the

XRR data of freshly fabricated Au/Si ML (red line in Figure 2.5), which shows clear

peaks indicating distinct periodic layers between Au and Si. By annealing the Au/Si

ML at 550 K in Ar for 24 hours, peaks showing periodicity are absent (blue line in

Figure 2.5). In addition, an evidence of the deterioration of the Au/Si ML with

time is shown in a 2-year old Au/Si ML (green) where the peaks have broadened and
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are less pronounced (Figure 2.5). Therefore, to capture accurate thermal transport

properties of ML film with distinct interfaces between Au and Si layers, thermal

conductivity measurements were performed right after ML fabrication.
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Figure 2.5: XRR data of fresh Au/Si ML (red), “annealed” AuSi (blue),
and 2 years old Au/Si ML (green).

2.3 Results

The measured temperature dependent cross-plane thermal conductivity data

on Au/Si MLs are summarized in Figure 2.6. ML samples #1 and #2 are from

di↵erent locations of the same wafer; the measured  between these two samples are

similar, thereby verifying that the Au/Si MLs are homogeneous across the wafer.

At room temperature, the  of the Au/Si MLs is 0.33 ± 0.04 W m�1K�1,

which is even lower than their amorphous thin film counterparts (amorphous lattice

thermal conductivity 

L

for Si and Au are 1.05–1.6 and 0.49 W m�1K�1, respectively
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Figure 2.6: Thermal conductivity of Au/Si ML (red circles and green
squares) and the “annealed” Au-Si (blue triangle) samples as a function of
temperature. A much higher thermal conductivity in the annealed sample,
in which the interfaces were absent, demonstrates the importance of thermal
boundary resistance to the thermal transport in MLs. The modeling result
based on the full phonon dispersion (solid line) agrees with the experimental
data much better than that based on the Debye approximation (dash line),
suggesting the advantage of using full dispersion for low Debye temperature
materials such as Au.

[38, 47, 59–61]). The  of Au/Si MLs retains an increasing temperature tendency

from 50 to 300 K, similar to previously observed measurements on interfacial thermal

conductance [48, 49].

The observed low  in the MLs can be associated with the high ITR between

the Au and Si interfaces. To elucidate this premise, another 3! measurement was
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performed on a sample of an identical Au/Si ML that has been annealed at high

temperature. The annealing process was performed in the Ar environment at 550 K

for 24 h, which is su�cient to result in interdi↵usion between layers or alloy formation

at the interface [57,58]. As a result, the distinct interfaces between Au and Si in the

“annealed” sample are eliminated, as confirmed by the XRR data, where the immense

dampening of the Bragg-like peaks exhibits the degradation of the ML (Figure 2.1c).

At room temperature,  of the annealed sample is 1.06 ± 0.20 W m�1K�1, which is

more than three times larger than the MLs. An increase in  after annealing indicates

that high thermal boundary resistance in the original MLs is prompted by the distinct

interfaces between Au and Si.

2.4 Modeling thermal properties of Au/Si multi-

layers

To understand the thermal data of the MLs, a basic thermal network model is

implemented to elucidate thermal transport mechanism in the ML structure as shown

in Figure 2.1a. The model is simplified by neglecting the Au/Si interdi↵usive layer.

The e↵ective thermal conductivity of the film then can be described as

 =
d

Au

+ d

Si

R

unit

(2.1)

in which

R

unit

= R

Si

+

✓
1

R

ep

+ d/

e

+
1

R

p,Au

◆�1

+ 2R
pp

(2.2)



30

whereR
Si

is the thermal resistance from the Si layer, R
ep

is the thermal resistance from

electron-phonon coupling within the Au layer, 
e

is the electron-contributed thermal

conductivity of the Au layer, R
p,Au

is the phonon-contributed thermal resistance of

Au, and R

pp

is the interfacial thermal resistance (ITR) between Au and Si layers.

Equation 2 is an approximation for the ITR, which assumes that the ITR originating

from phonons from Au to Si and Si to Au is identical, hence the term 2R
pp

. It is worth

mentioning that this assumption is not always accurate since phonon transport across

a material interface is asymmetric in nature, which could result in di↵erent ITRs as

explained by Li et al. [62]

Based on equations (2.1) and (2.2), the ITR of the Au-Si interface (R
pp

) at

di↵erent temperatures can be indirectly extracted from the measured Au/Si ML 

values, which can be written as

h

pp,extracted

= 2

✓
d

total

/

measured

N

periods

�R

Si

�R

Au

◆�1

(2.3)

where N
periods

is the total number of periods, d
total

is the thickness of the ML film, R
Si

is the calculated thermal resistance of a Si layer, and R

Au

is the thermal resistance

of a Au layer contributed by both electron and phonon pathways

Because both Au and Si layers were sputtered to make thin film, phonon-

contributed thermal resistance for an individual thin film layer (R
Si

and R

p,Au

) were

calculated based on minimum thermal conductivity model for amorphous solid pro-

posed by Cahill [47, 63], which is described as

R

p,Au or Si

=
d



min

(2.4)
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, where 

min

is the phonon-contributed thermal conductivity of Au or Si, k
B

is the

Boltzmann constant, ~ is Planck’s constant, ⌘ is atomic volume, v

j

is the group

velocity of mode j, and ✓ is the cuto↵ frequency in each mode.

To evaluate thermal resistance from electron-phonon coupling of the metal

layer, a commonly referenced two-temperature model (TTM) is applied [64]. From

Fourier based energy balance, the thermal conductance due to electron energy ex-

change with phonons can be estimated as h

ep

=
p

Gk

p,Au

, where G is the electron

cooling rate [65]. However, this expression for electron-phonon coupling conductance

does not consider size e↵ect of the thin metal. A more rigorous approach, which

accounts for finite thickness of the film was presented by Ordonez-Miranda et al. [66].

Even though the thickness of our Au is comparable to the intrinsic electron-phonon

coupling length [66], since interface thermal resistance of Au/Si dominates, a simple

expression for G is su�cient. Di↵erent G values reported for Au at room tempera-

ture were between ⇠2⇥1016 to 4⇥1016 W m�3K�1 [67–71]. In this paper, a temper-

ature dependent functional form for electron-phonon coupling parameter proposed

by Kaganov et al. is applied [72]. Such functional form was fitted and agreed well

with the reported experimental value of Au’s electron-phonon coupling parameter as



32

demonstrated by Wang and Cahill’s work [71], in which

G (T ) = g

o

" 
20T 4

✓

4

Z
✓/T

0

x

4

ex � 1
dx

!
�
✓

4 (✓/T )

e(✓/T ) � 1

◆#
(2.7)

where g

o

is the high temperature limit of electron-phonon coupling rate and ✓ is

Debye temperature of metal. In this paper, G is 2.8 ⇥1016 W m�3K�1 at room

temperature. Because electron-phonon coupling does not contribute significantly,

using ranges of G values measured by di↵erent authors at room temperature only

vary the final  to about ±2%. Li et al. also have shown that two temperature

model provides a good approximation comparing to the numerical solutions using the

phonon Boltzmann transport equation [35]. Therefore, the two-temperature model

with a simplistic functional form for G should be adequate to capture electron-phonon

coupling behavior in metal layer at di↵erent temperatures.

Since R

Si

and R

Au

are based on theoretical calculations, the extracted h

pp

summarized in Figure 2.7a should be taken as an estimation. Our Au/Si ML shows

a similar thermal boundary conductance compared to previous Au/Si experiments

[53, 73] and has similar temperature dependency as in other reported works using

di↵erent material systems [48, 49, 74]. Considering all thermal transport pathways,

the ITR between Au and Si has the highest contribution, approximately ⇠60–75%

to the total thermal resistance throughout the measured temperature range (Figure

2.7b). Within the Au layer, free electrons, which are the main heat carrier for bulk

Au, are suppressed in the ML, and phonons in the Au film play a more dominant role

in heat transport. The majority of thermal resistance in the electron pathway results

from electron–phonon coupling (R
e

⌧ R

ep

), and its thermal resistance is comparable

to the phonon pathway in Au layer. Because Au is regarded as a “soft” material from
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a phonon standpoint, it inherently has low thermal conductivity if electrons play no

role in heat transport, even lower than Si. Therefore, due to suppression of electron

transport, there is no thermal pathway that can induce high thermal conduction as

observed in bulk Au. To sum up, the combination of phonon-dominated transport

in each layer and especially high ITR leads to an ultralow  in the Au/Si ML. By

degrading the interfaces in the annealed sample, the e↵ect of ITR is substantially

lessened and the  of the “annealed” AuSi evidently enhanced.

Figure 2.7: (a) Temperature-dependent data of previously measured inter-
facial thermal conductance in comparison to our extracted interface thermal
conductance for Au/Si, which demonstrates a consistent temperature trend
as in previous works (refs [48, 49, 73, 74]). The DTR values for Bi/diamond,
Al/Al

2

O
3

, and TiN/MgO are approximately 18.7, 2.1, and 1.6 respectively,
while Au/Si has a DTR value of 3.9. As anticipated, the ITR of Au/Si lies
between Al/Al

2

O
3

and Bi/diamond. The dashed and solid green lines are
the thermal conductance of the Au/Si interface calculated by DMM using
the Debye approximation and full dispersion, respectively. The temperature-
dependent trend for DMM is di↵erent from the measured conductance with
a larger deviation at lower temperatures, which consequently manifests in
the limitation of DMM in predicting ITR. (b) The relative contribution of
ITR (R

pp

), Si layer (R
Si

), and Au layer (R
Au

) to the total resistance for each
Au/Si ML unit cell at various measured temperature points. The ITR of
Au/Si is extracted from the measured  of Au/Si ML and the calculated Si
and Au film’s thermal resistance as presented in this paper. Here, ITR is
the primary contributor to the total thermal resistance and dominates the
transport across the ML throughout the temperature ranges.
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We now focus on the understanding of the ITR and its comparison with the

experimental data since it dominates the thermal transport in MLs [35,37,66,67]. The

di↵usive mismatch model (DMM), first proposed by Swartz and Pohl [51], was used

to model the thermal boundary conductance. A general form of thermal boundary

conductance from materials A to B is defined as [51]

h

A!B

=
@q

A!B

@T

=
1

4

3X

j=1

Z

!

v

A,j

(!)↵
A!B

(!)~!DOS
A

(!)
@f

o

@T

d! (2.8)

where h is the thermal boundary conductance, v
j

is group velocity of mode j, ~

is Planck’s constant, DOS is the phonon density of states, and f

o

is the Bose-Einstein

distribution function. At the interface between material A and B following the de-

tailed balance, phonon flux from A to B and from B to A must be equal. Phonons

from A can either scatter back to A or transmit through B at the interface basing

on the transmission probability. Di↵erent assumptions on the behavior of phonons as

they interact with the interface lead to various formalisms for the transmission prob-

ability [51,75–78]. Within the framework of DMM, it is assumed that, once phonons

hit the interface, they become completely di↵usive [51]. In another word, phonons

lose their memories in both directions and polarizations at the interface. Therefore,

from the detailed balance h
A!B

= h

B!A

, the transmission probability can be defined

as [51, 55]

↵

A!B

(!0) =

P
j

v

B

(!0)DOS
B

�
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0
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j

v
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(!0)DOS
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�
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0 +
P
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v

B

(!0)�
!,!

0
(2.9)

where �

!,!

0 is the Kronecker delta, v is the group velocity for material A or B, and
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DOS is the density of states of material A or B. From equations (2.8) and (2.9),

the thermal boundary conductance can be calculated with known phonon dispersion

relations.

For DMM calculations, phonon dispersion relations are needed for Au and

Si. The Debye approximation, which is a linear approximation of phonon dispersion

relation, has been used extensively due to its simplicity [35, 37, 48, 49]. However, the

Debye approximation is only accurate near the center of the Brillouin zone (BZ) and

deviates significantly at the edge of BZ. Hence, such an estimation is only appropriate

at temperatures much lower that the Debye temperature of the material considered.

Reddy et al. pointed out the limitation of the Debye approximation and the impor-

tance of using full dispersion in DMM calculations [55]. Cahill et al. [37] and others

also pointed out that the use of the Debye approximation may lead to an overestima-

tion of the calculated interfacial conductance. In our Au/Si MLs, Au has a very low

✓

D

(✓
D

= 165 K) when compared to most metals. Therefore, Debye approximation

could be inaccurate for Au/Si MLs especially at room temperature.

To assess the validity of the Debye approximation, we calculate thermal con-

ductance values using the DMM model with both Debye approximation and full dis-

persion and compare them with the experimental data. The full phonon dispersion

relation is modeled using the Born-von Karman lattice dynamical model [55,79]. The

vibrational properties (eigenfrequencies and eigenvectors at di↵erent wavevectors) can

then be solved from the secular equation, |D(~q)�m!

2| = 0, with known dynamical

matrices. The dynamical matrices for the diamond cubic structure derived by Her-

man [80] and fcc metal derived by Thakur and Singh [81] were applied to calculate

bulk (3D) phonon vibrational spectra of Si [82] and Au, respectively. The assumption
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in using bulk phonon dispersion may not be completely valid at lower temperatures

where the phonon wavelengths are longer, which may be a factor contributing to

the discrepancy between the model and experimental data at low temperature as we

shall see later. Full phonon dispersions calculated in this paper were also verified

with previous experimental results (Ref. [83] for Au and Ref. [84] for Si) as shown in

Figure 2.8. The comparisons also shows the validity of force constants used in lattice

dynamic calculation to determine full dispersion relation.
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Figure 2.8: Phonon dispersion relation of Au and Si
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It should be noted that by using lattice dynamics to calculate phonon dis-

persion relation, one must assume that the material structure in consideration has a

perfect crystallinity, whereas the Au and Si layers of the MLs studied here are amor-

phous. Therefore, this is a big assumption made in the present model. Nevertheless,

in most materials, the DOS of crystallized structures and their amorphous forms are

fairly comparable. For instance, in amorphous Si [85], the shape of the DOS widens,

and the peaks at di↵erent frequencies are not as pronounced as in its crystal struc-

ture [86, 87]. Therefore, the overlapping region when considering the transmission

probability across the interface could be altered when using the crystalline structure.

On the other hand, the average speed of sound of crystalline Si and amorphous Si are

similar when the amorphous Si is fully dense [88–91]. The density of an amorphous

film relies heavily on the material preparation methods, where the introduction of

voids and porosity reduces the material’s speed of sound and can range from 53% (by

sputtering) [92] to ⇠100% (by glow discharge with density nearly identical to crys-

talline Si [88]) of the speed of sound of crystalline Si [88–91]. In addition, the speed of

sound of 2–5 nm thin amorphous Si prepared by ion-beam sputtering to make Si/Mo

MLs was measured indirectly and yielded 98% of its bulk’s speed of sound [93]. The

similar speed of sound between amorphous and crystalline Si suggests indi↵erences in

group velocity in low-frequency phonons but could be di↵erent in the high-frequency

regime. Nevertheless, one can also recognize that the phonon group velocity and DOS

are closely related, as both are directly related to the derivative of the dispersion re-

lations (d!/dk). The fact that DOS between a-Si and c-Si are similar to each other

implies that the phonon group velocities between the two are probably similar. Since

there is no work regarding the vibrational spectrum and group velocity of amorphous
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Au to our knowledge, we assume that the same phenomenon for Si also applies for

phonons in Au. Even though the crystalline phonon dispersion cannot completely

depict amorphous behavior of the thin film materials of interest, we believe that the

full dispersion calculated from the lattice dynamics can still serve as a good approx-

imation for the studied materials and is a more realistic representation compared to

the Debye approximation.

From the dispersion relation, group velocity (v
g

= @!/@q) and DOS are calcu-

lated numerically, as shown in Figure 2.9. At very low frequency, the Debye model

gives a good approximation for group velocity and DOS in comparison to using full

phonon dispersion.
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Figure 2.9: Phonon DOS (a) and group velocities (b) with respect to phonon
frequency in Au (red) and Si (blue), respectively. Solid and dashed lines are
based on full phonon dispersion and the Debye approximation, respectively,
which agree well in both DOS and group velocity at low frequency but diverge
at high frequency.

Hence, at low temperature where low frequency dominates phonon transport,

both Debye approximation and full phonon dispersion are in good agreement with

each other. However, at a higher frequency away from the acoustic region in BZ, full

dispersion shows a lower group velocity compared to the Debye model, as evidenced
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in Figure 2.9b, which leads to overestimation in the thermal boundary conductance

in the Debye model. In addition, discrepancies in DOS between the Debye and full

phonon dispersion models are illustrated in Figure 2.9a. From the full phonon disper-

sion, van Hove singularities provoked by critical points in BZ are observed at di↵erent

frequencies and does not follow parabolic trend as in the Debye approximation. From

the di↵erences in the calculated DOS and group velocity, we expect that the Debye

approximation would overestimate the thermal boundary conductance between Au-Si

interfaces. Therefore, using full dispersion to calculate thermal boundary conductance

could explain the experimental data better.

By including the thermal conductivity of the Au and Si layers (as mentioned

previously), along with the calculated interfacial thermal conductance, we can model

the total thermal resistance and the e↵ective thermal conductivity of the MLs based

on eq (2.1). Figure 2.6 shows the modeled e↵ective thermal conductivities at di↵er-

ent temperatures calculated for Au/Si MLs compared with the measured data. As

expected, the Debye approximation is comparable to the full dispersion model at low

temperature but overestimates the thermal conductivity at higher temperature by

up to 1.6 times at room temperature. The modeling results with the full dispersion

shows much better agreement with the experimental data for the entire temperature

range of 30–300 K. It should be noted that no free parameter was employed in the

calculation using DMM and the full dispersion. Therefore, this analysis indicates that

the full dispersion, rather than the Debye model, could better capture the thermal

transport across the Au/Si interface where Au has a low Debye temperature.
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2.5 Discussions

Below 200 K, there are fairly large discrepancies between the DMM and exper-

imental results. These discrepancies can be interpreted by considering the limitations

and assumptions made in the present DMM model. First, as discussed earlier, dis-

persion relations of crystalline materials are used to model amorphous materials.

Second, the model assumes perfect Au–Si scattering interfaces with no interdi↵usion.

However, roughness, imperfection, and bond strength between Au–Si in our fabri-

cated MLs, which are not captured in the model, can contribute di↵erently to the

total thermal resistance [42, 53, 94]. Zhou et al. [94] carried out extensive modeling

on the e↵ect of interfacial morphology on ITR and found that interfacial roughness

and di↵used interface increase the interfacial conductance due to increased interface

areas and the “phonon bridging” e↵ect, respectively, whereas in our experiments, the

thermal conductivity data below 200 K is lower than what is predicted by the DMM.

This suggests that interface roughness or di↵used interface is unlikely the cause of the

discrepancy, as also evidenced by the clear interfaces observed in the TEM images

and XRR peaks shown in Figure 2.1b and 2.1c. However, defects, such as impurities

and voids, could still play a role as defect scattering is typically more pronounced in

the intermediate temperature region. Third, DMM inherently assumes di↵usive ther-

mal transport across interfaces, which is not always true. High-frequency phonons,

as opposed to low-frequency phonons, are more likely to be subject to di↵usive pro-

cesses; i.e., not all phonons participate in di↵usive scattering. Since DMM stems from

the di↵usive behavior of phonons across an interface, it provides a better depiction

of phonon transport behavior at higher temperatures, where high-frequency phonons

play a larger role. Therefore, a more substantial di↵erence between experimental
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results and DMM in the low-temperature regime, where low-frequency phonons dom-

inate, is observed. Furthermore, Landry and McGaughey [95], based on both theoreti-

cal calculations and molecular dynamics (MD), showed that DMM could overestimate

the interfacial thermal conductance if there is nondi↵usive phonon scattering at inter-

faces between mismatched materials (Si and “heavy” Si in their case). In addition, the

DMM model discussed here does not account for the inelastic scattering of phonons

at interfaces, which is typically more pronounced at temperature higher than the ma-

terial’s Debye temperature. In our case of Au/Si ML, since the Debye temperature of

Au is low, inelastic scatterings could play a role at an even temperature lower than

room temperature. According to MD simulations from Landry and McGaughey’s

work and others [77, 95, 96] thermal conductivity would increase monotonically with

temperature in MLs at high temperature, whereas the elastic DMM model would

lead to a plateau of  vs T (see Figure 2.6). The temperature dependence of our

experimental data seems to support the argument of inelastic phonon transmission.

However, a further systemic study is warranted to further explore this point. Other

than molecular dynamics simulations or analytical models, if the thickness of each

layer in the ML structure is very thin, a quantum approach can also provide impor-

tant insight regarding the underlying physics of metal/dielectric interfacial thermal

resistances that the classical approach inadequately elucidates [97, 98].

Finally, to place our measured thermal conductivity of the MLs in perspective,

we summarized the thermal conductivity values of various inorganic MLs reported to

date, in corresponding to interface density, as shown in Figure 2.10.

The color scale of each data point indicates the magnitude of DTR in ac-

cordance to the colorbar. For a particular interface density system, the interface of
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Figure 2.10: Summary of  values for selected MLs with the corresponding
interfacial densities. Data are taken from refs [34,35,37,41]. The magnitude
of Debye temperature ratio (DTR) of each data point is shown in the color
bar, where red and blue indicate highest and lowest DTRs, respectively. As
interfacial density increases,  of MLs tends to decrease. With the same
interfacial density, a material system with higher DTR tends to a have lower
. One exception is GST/ZnS:SiO

2

ML where the individual layers possess an
intrinsically low . The Au/Si ML in this work has the highest DTR among
inorganic MLs measured to date and consequently shows a much lower 

compared to other MLs with the same interfacial density.

materials with larger DTR tends to have lower thermal conductivity. One exception

is for GST/ZnO:SiO
2

where the respective layers already possess low intrinsic thermal

conductivity [41]. For an interface density of ⇠0.2 nm�1, our Au/Si MLs, having the

highest DTR, exhibit the lowest thermal conductivity. Based on the trend shown in

Figure 2.10, it is expected that even lower thermal conductivity can be expected in

MLs with higher interfacial density and larger DTR as previously supported by both
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experimental and theoretical works [34, 37, 41,42, 62,97].

2.6 Conclusion

In conclusion, we demonstrated ultralow thermal conductivity in MLs made

of Au and Si with a high interfacial density of approximately 0.2 nm�1 (the Au and

Si layers are 5.7 and 3.0 nm, respectively). With a DTR of ⇠3.9, the Au/Si MLs

represent the highest mismatched system in inorganic MLs measured to date. The

measured thermal conductivity of 0.33 ± 0.04 W m�1K�1 at room temperature is

significantly lower than the amorphous limit of either Si or Au and is also much

lower than previously measured MLs with similar interfacial density but lower De-

bye temperature ratios. The low Debye temperature of Au prompted us to examine

the validity of the Debye approximation used in the theoretical analysis of interfacial

thermal conductance. Our assessments suggests, in accordance with prior theoretical

predictions, that full phonon dispersion could provide a better depiction of the mea-

sured interfacial thermal resistance in comparison to the Debye model. This work

suggests that MLs with highly dissimilar Debye temperatures represent a promis-

ing approach to engineer thermal transport in inorganic MLs and achieve ultralow

thermal conductivity.

Chapter 2, in part, is a reprint of the material in Nanoletters, 2014, Edward

Dechaumphai, Dylan Lu, Jimmy J. Kan, Jaeyun Moon, Eric E. Fullerton, Zhaowei

Lie, and Renkun Chen. The dissertation author was the primary investigator and the

first author of this paper.



Chapter 3

Near-Surface Thermal

Characterization of Plasma Facing

Components

3.1 Introduction

Plasma facing components (PFCs), such as tungsten (W), are expected to

be exposed to both steady-state and transient thermal loads [99–105]. The power

density of the steady-state heat loads can be as high as 5–10 MW m�2, while that of

the transient heat loads is anticipated to be up to 10 GW m�2 for short durations of

a few ms during plasma disruptions and ⇠0.5 ms for edge localized modes [100,101].

These large thermal loads inevitably lead to an increased surface temperature rise

(T
s

) on the PFC, measured relative to the temperature of the heat sink, as shown

schematically in Fig.(3.1a). For steady-state heat loads, T
s

depends on the heat flux

(Q
ss

), thermal conductivity () of the PFC (e.g., W), and the thickness of the PFC

44
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(L), namely:

T

s

=
Q

ss

L



(3.1)

Figure 3.1: (a) A schematic of tungsten with irradiation thickness �

f

. T

s

represents the surface temperature and the red arrow indicate the heat load.
(b) Simulated cross-sectional temperature profile of W under transient ther-
mal loading (Q

t

= 2 GW m�2) at the end of the heat load duration (t = 0.5
ms) when thermal conductivity of the top irradiated layer (�

f

= 10 µm) is
half of the W substrate (

film

: 
bulk

=1:2). The color represents the tem-
perature in accordance to the color scale on the right. The majority of the
temperature gradient occurs within the thermal penetration depth L

pen

of
about 200 µm. Inset: zoom-in temperature profile near the surface, which
shows large temperature gradient across the film.
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Eq.(3.1) shows that the entire thickness of the PFC contributes to the tem-

perature rise for steady-state heat loads.

On the other hand, in the case of transient heat loads (Q
t

) with a short du-

ration of 0.5 to a few ms, the thermal penetration depth (L
pen

) can be significantly

shorter than the overall thickness of PFCs. According to one-dimensional heat di↵u-

sion equations [106], L
pen

is defined as

L

p

⇡
p
2↵t =

r
2t

⇢C

, (3.2)

where ↵ is the thermal di↵usivity, ⇢ is the density, C is the specific heat of the

PFC, and t is the duration of the transient heat load. Based on the thermophysical

properties of W, for t = 0.5–2 ms, L
pen

ranges from 200 to 400 µm. As a result, the

near-surface regime of PFCs, despite its small thickness, would play an important

role in dictating T

S

and consequently the thermo-mechanical behaviors.

When subjected to the very high particle fluxes in fusion reactors, the surface

of PFCs is well known to experience damages [103–105, 107] . On one hand, plasma

bombardment can alter the surface material properties such as morphology and could

lead to reduced thermal conductivity, which may also consequently cause a higher

surface temperature, inducing larger thermal stresses in the near-surface regime of

PFCs, especially in the case of large transient heat loads. On the other hand, high

energy particles such as 14 MeV neutrons displace W atoms from their original lattice

sites and produce radiation damage in the W. The defects associated with the damage

sites (interstitials, vacancies or extended clusters etc.) can act as electron and phonon

scattering centers to reduce thermal conductivity of the material.

To illustrate the important e↵ect of near-surface thermal conductivity on the
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temperature distribution in PFCs when subjected to transient heat loads, we modeled

the surface temperature evolution of a hypothetical PFC made of W with a thin near-

surface regime 10 µm thick, as shown in Fig.(3.1a). The transient heat load Q

t

is 2

GWm�2 with a duration of 0.5 ms, which is typical for localized edge modes [100,101].

In this model, the substrate of the PFC has the thermophysical properties of bulk

W (including temperature dependent thermal conductivity 

bulk

and specific heat

C
bulk

, while thermal conductivity of the near-surface regime (
film

) is varied from

10% to 100% of 
bulk

. A time-dependent finite-element code was used to compute the

evolution of the temperature for di↵erent cases. Fig.(3.1b) plots the cross-sectional

temperature distribution in the PFC at the end of the transient heat flux (t = 0.5

ms), for the case with 

film

:
bulk

= 1:2. This figure clearly shows that the majority of

the temperature gradient occurs within the top 200-µm regime in the PFC, meaning

that the transient heat load only penetrates into the PFC by about 200 µm, which is

consistent with the result obtained from Eq.(3.2). The inset in Fig.(3.1b) also shows

that there is a significant temperature gradient within the 10-µm-thick near-surface

regime because of its lower .

Fig. 2 shows the time evolution of the surface temperature for various values

of 
film

. The figure shows that T
S

is getting higher as 

film

is reduced, as expected.

Also, the maximum T

S

occurs at t = 0.5 ms for all the cases. The inset in Fig. 2

plots the maximum T

S

vs. 

film

, further demonstrating increased T

S

as a result of

lower 
film

. For instance, if 
film

was somehow reduced to 10% of that of bulk W, T
S

would be as high as ⇠4000 K, which would exceed the melting point of W (the model

did not take phase change phenomenon into account).

The modeling result shown above highlights the importance of the near-surface
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Figure 3.2: Time evolution of surface temperature T

s

under an applied
transient heat flux (Q

t

= 2 GW m�2 and t = 0.5 ms) for samples with
various 

film

values. Inset: Maximum T

s

vs.
film

values, showing increasing
T

s

with lower 
film

.

thermophysical properties of PFCs on the surface temperature, especially in the case

with large transient heat loads. The higher surface temperature may pose severe

challenges for the operation of fusion reactors. It may exceed the melting point of W

and directly cause the failure of the material. It could also lead to very large thermal

stress in the near-surface regime and consequently lead to failure via delamination

or cracking. Therefore, understanding the thermal properties of the thin damaged

regime is vital in assessing the thermomechanical behaviors of PFCs.

As the damaged regime is only nanometers (implantation depth) to microns

(di↵usion distance) thick, conventional steady state thermal conductivity measure-

ment techniques are not applicable. In this work, we describe the application of

an advanced thermal characterization technique referred to as the ‘3! method’ to
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measure the thermal conductivity of the micro-sized near-surface damaged regime of

PFCs. Using W as a model PFC material, we measured the thermal conductivity of

the thin (⇠1 µm thick) ion beam displacement-damaged regime on W samples. Our

measurements demonstrated more than a 50% reduction in thermal conductivity of

the damaged near-surface regime compared to pristine W (from ⇠179 W m�1K�1 to

73.5 ± 23.2 W m�1K�1. Therefore, our measurement provides not only a quantita-

tive thermal conductivity value for future PFC designs, but also o↵ers insights into

thermo-mechanical properties of such materials.

3.2 Experimental

In this work, we use W as the model material for PFCs. The materials used

in these experiments were polycrystalline Plansee ITER Grade W disks of 6 mm in

diameter and 2 mm thick. The surfaces were mechanically polished to a mirror finish,

and then the samples were cleaned in an acetone ultrasonic bath and annealed at 1273

K for 1 hr to decrease the amount of intrinsic defects and remove impurities. Damage

production in W through Cu ion irradiation was performed at room temperature

on the tandem ion accelerator at Ion Beam Materials Laboratory (IBML) in Los

Alamos National Laboratory (LANL). To produce a uniform damage profile in W,

three energies of Cu ions (500 keV Cu+, 2 MeV Cu+, and 5 MeV Cu+) were used

sequentially in the experiment with di↵erent fluences. The power density of Cu ion

irradiation is ⇠0.01 MW m�2, much smaller compared to the plasma disruptions,

which is on the order of 100 MW m�2 to 1 GW m�2 for power flux during transient

in confinement devices. Here in this work, we employed the ion irradiation with

low power density in order to mimic neutron displacement damage rather than any
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plasma heating e↵ects. Fig.(3.3) shows the predicted damage profile based on Monte

Carlo simulations by SRIM simulation codes [108], where the threshold displacement

energy of 90 eV (as recommended in Ref. [109]) was used for W atoms. Fig.(3.3) shows

that the uniform damage thickness is approximately 1 µm beyond which the damage

level drops o↵ gradually. For the simplicity of the data analysis, we approximate the

damaged region as a single uniform layer in this work.

Figure 3.3: The DPA depth profile of the W sample irradiated by Cu ions.
Multiple irradiations with di↵erent energy and fluence levels were used to
produce a nearly flat DPA profile within the top 1 µm layer.

For 3! measurements, the sample preparation involved fabricating a thin

metallic heater strip on top of the W samples (Fig.(3.4a)). In this experiment,

heaters on both pristine and ion irradiated W samples were processed at the same

time with the same recipe to minimize error in the di↵erential method described be-

low. For electrically conductive samples, such as W, a thin insulation layer must be

deposited on top of the sample to avoid electrical leakage from the heaters to the sam-
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ple (Fig.(3.4a)). This was achieved by depositing a ⇠60-nm thick Al
2

O
3

insulation

layer using the atomic deposition layer (ALD) technique at 250�C. The micron-sized

heaters were then fabricated using e-beam lithography and lift-o↵ processes. Briefly,

the Al
2

O
3

coated samples were first spin-coated with photoresist (PMMA A9) and

subsequently patterned using e-beam lithography. Ti (25 nm) and Au (⇠200 nm) were

deposited by sputtering, which, followed by a lifto↵ process, yields the 3! heater, as

shown in Fig.(3.4b).

60 nm Al2O3

W substrate

Au heater(a)

100 μm

(b)

I(1ω)

V(3ω)
Ion irradiated 
damaged layer

Figure 3.4: (a) Schematic diagram of a device for 3! measurement for
the ion damaged layer (⇠1 µm thick) in W. An insulation layer of Al

2

O
3

is deposited using ALD to prevent electrical leakage between the Au heater
and the W sample. (b) A top view scanning electron microscopy (SEM)
image of the device. During the 3! measurements, a current (I(!) is applied
across two of the electrodes connected to the narrow metal strip while the
3rd harmonic voltage (V (3!)) is measured between the other two electrodes.

The 3! measurements, as described in Chapter 1, were performed in a vac-

uum chamber to minimize heat loss due to convection. By using a lock-in amplifier

(Stanford Research SR 830), V
3!

can be measured and distinguished from other volt-

age signals. Since the V

1!

is typically much larger than V

3!

, the V

1!

signal must

be eliminated to accurately detect 3! voltage. This can be achieved by connecting
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a matching resistor with identical resistance in series with the 3! metal strip and

using a di↵erential amplifier to subtract the common-mode 1! and other parasitic

signals [30].

In this experiment, a small heater width of ⇠4 µm was employed for the

following reasons: (1) a narrower heater results in a higher heat flux (per unit area),

thereby leading to a higher T
rise

that is measurable by the lock-in amplifier; and (2)

a narrower heater also allows the use of AC current with a higher frequency, which

leads to a shorter thermal penetration depth and consequently a relatively larger

contribution to T

rise

from the thin damaged regime. In this particular case, the

heater width (⇠4 µm) is comparable to the thickness of the damaged layer (⇠1 µm).

Therefore, the generalized 2D analysis, as described above in Chapter 1, is needed

to accurately model the heat transfer process and extract the thermal conductivity

values from the measurement data [31,32].

To apply the 3! method to measure the thermal conductivity of the near-

surface regime, we employ a di↵erential method [32,39,56], in which two samples, one

without and the other with the ion-displacement damage, were measured. The first

measurement on the pristine W sample, called the ‘reference’ sample, was performed

to obtain the thermal conductivity values of the W substrate and the insulating layer

(Al
2

O
3

) by fitting the measured T

rise

to the 2D heat conduction model. Fig.(3.5)

shows an example of the measured T

rise

data (symbols) as a function of modulation

frequency on a reference W sample, along with the fitting result (dash line) using the

generalized 2D heat conduction. The best fit yields the  values of the W substrate

and the Al
2

O
3

insulation layer to be 179 ± 4 and 1.2 W m�1K�1 respectively at room

temperature. With the measured  values of the W substrate and the Al
2

O
3

layer,
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the second measurement on the irradiated W sample was then used to determine the

only remaining unknown parameter, the thermal conductivity value of the damaged

thin film. Fig.(3.5) also shows the measured and fitted T

rise

data on the irradiated

sample at 300 K, with the  value of 73.5 W m�1K�1 yielding the best fitting result.
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Figure 3.5: Experimental temperature rise with fitting results of the ref-
erence (pristine) W sample and the irradiated W sample. The range of the
modulation frequency was chosen to be from 900 Hz to 10 kHz based on the
associated thermal penetration depth. The blue squares represent the exper-
imental T

rise

and the blue dash line is the fitting using a 2D heat conduction
model for the reference sample. The fitting yields thermal conductivity val-
ues of the W substrate and the insulation layer, which was then used to
model T

rise

of the irradiated sample (red solid line) to fit the measured data
(red triangles) and yield the thermal conductivity of the irradiated layer.

The uncertainty mainly originates from a fairly small uncertainty (about 1.8%)

in the measurements of the temperature rise due to the periodic heating. Because

the temperature drop across the irradiated layer (⇠0.36 K) is only about 10% of the
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total temperature rise of the irradiated sample (⇠3.6 K) due to its thin structure and

relatively high thermal conductivity, modest uncertainties in the temperature rises

of the reference sample (⇠ ±1.8% or ±0.065 K at 300 K) and irradiated sample (⇠

±1.8% or ±0.058 K at 300 K) can cause a relatively large uncertainty in the calculated

di↵erence between these two, which ultimately leads to a relatively large uncertainty

in the final thermal conductivity value determined by the 3! method. This is an

inherent challenge for the 3! method related to the particular sample geometry and

thermal conductivity values.

3.3 Results and Discussing on Thermal

Conductivity of A Ion-Damaged W Layer

The measured  of the ion irradiated W layer at di↵erent temperatures are

plotted in Fig.(3.6), along with  of the pristine W sample. The ion irradiation

dosage for the measured damaged sample was 0.2 displacement per atom (dpa). The

measured  values of the pristine W sample agree very well with published data from

NIST [110] within the measured temperature range, thereby validating the measure-

ment technique. For the irradiated W, the room temperature thermal conductivity

(73.5 ± 23.2 W m�1K�1) is reduced from that of pristine W (179 ± 4 W m�1K�1)

by nearly 60%. The reduction in thermal conductivity is likely caused by the de-

fects formed during ion beam irradiation. For W exposed to similar levels of Cu ion

irradiation, formation of voids and nanometer size defects has been observed [107].

These defects can serve as scattering centers for the transport of heat carriers (pri-

marily electrons in W), thereby reducing the thermal conductivity. The reduction in
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 in the near-surface regime can present challenges for thermal management of PFCs

during transient thermal loading, as discussed earlier.

Figure 3.6: Thermal conductivity of pristine W and an ion damaged W
layer (with 0.2 dpa dosage) from 300 to 400 K, along with the standard
value of W published by NIST. The error bar represents uncertainties in the
measurements, primarily due to temperature measurement and the deter-
mination of the temperature coe�cient of resistance (TCR) of the heaters.
The error due to the uncertainty from the damaged layer thickness is not
included. The thermal conductivity of the ion irradiated film is about 60%
lower than that of pristine bulk W, and is nearly temperature independent,
suggesting the e↵ect of defects introduced during ion irradiation.

Defects introduced during the ion irradiation process also alter the temperature

dependence of thermal conductivity. In bulk pristine W, as electrons are the main heat

carriers, the thermal conductivity can be approximated from the Wiedemann-Franz

law, 
e

= L�T , where L is the Lorentz number and � is electrical conductivity [54].
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Therefore, as temperature rises, increased electron-phonon scattering rate in W leads

to a decreasing  with temperature, as evident in our measurements (Fig.(3.6)). On

the other hand, for the ion irradiated W samples,  of the damaged layer is relatively

constant from 300 to 400 K (Fig.(3.6)), which is indicative of impurity scattering that

is absent in the pristine bulk structure, because defect scattering is mainly influenced

by the size, mass, and density of defects/impurities, but not temperature. Assuming

impurities and electron-phonon scatterings are uncorrelated, Matthiessen’s rule [54]

(⌧�1

total

= ⌧

�1

impurity

+ ⌧

�1

electron�phonon

, where ⌧

�1 is the scattering rate) suggests that the

impurity scattering in the damaged W also plays an important, if not the dominant,

role in carrier and thermal transport in W.

It is also worth comparing our result to that in the literature. Previously,

Peacock and co-workers [111, 112] used the laser flash method to measure thermal

conductivity of neutron-irradiated W samples, and reported a  value of ⇠152 and

W m�1K�1 for samples with 0.2 and 0.6 dpa irradiation dosages, respectively. Com-

pared to their results, the values obtained from the present 3! measurement are

considerably lower. The origin of this discrepancy could be due to possible di↵erent

irradiation conditions, where their samples were irradiated at 200 C with neutrons

instead of ions [111,112], and possibly the di↵erent measurement techniques involved.

Therefore, a systematic study, such as the one involving various ion irradiation con-

ditions, is needed in order to understand the e↵ect of ion irradiation on thermal

transport properties in the near-surface regime.

Chapter 3, in part, is a reprint of the material in Journal of Nuclear Ma-

terial, 2014, Edward Dechaumphai, Joseph L. Barton, Joseph R. Tesmer, Jaeyoon

Moon, Yongqiang Wang, George R. Tynan, Russ P. Doerner, and Renkun Chen. The
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dissertation author was the primary investigator and the first author of this paper.



Chapter 4

Achieving Sub-Picowatt Resolution

Calorimetry

4.1 Introduction

Calorimetry plays an important role in a multitude of applications, such as

probing fundamental thermodynamics of materials [113–115] and biochemical reac-

tions [116], studying thermal transport phenomena especially at microscopic level

[2, 3, 18, 19, 44, 117–119], high-throughput drug screening in pharmaceutical indus-

tries [95,120], infrared thermal imaging [21], and so on. While commercially available

calorimeters have been improved significantly and now possess a resolution as good

as ⇠10 nW [116], there is a continued interest to further improve the resolution

to meet a myriad of scientific and technical needs, such as measuring heat conduc-

tion through single-chain DNA [121] and single molecular wires [122], and studying

single cell metabolic rate [123] (typical single cell metabolic rate is of the order of

picowatts [124]). Recently, Narayanaswamy and coworkers demonstrated the highest

58
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calorimetric resolution at room temperature using a bi-material cantilever (0.9 ± 0.3

pW) [125]. On another front, Reddy and coworkers have shown that ⇠4–5 pW res-

olution can be achieved in both platforms based on bi-material cantilevers [126] and

resistive thermometry [27]. The resistive thermometry-based approach may be ad-

vantageous in some applications because it is easier to integrate into devices and can

operate within a wide temperature range. The pending question, therefore, is whether

one can achieve sub-pW resolution using the resistive thermometry platform.

4.2 Theoretical Analysis of Power Resolution for

Resistive Thermometry-based Calorimeter

To identify important parameters in the design of high-resolution calorimeter

using resistive thermometry, we first examine the power resolution of a calorimeter,

Q

res

, which can be defined as

Q

res

= G ·NET, (4.1)

where NET is the noise equivalent temperature and G is the total thermal conduc-

tance between the calorimeter and the ambient. Therefore, two key factors leading

to high-resolution calorimetry are low G and low NET . In the case of calorimetry

platforms based on resistive thermometers, these two factors hinge on two intrinsic

properties of the thermometry material, namely, the thermal conductivity () and

temperature coe�cient of resistance (TCR). To illustrate this point, we consider a

calorimeter using a uniform suspended beam as the thermometer, as shown in Fig-
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ure 4.1(a). Assuming the entire sensing beam has a resistance of R
s

, TCR of ↵
s

(defined as dR

RsdT
, and has a current of I

s

applied on it, then the NET (at the center

of the beam) is related to the noise-equivalent voltage (NEV ) by

NET =
2
p
2NEV

I

s

R

s

↵

s

(4.2)

where NEV is the noise-equivalent voltage of the sensing beam, the factor of
p
2

accounts for the conversion from root-mean-square values of the voltage to amplitude

values of the temperature (assuming modulated heating current [28]) and the factor

of 2 accounts for the fact that the temperature of the middle pad of the beam is twice

the average temperature across the entire suspended sensing beam (R
s

).
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Figure 4.1: (a) Schematic of the measurement setup with modulated heat-
ing scheme on the (left) heating side and the Wheatstone bridge circuit to
measure the temperature on the sensing side. (b) SEM image of the device
with two suspended NbNx beams for heating and sensing, respectively.

The NEV in Eq.(4.2) is constrained by both intrinsic and extrinsic noises of

the thermometer. However, in the case when modulated heating is employed, the

noise will be primarily limited by the Johnson noise because the modulated heating

significantly reduces 1/f noise caused by thermal drift [27,127] and the bridge-based
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di↵erential scheme e↵ectively cancels the correlated temperature fluctuation [128].

By implementing these two schemes, one can construct a resistive thermometer with

NEV close to the Johnson noise level (namely,
p
4k

B

TR

s

�f), as demonstrated pre-

viously by Sadat et al. [27, 127] and us [28].

Here, we consider the Wheatstone bridge shown in Fig. 4.1(a) to measure

the temperature change of the sensing side (R
s

) by measuring its resistance change

(�R
s

). Assuming the bridge is initially balanced and all the four resistors have the

same resistance of R
s

. When there is a heat flux modulated at 2! transferred to the

sensing side, the corresponding change in the resistance is �R
s

, as shown in Fig. 4.2.

2I
s

V
2ω

A B

R
s

R
s
+δR

s

R
s

R
s

AB

Figure 4.2: A Wheatstone bridge with four identical resistors to measure a
small change in the resistance of the sensing beam (�R

s

)

The 2nd harmonic voltage across the nodes A and B resulted from heating

modulated at 2! is:

V

AB

= V

A

� V

B

=

✓
R

s

2R
s

+ �R

s

� 1

2

◆
2I

s

✓
(2R

s

+ �R

s

) 2R
s

4R
s

+ �R

s

.

◆
(4.3)
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Because �R

s

6 R

s

, Eq.(4.3) can be simplified to:

V

AB

= �1

2
I

s

�R

s

(4.4)

The factor of 1/2 on the right hand side of Eq.(4.4) is a result of this particular

bridge configuration. Based on Eq.(4.4), we can then relate the NEV (measured from

A to B) to the noise equivalent resistance (NER) of the sensing beam via:

NER = 2
NEV

I

s

, (4.5)

which is corresponding to a NET on the middle pad of the beam via:

NET = 2
p
2
NER

R

s

↵

s

, (4.6)

where the factor of
p
2 accounts for the conversion from rms values of the voltage to

amplitude values of the temperature and the factor of 2 accounts for the fact that

the temperature of the middle pad of the beam is twice of the average temperature

across the entire suspended sensing beam (R
s

).

Substituting Eq.(4.5) into Eq.(4.6), one yields:

NET = 4
p
2
NEV

I

s

R

s

↵

s

. (4.7)

Note that the extra factor of 2 in Eq.(4.7) compared to Eq.(4.2) is due to the

particular bridge configuration and di↵erent definitions of NEV . In Eq.(4.7), NEV

is defined as the voltage noise across the nodes A and B in the bridge, whereas in

Eq.(4.2), NEV is defined as the voltage noise across R
s

.
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Now consider the same bridge shown in Fig. 4.2, and assume the noise on each

resistor is Johnson noise, it can be shown that the overall noise measured between

the nodes A and B is the same as the noise of a single resistor, namely,

NEV

AB

= NEV

Rs =
p
4k

B

TR

s

�f, (4.8)

where �f is the bandwidth of the measurement.

By substituting Eq.(4.8) into Eq.(4.7), it can be shown that theNET is related

to the Johnson noise measured between nodes A and B via

NET =
8
p
2k

B

TR

s

�f

I

s

R

s

↵

s

. (4.9)

Equation (4.9) shows that NET can be improved when the sensing current I
s

is higher. However, there is a limit on the applied sensing current, because a high

I

s

would lead to an undesirably large temperature rise on the thermometer. The

maximum allowed temperature rise of the calorimeter due to the sensing current is

written as

�T

max

=
I

2

s

R

s

2G
. (4.10)

Substituting Eq. (4.10) into Eq. (4.9), one yields

NET =
8

↵

s

r
k

B

T�f

G�T

max

. (4.11)
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Therefore, according to Eq. (4.1), the Q

res

limited by the Johnson noise is

NET =
8
p
G

↵

s

r
k

B

T�f

�T

max

. (4.12)

Equation (4.12) clearly shows that the heat current resolution critically de-

pends on G and TCR of the thermometry materials, when other conditions being

the same. Therefore, it is desirable to make calorimeters based on a thermometry

material with a high TCR and a low .

Among many thermometry materials, metals, such as Pt, have been widely

employed, for instance, in earlier calorimeters used for nanoscale thermal measure-

ments [26,27,129], due to the ease of fabrication and integration into instrumentations

(e.g., with low resistivity). Its main drawback, however, is its high  and a relatively

modest TCR (⇠0.15%/K for Pt). Therefore, Pt and other metals are not necessarily

the best thermometry material of choice for high-resolution calorimetry.

In my thesis work, we developed a calorimeter with an unprecedentedly high

resolution using a high-performance thermometry material based on niobium nitride

(NbNx), which exhibits both a high TCR and a low . NbNx has previously been

used as the resistive thermometer for sensitive calorimetry by Bourgeois and cowork-

ers [113, 130–132], and has shown a high TCR value up to 0.9%/K with a resistiv-

ity of ⇠10–20 m⌦·cm at room temperature [133–135]. At cryogenic temperature,

NbNx has an even higher TCR (⇠5.3%/K at 77 K) [133–135]. Even though NbNx

has a higher resistivity than Pt, the resistivity is not factored into the Q

res

of a

calorimeter (Eq.(4.12)). Unlike metals, NbNx also has a low  (as determined to

be ⇠1.1 W m�1K�1 from our study, which will be later described in this chapter).

We demonstrated that the resistive thermometry-based calorimetry can be improved
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substantially by using the novel devices derived from NbNx films.

4.3 Fabrication of the NbNx-based Resistive

Calorimeter

To demonstrate the sensitivity of the NbNx based calorimeter, we fabricated

two suspended parallel beams made of NbNx, one for heating and the other for

sensing, as shown in Fig. 4.1(b). Each NbNx beam is 80 ± 20 nm thick, 1.54 ± 0.03

µm wide, and 105.2 ± 0.1 µm in total length. NbNx electrodes on the unsuspended

region are insulated from the substrate with a 100-nm-thick silicon nitride layer, and

are covered with a Cr/Au film for metallization.

NbNx was deposited via reactive sputtering using a Nb target in a gas mixture

of nitrogen and argon. The stoichiometry of the film is dictated by the partial pressure

of N
2

and Ar gases. For our devices, the partial pressure ratio was 8:1 (N
2

:Ar) and

the total sputtering pressure was 10 mTorr. A more detailed discussion of reactive

sputtering of NbNx is described in Ref. [133].

Summary of fabrication steps:

1. Deposit parylene or SiNx on a Si wafer.

2. Deposit NbNx by reactive sputtering. Annealed NbNx in an N
2

environment.

3. Perform photolithography process #1: for electrode and beam patterning.

4. Deposit Cr and Au by sputtering. Then lift o↵ in acetone.

5. RIE etch NbNx (and parylene) having Au as the etching mask on the beam.

6. Perform Photolithography #2: for opening window to etch Cr/Au on the beam.

7. Wet etch Cr and Au. Remove photoresist.
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8. Deposit parylene (to protect NbNx when performing Si etching using XeF
2

.

9. Perform Photolithography #3: for patterning of window and beam protection

mask during Si etching.

10. Etching Si with XeF
2

. This process also etches SiNx and thin layer of parylene.

11. Remove photoresist with O
2

plasma etching. (parylene will also get etched).

4.4 Noise Equivalent Temperature of the NbNx-

based Resistive Calorimeter

The temperature rise of the sensing NbNx beam is measured using a Wheat-

stone bridge circuit, where the sensing beam is paired in conjunction with another

on-chip NbNx beam with almost identical resistance (Fig. 4.1(a)). The power spectral

density of the noise across node A and B is measured to be near the Johnson noise at

su�ciently high frequencies, in which the 1/f noise plays a minimal role, as shown

in Fig. 4.3.

Because the 1/f noise becomes more pronounced when the frequency is below

2 Hz and the signal attenuates notably at higher frequencies (>4 Hz), we chose a

frequency of 4 Hz in our measurement, in which both the 1/f noise and the signal

attenuation are minimal.

Next, the resistance and TCR of the NbNx beams were determined from the

four-point current-voltage measurements within the temperature range of 40–300 K,

as shown in Fig. 4.5. The resistance increases at lower temperature, indicating a semi-

conducting behavior. In the sputtered NbNx film, which is of the amorphous phase,



67

0 5 10 15 20
10

1

10
2

10
3

10
4

10
5

Frequency [Hz]

P
S

D
 [
V
⋅H

z−
1
/2

]

 

 

I
s
=0

I
s
=0.71 μA

Johnson

Figure 4.3: Power spectral density (PSD) of the noise measured across
node A-B shown in Fig. 4.1(a). The green dotted line and the blue solid line
represent the PSD when the applied current (I

s

) is zero and 1.3 µA (typical
sensing current applied in this study), respectively, showing no apparent
di↵erence in the noise spectrum when applying the sensing current due to
the suppressed shot noise in the current source [28,127]. At su�ciently high
frequencies (above 3 Hz), the noise levels are close to the Johnson noise
(horizontal dashed line).

the electron conduction can be described using the Mott’s variable range hopping

model, namely,

R = R

o

exp

"✓
T

T

o

◆
1/n

#
, (4.13)

where R

o

is a constant, T
o

is the characteristic Mott’s temperature, and n is 4 for a

typical 3D bulk material [136]. As shown in Fig. 4.5, Eq. (4.13) fits our resistance

data of the NbNx beam very well with fitting parameters determined to be R

o

=

81.35 ⌦, T
o

= 1.19 ⇥ 106 K, and n = 4.

By taking the derivative of R with respect to T according to Eq.(4.13), the
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Figure 4.4: (a) Measured heating side temperature as a function of fre-
quency (blue circles). (b) Measured sensing side temperature as a function of
frequency (red circles). Signal attenuation depends on the thermal penetra-
tion depth, where L

p

1/
p
f . Hence, signals are attenuated at high frequency.

For our device, at f = 6 Hz, the signal will attenuate roughly 10% and drop
o↵ quickly at higher frequencies. Therefore, we selected 4 Hz in our NET

measurements to obtain the power resolution of the device with minimum
signal attenuation.

TCR is determined from

TCR =
1

R

 
R

o

T

1
n�1

nT

1/n

exp

"✓
T

T

o

◆
1/n

#!
(4.14)

The temperature dependent TCR is plotted in Fig. 4.5 as well. The TCR of

the NbNx beam is consistent with NbNx film prepared by reactive sputtering studied

previously [133–135]. At room temperature, TCR of NbNx is 0.67%/K (R
300K

=

230 k⌦). At lower temperature, TCR (resistance) of niobium nitride beam increases

dramatically to as high as 7.08%/K (28.1 M⌦) at ⇠45 K.
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are measured resistance of the heating beam. Blue line is the fitting using
Mott’s law. Red dashed line is the calculated TCR from the fitted R(T ). The
TCR is 0.67%/K at room temperature and increases at lower temperatures.

4.5 Thermal Conductance Characterization of the

NbNx-based Resistive Calorimeter

Consider the heat conduction model in the suspended heating beam and as-

suming negligible heat loss from the heating beam to the ambient (described in detail

later), one could recognize the parabolic temperature distribution along the heating

beam, namely,

�T

h

(x) =
q

00

2
b

A

b

x(2L
b

� x), (4.15)

where q

00 = I

2
Rh

2Lb
= Q

2Lb
is the heat flux per unit length of the beam in [W m�1].

Therefore, the average temperature of the beam, which is also the e↵ective

temperature measured in our experiments for the AC schemes (in the low frequency
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limit), is,

�T

h

=
q

00
L

2

b

3
b

A

b

=
QL

b

6
b

A

b

=
Q

3G
b

. (4.16)

In other word,

G

b

=
Q

3�T

h

, (4.17)

where G

b

is defined as 2
b

A

b

/L

b

, which is the e↵ective conductance from the center

of the beam to the substrate (note: it is not the conductance of the single beam).

From measurements of �T

h

and at di↵erent known applied heating power, Q, to the

beam, one can extracted G

b

.
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Figure 4.6: Thermal conductance (G) and conductivity () of the beam as
a function of temperature. At 300 K, G is 5.22 nW/K ( = 1.11 ± 0.28 W
m�1K�1) and decreases with temperature. The shown error bars are only for
the  data and are primarily due to the uncertainty in the film thickness.

To determine the thermal conductance (G) and conductivity () of the NbNx

beam with the modulated heating scheme, we used the setup shown in Fig. 4.1(a). As

shown in the figure, an alternating current modulated at 1! is applied to the heating
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beam to generate joule heating (P = I

2

R), which results in a 2nd harmonic heat flux,

Q(2!). Since the heat flux Q

2!

is directly proportional to temperature, the heating

side temperature (�T

h

) is also modulated at 2!. Therefore, by measuring the 3rd

harmonic voltage across the beam, �T

h

can be extracted via temperature-resistance

relation of the NbNx beam. The �T

h

of the middle pad on the heating side can be

determined from

�T

h

=
3V

3!

I

1!

✓
dR

dT

◆�1

, (4.18)

which accounts for the fact that the average temperature of the beam is 2/3 of the

temperature of the middle pad [28,137]. Then, G
beam

can be calculated from G

beam

=

Q/2�T

h

. Again, note that �T

h

6= �T

h

. Figure 4.6 shows the measured temperature

dependent thermal conductance of the NbNx beam from 40 to 300 K. At 300 K, the

measured G is 5.22 nW/K, which corresponds to  of the NbNx beam of 1.11 ± 0.28

W m�1K�1.

To substantiate our assumption on negligible heat loss from the heating beam

to ambient, we measured the average temperature of self-heated microfabricated

beams composes of suspended SiNx and Pt thermometer as shown in Fig. 4.7 and

compared to results to a theoretical model that takes the heat loss into account. In

this experiment, SiNx beams of varying lengths (100, 200, 400 µm) coated with Pt

for self-heating and temperature sensing were utilized for the comparison

The heat loss along the beam is modeled by a constant heat transfer coe�cient,

h, from the beam to the ambient. The heat transfer equation along the beam thus

follows the fin model (Fig. 4.7):

A

d

2

T

dx

2

� hP (T � T

o

) +
Q

L

= 0, (4.19)
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Figure 4.7: Thermal conductivity () and heat transfer coe�cient (h) de-
termination of the SiNx beams. (a) Schematic of the thermal fin model. (b)
A suspended beam of total length L self- heated by applying a current I.

where A is the cross sectional area, L is the length of the beam (note that L = 2L
b

),

T is the temperature along the beam, T
o

is the ambient temperature, h is the heat

transfer coe�cient, P is the perimeter of the SiNx surfaces, and Q is the electrical

power dissipated in the beam.

In the case when the heat loss in negligible (h = 0):

�T = T � T

o

=
Qx

2A

⇣
1� x

L

⌘
, (4.20)

�T = (QL) / (12A) , (4.21)

Q

�T

=
12A

L

. (4.22)

Whereas assuming heat loss in not negligible (h 6= 0) [106]:

�T =
Q

hPL


1� sinh(mx) + sinh(m(L� x))

sinh(mL)

�
, (4.23)
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where

m =

r
hP

A

(4.24)

and subsequently,

�T =
Q

hPL


1� 2(cosh(mL)� 1)

mL sinh(mL)

�
, (4.25)

Q

�T

=
hPLh

1� 2(cosh(mL)�1)

mL sinh(mL)

i (4.26)

Figure 4.8: Heating power over average temperature rise vs. width over
length for suspended beams with and without heat loss, solid and dashed
lines, respectively. Three microfabricated beams of di↵erent lengths (100,
200, 400 µm) were measured (solid dots) and compared to theoretical curves
with fitted thermal conductivity and heat transfer coe�cient.

Figure 4.8 shows heating power over average beam temperature vs. beam

width divided by length. These beams are the suspended SiNx beam with Pt ther-



74

mometer [28]. For short beam lengths (<200 µm), the negligible and non-negligible

heat loss models converge, validating the simplified thermal analysis. For longer

beams, however, heat loss becomes increasingly significant, such that neglecting heat

loss can lead to an overestimated temperature rise.

From the analysis (Fig. 4.8), it was shown that the heat loss is negligible in

devices with L = 100 µm (or L
b

= 50 µm). Therefore, these short-beam suspended

devices were chosen in this study for thermal measurements in order to ensure accurate

thermal analysis (in addition to the fact that the short-beam devices have smaller

thermal time constant and higher roll-o↵ frequency). To directly verify negligible

heat loss from the beams in the short-beam devices, we fabricated suspended devices

with the same beam length (L
b

= 50 µm) but containing pads with serpentine Pt

lines in order to measure temperature of both the beams and the pads (Fig.4.9).

Figure 4.9: SEM image of microfabricated short-beam (L
b

= 50 µm) sus-
pended device with pads containing serpentine Pt lines.
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The average temperature rise of the self-heated beams, non-self-heated beams,

and the suspended pads were measured and are plotted in Fig.(4.10). It can be shown

that, for beams with negligible heat loss, the average temperature rise for the self-

heated and non-self-heated beams is 2/3 and 1/2 of that for the pad, respectively,

as we observed experimentally Fig.(4.10). Therefore, we have verified experimentally

that the heat loss from devices with L

b

= 50 µm is negligible at room temperature.

Figure 4.10: Average measured temperature rise of suspended pad and sus-
pending beams for two cases, self-heating (green square) and no self-heating
(red triangle). Dashed and solid lines represent 2/3 and 1/2 of the pad tem-
perature rise (black circle), respectively.
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4.6 Power resolution of Our NbNx Calorimeter

In comparison to characteristic Pt thin films [118,127], the TCR and  of the

NbNx beams are about four times higher and eight times lower, respectively. Hence,

assuming the same device geometry and the same �T

max

, the NbNx based calorimeter

is expected to be approximately ten times better in power resolution, according to

Eq. (4.12). (Note Q

res

/
p
G

TCR

)

To experimentally demonstrate the superior power resolution of the NbNx

based calorimeter, we used the same setup shown in Fig. 4.1(a) to measure the small

heat flux (modulated at 2!) transferred from the heating beam to the sensing beam

via thermal radiation. The temperature rise of the sensing beam, which also oscillates

at 2!, can be determined from [28]

�T

s

=
2
p
2V

2!

I

s

R

s

↵

s

, (4.27)

where V

2!

is the measured 2! voltage from the sensing beam, and I

s

is the sensing

current (in DC) applied to the bridge. The amplitude of the current was chosen such

that the maximum temperature rise, �T

max

, on the sensing beam is the same as in

our prior study on Pt based calorimeter (⇠10 K) to facilitate a direct comparison

between NbNx and Pt. The bandwidth (�f) of the measurement was set to be 7.8

mHz, also the same as in our prior study [28].

Figure 4.11 shows the power resolution of the calorimeter. When the heat flux

transferred to the sensing side is very low, the measured temperature is within the

noise floor (or NET ), which is determined to be about 50 µK.
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Figure 4.11: Measured sensing side temperature as a function of the heat
power transferred to the sensing beam. The red circles are the measurement
�T

s

at a given absorbed power and the error bars represent the standard
deviation. The noise floor of the �T

s

measurement (NET ) is approximately
50 µK, which is close to the theoretical instrumental limit of our resistive
thermometer (30 µK, determined from Eq. (4.11)). The NET of 50 µK
corresponds to a calorimetry resolution (Q

res

) of only 0.26 pW, as shown by
the red vertical dashed-line.

The NET values with di↵erent applied sensing current (I
DC

) and frequency

also demonstrates that a smaller current and lower frequency yield a larger NET .

In Fig.4.12, the NET is higher when the heating power is modulated at a

lower frequency, which is resulted from larger 1/f thermal drift at lower frequency.

As shown in these plots, for heating frequency of 1.5 Hz, the NET is approximately 75

µK, higher than the NET of ⇠50 µK at 4 Hz. Likewise, NET s at higher frequencies

(8 Hz and 18 Hz) are lower, getting closer to the Johnson noise limit, but the signal

attenuation is significant at these frequencies (as shown in Fig. 4.4).
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Figure 4.12: Sensing side temperature with di↵erent joule heating power
to determine the NET at di↵erent frequencies: (a) 1.5 Hz, (b) 4 Hz, (c) 8
Hz, and (d) 18 Hz.

As shown in Fig.4.13, since NET / 1/I
s

, a lower NET is expected with

a higher sensing current. Our measurements indeed showed that when the sensing

current was doubled, the NET was reduced by approximately half (from 90 µK to 45

µK).

With the measuredNET of⇠50 µK andG of 5.22 nW/K of the beam, theQ
res

for the NbNx device is determined to be ⇠0.26 pW. In comparison to Pt resistive

thermometry with similar geometry and �T

max

, which exhibits a resolution of 2.5

pW [28], our device demonstrated an order of magnitude improvement in calorimetry
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resolution, which is consistent with our prior expectation based on the TCR and  of

the NbNx beam. Compared to the state-of-the-art calorimeters, namely, bi-material

cantilevers [125] and Pt resistive thermometers [27,28], the device demonstrated here

shows an unprecedented resolution using the simple resistive thermometry platform,

thanks to the high TCR and low  of the NbNx thermometer.
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Figure 4.13: Measured sensing side temperature rise vs. heating power at
di↵erent applied sensing current of (a) 712 nA and (b) 356 nA.

4.7 Conclusion

We demonstrated a calorimeter with a power resolution of 0.26 pW, which is

the lowest among the calorimeters reported to date. Similar to previous works [27,28],

the intrinsic and extrinsic noises in resistive thermometry are minimized to Johnson’s

noise level by employing a modulated heating technique and a Wheatstone bridge cir-

cuit. The substantial improvement in resolution is attributed to the NbNx thermom-

etry material, which exhibits a high TCR and a low . The platform described here

will find wide-range applications, where high-resolution calorimetry is desirable, such
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as nanoscale heat transport and biological phenomena including single cell metabolic

rate measurements.

Chapter 4, in part, is a reprint of the material in Review Scientific Instruments,

2013, Jianlin Zheng, Matt Wingert, Edward Dechaumphai, and Renkun Chen. The

dissertation author was the primary investigator and the co-first author of this paper.

Chapter 4, in part, is a reprint of the material in Review Scientific Instruments,

2014, Edward Dechaumphai and Renkun Chen. The dissertation author was the

primary investigator and the first author of this paper.



Chapter 5

Calorimetry for Biological

Applications

5.1 Introduction

Cell metabolism is fundamentally linked to various essential biological pro-

cesses such as cell growth, di↵erentiation, motility, survival, death, etc. Cell metabolic

rate can be measured with calorimeters that directly detect the heat production due

to cell metabolism. However, past experiments that investigated the calorimetric

property of cells is predominantly performed with bulk amount of cells, where the

average measured property of an ensemble of cells is assumed to represent the prop-

erty of a single cell. Moreover, recent studies, which utilized a drastic advancement in

instrumentations and technologies, reveal inhomogeneous characteristics of individual

cells among the cell populations [138–141]. Metabolic rate thus di↵erentiates one cell

type from the other. Even among a given cell type, not all cells are metabolically

homogeneous. Minority cells, which go undetected in bulk measurement as depicted

81
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in Fig.(5.1), can be crucial to the function of bulk cells as a whole.

Figure 5.1: A hypothetical comparison between metabolic rate measure-
ments of bulk and single cells. A bulk measurement, which assumes homo-
geneous properties, could be misleading because it displays an average value
(gray bar graph), whereas the single cell measurement can distinguish two
population types with vastly di↵erent values (orange and green color). Many
research works have shown heterogeneity within a cell population, where the
‘subordinate’ population could be crucial to the function of the whole en-
sembles. Therefore, this level of details in probing properties of single cell is
necessary for a deeper understanding of single cell metabolism.

One notable example elucidating the importance of single cell metabolic rate

measurement is cancer. Cancer is well known for its heterogeneity. For instance

in kidney tumor, researchers have found that the exome among 20 cancer cells are

vastly diverse [138]. Because of the varying properties within one colony of cancer
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cells, targeted therapy is extremely challenging [142–145]. Therefore, understanding

each individual cancer cells is crucial in unraveling the mystery of cancer. More-

over, the major di↵erence between cancer cells and normal cells is their metabolic

rates. Due to the transformation in metabolic process in cancer cells such as from

mitochondrial oxidative phosphorylation to aerobic glycolysis known as the Warburg

e↵ect [146], many biomedical researches have focused on comprehending the metabolic

process of a cancer cell and finding methods to reverse the metabolic activity back to

a normal cell [146–154]. An instrumentation that can provide a facile measurement of

the metabolic rate of individual cancel cells would provide timely feedback for eval-

uating the various metabolic regulation methods. Undoubtedly, one can potentially

harness this di↵erence in metabolic rates between normal and cancer cells for cancer

diagnostics.

Currently, several single cell metabolomics measurement techniques are em-

ployed to measure metabolites such as mass spectrometry and fluorescence technique

in single cells, particularly cancer cells [139, 155–160]. Even though these techniques

are useful in grasping the metabolic process of single cells, they are invasive, ex-

pensive and time-consuming. For example, in the fluorescence technique, one has

to find a specific cell binder that has proper fluorescence property that can be ac-

tivated with metabolites from the cells [155, 158, 160]. As stated, because cancer

cells are not homogenous, finding a specific binder that is also generalized for the

majority of certain types of cells is challenging. Moreover, exerting the chemicals

into the cells can potentially contaminate the cells and influence the obtained results.

Another popular method in many laboratories, the single- cell mass spectrometry

technique [139,156–159], is an invasive process where the technique requires metabo-
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lites to be extracted, which damages the cell during the preparation process [158].

Mass spectrometry is then performed to measure the amount of metabolites from the

extracted sample. Such invasive process makes it infeasible to monitor cell metabolic

activities in real time when responded to di↵erent environmental stimuli (e.g., tem-

perature) and interrogations (e.g., drugs) [158].

Direct calorimetry, on the other hand, can probe the metabolic rate quantita-

tively in terms of amount of generated heat power. One main advantage of calorime-

try over the other metabolomics techniques discussed above (fluorescence and mass-

spectroscopy) is it is a label-free technique that can continuously monitor living cells

in well-controlled fluidic (cell culture) environments. This is advantageous considering

living organisms are dynamic in nature. In fact, metabolic rates of ensembles (bulk

amount) of cells have been measured in the past using calorimeters, which revealed

important insights of cell metabolism, for instance, the correlation between metabolic

rates vs. cell size (namely, the allometric scale [124, 161, 162]), and the di↵erence in

metabolic rates between normal and cancer cells [149–152,163,164].

However, there is no calorimeter to date that is sensitive enough to measure

single cell metabolic rates (long term measurement in minutes range, which is a more

useful measurements than a short term measurement) as summarized in Fig.(5.2).

Although, some groups have reported few cells metabolic rate measurements such as

brown fat cells but still need to stimulate them to obtain su�cient metabolic rate for

the device to detect [171]. As shown in Fig.(5.2), the state-of-the-art closed chamber

calorimeters, either commercially available or developed in laboratories, possess the

power resolution as low as 4.2 nW, which was demonstrated by Roukes group [116].

However, this resolution is based on a short-term noises from Johnson noise and/or
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white noise, where long-term signal drifts are not considered. When thermal drift is

considered, the minimum detectable power of biocalorimeters reported could be as

high as ⇠ 50 nW. The metabolic rate of single cells, however, ranges from 1 pW to

few nW depending on the types and sizes of cells (e.g, brown fat adipose cells have

one of the higher rates at 950 pW [166], while typical human cells have a rate around

⇠60 pW). It is clear that the resolution of today’s calorimeters has to be improved by

at least an order of magnitude to be able to resolve metabolic rate of a wide range of

cells (Fig.(5.2)). More importantly, a biocalorimeter should be able to demonstrate

a long-term stability for at least few hours for it to be useful.

Figure 5.2: Metabolic rate of single cells in comparison to the sensitivity of
reported closed-chamber biocalorimeters based on short-term noise (from raw
data of the reported literatures from references [116,165,167–172]), not a long
term minimum detectable power. Measurement time to monitor metabolic
rate of cells requires at least several hours. Therefore, long-term noise or drift
should provide a more accurate representation of the minimum detectable
power of a biocalorimeter, which has not yet been demonstrated.

Given the potential to probe each individual single cell and a strong depen-

dence of cell behavior to the metabolic process, single-cell biocalorimeter with pW to
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nW resolution will open up a wide range of possible fundamental research to answer

biological questions and provide an excellent platform for future biomedical applica-

tions. It is this vast potential as well as the one to two-order of magnitude gap in

heat resolution that motivate us to develop single cell biocalorimeters. As the first

stepping stone toward single cell metabolic rate measurement, in this work, we began

with improving the long-term sensitivity of biocalorimeter to nanowatt-sensitivity.

5.2 Recap on Sensitivity of Calorimeter

As discussed in Chapter 1, the sensitivity of the calorimeter relies on two

factors: 1) the thermal conductance of the calorimeter to the thermal reservoir (G),

and 2) the minimum detectable temperature (�T

min

). In other word, Q
min

= G ⇥

�T

min

.

To minimize Q

min

, parasitic heat loss must be minimized. The parasitic heat

loss can come from 3 di↵erent heat transfer modes: conduction, convection, and

radiation. In this chapter, how the heat loss from each heat transfer modes are

reduced will be discussed. The other element toward enhancing Q

min

is to have a low

detectable �T limit. �T

min

depends on both the signal to noise ratio (short term

�T

res

) and the long term T stability influenced by thermal drift (long term �T

drift

). A

simple approach to minimize thermal noise and drift will be explored in this chapter.

Developing calorimeter to measure metabolic rate of cells poses di↵erent chal-

lenges in comparison to developing calorimeter to study nanoscale materials such as

our previous work on NbNx calorimeter. In biocalorimeter, the criteria that must be

met are:

1. The calorimeter must be compatible with cells. For that reason, the mi-
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Figure 5.3: Factors in developing high resolution calorimeter

crofluidics platform must be integrated into the design such that the chamber can

nurture cells.

2. The set-up must have a capability to visualize the cells inside the microflu-

idics during the measurement.

3. The thermal signal from cells is non-modulated (assuming cells do not

generate frequency dependent heating). Therefore, we cannot use modulated tem-

perature detection with lock-in at a specific frequency as we did to eliminate other

noises in our NbNx device. Therefore, the set up for the metabolic rate measurement

must have a very high temperature stability such that the �T

min

is not influence by

the environment or outside temperature.

4. The geometry of the biocalorimeter will be dictated by the size of the

cells of interest. Because a typical cell size ranges from one µm to hundreds of µm,

the cross-sectional area will be much larger than most chip-based calorimeter, which

increases G due to larger conduction heat loss.

5. To reduce the heat loss due to conduction, the length of the biocalorimeter
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must be longer.

6. The entire microfluidic system must be a closed-loop fluidic circuit and

vacuum-tight since high vacuum is necessary to eliminate convective heat transfer as

will be discussed later in this chapter.

As a proof of concept demonstration, we started with monitoring the metabolic

rate of Tetrahymena Thermophilia mainly due to its high metabolic rate (bulk mi-

crocalorimetric measurements reported ⇠3-5 nW per cell [173–176]) and ease in cul-

turing since they can survive in a wide range of conditions [177, 178]. Our design of

biocalorimeter hinges on the size of Tetrahymena, which is approximately 40 – 50 µm

in diameter.

5.3 Low Conductance biocalorimeter:

Suspended Microfluidic-based Calorimeter

To minimize conduction, a 1D suspended structure is employed similar to our

work on NbNx [29]. For a single beam, the thermal conductance due to conduction

G

cond

is

G

cond

=
A

c

L

(5.1)

Our cross-sectional area is restricted by the size of Tetrahymena. Therefore,

the cross-sectional geometry of the microfluidics channel is designed to be approxi-

mately 50 µm by 40 µm in height and width. To reduce G

cond

, the biocalorimeter

is fabricated from parylene, since parylene has an intrinsically low thermal conduc-

tivity. Although, if the microfluidics channel is filled with medium (which has water

as its main ingredient), the conductive heat loss will be dominated by the medium.
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From a heat conduction point of view, a longer beam yields a lower the thermal con-

ductance (G
cond

/ 1/L). However, as the length of the beam is longer, the surface

area of the suspended microfluidic channel will increase. This larger surface area will

lead to larger heat loss along the surfaces from convective and radiative heat transfer

modes. A convective heat transfer can be simply removed by placing the device in-

side a high vacuum environment. In our experiment, our chamber system can bring

the pressure down to below 5⇥ 10�6 Torr, which is more than su�cient to eliminate

convection [116]. However, the radiative heat loss is more challenging to reduce be-

cause radiative heat transfer requires no medium, and only depends on the emissivity

properties of the beam and the temperature of the environment and the sample. In

short, the radiation heat transfer coe�cient [W m�2K�1] can be expressed as:

h

rad

= ✏� (T
s

+ T1)
�
T

2

s

+ T

2

1
�
, (5.2)

where ✏ is the emissivity of beam, � is the Stefan-Boltzmann constant, T

s

is the

temperature at the surface of the beam, and T1 is the surrounding temperature. In a

case when T

s

�T1 is small, the radiation heat transfer coe�cient can be approximated

as

h

rad

= 4✏�T 3

avg

, (5.3)

where T

avg

is the average temperature between the beam and the surrounding. The

heat loss from radiation can be generally estimated as G
rad

= h

rad

A

s

, where A
s

is the

surface area. Consequently, the heat loss from radiation will increase linearly with

increase in length assuming the cross-sectional parameter is constant throughout the

beam. Comparing the e↵ect of L on G

cond

and G

rad

, G
cond

/ 1/L and G

rad

/ L for
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a 1D suspended beam. Therefore, heat loss from radiation needs to be taken into

account. Although, these two heat transfer modes are coupled together and a specific

case in thermal analysis needs to be considered, where the total thermal conductance

is not simply a summation of G
rad

and G

cond

.

The e↵ective thermal conductance of the device when there is a point heat

source in the middle of the beam can be estimated to model G when there is a

cell in the middle. For simplicity in order to gain an insight on the heat loss of the

suspended microfluidics calorimeter, a suspended beam with a uniform cross-sectional

area having a point heat source as the boundary condition as shown in Fig.(5.4) will

be analyzed here.

L

half beam
q

point source

q
x+dx

q
x

dA
s

A
c

dq
rad

Figure 5.4: A Schematic of the 1D suspended beam with a uniform cross-
section experiencing a point source

From the conservation of energy law, the energy balance for the di↵erential

element (Fig.(5.4)) can be written as

q

x

= q

x+dx

+ dq

rad

, (5.4)
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where

q

x

= �A

c

dT

dx

, (5.5)

q

x+dx

= q

x

+
dq

x

dx

dx

= �A

c

dT

dx

� 

d

dx

✓
A

c

dT

dx

◆
dx, (5.6)

dq

rad

= hdA

s

(T � T1), (5.7)

where q

x

is the heat transfer rate [W] into the di↵erential element, q
x+dx

is the heat

transfer rate [W] out of the di↵erential element,  is the thermal conductivity of the

beam, A
c

is the cross-sectional area of the beam, h is the radiation heat transfer

coe�cient [W m�2K�1], dA
s

is the di↵erential surface area of the element, T is the

temperature of the element, and T1 is the ambient temperature.

By substitute Equations (5.5), (5.6), and (5.7) into Eq.(5.4), the new expres-

sion can be written as,

�����
�A

c

dT

dx

=
�����
�A

c

dT

dx

� 

d

dx

✓
A

c

dT

dx

◆
dx+ hdA

s

(T � T1), (5.8)

then divide all sides by dx to get

0 = � d

dx

✓
A

c

dT

dx

◆
+

h

dx

dA

s

(T � T1) . (5.9)

Assuming A

c

is a constant, the dA

s

= Pdx, where P is the cross-section parameter,

then the equation can be simplified and rearranged as

0 =
d

2

T

dx

2

� hP

A

c

(T � T1) . (5.10)
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Now, let T (x)� T1 = ✓(x), which means d✓

dx

= dT

dx

. Eq.(5.14) can be rewritten as

0 =
d

2

✓(x)

dx

2

� hP

A

c

✓(x) (5.11)

0 =
d

2

✓(x)

dx

2

�m

2

✓(x), (5.12)

where m =
q

hP

Ac
. Eq.(5.12) is a linear, homogeneous second-order di↵erential equa-

tion with a general solution in the form of:

✓(x) = C

1

emx + C

2

e�mx

, (5.13)

and

d✓(x)

dx

= mC

1

emx �mC

2

e�mx

. (5.14)

As shown in Fig.(5.4), the boundary conditions are:

a) at x = 0, ✓(0) = 0.

b) at x = L, d✓(x)

dx

= q

Ac
. When applying boundary condition from a), then C

2

= C

1

.

Boundary condition (b) is applied to solve for C

1

and C

2

by substitute (b) into

Eq.(5.14):

q

A

c

= mC

1

emL �mC

2

e�mL

, (5.15)

Then,

C

1

=
q

A

c

m (emL � e�mL)
, (5.16)

C

2

= � q

A

c

m (emL � e�mL)
. (5.17)
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Therefore, the analytical solution for the temperature profile of a suspended

beam with a point source at a boundary can be rearranged and expressed as

✓(x) =

✓
q

A

c

m

◆✓
emx � e�mx

emL + e�mL

◆
(5.18)

The analysis above resembles a fin model having a point source at the end of

the beam. However, on our device, the point sources are composed of two beams. For

a beam with a cell in the middle and a metabolic rate of Q
c

, half of the Q
c

will go to

one of the half beam and the other goes to the other half beam due to symmetry. In

other word, q = Q

c

/2 in Eq.(5.18) and L is the half length of the total length of

the suspended microfluidic bridge. The temperature profile of half of the beam (from

the edge with T = T1 to the middle of the bridge) is

✓(x) =

✓
Q

c

/2

A

c

m

◆✓
emx � e�mx

emL + e�mL

◆
, (5.19)

where the analytical solution is plotted in Fig.(5.5).

Because of the the surface conductance (hA
s

), ✓ as a function of position x is

not linear. When the cell is in the middle, x = L (which is also ✓

max

), then

✓

max

=

✓
Q

c

/2

A

c

m

◆✓
emL � e�mL

emL + e�mL

◆
. (5.20)

Therefore, the thermal conductance G resulted from a point source from heat-

ing power of a cell in the middle of the beam (or end of the half beam) is

G = 2mA

c

✓
emL + e�mL

emL � e�mL

◆
, (5.21)
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Figure 5.5: Analytical solution to a suspended beam with a uniform cross-
section and a point source boundary condition. In this calculation, the total
length is 5 mm (half length is 2.5 mm), width of the beam is 50 µm, height
of the beam is 50 µm, ✏ is 0.5,  is 0.6 W m�1K�1, T1 is 303.15 K, and Q

c

is 10 nW.

in which m =
q

hP

Ac
.

The thermal conductance as a function of di↵erent half beam length resulted

from a point source is plotted in Fig.(5.6) to get a visual sense of the e↵ect of radiation.

The conductance calculated here does not represent the actual calorimeter, butt to

provide a coarse insight on the thermal problem we are looking at. In Fig.(5.6), the

width of the beam is 50 µm, height of the beam is 50 µm,  is 0.6 W m�1K�1, and

T1 is 303.15 K,
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Figure 5.6: G of a 1D calorimeter as a function of di↵erent designed half
length (L

half

) for di↵erent emissivity values.

5.4 Designing Biocalorimeter and Microfluidics

Our biocalorimeter design is illustrated in Fig.(5.7). The design composes of a

suspended microfluidics, a platinum heater line, and a 4 junctions Bi/Pt thermopiles.

Figure 5.7: A schematic of the biocalorimeter
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There are many types of thermometers that can be employed in a biocalorime-

ter such as Pt or NbNx that we have used previously. However, one of the drawbacks

in resistive-based thermometer is that one needs to apply large enough current to get

a su�cient sensitivity, which leads to heating of the suspended microfluidics channel

due to Joule heating. On the other hand, thermopile-based thermometer does not

pose such problems. For that reason, in this work, we selected Bi/Pt as our ther-

mopile materials, in which Bi also has a relatively high Seebeck coe�cient, while

platinum is simple to process because it is inert to many chemicals and gases.

Thermopile-based thermometer generates voltage when there is a di↵erence

between the reference junction and the sensing junction. How much the thermopile

generates voltage depends on the Seebeck coe�cient of the materials.

For thermopile, the theoretical temperature resolution (�T ) depends on the

Seebeck coe�cient and Johnson noise, where

�T

res,theoretical

=
Johnson voltage noise

Voltage generates by thermopile

�T

res,theoretical

=

p
4k

B

RT�f

nS

junc

, (5.22)

where S
junc

is the Seebeck coe�cient between a junction, n is the number of junctions,

and R is the total resistance of the thermopile. Eq.(5.22) shows that large Seebeck

coe�cient between a junction, number of junctions, and low electrical resistance will

lead to a finer temperature resolution. Therefore, an ideal materials for thermopile

thermometer should have large power factor, PF = S

2

⇢

, where ⇢ is the electrical

resistance of the material. Note that �T

res

is proportional to
p
R

S

). Examples of

materials with large power factor are bismuth telluride, antimony telluride, bismuth
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antimony telluride, etc. In our biocalorimeter, Bismuth has a fairly high Seebeck

(⇠50–70 µV/K) compare to most metal-based thermopile.

Although, in instrumentations, due to small generated voltage signals from

the thermopile alone, these thermopile signals are needed to be conditioned through

external circuits such as low noise amplifiers. The minimum short term electrical

noises can then be dominated by op-amp or other circuitry instead of Johnson noise.

Therefore, careful instrumentation and design to minimize noises from electronics

must be carried out. One important consideration when determining what is the

smallest short-term signal one can confidently detect is: the true minimum noise

or �T

res

must be characterized from the signal output, not from short-term

white noise (such as Johnson noise) or input noise measurements.

As mentioned previously, the convective heat loss must be eliminated and can

be realized by placing the sample in a high vacuum environment. Another challenge in

implementing vacuum to the sample is the integration between microfluidic platform

and the vacuum set up. How the microfluidic set up is isolated from the vacuum is

summarized in Fig.(5.8). A custom-made clamp made from our CNC machine acts

as a fluidic interface to supply fluids from outside of the chamber to the sample and

a sample holder to press the sample for a good thermal contact between the sample

and the temperature-controlled stage.

To input fluids, PEEK tubes are connected to a syringe (manual or automatic).

The tube is extended into the chamber through our custom-made vacuum feedthrough

(Fig.(5.9)). The feedthrough is sealed with ultra-high vacuum epoxy, which turns into

ceramic after curing.

The PEEK tube from the feedthrough is then connected to the clamp (Fig.(5.10)).
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Figure 5.8: Vacuum-compatible microfluidic set-up

Figure 5.9: High-vacuum microfluidics feedthrough

To seal the tubes (or fluidic pathway) from the vacuum, o-ring is used to interface

fluidics between the clamp and the sample. The clamp is then pressed/hold in place



99

by the screws, which produce downward pressures to the o-rings. The compressed

o-rings then deform and seal the interfaces between the sample (SU-8 inlet/outlet)

and the PEEK tubes that are connected to clamp.

slot for o-rings

Top

Bottom

Figure 5.10: Clamp for holding the sample and for vacuum-compatible
microfluidics set-up

Figure 5.11: An illustration of the vacuum-compatible microfluidics set-up
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With this vacuum-compatible microfluidics set up (illustrated in Fig.(5.11)),

the pressure inside the chamber is measured to be below 5 ⇥ 10�6 Torr, which demon-

strates that our set up can achieve high vacuum and convective heat loss can be elim-

inated. Fig.(5.12) shows a single Tetrahymena cell swimming inside a suspended mi-

crofluidic channel under vacuum environment. Note that the cell is alive and medium

does not evaporates under vacuum because of the vacuum-tight closed-microfluidics

channel system.

Figure 5.12: An individual Tetrahymena inside a suspended microfluidic
channel under vacuum.
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5.5 Engineering Long-Term Sub-mK

Temperature Stability Platform

In order to be able to detect small temperature changes from the cell, we first

must understand the nature of the temperature or heat signal from cells. Metabolic

rate of a cell is not a modulate signal, which is analogous to DC signal in electri-

cal circuit. This also points to the fact that we cannot “lock-in” a frequency to

eliminate external noises. Because of this, the instrumentation implemented in our

biocalorimetry must be able to shield the external electrical and temperature noises

from the environment as much as possible.

The simplest way to seclude the calorimetric electrical signal from the exter-

nal noises is to use an amplifier such that the amplified signal is larger. Although,

because the signal from the cell is not modulated and the signal we can retrieve is

DC, then 1/f will dominate. As the name 1/f noise implied, the noise gets larger

as the signal approaches DC limit. One of the ways to reduce 1/f electrical noise

is to use a “autozero/chopper” amplifiers [179] such as CS3001, LTC1100, etc. The

“autozero/chopper” amplifiers are designed such that it suppresses 1/f noise. To

amplify a voltage signal, a non-inverting op-amp scheme is used (Fig.(5.13)) using

CS3002 amplifier.

The gain of the circuit in Fig.(5.13) can be calculated as Gain = 1 + R2
R1
,

where R

1

= 100⌦ and R

2

= 75k⌦, which resulted in gain of 751. A low pass filter

is also implemented in this scheme where the cut o↵ frequency, f

c

, is defined as

f

c

= 1/(2⇡[R
1

kR
2

]C
2

). Having C

2

of 15 nF, f
c

is about 106 kHz. A gain as high as

751 enable us to distinguish electrical signal from the calorimeter from the external



102

+ V
out

R
2

C
2

Thermopile

CS3002

R
1

Figure 5.13: Non-inverting op-amp scheme

noises that are not part of the circuit. However, there are also other sources of noises

or drift that we have to consider such as how instruments and amplifiers are influenced

by the external temperature drift. The e↵ect comes from the temperature dependent

properties in materials where resistance can change with temperature or EMF voltage

drop due to Seebeck e↵ect.

A typical building temperature drifts about 1 to 3 degree celsius even when

controlled by HVAC unit. Such ambient temperature drift can distort our electrical

signal greatly especially since the voltage signal generate from the device is minute,

where all instruments and amplifiers have input o↵set voltage drifts in conjunction

with temperature changes. Even one of the most stable low voltage amplifiers such

as CS3001, LTC1100, or AD524 has an input o�ce voltage drift of roughly 50-500

nV/�C, in which the signal drift from ambient temperature is comparable if not higher

than the voltage signal generated from 1 mK change in the sensing chamber. (The

input o↵set voltage drift is the o↵set voltage before the signal is amplified.) Besides
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the voltage drift from the instruments or amplifiers, metal contacts at the wires at

di↵erent connection points can also greatly e↵ect the voltage drift since each contact

(unless the materials are exactly the same and all reference junctions have the same

temperature) will generate small voltage drop as a result of Seebeck e↵ect and a

change in temperature.

To make sure that the ambient temperature fluctuation has a minimal e↵ect

on the electrical signal generated from the biocalorimeter, we put the circuit inside

the measurement chamber (Fig.(5.14)), which is temperature regulated down to mil-

liKelvin range and is also in high vacuum. In addition, the electrodes on the wafer

(sample) can be connected directly to the amplifier without having to have multiple

wire connections that can easily introduce unwanted noises/signals.

Figure 5.14: Images of the circuit board in the chamber

Even with a low-noise/drift electronics, the temperature of the calorimeter can

still drift. The thermal drift can originate from (Fig.(5.15)) 1) the thermal drift at

reference junctions and 2) the thermal drift from the chamber, which resulted in the

radiative heat transfer on the suspended beam since the radiation depends on the

temperature of the sample and the environment (chamber) temperature.
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Figure 5.15: Sources of thermal drift. Thermal drifts originated from tem-
perature fluctuation of the environment around the device. For example, (a)
in a non-ideal case, the temperature at reference junctions could be di↵erent
because the temperature of the thermal reservoir is not completely uniform.
In addition, the temperature fluctuation of the chamber can e↵ect the tem-
perature stability of the beam via radiation especially since radiation plays
an important role in parasitic heat loss of our device (b)

In an ideal case, the entire thermal reservoir is isothermal (temperatures at the

reference junctions are identical) . However, when the temperature at the junction

is no longer T

o

, then the signal will also drift in corresponding to how much the

junction temperature changes. To minimize this type of thermal drift, using high

thermal conductivity wafer and substrate is advised such as silicon or copper since

high  material can spread the heat well and drive the temperature along the sample

to be uniform. The sample (made from Si wafer) is placed on top of a copper plate

that is temperature controlled by a thermoelectric module shown in Fig.(5.16). The

thermoelectric module is controlled by a temperature controller, Stanford Research

PTC10, which has an adjustable PID controller that can maintain at least 1 mK

temperature stability at a local temperature point. Thermal grease for high-vacuum

is also applied to ensure good thermal contact at the wafer.
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In addition, the chamber should be isolated from the outside/ambient temper-

ature fluctuation even though there is a vacuum around the sample. The isothermal

condition will prevent any drift causes by radiation between the chamber to the sam-

ple. In our set-up, we immerse the chamber into a container filled with microencapsu-

lated PCM (phase change material) powder from Microtek. Microencapsulated PCM

is a dry powder composes of phase change material that is encapsulated inside thin

polymer layers. Phase change material is great at maintain a constant temperature

at the phase transition temperature because a large amount of energy is required to

change the temperature at the transition point. Therefore, the PCM is kept at a near

melting point such that the temperature is retained at the transition temperature.

In addition, the microencapsulated PCM also has a low thermal conductivity, which

helps to insulate the chamber from any outside change.

Temperature controlled thermal tent

Figure 5.16: Highly stable temperature control set up

Fiberglass is also covered the entire chamber to further insulated the chamber.

Not only that, the entire set-up, including the chamber and instruments such as

temperature controller, nanovoltmeter, thermocouple readers, and optical table, is
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inside a thermal tent with a convective heater that can control the temperature of

the tent to within ±0.5 �C. Fig.(5.16) illustrates and summarizes our temperature

control set-up.

Besides an extensive temperature control to establish an isothermal environ-

ment, the temperature of the lid is also controlled by a heating pad with 1 mK stabil-

ity. To even further reduce the influence from radiative heat transfer, two doped ITO

glasses are placed on top of the clamp to act as IR radiation shields between the lid

and the suspended microfluidics. Infrared range is important in radiative heat transfer

for surfaces near room-temperature and doped ITO glasses have shown to have high

reflectance in infrared range [180]. A quick estimation of the dominant wavelength in

radiation for a surface with a temperature of T is to look at the Wien’s displacement

law, where �
max

T = 2898 µm·K. For T = 300K, the dominant wavelength is 9.66 µm.

Figure 5.17: Long-term temperature stability of our device in di↵erent
set-up. The blue circles represents the temperature drift over time when
a device is mounted on a copper plate with temperature controlled by TEC
under vacuum. The red circles are temperature drift of our device in a highly
insulated set up with multiple temperature controlled stages.
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The reduction in thermal drift with our extensive temperature controlled set-

up is shown in Fig.(5.17). With all of these temperature controlled features, we are

able to demonstrate a long-term temperature stability down to sub-mK for at least

8 hours. The long-term temperature stability is essential in biological measurements,

where the assessment time can last longer than an hour.

5.6 Fabrication Processes for Metabolic

Cytometer

1. Clean wafer

2. Coat the 1st parylene layer by CVD.

3. Pattern the 1st metal layer using a standard photolithography process.

Then deposit platinum thin film via sputtering. Lift o↵ with RR41 at 350 K. This

1st metal layer is for thermopile and heater.

4. 2nd metal patterning to pattern bismuth. Bismuth is deposit by sputtering.

5. Pattern electrodes with a standard photolithography. Au is deposit by

sputtering.

6. Coat the 2nd parylene layer

7. Pattern microfluidic channel using AZ P420.

8. Deposit the 3rd parylene layer.

9. Pattern etching window for suspended microfluidic channels and the in-

let/outlet hole. Au is patterned and used as the etching mask when etching parylene.

Parylene is etched by O
2

reactive ion etching.

10. Pattern SU-8
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11. Remove sacrificial PR with PGMEA.

12. Etch silicon under the microfluidic channels to suspend the channels with

XeF
2

.

13. Expose electrodes by etching out top parylene on the electrode area with

O
2

RIE.

SEM images of our biocalorimeter is shown in Fig.(5.18).

Figure 5.18: SEM images of the biocalorimeter

5.7 Device Characterization

The thermal conductance of the biocalorimeter (G) is measured by applying

a DC current to the Pt heater/thermometer to generate joule heating. From joule

heating, the average and the middle temperature of the beam will change depending

on G. The temperature is determined from measuring the change in resistance of

the Pt thermometer, where a change in temperature will alter the resistance because

of the temperature coe�cient of resistance of the platinum. The resistance of Pt is

determined by 4-point resistance measurement, in which a low AC current is applied
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across two probes and the first harmonic voltage is measured across the Pt strip.

From resistance change and known TCR, one can obtain average temperature as a

function of applied joule heating power. At di↵erent applied joule heating power, the

voltage drop across thermopile (which measures the temperature di↵erence between

the middle of the beam to the thermal reservoir) is also recorded in order to determine

the total Seebeck coe�cient of the thermopile.

0 1 2 3 4 5
0

0.5

1

1.5

Power [µ W]

∆
 T

 [
K

]

Figure 5.19: An example of a G measurement

A thermal analysis is then performed using finite element analysis (FEA) to

simulate average temperature rise of the suspended microfluidics channel as a func-

tion of applied current. Finite element analysis is employed mainly because the true

geometry of our biocalorimeter is not a simplistic 1D beam with a constant cross-

sectional area. Hence, FEA should provide a more accurate analysis for any given

geometry. The FEA results are fitted with the experiments by using  and ✏ as the

fitting parameters. Note that  is known and can be determined from a sample with

short suspended microfluidic channel, where the length is very small and radiation
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heat loss is negligible (see Chapter 4 for details). From fitted ✏ and , we can calculate

the conductance in a case where there is a point source in the beam with FEA by

applying a known point source to the middle of the beam and quantify the temper-

ature di↵erences between the chamber and thermal reservoir as shown in Fig.5.20.

Then G is calculated from G = Q/�T . Instead of point source, one can also apply

a volumetric heating source to the middle sensing chamber determine G. Since the

length of the beam is relatively long in comparison to the size of the sensing chamber,

an analysis with a point source or a volumetric heat source should be approximately

the same.

Figure 5.20: An example of a FEA to determine G by simulating temper-
ature profile resulted by a cell-like heat source in the middle of the beam

FEA also calculates temperature profile along the suspended microfluidic chan-

nel. From the measurement and FEA calculation, one can solve for the temperature

rise in the middle of the beam. By correlating the middle temperature of the beam

and the voltage change (�V ) of thermopile, Seebeck coe�cient of the Bi/Pt can be
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determined, where S = �V/T

mid

.

In summary, the procedure to obtain G is:

1. Applied DC current to generate Joule heating along the suspended mi-

crofluidics channel.

2. Measure changes in resistances with 4-point probe technique to determine

change in average temperature �T

avg

. The voltage drop across thermopile is also

measured to characterize Seebeck coe�cient later.

3. From applied power and �T

avg

data, FEA is used to fit the experimental

data by having  and ✏ as the only fitting parameters.

4. With fitted  and ✏, the G is then calculated by applying the power source

at the sensing chamber (to simulate metabolic rate of cell) and extracted�T

calc

. Then

solve for G = Q/�T .

5. From FEA, the relationship between T

avg

and T

mid

can be established. The

Seebeck coe�cient can then be solved by associating �T with �V

thermopile

.

5.8 Experiments and Results

As mentioned previously, to demonstrate our device, we selected Tetrahymena

thermophilia SB210 as our biological sample due to its relatively high metabolic rate

and ease in performing cell culturing. Before inputing Tetrahymena, we characterized

our calorimeter and the thermal conductance was determined to be 2.9 µW/K. The

�T

min

of this particular device is ⇠0.6 mK. This gives the power detection limit of

1.75 nW, with a long-term stability of more than 8 hours. The power resolution of

our biocalorimeter based on short-term noise is only 0.84 nW, which is also has the

finest resolution in comparison to previously reported biocalorimeter.
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In this device, the total Seebeck coe�cient for the device was 189 µV/K, which

resulted in S of 47.25 µV/K for a Bi/Pt junction. Note that a small deviation from

bulk Seebeck can be attributed to the film purity during sputtering. Plus, the Seebeck

coe�cient of a thin film has shown to be depended on the film deposition method

and thickness.

In a cell metabolic rate measurement, a suspended microfluidics channel is

filled with medium. The temperature of the device is allow to stabilize after filling

the medium for at least 30 minutes before Tetrahymena cells are injected. We then

slowly inject a cell with medium at a rate of approximately 1 µL per minute. The

plot in Fig. 5.21 shows our measurement results of Tetrahymena metabolic rate at

di↵erent time.

Figure 5.21: Metabolic rate monitoring of Tetrahymena

Since Tetrahymena can swim, the cell tends to move and sometimes resulted

in several cells in the sensing chamber as shown in Fig. 5.21.
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5.9 Conclusion and Outlook

We have demonstrated an unprecedented long-term detectable power resolu-

tion below 2 nW, which delivers a great step toward monitoring metabolic rate of

single cells.

Because about half of the parasitic heat loss comes from thermal radiation,

one can coat the suspended channel with a material with low emissivity at room

temperature such as ITO or AZO, since these transparent conductive oxide films

have high reflectance for photons with wavelength larger than micron size [180]. The

important wavelength that needs to be reflected, if the temperature of the device

is around 300 K, is ⇠10 µm according to Wein’s displacement law. By suppressing

radiative heat loss, the thermal conductance should lower to ⇠1.5 µW/K. In addition,

the majority of the conductive heat loss comes from medium. By removing medium

along the beam and create a medium bubble to nurture the cell, or reducing the

cross-sectional area of the medium channel, the thermal conductance, when radiative

heat loss is suppressed, can be reduced down to ⇠500 nW/K.

The next step is to reduce the minimum detectable temperature. The drift

can be further reduced by using a di↵erential scheme, where identical suspended

microfluidics channels are fabricated and one of the channels functions as a control.

If the ambient drift between these identical suspended microfluidics channels are

correlated, then these signals can be subdued by subtracting them. In addition, Bi/Pt

thermopile can be replaced with a material pair with a much higher thermopower

such as Bi
2

Te
3

/Sb
2

Te
3

. Electronics can also be further refined to reduce 1/f and

instrumentation noises. By improving these aspects, one should be able to bring the

minimum detectable temperature down to at least 0.1 mK. Therefore, the possible
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power resolution can be as fine as 50 pW, which will open up many opportunities in

biomedical applications where a wider range of cells can be measured at single cell

level.

Chapter 5, in part, is in a manuscript in preparation, Sahngki Hong, Edward

Dechaumphai, Ratneshwar Lal and Renkun Chen. The dissertation author was the

co-first author of this paper.



Chapter 6

Conclusion

This dissertation presented the applications of a calorimetry technique to in-

vestigate fundamentals of micro/nanoscale thermal transport and the development

of high-resolution calorimeters for thermal and biological applications. The general

overview of principles of calorimetry was introduced in Chapter 1. In a subsequent

chapter (Chapter 2), the 3! method was employed to measure the thermal conduc-

tivity of Au/Si multilayers in order to understand thermal transport across a highly

mismatched interface. We demonstrated an ultralow thermal conductivity, , of 0.33

± 0.04 W m�1K�1 at room temperature with a high interfacial density of ⇠0.2 inter-

face nm�1. The low thermal conductivity in Au/Si MLs was explained and modeled

using the di↵use mismatched model (DMM) with full phonon dispersion. Our Au/Si

MLs shows the lowest  amongst inorganic MLs with  dominated by interfacial

thermal resistance. Similarly, 3! method is utilized to characterize the near-surface

regime of tungsten damaged by ion irradiation used in plasma facing components

(PFCs) in fusion reactors (Chapter 3). Our experiment revealed a nearly 60% reduc-

tion in thermal conductivity in comparison to the pristine tungsten. Because PFCs

115
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undergoes an extreme steady and transient heat fluxes, our finite element analysis

shows that the low  at the near surface-regime can have a very undesirable e↵ect to

the mechanical structure of the PFCs.

The second part of this dissertation (Chapter 4 and 5) focuses on developing

high-resolution calorimeters. In Chapter 4, we demonstrated the finest power resolu-

tion of the resistive calorimeter of 0.26 pW based on niobium nitride thermometer and

a modulated heating with a di↵erential scheme. From our understanding of niobium

nitride-based calorimeter, we extended our calorimetry technique to biological appli-

cations. For the first time, we carried out a high vacuum platform that is compatible

with the suspended microfluidics channels for detecting heat generation from cells. By

minimizing parasitic heat loss and implementing high temperature stability system

to the biocalorimeter, we were able to demonstrate an unprecedented both short-

term and long-term power detection limit from the state-of-the-art closed-chamber

biocalorimeter. This allows us to monitor metabolic rate of individual living cells

cultured inside the suspended microfluidics channels.

In conclusion, the works presented in this dissertation demonstrated the ap-

plications of using calorimetry technique to study micro/nanoscale thermal transport

and the approaches to push the limit of calorimeter detection limit to unlock new

applications for calorimeters especially in the biomedical field.
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