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ABSTRACT OF THE DISSERTATION

Mixed Membership Models with Applications to Neuroimaging

by

Nicholas Daya Marco
Doctor of Philosophy in Biostatistics
University of California, Los Angeles, 2023

Professor Donatello Telesca, Chair

Mixed membership models, or partial membership models, are a flexible unsupervised learn-
ing method that allows each observation to belong to multiple clusters. In this dissertation,
we propose a Bayesian mixed membership model for multivariate Gaussian data in Chapter
2 and functional data in Chapter 3. Compared to previous work on mixed membership
models, our proposal allows for increased modeling flexibility, with the benefit of a directly
interpretable mean and covariance structure. Our work is primarily motivated by studies
in functional brain imaging through electroencephalography (EEG) of children with autism
spectrum disorder (ASD). In this context, our work formalizes the clinical notion of “spec-
trum” in terms of feature membership probabilities. In Chapter 4, we extend the functional
mixed membership model proposed in Chapter 3 to include covariate dependence. Using age
as our covariate, we revisit the ASD study to illustrate the effect age has on alpha oscillations
of developing children. The dissertation concludes with a discussion on possible extensions

of the mixed membership framework in Chapter 5.
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CHAPTER 1

Introduction

Cluster analysis often aims to identify homogeneous subgroups of statistical units within a
data-set [Hennig et al., 2015]. A typical underlying assumption of both heuristic and model-
based procedures posits the existence of a finite number of sub-populations, from which each
sample is extracted with some probability, akin to the idea of uncertain membership. A
natural extension of this framework allows each observation to belong to multiple clusters
simultaneously; leading to the concept of mixed membership models, or partial membership
models [Blei et al., 2003, Erosheva et al., 2004], akin to the idea of partial membership. This
dissertation aims to present a interpretable and flexible mixed membership framework for

multivariate data, as well as functional data.

The idea that cluster analysis should allow observations to belong to more than one
cluster originated in a paper on fuzzy sets by Zadeth [1965], gibing rise to a subgroup of
cluster analysis called fuzzy clustering [Ruspini et al., 2019]. Historically, fuzzy clustering
has referred to cost-based algorithms, meaning probabilistic uncertainty on the memberships
to each cluster is unobtainable. In this dissertation, we will use the term mized membership
models to refer to a probabilistic representation of fuzzy clustering, leading to the idea of
mized membership. One of the earliest uses of mixed membership models was to model
individuals into sub-populations using genotype data [Pritchard et al., 2000]. The added
flexibility of a mixed membership model allowed them to study admixed individuals, or
individuals that have parents that belong to two separate sub-populations. The use of mixed

membership models in the field of genetics, sometimes referred to as admizture models in



the genetics literature, became a popular model for reconstructing ancestries from genotype
data [Tang et al., 2005, Alexander et al., 2009]. Mixed membership models also became
popular in topic modeling with the advent of the latent Dirichlet allocation (LDA) model
[Blei et al., 2003, specifically within topic modeling of text corpora. While the first works
on mixed membership models were largely application or domain specific, Heller et al. [2008]
introduced a fully probabilistic mixed membership framework for data that is assumed to
have come from the exponential family of distributions (Heller et al. [2008] referred to the
model as a partial membership model). While the Gaussian case is covered in the framework
described by Heller et al. [2008], their framework had two main drawbacks: flexibility and
interpretability.

Beyond clustering, the ability to model an observation’s membership on a spectrum is
particularly advantageous when we consider applications to biomedical data. For example, in
diagnostic settings, the severity of symptoms may vary from person to person. It is therefore
important to ask which symptomatic features characterize the sample, and whether subjects
exhibit one or more of these features. Within this general context, our work is motivated by
functional brain imaging studies of neurodevelopmental disorders, such as autism spectrum
disorder (ASD). In this setting, typical patterns of neuronal activity are examined through
the use of brain imaging technologies (e.g. electroencephalography (EEG) or functional
magnetic resonance imaging (fMRI)), and result in observations which are naturally char-
acterized as random functions on a specific evaluation domain. We are primarily interested
in the discovery of distinct features characterizing the sample and in the explanation of how
these features determine subject-level heterogeneity. As our primary motivating case study
is a neurodevelopmental study, we expect patterns of alpha oscillations to change as children
age. Therefore, we develop a covariate adjusted mixed membership model in Chapter 4,
which allows us to study how the mean and covariance structure of the mixed membership

model changes as children age.

The remainder of the dissertation is organized as follows. Section 1.1 discusses the general



framework of the proposed mixed membership models and shows how it differs from tradi-
tional finite mixture models. Section 1.2 compares the general framework of the proposed
covariate adjusted mixed membership models to well established covariate-dependent clus-
tering techniques such as mixture of regressions and mixture of experts models. Chapters 2
and 3 contain an in-depth discussion of multivariate Gaussian mixed membership models and
functional mixed membership models, respectively. Section 1.2 discusses the general frame-
work of covariate adjusted mixed membership models, and how they compare to mixture of
regressions and mixture of experts models. Chapter 4 contains an in-depth discussion on
covariate adjusted functional mixed membership models, along with an example of how they
can be utilized to analyze neurodevelopmental data. Lastly, Chapter 5 contains a discussion

on possible extensions to the models proposed in this dissertation.

1.1 Overview of Mixed Membership Models

Finite mixture models are a well-studied class of models that provide a flexible and formal
framework for model-based clustering [Melnykov and Maitra, 2010, McLachlan and Basford,
1988, McLachlan and Peel, 2004]. In this section, we will show that our proposed model
can also be thought of as an extension of a Gaussian finite mixture model. For this section,
we will assume that the number of features or clusters, K, are known a-priori. While the
number of features are known a-priori for the technical developments of the paper, Sections
2.2.2 and 3.3.2 contain an in-depth discussion on the use of information criteria to aid in

choosing the number of features.

We will start by letting x1, . .., Xy be the observed noise-free data, where x; € R”. Under
the Gaussian finite mixture model framework, we would typically assume that xi,...,Xy

are independent and identically distributed from a distribution such that

K
p (xilpa:x)s vairy, Caaiy) = Z N (x|, Cp)
k=1



where v}, is the mean of the k™ cluster, C;, is the covariance of the k' cluster, and pj is
the mixing proportion for the k' cluster. The mixing proportion, p;, can be thought of as
the proportion of observations that belong to the k™ cluster. In the finite mixture model
framework, we have the constraint that Zle pr = 1. In a Gaussian finite mixture model
framework, we assume that each observation comes from exactly one of the mixing compo-
nents or clusters, with a corresponding mean and covariance of v*) and C®), respectively.
By introducing the latent variables m; = [my1, ..., mik| (T € {0,1} and Zszl Tk = 1), we

can equivalently express our model as

K
p (x| pax)s iy Ciry) = Zp(ﬂ%') HN(Xi|Vk7 Cp)™, (1.1)

i=1
where p(myx = 1) = pg. In this context, the latent variables 7 can be interpreted as the
it" observations membership to the k' cluster. The mixed membership model proposed by
Heller et al. [2008] can directly be obtained from equation 1.1 by just making 7 a continuous

variable, such that = € (0,1). In the Gaussian case, this lead to the following likelihood:
X; |7 1:n), V(1:x), Ciry ~ N (Hihy, H;) (1.2)

where h; = Zle mkcljuk and H; = <Zf:1 ﬂikC,Zl)l. Therefore, from equation 1.2, we
can see that in the Gaussian case, the likelihood proposed by Heller et al. [2008] is just
the pdf of a normal distribution, where the natural parameters are a convex combination
of the individual clusters’ natural parameters. Section 2.3 contains a more comprehensive

discussion on the differences between our proposed model and the mixed membership model

proposed by Heller et al. [2008].

If we condition on 7 - - - 7y, then we can equivalently express the finite mixture model

in equation 1.1 as

K
Xilmwany = markk, (1.3)
K1



where f, ~ N (v, Ck). In a Gaussian finite mixture model we can assume that the mixing
components are independent, or that f; ~;,q N (v, Cy). Thus we can rewrite the likelihood

as

K K
x| TNy, Yy, Cay ~ N (Z Tkl Zﬂika> . (1.4)

k=1 k=1
From equation 1.3, we can extend the Gaussian finite mixture model to arrive at our proposed
mixed membership model by allowing each observation to come from a positive finite number
of mixture components, which we will call features [Heller et al., 2008, Broderick et al., 2013,
Marco et al., 2022a]. To generalize the finite mixture model framework, we will first introduce

a new set of latent variables z; = [Z;; - - - Z;k] such that Z;; € (0, 1) and Zszl Zg, = 1. Using

this new set of latent variables, we arrive at the general from of our mixed membership model

K
Xilzany = Y Ziky. (1.5)
k=1

In this context, the latent variables Z;; can be interpreted as the i*" observations propor-
tion of membership to the k" feature. While the random variables f;, could be considered
independent in the finite mixture model case, they can no longer be considered independent
without making strong assumptions on the data generating process. Visualizations of the
effects of the cross-covariance can be seen in figure 2.1. Thus in order to maintain an ade-
quately expressive and flexible model, we will allow dependence between the K features by
modelling the cross-covariance between the features. Let C**) = Cov(fy, fir) denote the
cross-covariance between the feature k and feature k&’ and C denote the collection of covari-
ance and cross-covariance matrices. Thus, we arrive at the general form of the likelihood of

our proposed mixed membership model:

K K K
Xi|z:n), V1), € ~ N (Z Zivi Y ZHCr+ > > ZikZz'k:’C(k’k/)) : (1.6)
K=1

k=1 k=1 k#k'

Since we do not assume independence, a concise representation of the covariance structure is
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Figure 1.1: Visualization of the differences between mixed membership models, finite mixture
models, and factor models.

needed in order to ensure scalability. If we were to implement a naive characterization of the
covariance structure, we would need O(K?P?) parameters just to represent the covariance
structure, which does not scale well as we increase the dimension of the data (P) or the
number of features (K'). Instead, we will be using a joint decomposition of the K features,
which will allow us to represent the covariance structure with O(K PM) parameters, where
M is a user-determined variable that controls the accuracy of our representation of the
covariance structure. While the mixed membership model was derived with x; € R?, a

similar derivation for square-integrable functions can be found in Section 1.2.

Figure 1.1 contains a visualization of the differences between the proposed multivariate
Gaussian mixed membership model, finite mixture models, and factor analysis models. From
Figure 1.1, we can see that the finite mixture model assumes that each observation comes
from one of the two clusters. When fitting the finite mixture model, the goal is often to infer
the mean and variance of the K Gaussian distributions used in the finite mixture model, as
well as the probability that each observation comes from each cluster. While it is unknown
which cluster each observation belongs to, the key assumption is that each observation
was generated from one of the K clusters. Alternatively, Figure 1.1 illustrates that mixed

membership models view membership as a spectrum instead of a binary concept, leading



to increased model expressivity. Similarly to finite mixture models, the goal is to infer the
mean and covariance of the K Gaussian distributions, however we aim to also infer the cross-
covariance between the K features, as well as each observation’s proportion of membership to
the K features. The ability to model the cross-covariance between features allows us to have
a more flexible model, as illustrated in Figure 1.1, where distribution of observations that
belong to both features equally (denoted by purple contours) have relatively small variances.
While factor models are not used for clustering analysis, the proposed model has distinct
similarities to a common factor model. A detailed discussion on the differences between

factor models and our proposed mixed membership model can be found in Section A.4.

1.2 Overview of Covariate Adjusted Mixed Membership Models

Mixed membership models are unsupervised models that aim to explain the heterogeneity
in a dataset through a set of latent underlying features. While we often have little pre-
vious knowledge on how the data are correlated, there are certain situations in which the
distribution of the data is dependent on a covariate of interest, leading to the need for
covariate-dependent clustering techniques. In the fields of statistics and machine learning,
covariate-dependent clustering models can be found under numerous names, including fi-
nite mizture of regressions and mizture of experts. The term finite mixture of regressions
[McLachlan et al., 2019, Faria and Soromenho, 2010, Griin et al., 2007, Khalili and Chen,
2007, Hyun et al., 2023, Devijver, 2015] refers to fitting a mixture model, where the mean
structure is dependent on the covariates of interest through a regression framework. Mixture
of experts models [Jordan and Jacobs, 1994, Bishop and Svenskn, 2002] are similar to finite
mixture of regressions in that they assume that the likelihood is a weighted combination of
probability distribution functions. However, in the mixture of experts model, the weights
are dependent on the covariates of interest, adding an extra layer of flexibility compared to

traditional finite of regressions models.



As discussed in Chapters 2 and 3, finite mixture models do a relatively poor job of
explaining the variability of alpha oscillations do to the assumption that each observation is
drawn from exactly one of the K clusters. Alternatively, mixed membership models assume
a continuous mixing of the features, leading to more interpretable results. Therefore a
finite mixture of regressions model may not be an appropriate model for inferring how age
affects alpha oscillations as children grow, leading to the need for a covariate adjusted mixed
membership model. In Chapter 4, we derive a covariate adjusted mixed membership model
specifically for functional data. In this setting, we assume that the covariates of interest
are scalar-valued or vector-valued, and the data which we would like to learn the allocation

structure of are functional.

Functional data analysis (FDA) focuses on analyzing the sample paths of continuous
stochastic processes f : T — R, where T is a compact subset of R%. In FDA, we commonly
assume that the random functions are elements of a Hilbert space, or more specifically
that the random functions are square-integrable functions (f € L* or [ | f(t) |* dt < o0).
In this dissertation, we will assume that the continuous stochastic processes are Gaussian
processes (GP), meaning the distribution of function can be specified by a mean function,

w(t) =E(f(t)), and a covariance function, C(s,t) = Cov (f(s), f(t)), for t,s € T.

Since mixed membership models can be considered a generalization of finite mixture
models, we will show in this section how finite mixture of regressions and mixture of experts
models relate to our proposed mixed membership models. For the theoretical developments
discussed in this section, we will assume that the number of clusters or features, K, are
known a-priori. Functional clustering generally assumes that each sample path is drawn
from one of K underlying cluster-specific sub-processes [James and Sugar, 2003, Chiou and
Li, 2007, Jacques and Preda, 2014]. Assuming that FO 0 fE) are the K underlying

K

cluster-specific sub-processes with corresponding mean functions ™, ... ) and covariance



functions CW, ..., C") we can arrive at the general form of a GP finite mixture model:
K
p (fi | P40, plH0, RN =N " o0 GP (f; | u®, C®) (1.7)
k=1

where p*) (Zle p*) = 1) are the mixing proportions and f; are the sample paths for i =
1,...,N. Introducing the latent variables 7w; = (m;1, . .., Tix ), Where m; ~gq Mult(1; p) . ,p(K)),

we can show that the likelihood can be written as

K K
fi | ™5, ,U(LK)? C(l:K) ~ gP (Z Wikﬂ(k)a Z Wzkc(k)> . (18)
k=1 k=1

Using this formulation of the likelihood, we can interpret m;; as a binary indicator of the
ith observation’s membership to the k" cluster. Let x; = [Xi1...X;g] be the covariates
of interest associated with the i** observation. We will let X denote the design matrix
(without an intercept column), where x; is the i** row of the design matrix. Extending the
multivariate mixture of regressions model [McLachlan et al., 2019, Faria and Soromenho,
2010, Griin et al., 2007, Khalili and Chen, 2007, Hyun et al., 2023, Devijver, 2015] to a

functional setting, we can represent the general form of mixture of regressions model for

functional data as
K K
fi | X, ™1,..., TN, ,u(LK), C(LK) ~ Q’P (Z W,kﬂ(k) (Xi), Z Wsz(k)> . (19)
k=1 k=1

In the multivariate setting, the mean is often modeled through a regression framework,
leading to the functional form in the FDA setting of u® (x;,t) = Bo(t) + S, X3 6,(1),
where Sy, ...,8r € L? and t € T. An in-depth review on functional regression can be found
in Section 4.2.4. Similarly to Equation 4.1, the mixture of experts model can be formulated

as

K
p (fi | P10, p 050, C0R)) = S (i a) GP (s | (), €Y. (110)

k=1



From equation 1.10, we can see that the m;;(X;, ) act as mixing proportions, however they
are dependent on the covariates of interest. In the mixture of experts model, we assume that
ik (X, o) < exp(ax;), where oy is a learned set of parameters. Similarly to the mixture
of regressions model, the mean component is model through a regression framework, such
that pu® (x;,t) = Bo(t) + o | XiBr(t), where By,...,Br € L? and t € T. The mixture of
experts model can be written in a similar form as Equation 1.9 with the introduction of the
latent variables 7r;, however, the distribution of 7r; now depends on x;. Similarly to Equation

1.5, we can rewrite the finite mixture model in Equation 1.8 as

K
fil ..., TN =4 Zﬂ-ikf(k)- (1.11)
k=1
By introducing a new set of latent variables z; = (Z;1,..., Zix)’, where Zy € (0,1) and

215:1 Zir = 1, we can arrive at the functional form of the of the functional mixed membership

model:

K
Fil T, 2y =0y Zif ™. (1.12)
k=1

Thus we can see that under the functional mixed membership model, each sample path is
assumed to come from a convex combination of the underlying GPs, f*). Unlike in the
case of traditional clustering, the functional mixed membership model does not assume that
the underlying GPs are mutually independent. Thus we will let C*4) represent the cross-
covariance function between the k" GP and the j** GP, for 1 < k # j < K. Letting C
be the collection of covariance and cross-covariance functions, we can specify the sampling
model of the functional mixed membership model as
K K K
filz, .. zn, 0 C ~ GP (Z Zipp™, Y " Z5CW 137N ZikZik/C(k7k')> . (1.13)
k=1 k=

1 k=1 k'#k

Finite mixture models, as well as mixture of experts and finite mixture of regressions

models, can be represented in the same functional form as the representation in Equation

10



1.11. However, for these covariate adjusted clustering models, the underlying stochastic
processes, f*) have an associated mean that depends on the covariates of interest, which
we will denote as u®(x;). Similarly, by assuming the underlying stochastic processes in
Equation 4.7 have a mean that depends on the covariates of interest, we can arrive at the

sampling model of the covariate functional mixed membership model:

K

K
fi | X7Z17 .. ZN),LL(1 K)<Xz) C~ gp <Z sz,u k) Xz 72 + Z Z szzk’C(k k') )

k=1 k=1 =1 k'£k
(1.14)

Similarly to finite mixture of regressions models, we will leverage work from the func-
tional regression literature to model p*%)(x;). Therefore, while a covariate adjusted mixed
membership model can be viewed as an extension of covariate-dependent clustering, it is
also natural to consider it as a generalization of linear regression. In linear regression, we
aim to model how the response relates to the covariates of interest. Linear regression can be
considered population level inference, as it assumes that the covariates of interest have the
same effect on each observation. However, in many complex modeling scenarios, there are
often sub-groups of observations that have responses which have different relationships with
the covariates of interest. This idea is one of the core ideas in Precision Medicine, where
analyses often try to take into account individuals characteristics [Kosorok and Laber, 2019].
The need to account for heterogeneous covariate effects is exemplified in Kravitz et al. [2004]
in the setting of evidence-based medicine, where they provide examples where population
level analyses can lead to medical interventions that lead to adverse affects to sub-groups
of the population. Finite mixture of regressions models aim to account for this heterogene-
ity in covariate effects, by allowing each observation to belong to a cluster with a unique
covariate-dependent mean structure. Covariate adjusted mixed membership models can be
thought of as the most granular model out of the three models, where each observation can
be modeled on a spectrum, or unit-simplex. Therefore, you can estimate covariate effects

at an individual level, as compared to a sub-group level in a mixture of regressions model
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or population level in linear regression. This level of granularity is greatly desired in our
neurodevelopmental case study, where we would like to see how children compare to their
age-adjusted peers. Moreover, we are able to also specify the expected changes in alpha

oscillations as children age at an individual level, which is of scientific interest.
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CHAPTER 2

Flexible Regularized Estimation in High-Dimensional

Mixed Membership Models

As stated in section 1, Heller et al. [2008] introduced a generalized framework for data
that is assumed to have come from the exponential family of distributions. As seen in
section 1.1, the mixed membership model proposed by Heller et al. [2008] can be naturally
derived from finite mixture models, leading to the likelihood found in Equation 1.2. While
this model is appealing due to the flexibility of modeling the features as any distribution
from the exponentially family of distributions, using a Gaussian distribution to model the
features can lead to hard to interpret models that are inflexible, leading to unnatural data
generating assumptions. The same issue remains true in more recent generalizations of the
same modeling framework [Hou-Liu and Browne, 2022]. In this chapter, we introduce a

flexible and easily interpretable Gaussian mixed membership model for multivariate data.

This chapter starts by deriving a concise eigendecomposition of the features to ensure
that our model is relatively scalable. To ensure a relatively simple sampling scheme, we
leverage the multiplicative gamma process shrinkage prior proposed by Bhattacharya and
Dunson [2011] and relax the orthogonality constraints on the eigenvectors. In section 2.1.4
we talk about potential identifiability issues and show that our model maintains a lot of the
desired theoretical properties even though we relax the orthogonality constraint. Section 2.2
consists of two simulation studies and two case studies on real data. The first simulation
study focuses on the recovery of our model parameters, while the second one focuses on

the performance of various information criteria in choosing the number of features in our
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proposed model. We conclude this chapter with a discussion on some of the key differences

between our proposed model and the model proposed by Heller et al. [2008] in section 2.3.

2.1 Finite Mixture and Mixed Membership Models

Let yi,...,y~ be the observed data, where y; € RY is the P-dimensional outcome for
observational unit ¢, (i = 1,2,...,N). We denote with K, the number of pure mixture
components or latent features and defer to Section 2.2.2 for an in-depth discussion on the

use of information criteria to select the number of features.

Under the framework of finite mixture models, a typical assumption is that each obser-
vation is drawn from one of K subpopulations. When y; is continuous, a popular sampling
model assumes a mixture of multivariate Gaussian distributions. In this case, the sampling
model for each mixture component % is fully determined by a mean vector v, € RF, and a
covariance matrix Cy € ST (where ST denotes the set of all symmetric positive semi-definite
P x P matrices). Letting py € (0,1), (k =1,2,..., K), be the marginal probability for any

y; to be drawn from component k, the final sampling model assumes

K
P (yi | pa:ry (1), Claiky) = ZPkN (vi | vk, Cy), (2.1)

k=1
s.t. Zszl pr = 1. The mixing proportion, px, quantify uncertain membership for any

observation y; to mixture component k. An equivalent representation of the finite mixture

model in Equation 2.1, relies on the introduction of latent membership indicator variables,

™= [7'('1'1, . ,WiK] ~ C&t(K, P = (pl, ‘e ,pK>>, s.t.
K
P (y; | mi,va:x), Crairy) = HN(Yz' | vk, Cr)™ (2.2)

k=1

where 7, € {0,1} is interpreted as the i* observations membership indicator to the k™
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mixture component. While, in this setting, probabilistic finite mixture models provide a little
room for ambiguity in interpretation, their generalizations to probability models describing
mized or partial membership are open to alternative conceptualizations [Galyardt, 2014,
Gruhl and Erosheva, 2014]. A popular and direct generalization approach, simply replaces
the binary membership indicator variables m;, € {0,1} with continuous membership scores
Zir € (0,1). Heller et al. [2008] and, similarly, Ghahramani et al. [2014], propose a direct
application of membership scores z; = [Z;1, - - - , Z;x] to the latent membership representation
in Equation 2.2, obtaining:

K

P (yi | zi,v (.1, Claire)) HN(Yz' | vy, Cp) ik (2.3)
he1

1
s.t Zle Zi. = 1. From here, defining h; = Z,}::l Zl-kC,gluk and H; = (Zszl ZikC?) as

convex combinations of the natural parameters, (C,;ll/k, C,;l) , of a multivariate Gaussian

distribution, we obtain:
Yil zi,va.x), Caxy ~ N (Hh;, Hy) . (2.4)

In the following section we argue that while seemingly natural, this probabilistic concep-
tualization of mixed membership may prove too rigid for many applications, and propose
an alternative representation based on convex combinations of dependent Gaussian random

vectors.

2.1.1 Mixed Membership through Convex Combinations of Dependent Gaus-

sian Features

The proposed probabilistic representation of mixed membership for continuous data starts
with the introduction of K dependent latent Gaussian feature vectors fy ~ N (v, Cy), with

cross-covariance Cov(fy, fir) = C**) for k £ k' = (1,2,..., K).
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Like before, our representation maintains reliance on unit-specific mixed membership
scores z; = [Z;1, -, Zik|, defined on the K-dimensional standard simplex AX. However,
in contrast to the representation found in Section 2.1, the application of our continuous
membership scores does not rely on the latent membership representation of Equation 2.2,
but exploits the direct convex combination of our latent Gaussian features. Specifically,
we note that conditioning on the membership indicator variables 7y, ..., wy, the model in

Equation 2.2 may be restated through equivalence in distribution as follows:

K
yilmi=a Y muckk, (2.5)
k=1

leading to the idea that y; | {mx = 1} =4 £ ~ N (v, Cp).

At this point, a direct application of the continuous membership scores to Equation
2.5, rather than Equation 2.2, leads to the natural definition of a sampling model through
distributional equivalence with a convex combination of dependent Gaussian random vectors

s.t.
K
Yi | 2i =a Z Zikfk. (2.6)
k=1

In this context, the latent membership scores Z;, can be interpreted, arguably more
naturally, as the i"* observations proportion of membership to the k" feature. Furthermore,
denoting with C the collection of covariance and cross-covariance matrices, we obtain a

sampling model defined in terms of the original means and covariances, s.t.

K K K
yi |l 2i,v(1:5),C ~ N (Z ZikVk, Z Z3C + Z Z Zz‘kZik/C(k’k/)> . (2.7)
k=1 k=1

k=1 k#k'

While the random variables f;, could be assumed independent, the inclusion of cross-covariance
components allows for increased expressivity and flexibility of the ensuing sampling model.
A comparative visualization of the representation offered in Equation 2.4 versus the model

proposed in Equation 2.7, including the effects of cross-covariance components can be seen in
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0.0

Figure 2.1: Subfigures 2.1(a) and 2.1(d) depict data generated from a two cluster Gaussian
mixed membership model as specified in Heller et al. [2008]. Subfigures 2.1(b) and 2.1(c)
show two examples of data generated with the same mean vectors and covariance functions
as the clusters in subfigure 2.1(a), but with different cross-covariance functions. Similarly,
subfigures 2.1(e) and 2.1(f) have the same mean vectors and covariance functions as the
clusters in subfigure 2.1(d).

17



Figure 2.1. Subfigures 2.1(a) and 2.1(d) visualize the distribution of data generated from the
Gaussian mixed membership model proposed by Heller et al. [2008]. Both scenarios have the
same cluster-specific means, however they have different covariances associated with each
cluster. We note that when the major axes of concentration for each cluster are close to
orthogonal (Subfigure 2.1(a)), the generated data appear to lie on a manifold. Alternatively,
Subfigures 2.1(b) and 2.1(c) show data generated from the proposed mixed membership
model. In these two scenarios, each feature has the same mean and covariance as in Sub-
figure 2.1(a), but with varying cross-covariance matrices. Even in less extreme settings, e.g.
when component mixtures are spherical (Subfigure 2.1(d)), our model generalizes sampling
expressivity through the introduction of cross covariance components (Subfigures 2.1(e) and
2.1(f)).

From this simple visualization, it is evident that the mixed membership model specified
by Equation 2.4 may lead to mean structures that are hard to interpret, especially in higher
dimensions. This interpretability challenge is largely due to the individual feature covariances
appearing in the mean term in Equation 2.4. Conversely, the mean structure in our model
is a simple convex combination of individual feature means, where the weighting is directly
determined by the membership proportions. More details on our analysis of alternative

mixed membership representations are offered in Section 2.3.

Increased representational flexibility does, however, come at the cost of an increased
dimensional parameter space. Therefore, a concise representation of the covariance structure
is needed in order to ensure scalability and regularizability in estimation. In particular, if
we were to implement a naive characterization of the covariance structure, we would need
O(K?P?) parameters just to represent the covariance structure, which does not scale well
as we increase the dimension of the data (P) or the number of clusters (K). Instead, we
will be using a joint decomposition of the K features described in Section 2.1.2, which will
allow us to represent the covariance structure with O(K PM) parameters, where M is a

user-determined variable that controls the accuracy of our representation of the covariance
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structure. Once we have a concise representation of our K features, we will fully specify a

Bayesian version of our proposed mixed membership model in Section 2.1.3.

2.1.2 Joint Feature Decomposition

In this section we construct a joint representation of the K features based on a multivariate
eigendecomposition. This joint representation allows for a scalable representation of the

underlying high-dimensional covariance structure.

Let F = [f,...,fx] € RP*X be a random matrix stacking the K latent Gaussian

features. We define the corresponding mean matrix, g = [V, ..., V|, where vy, is the mean
corresponding to the k™ feature. Let C**) = Cov (f, fiy) for 1 < k, k' < K. By vectorizing

the matrix F, we obtain

cth . CcWK)
Cov(vec(F)) =X = : : : (2.8)
cwl . CcEK)

Since X is a positive semi-definite matrix, we know that there exists a set of eigenvalues,

AL > Ao, > - > Agp > 0, and a set of eigenvectors, Wy, ..., ¥gp, such that

XV, =\ V..

Since the W,, are eigenvectors, we know that they are orthonormal. We will define a set
of parameters ®,, such that ®,, = \/\,,¥,,. Thus we can see that ®,, are still mutually
orthogonal, but are scaled by the square root of the corresponding eigenvalue. Consider

partitioning ®,, such that
¢1m

¢Km
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From Equation 2.8, by using a spectral decomposition on ¥, we can see that
KP
CEF) =3 " @y P (2.9)
m=1
Since ®,, form a basis for RX” we have that

vec(F) — vec(pu) = P o (vec(F) — vec())

= > A (vee(F) — vec(p), @) B, (2.10)

where P is the projection operator on REF. Letting x,, = A ! (vec(F) — vec(u), ®,,), we

can see that

E(xm) = A @), E (vec(F) — vec(p)) = 0
Var (x,n) = Cov ()\;11 (vec(F), <I>m))

= \,2® Cov(F)®,,
KP

= \2® (Z @@9) ®,, = 1.
j=1

Thus using the decomposition in Equation 2.10, we have that

KP
vec(F) = vec(p) + Z X P,
m=1

where x,, ~ N(0,1). In order to reduce the dimension of the model, we can often approxi-
mate F by only using the first M scaled eigenvectors, where M < K P. Thus, for sufficiently

large M, we have
M

vec(F) & vec(p) + Z X @i

m=1
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Equivalently, we can express this in terms of the K partitioned vectors, such that

M
fo 2 Vit > Xm@pom- (2.11)

m=1

From Equation 2.11, we can see that each feature can be represented by a mean component,
vy, and deviations from the mean controlled by the eigenstructure of the covariance structure
of our model, ¢;,,. In this context, the hyperparameter M is user defined, and controls the
approximation accuracy of the covariance structure. If M = K P, we are then able to recover
the true covariance structure. However, in most applications, a relatively small M, allows
for a good fit to large models, while still ensuring relatively good approximations to the true
covariance structure. In the following section we discuss Bayesian estimation and adopt a

regularization approach to selecting the effective dimension of M.

2.1.3 Sampling Model and Prior Distributions

In this section we combine the convolutional representation of mixed membership intro-
duced in Section 2.1.1, with the multivariate eigen-approximation of Section 2.1.2 to define
a probability model of mixed membership amenable to formal Bayesian analysis. Using our
approximation in Equation 2.11, we let ® be the full collection of model parameters, and

define the following sampling model:

K M
yi| © ~ N {Z Zig (uk +> ximqbkm) , (TQIP} : (2.12)
k=1 m=1

where we assume Y, ~iig N(0,1), (i =1,2,...,N; m=1,2,..., M). Marginally, integrat-

ing out x;,, we recover an approximation to the model in (2.7):

K K K M
Y | G‘)_X ~ N {Z Zikl/k, Z Z szsz’ (Z q’)kmqb;c,m) + 0'2Ip} s (213)

k=1 k=1 k'=1 m=1
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where ©_,, denotes the full collection of model parameters excluding the x;, parameters.
Using Equation 2.9, we can see that the covariance in Equation 2.13 is a weighted sum of
the individual feature covariances and the cross-covariances between the features, with an
additional diagonal matrix to capture any residual noise. Similarly, the mean is a weighted
sum of the individual feature means. Thus, the model in Equation 2.13 is what we would
expect from a traditional additive model, however we only need O(KPM) parameters to
estimate the covariance structure. Selecting the number of eigencomponents, M, allows one

to balance computational cost and model flexibility.

From our derivations in Section 2.1.2, we know that ®, are often assumed to be or-
thogonal. While aiding likelihood identifiability of the ® parameters, this constraint would
require posterior simulation on a non-compact Stiefel manifold, which would be computa-
tionally challenging, and negatively affect mixing of algorithms using Markov chain Monte
Carlo (MCMC) simulations. Section 2.1.4 shows that we can sample in an unconstrained
space while still maintaining many of the desired theoretical properties of our model. While
the @ parameters can no longer be interpreted as scaled eigenvectors, posterior samples of
the eigenpairs can still be obtained via the posterior samples of the covariance matrix 3 in

Equation 2.8.

Furthermore, the eigen-representation of our model in Equation 2.13, allows for adaptive
regularization through shrinkage priors. Specifically, we know that the ¢,,, should shrink
in magnitude as they are scaled by the corresponding eigenvalues. Thus we leverage the
multiplicative gamma process shrinkage prior proposed by Bhattacharya and Dunson [2011].

Letting ¢pm be the p™ element of ¢,,, we can specify our prior as:
gbk’pm")/kpma 7~_mk’ ~ N (Ov ’Yk_plm%n_l]i) s VYkpm ™ I (V7/2a VW/Q) s 7~—mk3 = H 5nk
n=1

Oiklak ~ T(aik, 1), Ojplaok ~ '(agk, 1), ax ~ Do, B1), agk ~ T(ag, 2),
where 1 < kK< K, 1<p< P, 1<m< M, and 2 < j < M. Since the ® parameters can
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be thought of as eigenvectors scaled by the square root of their corresponding eigenvalues,
we would like a prior that promotes shrinkage as m increases. By setting as > (5, we have

that E(d;;) > 1, which will promote shrinkage in ®; as m increases.

The model is completed through a conjugate prior for the mean parameters, s.t.
vt ~ N (0p, 7Ip) and 7, ~ IG(«, 3),
and, following Heller et al. [2008] and Ghahramani et al. [2014], we assume that
z;|m, a3 ~ Dir(agm), ™~ Dir(c), ag~ exp(b)
for i =1,..., N. Lastly, we will assume that 0% ~ IG(ag, B).

2.1.4 Identifiability and Posterior Consistency

Mixed membership models are subject to non-identifiability problems similar to the ones
affecting finite mixture models. As in finite mixture models, a common source of non-
identifiability in mixed membership models is what is commonly known as the label switching
problem. To solve this issue, we leverage the work of Stephens [2000] and implement rela-

belling algorithms to post-process the posterior samples after running MCMC simulations.

A second form of non-identifiability stems from the additional flexibility of the allocation
parameters, namely that Z;; € (0, 1) rather than just being a binary variable like in a finite

mixture model. Consider a two feature model, where ©( denotes the set of “true” parameters

(i.e. (Zix)o denotes the true value of Zy). Let Zj = 3(Zu)o and Z = (Zin)o + 2(Zin)o

(transformation preserves the constraint that Z;; + Z = 1). If we let v = 3(v1)o — 2(v2)o,

V; = (V2>07 ¢’Tm = 3(¢1m)0 - 2(¢2m)07 ¢;m = (¢2m)05 X;km = (Xim)(]? and (O_2)* = O_g? then
from Equation 2.12, we have that P(y;|®¢) = P(y:|®"). We will refer to this type of non-

identifiability as the rescaling problem. To mitigate the effects of the rescaling problem, we
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derived the membership rescale algorithm (Algorithm 2). In a two feature mixed membership
model, the membership rescale algorithm ensures that at least one observation completely
lies in each of the features. In the case when we have more than two features, we leverage
the work of Chen et al. [2022], which essentially rescales the allocation parameters such that

they cover as much of the unit simplex as possible.

A final source of non-identifiability arises due to the additional flexibility of the allocation
parameters. Specifically, when (v ) < (¢, )0 in Equation 2.12, we can see that the mean
vector and covariance matrices are unidentifiable. An underestimate of (¢, )o Will typically
lead to additional variability in the allocation parameters. This type of non-identifiability
needs to be taken into account when looking at the recovery of parameters, as in the first
simulation study (Section 2.2.1), however it is often of little practical importance since the

uncertainty is still being captured by the model.

In Section 2.1.3, we formulated a model where the ®,, parameters are no longer mu-
tually orthogonal. Therefore, the ®,, parameters can no longer be interpreted as scaled
eigenvectors. However, the relaxation of the orthogonality constraint facilitates easier sam-
pling schemes and the use of “black-box” samplers to obtain samples from the posterior
distribution. Relaxation of the orthogonality constraint tends to also lead to better mixing
of the Markov chain. Assuming we can still recover the mean and covariance structure, we
can still obtain posterior samples of the eigenvectors by reconstructing posterior draws of
the covariance matrix and then calculating the eigenvectors of the sampled covariance ma-
trices. The remaining part of this section will focus on proving that we can recover the mean
and covariance structure. However, due to the identifiability issues described earlier in this
section, we will be proving weak posterior consistency conditional on knowing the mixing

allocation parameters.

Since our main goal is to prove that we can recover the mean and covariance structure,
we will be proving weak posterior consistency using the likelihood in Equation 2.13 (inte-

grating out the y parameters). Since the ¢,,, are not identifiable, we will prove posterior
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consistency with respect to Xy = Z;ipl (qbkpqﬁﬁc,p). Let IT be the prior distribution on

w={vy,... . Vg, 211, .., 21K, - -, 2KkK,0°}. We will denote the set of true parameters as

Wy = {(1/1)0, ey (VK)O; (211)0, cee (21}()0, ce (EKK)O, O'g} .

In order to prove weak posterior consistency, we will have to make the following two assump-

tions:
Assumption 1. The variables Z;, are known a-priori fori=1,... N andk=1,... K.

Assumption 2. The true parameter modeling the random noise is positive (o5 > 0).

Under assumptions 1 and 2, we would like to prove that the posterior distribution
IIN(.|y1,...,¥N), is weakly consistent at wy € €. In order to do that, we will have to
show that there is positive prior probability around the set of true parameters. To do this,
we will first define some quantities related to the Kullback—Leibler (KL) divergence. Follow-

ing the notation of Choi and Schervish [2007], we will define the following quantities:

fi(yi; wo)

) , Ki(wo,w) = Eyy(Aj(wp,w)), Vi(wg,w) = Vary, (Ai(wo,w)),

where f;(yi;wp) is the likelihood when we have the parameters wy. To simplify the

notation, we will let

K
= Z ikVk;

sz K KP
Z Z ZikZik! (Z (¢kp¢;€’p)> + U2IP = U;DzUz + O'ZIP,
k=1 k'=1

p=1

where U'D,U; is the spectral decomposition of Zle 25:1 YA (foj (qbkpdf,p)). Let
Q.(wo) be the set of parameters such that Q. (wy) = {w : K;(wp,w) < € for all i}. Thus we

have that Q(wy) is the set of parameters such that the KL divergence is less than e. We
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will let B(wy) be the set of parameters such that

B("‘JO) = {w : % ((dzl)o + ‘70) <dy+ o’ <a ((dil)O + ‘73) ) H (,U'i)o - ,U'zH < b}

lth

for some a,b € R, where d;; is the ["* diagonal element of D;.

Lemma 1. Let C(wy,€) := B(wg) N Q(wq). Thus for wg € Q and € > 0, there exists a > 1
and b > 0 such that

7 Zoo Vi( ‘-:01 < 00, fOT‘ any w EC(WO, )7

2. I (w € C(wo,€)) > 0.

Lemma 1 shows us that there are neighborhoods around w, that have positive prior
probability. Since yi,...,yn are not identically distributed, the first condition of lemma 1

is needed in order to prove weak posterior consistency.

Lemma 2. Under assumptions 1 and 2, the posterior distribution, IIn(.|y1,...,ynN), 1S

weakly consistent at wy € (2.

Lemma 2 states that given the known allocation structure, we are able to recover the mean
and covariance structure. Thus while we cannot directly make inference on the eigenvectors
of the covariance structure, we can still recover the covariance structure without enforcing
the orthogonality constraint on the ® parameters. While the allocation parameters are
usually not known, empirical evidence in Section 2.2.1 shows that the mean and covariance

structure converge as we get more information.

2.2 Simulations and Case Studies

We conducted two simulation studies to explore the empirical performance of our model and

two case studies to illustrate the application of mixed membership models to substantive

26



C(1, 1) C(z, 2) C(1, 2)

609% A
60% 1 ° 60% 1 .
[ ]
L 40%71 ¢ L L 4
0/ 04 -
ul Wl 20% Wl 40% H
14 ° 4 o o
0/ =
20% { = ; 20% 1 | 2 20% A é
0% L T T T O% L T T T 0% L T T T
50 250 1000 50 250 1000 50 250 1000
N N N
H1 Ho Z
15.0% A 20.0% A 0.081
° [ ]
15.0% A 0.06
10.0% A w
L L %) °
) N o) 10.0% - < 0.044 °
o ° 14 o
5.0% - ° °
é 5.0% ] ; 3 0.021 —_—
0.0% 1 0.0% i i 0.00 1 i i i
50 250 1000 50 250 1000 50 250 1000
N N N

Figure 2.2: The relative squared error (RSE) for the mean and covariance structure evaluated
under various sample sizes. To evaluate the recovery of the allocation parameters, we used
the root mean squared error (RMSE).
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scientific applications in functional brain imaging and cancer genomics. The first simulation
study in Section 2.2.1 explores the empirical convergence of our model on simulated data.
We then look at how information criteria can aid in choosing the number of features in
Section 2.2.2. In Section 2.2.3, we look at using a mixed membership model to model
electroencephalography (EEG) signals in children with Autism spectrum disorder (ASD)
and typically developing (TD) children. Lastly, in Section 2.2.4, we look at how a mixed
membership model can be used to classify different breast cancer subtypes using targeted

gene-expression data.

2.2.1 Simulation Study 1: Operating Characteristics under Increasing Sample

Size

This simulation study focuses on how well we can recover the mean, covariance, and allo-
cation structures under different sample sizes. In this simulation study, we will specifically
look at the case when we have 50, 250, and 1000 observations. For each of the three different
sample sizes, we generated 50 different datasets with observations y; € R1°. The data was
generated from a two feature model with M = 4. More information on how the simulation

study was conducted can be found in Section A.3.1.

To measure how well we can recover the mean vector, covariance matrices, and cross-

covariance matrices, we will use the relative squared error (RSE). The RSE is defined as

rsk = 1L =Tl 1000,
/112
where || - ||2 is the Euclidean norm if f is a vector and the Frobenius norm if f is a matrix.

In this simulation study, we will use the posterior median as our estimate, f . To measure

how well we can recover the allocation parameters, we will use the root mean squared error

(RMSE).

From Figure 2.2, we can see that our recovery of the mean and covariance structure
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Figure 2.3: Information Criteria evaluated on our proposed Bayesian mixed membership
model for K = 2,3,4, and 5. The information criteria were evaluated on 50 different simu-
lated data sets, where the true number of features was 3.

improves as we obtain more data. While the RSE was relatively large in the simulations when
N = 50, the credible intervals were also significantly wider to account for the uncertainty in
the estimate. Specifically, the average credible interval width for the mean vectors when 50
observations were observed were roughly 4.8 times wider than the average credible interval
width for the mean vectors when 1000 observations were observed. Overall, this simulation
study provides empirical support that the mean and covariance structure converges to the

true parameters, even when the allocation parameters are unknown.

2.2.2 Simulation Study 2: Information Criteria for the Number of Latent Fea-

tures

In the finite mixed membership setting, inference and interpretation depends on the chosen
number of features. To aid in this choice, practitioners often use information criteria (IC) to
employ a data-driven approach for the selection of the number of clusters or features for their
model. In this section, we study how IC such as AIC [Akaike, 1974], BIC [Schwarz, 1978], and
DIC [Celeux et al., 2006, Spiegelhalter et al., 2002] perform in choosing the optimal number
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of mixtures. In this section, we will also observe how heuristics such as the “elbow-method”

perform in choosing the optimal number of clusters.

To evaluate the performance of the IC, we simulated 50 different data sets, where the true
number of features was 3. For each data set, four mixed membership models were fit using
a varying number of features (K = 2, 3,4, and 5). Once the models were fit, we calculated
the BIC, AIC, and DIC for each one of the models and evaluated the performance of these
IC. Definitions of the IC used in this section, as well as detailed information on how the

simulation study was conducted, can be found in Section A.3.2.

From Figure 2.3, we note that the BIC exhibited the most reliable performance, selecting
the true number of features all 50 times. Since AIC does not penalize excess parameters as
much as BIC, we can see that AIC sometimes selected a model with 4 features over a model
with 3 features. Overall, the AIC selected the true number of features only 23 times out of
the 50 different datasets, and selected a model with 4 features in 27 of the 50 datasets. In
this setting, the DIC was shown to be the least reliable IC, selecting a model with 4 or more
features all 50 times. As discussed in Marco et al. [2022a], the average log-likelihood can
aid in the selection of the optimal number of features in mixed membership models. From
Figure 2.3, we can see that there is a distinct “elbow” at K = 3. Using the elbow method,
we would correctly identify the correct number of features all 50 times. Thus, based on the
simulation results, we recommend using the “elbow-method” in conjunction with BIC to

select the optimal number of features for our proposed model.

2.2.3 A Case Study on Functional Brain Imaging through EEG

Autism spectrum disorder (ASD) is a disorder that is characterized by social communication
deficits and /or unusual sensory-motor behaviors [Lord et al., 2018, Edition, 2013]. While once
a more narrowly defined disorder, autism is now viewed as a wide spectrum of symptoms,
ranging from very mild symptoms to severe symptoms that may require life-long care. In this

case study, we analyze electroencephalogram (EEG) data collected on 39 typically developing
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Figure 2.4: (Left Panel) Recovered means from fitting a k-means model with 3 clusters.
(Right Panel) Data from the T8 electrode of 20 individuals with varying clinical diagnosis
(TD vs ASD), colored by the estimated cluster membership.

(TD) children and 58 children diagnosed with ASD , between the ages of 2 and 12 years old
[Dickinson et al., 2018]. EEG data in the present analyses are considered spontaneous, in that
they reflect intrinsic functional brain dynamics under task-free conditions. EEG data were
recorded for two minutes using a 128-channel HydroCel Geodesic Sensory net. During the
recording, children were seated in front of a computer monitor displaying floating bubbles,
a commonly used approach for collecting resting EEG data in developmental populations
[Dawson et al., 1995, Stroganova et al., 1999, Tierney et al., 2012, McEvoy et al., 2015]. The
signal from the sensors were filtered to remove signals outside of the 0.1 to 100 Hz band range,
and were then interpolated to match the international 10-20 system 25 channel montage. A
fast Fourier transform was then applied to the data to transform the data into the frequency
domain. In this analysis, we consider the relative power in the frequency domain, meaning
each function is scaled to integrate to 1. Visualizations of the data, as well as the results

from a k-means analysis [Lloyd, 1982], can be seen in Figure 2.4.

When neuroscientists evaluate resting-state EEG data, one area of interest is the location
of a single prominent peak in the spectral density located in the alpha band of frequencies (6-
14 Hz), called the peak alpha frequency (PAF). The emergence of this peak has been shown to

be a biomarker of neural development in typically developing children [Rodriguez-Martinez
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Figure 2.5: (Top Panels) Posterior median estimates of the recovered features, with corre-
sponding 95% credible intervals. (Bottom Panel) Posterior median estimates of the member-
ship to the first feature, stratified by clinical cohort. The red triangles represent the mean
membership to the first feature.

et al., 2017]. A clear alpha peak gradually emerges over the first year of life in typically
developing children, and increases in frequency over childhood before reaching stability in
adolescence/early adulthood [Rodriguez-Martinez et al., 2017, Scheffer et al., 2019]. On the
other hand, both the emergence of peak alpha frequency and developmental frequency shifts
are shown to be atypical in children diagnosed with ASD. More specifically, children are
less likely to display a clear alpha peak than age-matched peers, and do not show the same

age-related increase that is well-documented in typical children [Scheffler et al., 2019].

In this case study, we conducted a multivariate analysis of the EEG analysis by using the
average power of the 25 electrodes at 33 frequencies of interest in the alpha frequency band
(from 6 Hz to 14 Hz with 0.25 Hz step sizes). By using the information criteria discussed
in Section 2.2.2, we found that a mixed membership model with 2 features seemed to be

optimal. Thus we fit a 2 feature mixed membership model (K = 2) with 5 eigenvectors
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(M =5), and ran our chain for 500,000 iterations. To save on computational resources, the

Markov chain was thinned, saving every 10" iteration.

From Figure 2.5, we can see that the first functional feature can be interpreted as a
distinct alpha peak. On the other hand, the second feature can be interpreted as a 1/ f trend,
or pink noise. These two features help to differentiate between periodic (alpha waves) and
aperiodic (1/f trend) neural activity patterns, which coexist in the EEG spectra. Loading
highly on feature 2 suggests that the 1/f trend is the most prominent in an individual’s
EEG recording, suggesting a clear alpha peak has not yet emerged. From Figure 2.5, we can
see that typically developing children seem to heavily load on the first feature, representing
individuals with a distinct alpha peak. On the other hand, children with ASD seem to have
relatively high heterogeneity in their loadings. We can see that on average children with
ASD tend to have a more attenuated alpha peak (more loading on feature 2), with some
individuals having no discernible alpha peak at all. These results closely match the results
obtained by Marco et al. [2022a], who used a functional mixed membership model to model

the spectral density as a random function.

Given that the presence and/or emergence of an alpha peak is a developmental biomarker,
objectively quantifying the presence of a peak is important. By allowing individuals to
partially belong to both features, we are able to objectively quantify the presence of a clear
alpha peak over and above 1/f aperiodic patterns. This approach offers a novel way to
quantify the progression of alpha peak emergence in individuals where the peak has not
yet reached maturity. Visualizations of the recovered covariance structure can be found in

Section A.3.3.

Figures 2.4 and 2.5 clearly depict the differences between traditional clustering models,
like a k-means model [Lloyd, 1982], and our proposed mixed membership model. Information
criteria determined that 3 clusters were the optimal number of clusters for a k-means anal-
ysis, illustrating how the increased flexibility of mixed membership models can potentially

represent data using fewer clusters than traditional clustering. In the k-means analysis, the
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first and third clusters can be interpreted as distinct alpha peaks, while the second cluster
can be interpreted as primarily 1/f aperiodic patterns. While the cluster means found in
the k-means analysis are relatively interpretable, we loose the ability to quantify the ratio of
periodic signals to aperiodic signals, which is of significant scientific interest. From a model-
ing standpoint, traditional clustering models assume that each observation comes from one
of the three clusters, meaning that children who have a developing alpha peak are not rep-
resented by any of the three clusters. Alternatively, the mixed membership model assumes
that each observation can be represented by a continuous mixture of periodic and aperiodic
neural activity patterns, leading to a more natural sampling model that is supported by

previous scientific literature.

2.2.4 A Case Study on Molecular Subtypes in Breast Cancer

As of 2015, breast cancer is the 29" leading cause of death in the world, with an estimated
534,000 deaths per year [Wang et al., 2016]. While there has been a significant increase
in the number of deaths between 2005 and 2015 (21.3%), the age-adjusted death rate has
decreased by 6.8% mainly due to our increased understanding of how to treat breast cancer.
In the last two decades, 5 molecular subtypes of breast cancer have been discovered; each
with a different prognosis, risk factors, and treatment sensitivity [Prat et al., 2015]. Parker
et al. [2009] discovered that the cancer subtype can be accurately classified by centroid-based
prediction methods using gene expression data from 50 genes (known as PAM50). Following
Xu et al. [2016], we will use the PAMS50 dataset to fit a mixed membership model on patients
with LumA, Basal, and Her2 cancer subtypes. When restricting the PAM50 dataset to these
3 cancer subtypes, we have 115 patients with breast cancer (N = 115), and have 50 genes of
interest (P = 50). For this case study, we fit a 3 feature mixed membership model (K = 3)

with 4 eigenvectors to approximate the covariance structure (M = 4).

From Figure 2.6, we can see that each feature corresponds to a specific breast cancer

subtype. While the data is still separable by cancer subtype, we can see that there is
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Figure 2.7: Cluster centroids for the model constructed by Parker et al. [2009](left) and the
feature means for our mixed membership model (right).

considerable overlap between features 1 and 3 for some of the classified Her2 cancer subtype
patients. The added flexibility of a mixed membership model is crucial as physicians can
offer more personalized treatment plans for each patient. Since each cancer subtype has
particular risk factors and treatment sensitivity, physicians that have patients that load
heavily on two or more features will be aware that they should be monitoring all of the risk
factors in the corresponding features. Treatment plans can also be customized to account

for the treatment sensitivity of two or more cancer subtypes.

From Figure 2.7, we can see that there is more heterogeneity in the mean structure of
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our model than in the cluster centroids found by Parker et al. [2009]. Conceptually, these
mean structures represent two different ideas. In the centroid-based clustering, the data is
assumed to only belong to only one of the cancer subtypes. Therefore, the mean structure
in the centroid-based clustering model represents the average gene expression values for
an individual belonging to that cluster. On the other hand, our model assumes that each
individual can simultaneously belong to multiple cancer subtype groups. Therefore, the mean
for a particular feature represents the average gene expression values for an individual that
solely belongs to that feature. Thus the mean structure for the mixed membership model
is more heterogeneous because they represent the “extreme” cases, or cases that are the
most dissimilar from the other cancer subtypes. Overall, the added flexibility offered by our
proposed mixed membership model allows clinicians to make more personalized treatment
plans for patients, potentially leading to better clinical outcomes. Visualizations of the

correlation structure of the genes can be found in Section A.3.4.

2.3 Discussion

This chapter introduces a flexible, yet scalable mixed membership model for continuous
multivariate data. Mixed membership models, sometimes referred to as partial membership
models or admixture models, can be thought of as a generalization of clustering where each
observation can partially belong to multiple clusters. In Section 2.1, we derive our mixed
membership model by extending the framework of finite mixture models. To have a scalable
framework, we use a spectral decomposition of the K features, leveraging the multiplicative
gamma shrinkage prior to ensure that the scaled eigenvectors are stochastically shrunk. To
facilitate the use of simple sampling methods, we removed the constraint the the scaled eigen-
vectors, ®,,, had to be mutually orthogonal. Within this context, we proved that the model
had conditional weak posterior consistency of our mean and covariance structures, allowing

us to facilitate relatively simple sampling schemes. Compared to previous works on mixed
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membership models, our proposed model has an easily interpretable mean and covariance
structure, allowing practitioners to easily and effectively communicate their findings from

the model.

For the case of continuous data, the mixed membership model representation proposed
by Heller et al. [2008] and discussed by [Ghahramani et al., 2014, Gruhl and Erosheva,
2014] is seemingly natural and generally applicable to data assumed to be sampled from
a multivariate exponential family of distributions. We note that for the case of Normally
distributed mixture components, this framework may prove to be too rigid to model more
complex datasets. Subfigures 2.1(a) and 2.1(d) contain visualizations of the distribution
of data generated from the Gaussian mixed membership model proposed by Heller et al.
[2008]. Both scenarios have the same cluster-specific means, however they have different
covariances associated with each cluster. In this setting, the generated data, follows the
direction associated with the eigenvectors of the pure mixture covariance matrices, which
can lead to unwieldy implied trajectories for plausible data realizations, e.g. data lying
on a manifold (Subfigure 2.1(a)). Alternatively, Subfigures 2.1(b) and 2.1(c) show data
generated from our proposed mixed membership model. In these two scenarios, each feature
has the same mean and covariance as in Subfigure 2.1(a), but they have different cross-
covariance matrices. In these cases, we can see a more natural trajectory of the data, where an
assumption of an Euclidean metric seems appropriate. In less extreme settings, e.g. assuming
spherical contours for the pure mixture components (Subfigure 2.1(d)), the representation
in Equation 2.4 still leads to natural trajectories for the generated data, where the variance
monotonically grows as an observation moves from the red to the blue cluster. Crucially, the
proposed mixed membership model in Equation 2.7 recovers the model in Equation 2.4 as a
special case, by setting the cross-covariance matrix equal to the zero matrix. The inclusion
of cross-covariance elements, however, can express more flexible sampling scenarios as shown
in Subfigures 2.1(e) and 2.1(f). Specifically, in Subfigure 2.1(e) we show the distribution

of data where the symmetric part of the cross-covariance matrix has positive eigenvalues,
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Figure 2.8: Comparative visualization of the differences between mixed membership models,
finite mixture models, and factor models. Each of the models were fit on the same set of
data, illustrated by the black dots.

while 2.1(f) shows the distribution of data where the symmetric part of the cross-covariance
matrix has negative eigenvalues. Overall, the inclusion of explicit cross-covariance elements
and the additive nature of our model leads to more natural trajectories of the implied model

and an increased expressivity of the implied data generating process.

Mixed membership models for continuous data, as encoded in our representation in Equa-
tion 2.5, are related to latent factor models as they rely on similar additive structures.
Nevertheless, mixed membership models obtain an alternative decomposition of the data
variation, leading to a different interpretation of the model parameters. An illustration of
the differences between Gaussian finite mixture models, factor models, and our proposed
mixed membership model can be seen in Figure 2.8. The principal difference between factor
models and mixed membership models being that mixed membership models restrict mix-
ing between latent features to be defined on the standard simplex. As a consequence, the
ensuing model defines margins which are not constrained to be elliptically symmetric, like in
the case of factor models. An in-depth discussion of how factor analysis compares to mixed

membership modeling is provided in Section A.4.

While flexibility is crucial to ensure that the model adequately fits the data, interpretabil-
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ity of a model is paramount when communicating scientific findings. Under the Gaussian
mixed membership model framework described by Heller et al. [2008], each observation is
distributed normally, where the natural parameters of the distribution are a convex com-
bination of the natural parameters associated with each cluster. The natural parameter
representation can be particularly hard to work with because the mean structure is influ-
enced by the covariance matrices of each individual cluster, leading to unnatural trajectories
of the memberships, as seen in Subfigure 2.1(a). While the mean structure can be easily
visualized in low dimensions, visualization of the mean structure can be particularly challeng-
ing in high dimensional model, leading to challenges in communicating the overall scientific
findings. In our proposed model, each observation is also normally distributed, however, the
mean parameter is simply a convex combination of the individual features’ mean parame-
ters. Similarly, the covariance of each observation can be written as a weighted sum of the
covariance and cross-covariance functions of the features. Overall this simple structure al-
lows practitioners to easily describe the distribution of observations that belong to multiple

features, while maintaining a relatively flexible model.

From a practitioner’s perspective, the main challenge to fitting a mixed membership
model is choosing the number of features (K). As shown in Section 2.2.2, information
criteria and simple heuristics such as the “elbow” method can be very informative in choos-
ing the number of features in a mixed membership model. In traditional finite mixture
models, Rousseau and Mengersen [2011] and Nguyen [2013] have shown that under certain
conditions, an overfit mixture model would have a posterior distribution where only the
“true” parameters would have positive weight, and the rest of the parameters would con-
verge to zero. In both manuscripts, they assumed that the parameters were identifiable if
we disregard the non-identifiability caused by the label-switching problem. However, as dis-
cussed in Section 2.1.4, the continuous nature of the allocation parameters create multiple
non-identifiability problems. These types of non-identifiability problems make applying the

results from Rousseau and Mengersen [2011] and Nguyen [2013] non-trivial. An alternative
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non-parametric approach can be used by leveraging the Indian Buffet Process [Griffiths and
Ghahramani, 2011], allowing for an infinite number of potential clusters. However, imple-
menting and conducting inference across changing-dimensions is a non-trivial task and still
an active area of research. Other than the number of features, users also are tasked with
choosing the number of eigenvectors (M) to use in the mixed membership model. The num-
ber of eigenvectors controls how accurate we can approximate the covariance structure of
the model. If M = KP, then we have a fully saturated model and we can have an ex-
act representation of the covariance structure. In large models, setting M = K P may be
computationally intractable, which means that we will have to approximated the covariance
structure by using a low-rank approximation of the covariance structure. Thus the choice of
M is a user-defined choice that primarily depends on the computational budget afforded to
fitting the model.

Due to the added flexibility of mixed membership model in general, we are often faced
with multiple modal posterior distributions. Due to the potential multiple modal nature of
the posterior distribution, we implemented tempered transitions (Section A.2.3) to ensure
adequate exploration of the posterior distribution by allowing the chain to traverse areas
of low posterior probability. While tempered transitions theoretically allow you to move
between modes of the posterior distribution, they can be computationally expensive and
sometimes tricky to tune. To limit the computational burden we suggest a mixture of
tempered transitions and untempered transitions when performing MCMC. To speed up
convergence of the Markov chain, we pick an informative starting position for our parameters
using the multiple start algorithm (Algorithm 1) . The added flexibility of the allocation
parameters also causes the rescaling problem described in Section 2.1.4. In order to make
interpretation easier for practitioners, we recommend using the membership rescale algorithm
(Algorithm 2). In the two feature case, this algorithm ensures that at least one observation
belongs entirely to one feature. In the case where we have more than two features, the

algorithm can be reformulated as an optimization problem. However, in practice, we found
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that the membership rescale algorithm is seldomly needed when we have 3 or more features.
An R package for our proposed Gaussian mixed membership model is available for download

at https://github.com/ndmarco/BayesFMMM.
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CHAPTER 3

Functional Mixed Membership Models

Functional data analysis (FDA) is concerned with the statistical analysis of realizations of
a random function. In the functional clustering framework, the random function is often
conceptualized as a mixture of stochastic processes, so that each realization is assumed to
be sampled from one of K < oo cluster-specific sub-processes. The literature on functional
clustering is well established and several analytical strategies have been proposed to handle
different sampling designs and to ensure increasing levels of model flexibility. In the setting of
sparsely observed functional data, James and Sugar [2003] proposed a mixed effects modeling
framework for efficient dimension reduction after projection of the observed data onto a basis
system characterized by natural cubic splines. Alternatively, Chiou and Li [2007] made use
of functional principal component analysis to help reduce dimensionality by inferring cluster
specific means and eigenfuctions. Jacques and Preda [2014] proposed a similar strategy for
clustering multivariate functional data. Petrone et al. [2009] extended the previous work
on functional mixture models by allowing hybrid species, where subintervals of the domain
within each functional observation can belong to a different cluster. This type of clustering
can be thought of as local clustering, where the cluster an observation belongs to changes
depending on where you are in the domain of the function. Alternatively, mixed membership
models can be thought of as a generalization of global clustering, where the membership

allocation parameters do not change with respect to the domain of the random function.

In this chapter, we introduce the concept of mixed membership functions to the broader

field of functional data analysis. Assuming a known number of latent functional features,
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we show how a functional mixed membership process is naturally defined through a simple
extension of finite Gaussian process (GP) mixture models, by allowing mixing proportions to
be indexed at the level of individual sample paths. Some sophistication is introduced through
the multivariate treatment of the underlying functional features to ensure sampling models
of adequate expressivity. Specifically, we represent a family of multivariate GPs through
the multivariate Karhunen-Loeve construction of Happ and Greven [2018]. Using this idea,
we jointly model the mean and covariance structures of the underlying functional features,
and derive a sampling model through the ensuing finite dimensional marginal distributions.
Since naive GP mixture models assume that observations can only belong to one cluster, they
only require the univariate treatment of the underlying GPs. However, when sample paths
are allowed partial membership in multiple clusters, we need to either assume independence
between clusters or estimate the cross-covariance functions. Since the assumption of inde-
pendence does not often hold in practice, we propose a model that allows us to jointly model
the covariance and cross-covariance functions through the eigenfunctions of the multivariate
covariance operator. Typically, this representation would require sampling on a constrained
space to ensure that the eigenfunctions are mutually orthogonal. However, in this context,
we are able to relax these constraints and keep many of the desirable theoretical properties
of our model by extending the multiplicative gamma process shrinkage prior proposed by

Bhattacharya and Dunson [2011].

The remainder of the chapter is organized as follows. Section 3.1 formalizes the concept
of functional mixed membership as a natural extension of functional clustering. Section
3.2 discusses Bayesian inference through posterior simulation, and establishes conditions for
weak posterior consistency. Section 3.3 carries out two simulation studies to assess operating
characteristics on engineered data, and illustrates the application of the proposed model to
a case study involving functional brain imaging through electroencephalography (EEG).
Finally, we conclude our exposition with a critical discussion of methodological challenges

and related literature in Section 3.4.
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3.1 Functional Mixed Membership

Functional data analysis (FDA) focuses on methods to analyze the sample paths of an
underlying continuous stochastic process f : 7 — R, where T is a compact subset of R%. In
the iid setting, a typical characterization of these stochastic processes relies on the definition
of the mean function, u(t) = E (f(¢)), and the covariance function, C(s,t) = Cov (f(s), f(t)),
where t, s € T. In this paper, we focus on jointly modeling K underlying stochastic processes,
where each stochastic process represents one cluster. In this section, we will proceed under
the assumption that the number of clusters, K, is known a priori. While K is fixed for the
technical developments of the paper, Section 3.3.2 discusses the use of various information

criteria for selection of the optimal number of features.

Let f(®) : T — R denote the underlying stochastic process associated with the & cluster.
Let 1 and C*® be, respectively, the mean and covariance function corresponding to the &k
stochastic process. To ensure desirable properties such as decompositions, FDA often makes
the assumption that the random functions are elements in a Hilbert space. Specifically,
we will assume f® e L*(T) ([ |f®(t)]*dt < 0o). Within this context, a typical model-
based representation of functional clustering assumes that each underlying process is a latent
Gaussian process, f¥) ~ GP (,u(k), C(k)), with sample paths f; (i =1,2,..., N), assumed to

be independently drawn from a finite GP mixture
K

P (fi | p50, 0 00y = Zp(k) GP (f; | ™, c®);
k=1

where p() is the mixing proportion (fraction of sample paths) for component &, such that
Zle p*) = 1. Equivalently, by introducing latent variables m; = (71, ..., mix), such that

i ~iq Multinomial(1; p™, ..., p%)), it is easy to show that,

K K
f’i | T, -- TN, /J'(LK)7 C(LK) ~ gP (Z ﬂikﬂ(k)’ Z WZkO(k)) ' (31)
k=1

k=1
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Mixed membership is naturally defined by generalizing the finite mixture model to allow
each sample path to belong to a finite positive number of mixture components, which we call
functional features [Heller et al., 2008, Broderick et al., 2013]. By introducing continuous
latent variables z; = (Z;, ..., Zix)', where Zy, € (0,1) and Eszl Zi, = 1, the general form

of the proposed mixed membership model follows the following convex combination:

K
fi | Zla---azN:ZZikf(k)- (32)
k=1

In equation 3.1, since each observation only belongs to one cluster, the Gaussian processes,
f®) are most commonly assumed to be mutually independent. However, assuming that
the Gaussian processes, f*, are independent in equation 3.2 leads to strong assumptions
on the data generating process. The same assumption is, however, too restrictive for the
model in equation 3.2. Thus, we will let C**) denote the cross-covariance function between
f® and f*) and denote with C the collection of covariance and cross-covariance functions.

Therefore, the sampling model for the proposed mixed membership scheme can be written

as
K K K
fi | Z,...,ZpN, ,u(LK), C ~ QP (Z Zz-k,u(k), Z ka(](k) + Z Z ZikZik/C(k’k,)> . (33)
k=1 k=1 k=1 k'#k
Given a finite evaluation grid t; = (t;1,...,%y,), the process’ finite dimensional marginal
distribution can be characterized such that
K
filt)) |z, oz, p, €~ N <Z Ziep™ (), Cz'(tmti)) : (3.4)
k=1

where C;(t;, t;) = Zszl Z2.CW) (t,t;) + Zle Zk,# ZiwZigy CE*) (¢, t;). Since we do not
assume that the functional features are independent, a concise characterization of the K
stochastic processes is needed in order to ensure that our model is scalable and computa-

tionally tractable. In Section 3.1.1, we review the multivariate Karhunen-Loéve theorem
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Figure 3.1: Generative model illustration. (Left panel) Data generated under the functional
clustering framework. (Right panel) Data generated under a mixed membership framework.

[Happ and Greven, 2018], which will provide a joint characterization of the latent functional
features, (f(l), @ f(K)). Using this joint characterization, we are able to specify a

scalable sampling model for the finite-dimensional marginal distribution found in equation

3.4, which is described in full detail in Section 3.1.2.

3.1.1 Multivariate Karhunen-Loéve Characterization

To aid computation, we will make the assumption that f® is a smooth function and is in
the P-dimensional subspace, & C L*(T), spanned by a set of linearly independent square-
integrable basis functions, {bi,...,bp} (b, : 7 — R). While the choice of basis functions are
user-defined, in practice B-splines (or the tensor product of B-splines for 7 C R? for d > 2)
are a common choice due to their flexibility. Alternative basis systems can be selected in

relation to application-specific considerations.

The multivariate Karhunen-Loeve (KL) theorem, proposed by Ramsay and Silverman

[2005b], can be used to jointly decompose our K stochastic processes. In order for our
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model to be able to handle higher dimensional functional data, such as images, we will use
the extension of the multivariate KL theorem for different dimensional domains proposed by
Happ and Greven [2018]. While they state the theorem in full generality, we will only be
considering the case when f*) € 8. In this section, we will show that the multivariate KL
theorem for different dimensional domains still holds under our assumption that f* € S,

given that the conditions in lemma 4 are satisfied.

We will start by defining the multivariate function f(t) in the following way:

£(t) = (FO (10, fO (1@ .., IO (109 (3.5)

where t is a K-tuple such that t = (¢tM,¢® ... ) where ¢t ¢? .. ") e T, This
construction allows for the joint representation of K stochastic processes, each at different
points in their domain. Since f*) € S, we have that f e H =S xS x --- x 8 := 8K, We

define the corresponding mean of f(t), such that

where p(t) € H, and the mean-centered cross-covariance functions as
C4#)(s,1) 1= Cov (FW(s) = (), £4(0) = ¥ (1))

for s,t € T.

Lemma 3. S is a closed linear subspace of L*(T).

Proofs for all results are given in Appendix Chapter B. From lemma 3, since § is a

closed linear subspace of L?(7T), we have that S is a Hilbert space with respect to the inner
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product (f, g)s fT t)dt where f,g € 8. By defining the inner product on H as

(f, g8)n _Z/ FE (D) gk (1®) de®), (3.6)

where f, g € H, we have that H is the direct sum of Hilbert spaces. Since H is the direct sum
of Hilbert spaces, H is a Hilbert space [Reed and Simon, 1972]. Thus we have constructed
a subspace H using our assumption that f*) € 8, which satisfies proposition 1 in Happ
and Greven [2018]. Letting f € #, we can define the covariance operator IC : H — H

element-wise in the following way:
(O™ (8) = (CUD (10 £) = Z/ CHP (5,40 7 (5)ds. (3.7)
k=1

Since we made the assumption f*) € 8, we can simplify equation 3.7. Since S is the span
of the basis functions, we have that f®)(t) — p®(t) = Zle O (k,p)bp(t) = B'(t)0y, for some
0;. € R and B/(t) = [by(t) - - - bp(t)]. Thus we can see that

O (5,1) = Cov (B/()0, B(1)8)) = B'(s)Cov (6, 0,:) B(1), (3.8)

and we can rewrite equation 3.7 as (]C£)™*) (t) =y J+B'(5)Cov (6, 6,) B (t®) F*)(s)ds,
for some f € H. The following lemma establishes conditions under which IC is a bounded
and compact operator, which is a necessary condition for the multivariate KL decomposition

to exist.

Lemma 4. IC is a bounded and compact operator if we have that

1. the basis functions, by, ..., bp, are uniformly continuous

2. there exists M € R such that ‘Cov (9(k7p),9(k/7p/))‘ <M.

Assuming the conditions specified in lemma 4 hold, by the Hilbert-Schmidt theorem,
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since IC is a bounded, compact, and self-adjoint operator, we know that there exists real
eigenvalues Ai,..., Axp and a complete set of eigenfunctions W¥q,..., Wrp € H such that
K¥,=\%¥, for p=1,..., KP. Since I is a non-negative operator, we know that A, > 0
for p=1,..., KP (Happ and Greven [2018], proposition 2). From theorem VI.17 of Reed
and Simon [1972], we have that the positive, bounded, self-adjoint, and compact operator IC

can be written as ICf = S250 A (W, f),, ¥p. Thus from equation 3.7, we have that

p=1

K
S [ W (5,19 1 s)as = 3 / (ZA T (5) P (w)) F49(s)ds,

k=1 T k=1

where WL () is the k™ element of W,(t). Thus we can see that the covariance kernel can

be written as the finite sum of eigenfunctions and eigenvalues,
C®K) (s,1) = ZA\I/ ()T (). (3.9)

Since we are working under the assumption that the random function, f € H, we can use a
modified version of the Multivariate KL theorem. Considering that {¥y,..., Wgp} form a
complete basis for H and f(t) — p(t) € H, we have

KP
£(t) —p(t) = Pro(f—p)(t) = D (W, —p)y, Uy(t),
p=1

where Py is the projection operator onto H. Letting p, = (¥,,f — u),,, we have that
f(t) — p(t) = Z;fzpl pp ¥, (t), where E(p,) = 0 and Cov(py, pyy) = A\pdpy (Happ and Greven

[2018], proposition 4).
Since W, € H and p € H, there exists v, € RY and ¢, € R” such that p®(t) =
B (t) and /N, TP (t) = ¢}, B (t*) := ®F)(t). These scaled eigenfunctions, & (t),
are used over \Il](f) (t) because they fully specify the covariance structure of the latent fea-

tures, as described in 3.1.2. From a modeling prospective, the scaled eigenfunction param-
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eterization is advantageous as it admits a prior model based on the multiplicative gamma
process shrinkage prior proposed by Bhattacharya and Dunson [2011], allowing for adaptive

regularized estimation [Shamshoian et al., 2022]. Thus we have that
KP KP
£ () = p®(t) + > x, @0 (t) = VB (t*) + > x, ¢4, B (tV) | (3.10)
p=1 p=1

where y, = ((A,)7V/2®,, f — ,u,>ﬂ, E(x,) = 0, and Cov(x,, Xp) = Opy. Equation 3.10 gives
us a way to jointly decompose any realization of the K stochastic processes, f € H, as a

finite weighted sum of basis functions.

Corollary 1. If x, ~ia N(0,1), then the random function f(t) follows a multivariate GP
with means p®) (t) = v} B (t¥)), and cross-covariance functions C**)(s,t) =

B'(s) ) (1 Plry) B(1)-

3.1.2 Functional Mixed Membership Process

In this section, we will describe a Bayesian additive model that allows for the constructive
representation of mixed memberships for functional data. Our model allows for direct infer-
ence on the mean and covariance structures of the K stochastic processes, which are often
of scientific interest. To aid computational tractability, we will use the joint decomposition
described in Section 3.1.1. In this section, we will make the assumption that f*) € 8, and

that the conditions from lemma 4 hold.

We aim to model the mixed membership of N observed sample paths, {Y;(.)}¥,, to
K latent functional features f = (f(l),f@)7 .. .,f(K)). Assuming each path is observed
over n; evaluation points t; = [t;1 - - - t;,,]’, without loss of generality we define a sampling
model for the finite dimensional marginals of Y;(t;). To allow for path-specific partial
membership, we extend the finite mixture model in equation 3.1 and introduce path-specific

mixing proportions Z;, € (0,1), such that szzl Zg=1fori=1,2,... N.
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Let S(t;) = [B(t1) - B(ty,)] € RP*™, X ~ N(0,1), and © denote a collection of
model parameters. Let M < K P be the number of eigenfunctions used to approximate the
covariance structure of the K stochastic processes. Using the decomposition of f*)(¢) in

equation 3.10 and assuming a normal distribution on Y,(t;), we obtain:

Y (t;)|© NN{Z Zik ( Ve + me ¢km) : 021,”}. (3.11)

If we integrate out the latent y;, variables, we obtain a more transparent form for the

proposed functional mixed membership process. Specifically, we have

Yi(t:)[©—y NN{Z ZS'(ti)ve, Vi +021n1}, (3.12)

where ©_, is the collection of our model parameters excluding the x;, variables, and
V= S ZaZu {S’(ti) M (D ®hom) S(ti)} . Thus, for a sample path, we have
that the mixed membership mean is a convex combination of the functional feature means,
and the mixed membership covariance, is a weighted sum of the covariance and cross-
covariance functions between different functional features, following from the multivariate
KL characterization in Section 3.1.1. Furthermore, from equation 3.9 it is easy to show that,
for large enough M, we have S'(t;) Z%ﬂ (@1 @) S(ti) = C®HF)(t,,t;),with equality when
M = KP.

Mixed membership models can be thought of as a generalization of clustering. As such,
these stochastic schemes are characterized by an inherent lack of likelihood identifiability. A
typical source of non-indentifiability is the common label switching problem. To deal with
the label switching problem, a relabelling algorithm can be derived for this model directly
from the work of Stephens [2000]. A second source of non-identifiabilty stems from allowing
Zi. to be continuous random variables. Specifically, consider a model with 2 features, and let

© be the set of “true” parameters. Let Z = 0.5(Z;1)¢ and Z%, = (Zi2)o + 0.5(Z;1)o. If we
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let v} = 2(v1)o — (V2)o, ¥3 = (V2)o, @1y = 2(P1m)o — (Dam)os P2 = (D)o, Xin = (Xim)o,
and (0%)* = o2, we have that P(Y;(t)|®¢) = P(Y;(t)|®*) (equation 3.11). Thus we can
see that our model is not identifiable, and we will refer to this problem as the rescaling
problem. To address the rescaling problem, we developed the Membership Rescale Algorithm
(Algorithm 4). This algorithm will rescale the allocation parameters so that at least one
observation will completely belong to each of the two functional features. Section B.3.4 also
briefly reviews the work of Chen et al. [2022] which focuses on identifiability when we have
more than two functional features. A third non-identifiability problem may arise numerically
as a form of concurvity, i.e. when vy < ¢y, in equation 3.11. Typically, overestimation of
the magnitude of ¢,,, may result in small variance estimates for the allocation parameters
(smaller credible intervals). This phenomenon does need to be considered when studying
how well we can recover the model parameters, as in Section 3.3.1, but it is typically of little

practical relevance in applications.

3.1.3 Prior Distributions and Model Specification

The sampling model in Section 3.1.2, allows a practitioner to select how many eigenfunctions
are to be used in the approximation of the covariance function. In the case where of M = K P,
we have a fully saturated model and can represent any realization f € H. In equation
3.10, ® parameters are mutually orthogonal (where orthogonality is defined by the inner
product defined in equation 3.6), and have a magnitude proportional to the square root of
the corresponding eigenvalue, \,. Thus, a modified version of the multiplicative gamma
process shrinkage prior proposed by Bhattacharya and Dunson [2011] will be used as our
prior for ¢,,. By using this prior, we promote shrinkage across the ¢,,, coefficient vectors,

with increasing prior shrinkage towards zero as m increases.

To facilitate MCMC sampling from the posterior target we will remove the assumption
that ® parameters are mutually orthogonal. Even though ® parameters can no longer

be thought of as scaled eigenfunctions, posterior inference can still be conducted on the
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eigenfunctions by post-processing posterior samples of ¢,,, (given that we can recover the
true covariance operator). Specifically, given posterior samples from ¢,,,,, we obtain posterior
realizations for the covariance function, and then calculate the eigenpairs of the posterior
samples of the covariance operator using the method described in Happ and Greven [2018].

Thus, letting ¢ypm be the p™ element of ¢y,,, we have
¢kpm|7kpm7 7~—mk: ~ N (07 /Yk_plmi—n_ﬂi) ) /Ykpm ~T (V7/2’ V7/2) ? 7~_mk: - H 5nk:7
n=1

51k|a1k ~ P(alka 1), 5jk|a2k ~ P(a2k7 1)7 Qg ~ F(Oéh 51>7 Qop ~ F(OQ, 52);

where 1 <k < K, 1<p< P, 1<m< M, and 2 < j < M. In order for us to promote
shrinkage across the M matrices, we need that d;, > 1. Thus letting ay > 32, we have that
E(d;x) > 1, which will promote shrinkage. In this construction, we allow for different rates of
shrinkage across different functional features, which is particularly important in cases where
the covariance functions of different features have different magnitudes. In cases where the
magnitudes of the covariance functions are different, we would expect the d,,. to be relatively

smaller in the k associated with the functional feature with a large covariance function.

To promote adaptive smoothing in the mean function, we will use a first order random
walk penalty proposed by Lang and Brezger [2004]. The first order random walk penalty
penalizes differences in adjacent B-spline coefficients. In the case where 7 C R, we have
that P(vy|m) o« exp <—%’“ 25;11 (v — u(p+1)k)2) Jfork=1,..., K, where 7, ~ I'(ev, ) and
Vpr, is the p' element of vy. Since we have that Z;, € (0,1) and 22(21 Zi, = 1, it is natural

to consider prior Dirichlet sampling for z; = [Z;; - - - Z;x]. Therefore, following Heller et al.

[2008], we have
z; | ™, a3 ~yq Dir(azm), @~ Dir(c), ag~ Exp(b)
for i = 1,..., N. Lastly, we will use a conjugate prior for our random error component of
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the model, such that o? ~ IG(ag, 3y). While we relax the assumption of orthogonality, in
Section B.3.1, we outline an alternative sampling scheme where we impose the condition

that the ® parameters form orthogonal eigenfunctions using the work of Kowal et al. [2017].

3.2 Posterior Inference

Statistical inference is based on Markov chain Monte Carlo samples from the posterior distri-
bution, by using the Metropolis-within-Gibbs algorithm. While the naive sampling scheme is
relatively simple, ensuring good exploration of the posterior target can be challenging due to
the potentially multimodal nature of the posterior distribution. Specifically, some sensitivity
of results to the starting values of the chain can be observed for some data. Section B.3.2
outlines an algorithm for the selection of informed starting values. Furthermore, to mitigate
sensitivity to chain initialization, we also implemented a tempered transition scheme, which
improves the mixing of the Markov chain by allowing for transitions between modal config-
uration of the target. Implementation details for the proposed tempered transition scheme
are reported in Section B.3.3. Additional information on sampling schemes, as well as how

to construct simultaneous confidence intervals can be found in Section B.4.

3.2.1 'Weak Posterior Consistency

In the previous section we saw that the ® parameters are not assumed to be mutually or-
thogonal. By removing this constraint, we facilitate MCMC sampling from the posterior
target and can perform inference on the eigenpairs of the covariance operator, as long as
we can recover the covariance structure. Due to the complex identifiability issues men-
tioned in Section 3.1.2, establishing weak posterior consistency with unknown allocation
parameters unattainable, even if we include the orthogonality constraint on the ® param-
eters. However, the model becomes identifiable when we condition on the allocation pa-

rameters. In this section, we show that we can achieve conditional weak posterior consis-
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tency without enforcing the orthogonality constraint of the ® parameter. Therefore, we
will show that conditional on the allocation parameters, relaxing the orthogonality con-
straint does not affect our ability to recover the mean and covariance structure of the K
underlying stochastic processes from equation 3.12. Let IT be the prior distribution on
w = {vi,...,vk,S1, ..., Bik,- ... Brk, 0%}, where Sy 1= Y0 (¢, Bh,) . We will be
proving weak posterior consistency with respect to the parameters 3, because the pa-
rameters ¢, are non-identifiable. Since the covariance and cross-covariance structure are
completely specified by the 3, parameters, the lack of identifiability of the ¢, parameters
bears no importance on inferential considerations. We will denote the true set of parame-
ter values as wy = {(¥1)o, - - -, (WK)o, (Z11)o, - - -, (Z1K)o, - - -, (XKK )0, 08} - In order to prove

weak posterior consistency, will make the following assumptions:

Assumption 3. The observed realizations Y1,..., Yy are observed on the same grid of

R > KP points in the domain, say {t1,...,tr}.
Assumption 4. The variables Z;. are known a-priori forv=1,... N andk=1,... K.

Assumption 5. The true parameter modeling the random noise is positive (o3 > 0).

In order to prove weak posterior consistency, we will first specify the following quanti-
ties related to the Kullback—Leibler (KL) divergence. Following the notation of Choi and

Schervish [2007], we will define the following quantities

Ai(wo, w) = log (%) , Ki(wo,w) = Eyy(Ai(wp,w)), Vi(wg,w) = Vary, (Ai(wo,w)),

where f;(Y;;wp) is the likelihood under wqy. To simplify the notation, we will define the
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following two quantities

K
KP
2 Z Z szsz’ < ) Z ((ibkpd)k‘/ ) ( )) + O'QIR = U;DlUl + O'QIR,

k=1 k'=1 p=1
where U/D;U; is the corresponding spectral decomposition. Let dy be the " diagonal
element of D;. Let €2.(wy) be the set of parameters such that the KL divergence is less than
some € > 0 (Q(wp) := {w : K;(wp,w) < € for all i}). Let a,b € R be such that a > 1 and b >
0, and define B(wy) := {w : L ((dy)o + 05) < du+ 0® < a((da)o + o), || (p:)g — psll < b}

a

Lemma 5. Let C(wy, €) := B(wo) N Q(wo). Thus for wg € Q and € > 0, there exists a > 1
and b > 0 such that (1) >, V“Z’—O) < 00, for any w € C(wo,€) and (2) II (w € C(wy,€)) >
0.

Lemma 5 shows that the prior probability of our parameters being arbitrarily close (where
the measure of closeness is defined by the KL divergence) to the true parameters is positive.
Since Y1, ..., Yy are not identically distributed, condition (1) in lemma 5 is need in order

to prove lemma 6.

Lemma 6. Under assumptions 3-5, the posterior distribution, IIn(.[Y1,...,YnN), is weakly

consistent at wq € €.

All proofs are provided in the supplemental appendix. Lemma 6 shows us that condi-
tional on the allocation parameters, we are able to recover the covariance structure of the
K stochastic processes. Thus, Relaxing the orthogonality constraint on the ¢,,, parameters
does not affect our ability to perform posterior inference on the main functions of scientific
interest. Inference on the eigenstructure can still be performed by calculating the eigenvalues
and eigenfunctions of the covariance operator using the MCMC samples of the ¢,,, param-

eter. Finally, we point out that, in most cases, the parameters Z;, are unknown. While
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theoretical guarantees for consistent estimation of the latent mixed allocation parameters is

still elusive, we provide some empirical evidence of convergence in Section 3.3.1.

3.3 Case Studies and Experiments on Simulated Data

3.3.1 Simulation Study 1

In this simulation study, we examine how well our model can recover the mean and covariance
functions when we vary the number of observed functions. The model used in this section will
be a mixed membership model with 2 functional features (K = 2), that can be represented
by a basis constructed of 8 b-splines (P = 8), and uses 3 eigenfunctions (M = 3). We
consider the case when we have 40, 80, and 160 observed functional observations, where each
observation is uniformly observed at 100 time points. We then simulated 50 datasets for
each of the three cases (N = 40,80, 160). Section B.2.1 goes into further detail of how the
model parameters were drawn and how estimates of all quantities of interest were calculated
in this simulation. To measure how well we recovered the functions of interest, we estimated
the relative mean integrated square error (R-MISE) of the mean, covariance, and cross-
covariance functions, where R-MISE = %W x 100%. In this case, the f used to
estimate the R-MISE is the estimated posterior median of the function f. To measure how

well we recovered the allocation parameters, Z;., we calculated the root-mean-square error

(RMSE).

From Figure 3.2, we can see that we have good recovery of the mean structure with as
little as 40 functional observations. While the R-MISE of the mean functions improve as
we increase the number of functional observations (), this improvement will likely have
little practical impact. However, when looking at the recovery of the covariance and cross-
covariance functions, we can see that the R-MISE noticeably decreases as more functional
observations are added. As the recovery of the mean and covariance structures improve, the

recovery of the allocation structure (Z) improves. Visualizations of the recovered covariance
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Figure 3.2: R-MISE values for the latent feature means and cross-covariances, as well as
RMSE values for the allocation parameters, evaluated as we increase sample size (number
of functional observations).

structures for one of the datasets can be found in Section B.2.1.

3.3.2 Simulation Study 2

Choosing the number of latent features can be challenging, especially when no prior knowl-
edge is available for this quantity. Information criteria, such as the AIC, BIC, or DIC, are
often used to aid practitioners in the selection of a data-supported value for K. In this
simulation, we evaluate how various types of information criteria perform in recovering the
true number of latent features. To do this, we simulate 10 different data-sets, each with 200
functional observations, from a mixed membership model with three functional features. We
then calculate these information criteria on the 10 data-sets for mixed membership models

where K = 2,3,4,5. In addition to examining how AIC, BIC, and DIC perform, we will
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Figure 3.3: AIC, BIC, DIC, and the average log-likelihood evaluated for each of the 10
simulated data-sets.

also look at the performance of simple heuristics such as the “elbow-method”. Additional
information on how the simulation study was conducted, as well as definitions of the infor-
mation criterion, can be found in Section B.2.2. As specified in Section B.2.2, the optimal

model should have the largest BIC, smallest AIC, and smallest DIC.

From the simulation results presented in Figure 3.3, we can see that on average, each
information criterion overestimated the number of functional features in the model. While
the three information criteria seem to greatly penalize models that do not have enough
features, they do not seem punish overfit models to a great enough extent. Figure 3.3 also
shows the average log-likelihood of the models. As expected, the log-likelihood increases as
we add more features, however, we can see that there is an elbow at K = 3 for most of the
models. Using the “elbow-method” led to selecting the correct number of latent functional
features 8 times out of 10, while BIC picked the correct number of latent functional features
twice. DIC and AIC were found to be the least reliable information criteria, only choosing
the correct number of functional features once. Thus, through empirical consideration,

we suggest using the “elbow-method” along with the information criteria discussed in this
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Figure 3.4: Preliminary Data Clustering. (Left Panel) Recovered means of Model-based
functional clustering with 4 clusters. (Right Panel) Alpha frequency patterns for a sample

of EEG recordings from the T8 electrode of children (TD and ASD). Individual observations
are color-coded to match the estimated cluster membership.

section to aid a final selection for the number of latent features to be interpreted in analyses.
While formal considerations of model-selection consistency are out of scope for the current
contribution, we maintain that some of these techniques are best interpreted in the context of
data exploration, with a potential for great improvement in interpretation if semi-supervised

considerations allow for an a-priori informed choice of K.

3.3.3 A Case Study of EEG in ASD

Autism spectrum disorder (ASD) is a term used to describe individuals with a collection
of social communication deficits and restricted or repetitive sensory-motor behaviors [Lord
et al., 2018]. While once considered a very rare disorder with very specific symptoms, today
the definition is more broad and is now thought of as a spectrum. Some individuals with ASD
may have minor symptoms, while other may have very severe symptoms and require lifelong
support. To diagnose a child with ASD, pediatricians and psychiatrists often administer a
variety of test and come to a diagnosis based off of the test results and reports from the

parents or caregivers. In this case study, we will be using electroencephalogram (EEG) data
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that was previously analyzed by Scheffler et al. [2019] in the context of regression. The
data-set consists of EEG recordings of 39 typically developing (TD) children and 58 children
with ASD between the ages of 2 and 12 years old, which were analyzed in the frequency
domain. Additional information on how the study was conducted can be found in Section

B.2.3.

Scheffler et al. [2019] found that the T8 electrode, corresponding to the right temporal
region, had the highest average contribution to the log-odds of ASD diagnosis, so we will
specifically be using data from the T8 electrode in our mixed membership model. We focus
our analysis to the alpha band of frequencies (6 to 14 Hz), whose patterns at rest are
thought to play a role in neural coordination and communication between distributed brain
regions. As clinicians examine sample paths for the two cohorts, shown in Figure 3.4 (right
panel), they are often interested in the location of a single prominent peak in the spectral
density located within the alpha frequency band called the peak alpha frequency (PAF). This
quantity has been previously liked to neural development in TD children [Rodriguez-Martinez
et al., 2017]. Scheffler et al. [2019] found that as TD children grow, the peak becomes more
prominent and the PAF shifts to a higher frequency. Conversely, a discernible PAF pattern

is attenuated for most children with ASD when compared to their TD counterpart.

A visual examination of the data in Figure 3.4 (right panel) anticipates the potential
inadequacy of cluster analysis in this application, as path-specific heterogeneity does not
seem to define well separated sub-populations. In fact, if we cluster our data using the
model in Pya Arnqvist et al. [2021] with K = 4 (BIC-selection), we find cluster means of

dubious interpretability, and poor separation of sample paths between clusters.

In contrast to classical clustering, we use a mixed membership model with only 2 func-
tional features (K = 2), (AIC-BIC-selection). We note that the enhanced flexibility of
mixed membership models, induces parsimony in the number of pure mixture components
supported by the data. In particular, the mean function of the first feature, depicted in

Figure 3.5, can be interpreted as 1/ f noise, or pink noise. This component noise is expected
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Figure 3.5: Posterior median and 95% credible (pointwise credible interval in dark gray and
simultaneous credible interval in light gray) of the mean function for each functional feature.

to be found in every individual to some extent, but we can see that the first feature has
no discernible alpha peak. The mean function of the second feature captures a distinct al-
pha peak, typically observed in EEGs of older neurotypical individuals. These two features
help differentiation between periodic (alpha waves) and aperiodic (1/f trend) neural activity

patterns, which coexist in the EEG spectrum.

In this context, a model of uncertain membership would be necessarily inadequate to
describe the observed sample path heterogeneity, as we would not naturally think of subjects
in our sample to belong to one or the other cluster. Instead, assuming mized membership
between the two feature processes is likely to represent a more realistic and interpretable data
generating mechanism, as we conceptualize periodic and aperiodic neural activity patterns

to mix continuously.

From Figure 3.6, we find that TD children are highly likely to load heavily on feature
2 (well defined PAF), whereas ASD children exhibit a higher level of heterogeneity. These
loadings suggest that clear alpha peaks take longer to emerge in children with ASD, when

compared to their typically developing counterparts.
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Figure 3.6: Posterior median for the membership to feature 1, stratified by clinical cohort.
The red triangles represent the mean (feature-1)-membership for each clinical group.

Overall, our findings confirm related evidence in the scientific literature on developmental
neuroimaging, but offer a completely novel point of view in quantifying group membership as
part of a spectrum. An in-depth comparison between our method and alternative methods
such as FPCA and functional clustering are reported in Section B.2.3. An extended analysis
of multi-channel EEG for the same case study is reported in Section B.2.4, investigating how

spatial patterns vary across the scalp.

3.4 Discussion

This manuscript introduces the concept of functional mixed membership to the broader field
of functional data analysis. Mixed membership is defined as a natural generalization of the
concept of uncertain membership, which underlies the many approaches to functional cluster-
ing discussed in the literature. Our discussion is carried out within the context of Bayesian
analysis. In this paper, a coherent and flexible sampling model is introduced by defining
a mixed membership Gaussian process through projections on the linear subspace spanned

by a suitable set of basis functions. Within this context, we leverage the multivariate KL
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formulation [Happ and Greven, 2018], to define a model ensuring weak conditional posterior
consistency. Inference is carried out through standard MCMC with the inclusion of tempered

transitions to improve Markov chain exploration over differential modal configurations.

Our work is closely related to the approach introduced by Heller et al. [2008], who ex-
tended the theory of mixed membership models in the Bayesian framework for multivariate
exponential family data. For Gaussian marginal distributions, their representation implies
multivariate normal observations, with the natural parameters modeled as convex combina-
tions of the individual cluster’s natural parameters. While intuitively appealing, this idea
has important drawbacks. Crucially, the differential entropy of observations in multiple clus-
ters is constrained to be smaller than the minimum differential entropy across clusters, which

may not be realistic in many sampling scenarios.

The main computational challenge associated MCMC simulations from the posterior
target has to do with the presence of multiple modal configurations for the model parameters,
which is typical of mixture models. To ensure good mixing and irreducible exploration of
the target, our implementation included tempered transitions (Section B.3.3) allowing the
Markov chain to cross areas of low posterior density. We also recommend non-naive chain
initialization by using the Multiple Start Algorithm (Section B.3.2). As it is often the case
for non-trivial posterior simulations, careful consideration is needed in tuning temperature

ladders and the associated tuning parameters.

Information criteria are often used to aid the choice of K in the context of mixture
models. However, in Section 3.3.2, we saw that they often overestimated the number of
features in our model. In simulations, we observed that using the “elbow-method” could
lead to the selection of the correct number of features with good frequency. The literature
has discussed non-parametric approaches to feature allocation models by using, for example,
the Indian Buffet Processes [Griffiths and Ghahramani, 2011], but little is known about
operating characteristics of these proposed procedures and little has been discussed about

the ensuing need to carry out statistical inference across changing-dimensions. Rousseau and
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Mengersen [2011], as well as Nguyen [2013], proved that under certain conditions, overfitted
mixture model have a posterior distribution that converges to a set of parameters where the
only components with positive weight will be the “true” parameters (the rest will be zero).
However, by allowing the membership parameters to be a continuous random variable we
introduce a stronger type of non-identifiability, which led to the rescaling problem discussed
in Section 3.1.2. Therefore, more work on the posterior convergence of overfitted models is

needed for mixed membership models.

To remove the interpretability problems caused by the rescaling problem, we recommend
using the Membership Rescale Algorithm (Algorithm 4) when using a model with only
two latent features. The Membership Rescale Algorithm ensures that the entire range of
the simplex is used, guaranteeing that at least one observation completely lies within each
latent feature. Maximizing the volume of the convex polytope constructed by the allocation
parameters can be more challenging when we have more than 2 functional features, but it
can be reformulated as solving an optimization problem (Section B.3.4). In practice, we
found that rescaling was seldomly needed when working with 3 or more functional features.
An R package for fitting functional mixed membership models is available for download at

https://github.com/ndmarco/BayesFMMM.
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CHAPTER 4

Covariate Adjusted Functional Mixed Membership
Models

4.1 Introduction

Clustering analysis is a unsupervised, exploratory task that aims to group similar observa-
tions into “clusters” to explain heterogeneity found in a dataset. While we often have little
previous knowledge on how the data are correlated, there are certain situations in which
the distribution of the data is dependent on a covariate of interest, leading to the need for
covariate-dependent clustering. Covariate-dependent clustering has been popular in the field
of clinical trials [Miiller et al., 2011], where conditioning on factors like dose response, tumor
grade, and other clinical factors are often of interest when performing clustering. In addition
to clinical trial settings, covariate-dependent clustering has also become popular in fields like
genetics [Qin and Self, 2006], flow cytometry [Hyun et al., 2023], neuroimaging [Guha and
Guhaniyogi, 2022, Binkiewicz et al., 2017], and spatial statistics [Page and Quintana, 2016].

In the fields of statistics and machine learning, covariate-dependent clustering models
can be found under numerous names, including finite mizture of regressions, mizture of ex-
perts, and covariate adjusted product partition models. The term finite mixture of regressions
[McLachlan et al., 2019, Faria and Soromenho, 2010, Griin et al., 2007, Khalili and Chen,
2007, Hyun et al., 2023, Devijver, 2015] refers to fitting a mixture model, where the mean
structure is dependent on the covariates of interest through a regression framework. Mixture

of experts models [Jordan and Jacobs, 1994, Bishop and Svenskn, 2002] are similar to finite
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mixture of regressions in that they assume that the likelihood is a weighted combination of
probability distribution functions. However, in the mixture of experts model, the weights
are dependent on the covariates of interest, adding an extra layer of flexibility compared to
traditional finite of regressions models. Lastly, covariate adjusted product partition models
[Miiller et al., 2011, Park and Dunson, 2010] are a Bayesian non-parametric version of covari-
ate adjusted clustering. Similarly to mixture of experts models, covariate adjusted product

partition models can make the cluster partitions dependent on the covariates of interest.

In this manuscript, we extend the class of functional mixed membership models proposed
by Marco et al. [2022b] to allow for features to depend on covariate information. Mixed
membership models [Erosheva et al., 2004, Heller et al., 2008, Gruhl and Erosheva, 2014,
Marco et al., 2022b,c] can be thought of as a generalization of traditional clustering, where
each observations is allowed to partially belong to multiple clusters or features. While
there have been many advancements in covariate adjusted clustering models for multivariate
data, to our knowledge there has been little work on incorporating covariate information
in functional mixed membership models or functional clustering models. Two important
exceptions are Yao et al. [2011], whom specified a finite mixture of regressions model where
the covariates are functional data and the data that are clustered is scalar, and Gaffney and
Smyth [1999] whom proposed a functional mixture of regressions model where the function is
modeled by a deterministic linear function of the covariates. In this manuscript we consider

the case where we have multivariate covariates and the data we cluster are functional.

This manuscript is primarily motivated by functional brain imaging studies on children
with autism spectrum disorder (ASD) through electroencephalography (EEG). Specifically,
Marco et al. [2022b] analyzed how alpha oscillations differ between children with ASD and
typically developing (TD) children. Since alpha oscillations are known to change as children
develop, the need for an age-dependent mixed membership model is crucial to ensure that
shifts in the alpha oscillations do not confound measures of alpha power [Haegens et al., 2014].

Unlike mixture of experts models and covariate adjusted product partition models, we aim
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to specify a mixed membership models in which the allocation structure does not depend on
the covariates of interest. While previous studies have shown that the alpha peak shifts to
a higher frequency and becomes more attenuated [Scheffler et al., 2019, Rodriguez-Martinez
et al., 2017], the results can be confounded if this effect isn’t observed in all individuals. In
our model, since we assume that each individual’s allocation parameters do not change with
age, we can infer how alpha oscillations change as children age at an individual level, making

a covariate adjusted mixed membership model ideal for this case study.

This manuscript starts with a brief review of functional clustering and covariate-dependent
clustering frameworks such as mixture of experts and mixture of regressions models. Using
these previous frameworks as a reference, we derive the general form of our covariate adjusted
mixed membership model. In Section 4.2.1 we review the Multivariate Karhunen-Loeéve (KL)
theorem, which allows us to have a concise representation of the K latent functional features.
In Section 4.2.2, we leverage the KL decomposition to completely specify the covariate ad-
justed functional mixed membership model. A review of the identifiability issues that occur
in mixed membership models, as well as sufficient conditions to ensure identifiability in a two
feature covariate adjusted mixed membership model can be found in Section 4.2.3. Section
4.3 covers a simulation study which explores the empirical convergence properties of the
mean, covariance, and allocation structure of the proposed model. Section 4.4 illustrates the
usefulness of the covariate adjusted functional mixed membership model by analyzing EEG
data from children with ASD and TD children. Lastly, we conclude this manuscript with
discussion on some of the challenges of fitting these models, as well as possible theoretical
challenges when working with covariate adjusted mixed membership models with 3 or more

features.
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4.2 Covariate Adjusted Functional Mixed Membership Model

Functional data analysis (FDA) focuses on analyzing the sample paths of continuous stochas-
tic processes f : T — R, where 7 is a compact subset of R?. In FDA, we commonly
assume that the random functions are elements of a Hilbert space, or more specifically
that the random functions are square-integrable functions (f € L or [ | f(t) |* dt < oc).
In this manuscript, we will assume that the continuous stochastic processes are Gaussian
processes (GP), meaning the distribution of function can be specified by a mean function,
w(t) = E(f(t)), and a covariance function, C(s,t) = Cov (f(s), f(t)), for t,s € T. Since
mixed membership models can be considered a generalization of finite mixture models, we
will show in this section how finite mixture of regressions and mixture of experts models
relate to our proposed mixed membership models. While we don’t review covariate adjusted
product partition models due to the significant differences in both theory and implementa-
tion, detailed explanations can be found in Miiller et al. [2011] and Park and Dunson [2010].
For the theoretical developments discussed in this section, we will assume that the number
of clusters or features, K, are known a-priori. While the number of clusters or features
are often unknown, the use of information criterion or simple heuristic methods such as the
“elbow” method have shown to be informative in choosing the number of features in a mixed

membership model Marco et al. [2022b].

Functional clustering generally assumes that each sample path is drawn from one of
K underlying cluster-specific sub-processes [James and Sugar, 2003, Chiou and Li, 2007,
Jacques and Preda, 2014]. Assuming that f() ..., ) are the K underlying cluster-

specific sub-processes with corresponding mean functions p, ... u) and covariance func-
tions CW_ ..., C¥) we can arrive at the general form of a GP finite mixture model:
K
» (fi | p) [ 0F), C(liK)) _ Zp(k) GP (fi | ™) O(k)) : (4.1)
k=1
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where p(*) (Zszl p¥) = 1) are the mixing proportions and f; are the sample paths for i =
1,...,N. Introducing the latent variables w; = (71, . .., Tix ), Where 7; ~q Mult(1; p, ..., pt)),

we can show that the likelihood can be written as
K K
k=1 k=1

Using this formulation of the likelihood, we can interpret m;; as a binary indicator of the
i'" observation’s membership to the k' cluster. Let x; = [Xj; ... X;g] be the covariates
of interest associated with the i*" observation. We will let X denote the design matrix
(without an intercept column), where x; is the i row of the design matrix. Extending the
multivariate mixture of regressions model [McLachlan et al., 2019, Faria and Soromenho,
2010, Griin et al., 2007, Khalili and Chen, 2007, Hyun et al., 2023, Devijver, 2015] to a

functional setting, we can represent the general form of mixture of regressions model for

functional data as
K K
fi | X7 T, TN, :u(l:K)a C(LK) ~ gP (Z ﬂ-lk'u(k) (Xl)’ Z WZkC(k)) . (43)
k=1 k=1

In the multivariate setting, the mean is often modeled through a regression framework,
leading to the functional form in the FDA setting of u® (x;,t) = Bo(t) + S, Xi6,(1),
where 3y, ...,8r € L? and t € T. Similarly to Equation 4.1, the mixture of experts model

can be formulated as
K
P (fi | X, a(1:K);M(1:K), C(LK)) = Zﬂ'ik(xz’;ak) gpP (fi | u(k)(xi)7c(k)) . (4.4)
k=1

From equation 4.4, we can see that the m;;(x;, ay) act as mixing proportions, however they
are dependent on the covariates of interest. In the mixture of experts model, we assume that
ik (X, o) < exp(ax;), where oy is a learned set of parameters. Similarly to the mixture

of regressions model, the mean component is model through a regression framework, such
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that pu®(x;,t) = Bo(t) + Zil XivBr(t), where By, ...,0r € L* and t € T. The mixture
of experts model can be written in a similar form as Equation 4.3 with the introduction of
the latent variables 7r;, however, the distribution of 7r; now depends on x;. To arrive at the
functional mixed membership model specified in Marco et al. [2022b], we can rewrite the

finite mixture model in Equation 4.2 as

K
fi |7l'1,...,7'l'N =d Zﬂ-zkf(k) (45)

k=1
By introducing a new set of latent variables z; = (Z;,..., Z;x)', where Z;, € (0,1) and

Zle Zi = 1, we can arrive at the functional form of the of the functional mixed membership

model:

K
fil Zas oo 2y =0 Y Zinf™. (4.6)
k=1

Thus we can see that under the functional mixed membership model, each sample path is
assumed to come from a convex combination of the underlying GPs, f*). Unlike in the
case of traditional clustering, the functional mixed membership model does not assume that
the underlying GPs are mutually independent. Thus we will let C*4) represent the cross-
covariance function between the k* GP and the j* GP, for 1 < k # j < K. Letting C
be the collection of covariance and cross-covariance functions, we can specify the sampling

model of the functional mixed membership model as

K K K
filza,. . zy, p",C ~ GP (Z Ziwn®, Z 230" + Z Z ZikZik’O(ch,)) - (A7)

k=1 k=1 k=1 k'#k

Finite mixture models, as well as mixture of experts and finite mixture of regressions
models, can be represented in the same functional form as the representation in Equation 4.5.
However, for these covariate adjusted clustering models, the underlying stochastic processes,
f®) have an associated mean that depends on the covariates of interest, which we will denote

as pu® (x;). Similarly, by assuming the underlying stochastic processes in Equation 4.7 have
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a mean that depends on the covariates of interest, we can arrive at the sampling model of

the covariate functional mixed membership model:

K K K
k=

k=1 1 k=1 k'+£k

(4.8)
In section 4.2.1, we will review the Multivariate Karhunen-Loeve (KL) theorem [Ramsay and
Silverman, 2005b, Happ and Greven, 2018], which will allow us to have a joint approximation
of the covariance structure of the K underlying GPs. Using the joint approximation, we are
able to concisely represent the K GPs, facilitating inference on higher dimensional functions
such as surfaces. Using the KL decomposition, we are able to fully specify our proposed

covariate adjusted functional mixed membership model (Equation 4.8) in section 4.2.2.

4.2.1 Multivariate Karhunen-Loéeve Characterization

In the previous section, we showed how our proposed covariate adjusted functional mixed
membership model relates to other covariate adjusted models such as the mixture of re-
gressions and mixture of experts models. While Equation 4.8 shows the proposed form of
our model, the mean functions and covariance functions that we are left to estimate are
infinite dimensional parameters. Thus in order to be able to estimate the mean functions
and covariance functions, we will assume that the underlying GPs are smooth and lie in
the P-dimensional subspace, & C L*(T), spanned by a set of linearly independent square-
integrable basis functions, {b,...,bp} (b, : T — R). While the choice of basis functions are
user-defined, the basis functions must be uniformly continuous in order to satisfy Lemma
2.2 of Marco et al. [2022b]. In this manuscript, we will primarily use B-splines for all case

studies and simulation studies.

The assumption that f*) € S allows us to turn an infinite-dimensional problem into a
finite-dimensional problem, making traditional inference tractable. While tractable, model-

ing the covariance functions and cross-covariance functions separately leads to a model that
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needs O(K?P?) parameters to model the covariance structure. While the number of clus-
ters, K, and the number of basis functions, P, may be relatively small for simple problems,
the number of basis functions needed to model higher dimensional functional data such as
surfaces becomes large and computationally intractable. Thus we will use the multivariate
KL decomposition [Ramsay and Silverman, 2005b, Happ and Greven, 2018] to reduce the
number of parameters needed to estimate the covariance surface to O(KPM), where M is
the number of eigenfunctions used to approximate the covariance structure. A more detailed

derivation of a KL decomposition for functions in & can be found in Marco et al. [2022b].

To achieve a concise joint representation of the K latent GPs, we will define a multivariate

GP, which we will denote f(t) such that

£(t) .= (fO (W), O ?) ..., s (1))

such that t = (¢MW,¢@, ... t")) and M @ . ") € T. Since & C L? is a Hilbert
space, with the inner-product defined as the L? inner-product, we can see that f € H =
Sx8x---x8 :=8% where H is defined as the direct sum of the Hilbert spaces S,
making H a Hilbert space as well. Since H is a Hilbert space and the covariance operator
of f, denoted IC, is a positive, bounded, self-adjoint, and compact operator, we know there
exists a complete set of eigenfunctions Wy,..., ¥rp € H and corresponding eigenvalues
A1 > -+ > Agp > 0 such that KW, = A\, ¥, for p=1,..., KP. Using the eigenpairs of the

covariance operator, we can rewrite f*) as

KP
PO = 19,8+ > o (VAREP (D))
m=1
where X ~ N(0,1) and U (¢) is the k' element of W, (t). Since ' (t) € &, we know

there exists ¢, € RY such that v A, Ui (t) = ¢, B(t), where B'(t) := [by (), bs(t), ..., bp(t)].

Similarly, since pu®)(x,t) € 8, we can introduce a mapping g : R — RP, such that
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p®)(x,t) = (gr(x))' B(t). Therefore, we arrive at the general form of our decomposition:

FO) = (8e(x))B(t) + Y XmBhmB(1). (4.9)

Using this decomposition, our covariance and mean structures can be recovered such that
CE8) (s,1) = B(5) (T, @Bl ) BU) and ) (x,1) = (o)) B, for 1 < kK < K
and s,t € 7. To reduce the dimensionality of the problem, we will only use the first M
eigenpairs to approximate the K stochastic processes. While traditional functional princi-
pal component analysis (FPCA) will choose the number of eigenfunctions based off of the
proportion of variance explained, the same strategy cannot be employed in functional mixed
membership models, because the allocation parameters of the model are typically not known.
Therefore, we suggest picking as large of M as your computational budget allows, in order

to get the best approximation to the covariance structure.

4.2.2 Model and Prior Specification

In this section, we will be fully specifying the covariate adjusted functional mixed membership
model utilizing a truncated version of the KL decomposition specified in Equation 4.9. We
start by first specifying how the covariates of interest will influence the mean function of
the functional mixed membership model, denoted as gy(x) in Equation 4.9. Following the
previous works of mixture of regressions and mixture of expert models, we will model the
dependence of the covariates on the mean structure using a regression framework. Under the
standard functional regression framework, we have that pu®(x;,t) = B + Zle XirBrr (1)
for k = 1,...,K. Since we assumed that u®(x;,t) € S for k = 1,..., K, we know that

Bro, - - -, Ber € S. Therefore, there exists v, € RY and 1, € RP*® such that

pP (i, t) = viB(t) + (mx) B(2). (4.10)
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Under a standardized set of covariates, v, specifies the population level mean of the k"
feature and n,, encodes the covariate dependence of the k" feature. Thus, assuming the mean
structure specified in Equation 4.10 and using a truncated version of the KL. decomposition
specified in Equation 4.9, we can specify the sampling model of our covariate adjusted

functional mixed membership model.

Let {Y;(.)}Y, be the observed sample paths that we want to model to the K features,
f%®) " conditionally on the covariates of interest, x;. Since the observed sample paths are
observed at only a finite number of points, we will let t; = [t;1,...,%,] denote the time
points at which the i"* function was observed over. Without loss of generality, we will define
the sampling distribution over the finite dimensional marginals of Y;(t;). Using the general

form of our proposed model defined in Equation 4.8, we have

K M
Yi(t) | ©,X~N {Z Zik (S’(ti) (Ve + X)) + Z XimS’(ti)qSkm) , azlm} , (4.11)
k=1 m=1
where S(t;) = [B(t;) - B(t,,)] € RP*™ and © is the collection of the model parameters.
As defined in section 4.2, Z;; are variables that lie on the unit simplex, such that Z;, € (0,1)
and Zszl Zii = 1. From this characterization, we can see that each observation is modeled
as a convex combination of realizations from the K features with additional Gaussian noise,
represented by o2. If we integrate out the Y, variables, fori =1,..., Nandm=1,..., M,

we arrive the following likelihood:
K
Yi(t:) | O, X ~ N {Z ZuS'(t;) (Wi + mx)), Vit z) + omz} , (4.12)
k=1
where ©_, is the collection of the model parameters excluding the y;, parameters (i =
1,...,Nandm=1,...,M)and V(t;,z;) = "5 K ZuZuw {S’(ti) M (i@l S(ti)}.

Equation 4.12 illustrates that the proposed covariate adjusted functional mixed membership

model can be expressed as an additive model. The mean structure is a convex combination
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of the feature specific means, while the covariance can be written as a weighted sum of

covariance functions and cross-covariance functions.

To have an adequately expressive and scalable model, we approximate the covariance
surface of the K features using M scaled pseudo-eigenfunctions. In this framework, orthogo-
nality will not be imposed on the ¢}, B(t) parameters, making them pseudo-eigenfunctions
instead of the eigenfunctions described in section 4.2.1. From a modeling prospective, this
allows us to sample on an unconstrained space, facilitating better Markov chain mixing and
easier sampling schemes. While direct analysis on the eigenfunctions are no longer available,
a formal analysis can still be conducted by reconstructing the posterior samples of the covari-
ance surface and calculating eigenfunctions from the posterior samples. To avoid overfitting
of the covariance functions, we follow Marco et al. [2022b] by using the multiplicative gamma
process shrinkage prior proposed by Bhattacharya and Dunson [2011] to achieve adaptive
regularized estimation of the covariance structure. Therefore, letting ¢, be the p' element

of ¢y.,,, we have that

¢kpm | ’Ykpmy%mk ~ N (07714;_1717,17217_1]1) s Vkpm ™ I (V7/27 VW/2) y 7F:mk: = H 5nk7
n=1
Ok | ik ~ T(awg, 1), ik | asg ~ T'(agk, 1), aip ~T(aq, f1), ay ~ I'(az, B2),

where 1 < k< K, 1 <p< P, 1<m< M,and 2 <35 < M. By letting ag > s, we
can show that E(7,,x) > E(7x) for 1 < m < m/ < M, leading to the prior on ¢y, having
stochastically decreasing variance as m increases. This will have a regularizing effect on the

posterior draws of @y, making ¢y, more likely to be close to zero as m increases.

In functional data analysis, we often desire smooth mean functions to safeguard against
overfit models. Thus, we utilize a first order random walk penalty proposed by Lang
and Brezger [2004] on our vy and vy parameters to promoted adaptive smoothing of the
mean function of the features in our model. Therefore, we have that P(v; | 7,,)

exp (—T"T’“ 211:;11 (V;k — V(p+1)k)2> Jfork=1,..., K, where 7, ~ I'(a,,,) and v is the p'"
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element of v. Similarly, we have that P({ny}._; | 7 ,) o exp (—T"T”“ 252—11 (1, — n(pﬂ)rk)z) ,
for k=1,....,K and r = 1,..., R, where 7, , ~ T'(a, 3,) and 1, is the p™ row and r*
column of n,. Following previous mixed membership models [Heller et al., 2008, Marco
et al., 2022b,c], we will assume that z; | 7, a3 ~q Dir(asm), @ ~ Dir(c), and ag ~ Exp(b).
Lastly, we will assume that 02 ~ IG(ayg, By). The posterior distributions of the parameters in
our model, as well as a sampling scheme with tempered transitions, can be found in Section
C.2.2 of the Supplementary Materials. A covariate adjusted model where the covariance is
also dependent on the covariates of interest can found in Section C.4.1 of the Supplementary

Materials.

4.2.3 Model Identifiability

Mixed membership models face multiple identifiability issues due to their increased flexibil-
ity over traditional clustering models [Chen et al., 2022, Marco et al., 2022b,c]. Similarly to
traditional clustering models, mixed membership models also face the common [label switch-
ing problem, where the an equivalent model can be formulated by permuting the labels or
allocation parameters. Even though this is one source of non-identifiability, relabelling al-
gorithms can be formulated from the work of Stephens [2000]. More complex identifiability
problems arise since the allocation parameters are now continuous variables on the unit sim-
plex, rather than binary variables like in clustering. These identifiability issues are discussed
in further detail in Chen et al. [2022] and Marco et al. [2022b]. These identifiability issues
can be easily solved in a 2 feature mixed membership models by assuming the separability
condition holds. The separability condition assumes that at least one observation belongs
completely to each of the K features [Pettit, 1990, Donoho and Stodden, 2003, Arora et al.,
2012, Azar et al., 2001, Chen et al., 2022]. While the separability condition can also be as-
sumed in mixed membership models that have over 3 features, they make strong geometric
assumptions on the data generating process. Weaker geometric assumptions that ensure an

identifiable model in mixed membership models with 3 or more features are discussed in
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Chen et al. [2022], however implementing these constrains are non-trivial.

When considering a two feature mixed membership model, the separability condition is
an assumption that ensures identifiability up to a permutation of the labels without making
strong assumptions. When extending multivariate mixed membership models to functional
data and introducing a covariate-dependent mean structure, ensuring an identifiable mean
and covariance structure requires further assumptions. Lemma 7 states the conditions needed
in order to have an identifiable mean and covariance structure up to a permutation of the
labels. Proof of Lemma 7 can be found in Section 1 of the Supporting Materials. The
first assumption in Lemma 7 is similar to the assumptions needed in a regression setting
in order to ensure identifiability. We note that while the individual ¢,,, parameters are
unidentifiable, an eigen analysis can still be conducted by constructing posterior draws of
the covariance structure and calculating the eigenvalues and eigenfunctions of the posterior
draws. While the assumptions are relatively minor for ensuring identifiability in a two
feature model, ensuring identifiability in models with 3 or more features requires stronger
assumptions. Section 4.3 provides empirical evidence that the mean and covariance structure

converge to the truth as we have more observations.

Lemma 7. Consider a two feature (K = 2) covariate adjusted model as specified in Equation
4.12. The parameters vy, My, Zik, Somr_ (@rm@rrm), and o are identifiable up to a permu-
tation of the labels (i.e. label switching), for k,k' =1,2, n=1,...,N, and m =1,..., M,

gien the following assumptions:

1. X s full column rank with 1 not in the column space of X.

2. The separability condition holds on the allocation matriz (there exists i1,1s such that
Zz =1 and Z;,, = 1). Moreover, there exists at least 2 observations with allocation

7 7

parameters that lie in the interior of the unit simplex

(ie. z; € {z€eR? |7, Z, =1,0 < Zy < 1}).
3. The sample paths Y;(t;) are sampled such that n; > P, and furthermore, there exists
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a sample path Y;(t;) such that n; > 4M.

4.2.4 Relationship to Function-on-Scalar Regression

Function-on-scalar regression is a common method in FDA which allows the mean struc-
ture of the continuous stochastic process to be covariate-dependent. In function-on-scalar
regression, we often assume that the response is a GP, and that the covariates of interest
are scalar-valued or vector-valued. A comprehensive review of the broader area of functional
regression can be found in Ramsay and Silverman [2005a] and Morris [2015]. While there
have been many advancements and generalizations [Krafty et al., 2008, Reiss et al., 2010,
Goldsmith et al., 2015, Kowal and Bourgeois, 2020] of function-on-scalar regression since
the initial papers of Faraway [1997] and Brumback and Rice [1998], the general form of

function-on-scalar regression can be expressed as follows:

V()= plt)+ > X,B,(t) +et); teT, (4.13)

where Y (t) is the response function evaluated at ¢, 5,(-) is the functional coefficient repre-
senting the effect that the r** covariate (X,) has on the mean structure, and € is a mean-
zero Gaussian process with covariance function C. The function p : 7 — R in Equation
4.13 represents the mean of the GP when all of the covariates, X, are set to zero. Un-
like the traditional setting for multiple linear regression in finite-dimensional vector spaces,
function-on-scalar regression requires the estimation of the infinite dimensional functions pu
and f,...,0r from a finite number of observed sample paths at a finite number of points
(Yi(t;) fori=1,...,N and t; = [t;1,. .., tin,]).

In order to make inference tractable, we assume that the data lie in the span of a finite
set of basis functions, which will allow us to expand p and fSi,..., g as a finite sum of
the basis functions. The set of basis functions can be specified by using data-driven basis

functions, or by specifying the basis functions a-priori. If the basis functions are specified
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a-priori, common choices of basis functions are B-splines and wavelets due to their flexibility,
as well as Fourier series for periodic functions. Alternatively, if the use of data-driven basis
functions is desired, a common choice is to use the eigenfunctions of the covariance operator
as basis functions. In order to estimate the eigenfunctions, functional principal component
analysis [Shang, 2014] is often performed and the obtained estimates of the eigenfunctions are
used. Functional principal component analysis faces a similar problem in that the objective
is to estimate eigenfunctions using only a finite number of sample paths observed at a
finite number of points. To solve this problem, Rice and Silverman [1991] proposes using
a basis of splines to estimate smooth eigenfunctions, while Yao et al. [2005] proposes using
local linear smoothers to estimate the smooth eigenfunctions. Therefore even using data-
driven basis functions require smoothing assumptions, suggesting similar results between
data-driven basis functions and a reasonable set of a-priori specified basis functions paired

with a penalty to prevent overfitting.

Specifying the basis functions a-priori (bi(t),...,bp(t)), and letting Y;(t;) be the ob-
served sample paths at points t; = [ti, ..., L] (i = 1,...,N), we can simplify Equation
4.13 to get

Yi(t:) = S'(t;)7 + S'(t:)71x; + €(ts), (4.14)

where v € R 1) € RP*® and S(t;) = [B(t1) - - - B(t,,)] € RP*™ are the set of basis function
evaluated at the time points of interest. As specified in the previous sections, B'(t) :=
[b1(1),ba(t), ..., bp(t)]. Equation 4.14 shows that the function u(.) evaluated at the points
t; can be represented by S'(t;)D, and similarly the functional coefficients B;(-),. .., Bgr(")

can be represented by S'(t;)7). Therefore, we are left to estimate &, 1), and the parameters

associated with the covariance function of ¢(-), denoted C.

The covariance function C represents the within-function covariance structure of the data.
In the simplest case, we often assume that €;(t;) ~ N(0,5%L,,), meaning we only need 2 to
specify C. In more complex models [Faraway, 1997, Krafty et al., 2008], we may make less

restrictive assumptions and assume that the covariance €;(t;) ~ N(0,,, V (t;) +&21L,,), where
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V() is a low dimensional approximation of a smooth covariance surface using an truncated
eigen-decomposition. While functional regression usually assumes that the functions are
independent, functional mixed membership models have been proposed to model between-
function variation, or cases where observations can be correlated [Morris and Carroll, 2006,

Staicu et al., 2010].

Assuming a relatively general covariance structure as in Krafty et al. [2008], the function-

on-scalar model assumes the following distributional assumptions on our sample paths:
Y,(t) | 2,7, V(t:),6%, X ~ N {S’(t» (0 + 7)), V(t) + 621711} . (4.15)

From Equation 4.15 it is apparent that the proposed covariate adjusted mixed membership
model specified in Equation 4.12 is closely related to function-on-scalar regression. The
key difference between the two models is that the covariate adjusted mixed membership
model does not assume a common mean and covariate structure across all observations
conditionally on the covariates of interest. Instead, the covariate adjusted mixed membership
model allows each observation to be modeled as a convex combination of K underlying
features. Each feature is assumed allowed to have different different mean and covariance
structures, meaning that the covariates are not assumed to have the same affect on all
observations. By allowing this type of heterogeneity in our model, we are able to conduct a
more granular analysis and identify subgroups that interact differently with the covariates
of interest. Alternatively, if there are subgroups of the population that interact differently
with the covariates of interest, then the results from a function-on-scalar regression model

will be confounded, as the effects will likely be averaged out in the analysis.

Figures 4.1 and 4.2 illustrate the differences in the results from fitting a function-on-scalar
regression model and a covariate adjusted mixed membership model. From Figure 4.2, we
can see that age does not have a common effect on the alpha oscillations of developing

children. For children that load heavily on feature 1 we see that age has relatively little
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effect on their alpha oscillations. Conversely, we see that the alpha oscillations of children
who load heavily on feature 2 are expected to have relatively large changes as they age.
As seen in Figure 4.1, the results from a function-on-scalar regression analysis average out
the effects of age on alpha oscillations. Perhaps the greatest advantage in performing a
covariate adjusted mixed membership analysis over a function-on-scalar regression analysis
is that we can make individualized inference. Covariate adjusted mixed membership models
allow us to compare how the alpha oscillations of an individual child compares to their age-
adjusted peers. Moreover, a covariate adjusted mixed membership model allows us to infer
an individual’s expected changes in alpha oscillations as they age, while a function-on-scalar
regression model only allows us to infer the changes at a population level. The mixture
of experts model and the mixture of regressions model, described in Section 4.2, can be
thought of as a tool that provides a moderate level of granularity, where we are able to infer

the changes at a sub-population level, but not at an individual level.

4.3 Simulation Study

In this section, we explore the empirical convergence properties of the proposed covari-
ate adjusted functional mixed membership models. In this simulation study, we generate
data from a covariate adjusted functional mixed membership model and see how well the
proposed framework can recover the true mean, covariance, and allocation structures. To
evaluate how how well we can recover the mean, covariance, and cross covariance functions,

we use calculate the relative mean integrated square error (R-MISE), which is defined as

_ J{f@—f@®)}2dt [ LA )~ f(tx) Y2 dadt
R-MISE = W x 100% or R-MISE = = [T Ft)?dudt

a covariate adjusted model. In this simulation study, f (t) will be the posterior median

x 100% in the case of

obtained from our posterior samples. To measure how well we recover the allocation struc-
ture, Z;,, we calculated the root-mean-square error (RMSE). In addition to studying the

empirical convergence properties of correctly specified models, we also included a scenario
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where we fit a covariate adjusted functional mixed membership model, when the generating
truth had no covariate dependence. Conversely, we also studied the scenario where we fit
a functional mixed membership model with no covariates, when the generating truth was
generated from a covariate adjusted functional mixed membership model with one covariate.
Additional details on how the simulation was conducted can be found in Section C.3.1 of the

Supplementary Materials.

Table 4.1 contains summary statistics of the performance metrics from each of the 5
scenarios considered in this simulation study. We can see that our model does a good job
in recovering the mean structure with relatively few observations under a correctly specified
model. On the other hand, a relatively large number of observations are needed to recover
the covariance structure when we have a correctly specified model. This simulation study
also shows that we pay a penalty in terms of statistical efficiency when we over-specify a
model, however the over-specified model still shows signs of convergence to the true param-
eters. Conversely, an under-specified model seems to never be able to recover the mean or
covariance structure, and shows no signs of converging to the true parameters as we get more

observations.

4.4 Autism Spectrum Disorder Case Study

Autism spectrum disorder (ASD) is a developmental disorder characterized by social com-
munication deficits and restrictive and/or repetitive behaviors [American Psychiatric Asso-
ciation et al., 2013]. While once more narrowly defined, autism is now seen as a spectrum,
with some individuals having very mild symptoms, to others that require lifelong support
[Lord et al., 2018]. In this case study, we will be using electroencephalogram (EEG) data
that was obtained in a resting-state EEG study conducted by Dickinson et al. [2018]. The
study consisted of 58 children who have been diagnosed with ASD between the ages of 2 and
12 years old, and 39 age-matched typically developing (TD) children, or children who have
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Table 4.1: The median RISE/RSE, as well as the 10 and 90 percentiles, from 50 simulated data sets under a variety
of conditions. The left column contains the true number of parameters used to simulate the column, as well as the
number of covariates used when fitting the covariate adjusted functional mixed membership models.

Truth / Parameter N =60 N =120 N =240
Model
(#
Covariates)
i 1.9% (0.3%, 24.7%) 1.1% (0.2%, 10.4%) 0.3%(0.1%, 8.8%)
2 1.5% (0.4%,14.5%) 1.0% (0.2%, 10.5%) 0.2% (0.1%, 10.9%)
2/ oy 156.1% (2.1%, 112219.4%) 110.3% (0.1%, 1806067.0%) 6.1% (0.1%, 362938.9%)
ce? 88.1% (1.8%, 60673.8%) 416.2% (1.9%, 1008651.0%) 4.9% (0.5%, 22725.8%)
ct? 431.2% (3.5%, 35924.4%) 433.7% (2.2%, 246646.3%) 22.3% (0.6%, 29231.3%)
Z 0.047 (0.020, 0.099) 0.030 (0.013, 0.074) 0.013 (0.008, 0.054)
N =50 N =100 N = 200
7 1.5% (0.2%, 7.6%) 0.8% (0.1%, 4.9%) 1.1%(0.2%,5.4%)
2 1.6% (0.3%,5.7%) 1.2% (0.2%, 7.6%) 1.2% (0.2%, 5.4%)
11 ctn 218.5% (26.0%, 11299.6%) 30.8% (14.4%, 308.4%) 37.1% (9.5%, 421.2%)
c®2 204.4% (22.5%, 2603.4%) 40.2% (8.3%, 597.6%) 25.5% (5.7%, 157.7%)
ct? 219.8% (42.9%, 1912.9%) 89.1% (21.2%, 403.0%) 60.6% (13.0%, 350.2%)
Z 0.067 (0.047, 0.085) 0.056 (0.042, 0.081) 0.051 (0.040, 0.065)
m 382.2% (153.4%, 961.9%) 650.7% (91.1%, 1511.0%) 1076.7%(94.8%,2339.0%)
12 394.6% (117.5%,1292.3%) 751.4% (69.0%, 1721.0%) 885.1% (145.0%, 2313.0%)
10 CY  1581365.0% (81644.7%, 23059352.5%) 1328559.4% (64656.5%, 40230314.1%)  1348112.9% (98035.6%, 65828353.0%)
ce? 730829.2% (133764.2%, 9829513.4%)  1015747.1% (86551.9%, 17361755.8%)  802590.5% (44704.4%, 21037857.8%)
ct? 1271237.9% (90303.1%, 9356418.4%)  1917180.3% (91394.3%, 20373022.9%) 1392890.2% (81254.1%, 19419032.6%)
Z 0.202 (0.180, 0.217) 0.172 (0.157, 0.184) 0.144 (0.121, 0.156)
N =40 N =80 N = 160
i 2.3% (0.3%, 36.7%) 2.5% (0.2%, 33.6%) 1.9%(0.2%,20.4%)
1o 4.1% (0.3%,36.1%) 1.9% (0.3%, 21.6%) 3.8% (0.2%, 26.1%)
0/1 cn 27.1% (7.7%, 703.6%) 19.1% (3.3%, 95.5%) 20.3% (3.1%, 64.9%)
c®2) 28.9% (9.4%, 319.1%) 19.0% (3.7%, 206.9%) 13.5% (3.0%, 74.8%)
ct2 31.4% (8.8%, 353.3%) 24.2% (7.7%, 61.2%) 26.9% (4.9%, 67.1%)
Z 0.0957 (0.070, 0.148) 0.083 (0.061, 0.107) 0.068 (0.048, 0.088)
m 0.23% (0.04%, 1.23%) 0.12% (0.01%, 0.35%) 0.04%(0.01%,0.31%)
1o 0.27% (0.09%,0.88%) 0.12% (0.02%, 0.42%) 0.04% (0.01%, 0.31%)
0/0 can 3.5% (0.9%, 16.0%) 1.9% (0.3%, 7.4%) 1.3% (0.3%, 4.4%)
c®2) 4.5% (0.6%, 18.0%) 1.6% (0.3%, 8.0%) 1.1% (0.2%, 4.5%)
ct2 5.3% (1.1%, 19.9%) 2.0% (0.6%, 9.5%) 1.3% (0.6%, 5.4%)
Z 0.032 (0.023, 0.049) 0.018 (0.013, 0.024)

0.011 (0.009, 0.015)




never been diagnosed with ASD. The children were instructed to view bubbles on a monitor
in a dark, sound-attenuated room for 2 minutes, while EEG recordings ere taken. The EEG
recordings were obtained using a 128-channel HydroCel Geodesic Sensory net, and were then
interpolated to match the international 10-20 system 25 channel montage. The data were
filtered using a band pass of 0.1 to 100 Hz, and then were transformed into the frequency
domain using a fast Fourier transform. Lastly, to obtain the relative power, we scaled the
functions so that they integrate to 1. Visualizations of the functional data obtained from

the T8 electrode can be seen in Figure 4.1.

Raw Data Function-on-Scalar Regression
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Figure 4.1: (Left Panel) Alpha frequency patterns for a sample of EEG recordings from the
T8 electrode of 30 individuals (ASD and TD) with varying ages. (Right Panel) Estimated
affects of age on alpha oscillations obtained by fitting a function-on-scalar model.

In this case study, we will specifically be analyzing the alpha alpha band of frequencies
(neural activity between 6Hz and 14Hz), and comparing how alpha oscillations differ between
children with ASD and TD children. The alpha band of frequencies have been shown to play
a role in neural coordination and communication between distributed brain regions [Fries,
2005, Klimesch et al., 2007]. Alpha oscillations are composed of periodic and aperiodic neural
activity patterns that coexist in the EEG spectra. Neuroscientists are primarily interested

in the periodic signals, specifically in the location of a single prominent peak in the spectral
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density located in the alpha band of frequencies, called the peak alpha frequency (PAF).
The peak alpha frequency has shown to be a biomarker of neural development in typically
developing children [Rodriguez-Martinez et al., 2017]. Studies have shown that the alpha
peak becomes more prominent and shifts to a higher frequency within the first years of life
for TD children [Rodriguez-Martinez et al., 2017, Scheffler et al., 2019]. Compared to TD
children, the emergence of a distinct alpha peak and developmental shifts have been shown
to be atypical in children with ASD [Dickinson et al., 2018, Scheffler et al., 2019, Marco
et al., 2022b,c|.

In Section 4.4.1, we conduct a formal analysis on how age affects alpha oscillations by
fitting a covariate adjusted functional mixed membership model with age as the only covari-
ate. This analysis is extended in Section 4.4.2 where an analysis on how developmental shifts
differ based on diagnostic group. To conduct this analysis, a covariate adjusted functional
mixed membership mode was fit with age, diagnostic group, and an interaction between age

and diagnostic group as the covariates.

4.4.1 Alpha Oscillations Stratified by Age

In this study, we will primarily be looking at the T8 electrode, which is located in the right
temporal region of the scalp. By using the T8 electrode, we will directly be able to compare
the results from our covariate adjusted model to the results found in Marco et al. [2022b],
which used a non-adjusted functional mixed membership model on this data. From Figure
4.2, we can see that the first feature mainly consists of aperiodic neural activity patterns,
which are commonly referred to as a 1/f trend or pink noise. The second feature on the
other hand can be interpreted as a distinct alpha peak, which is considered a periodic neural
activity. We can see that as children that load heavily on the second feature age, the alpha
peak becomes larger in magnitude and the PAF shifts to a higher frequency, which has
been observed in many other studies [Haegens et al., 2014, Rodriguez-Martinez et al., 2017,
Scheffler et al., 2019]. As stated in Haegens et al. [2014], this shift in PAF can confound
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the measures of alpha power, thus demonstrating the need for a covariate adjusted model.
From a clinical perspective, it is also valuable to compare children’s alpha power conditional
on age since we know that are developmental changes in alpha oscillations as children age.
From Figure 4.2, we can also see that on average children with ASD have a less attenuated

alpha peaks when compared to their age adjusted TD counterpart.
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Figure 4.2: (Top Panels) Estimates of the mean functions of the two functional features
conditional on Age. (Bottom Panel) Estimates of the allocation parameters found by fitting
a covariate adjusted functional mixed membership model. Diagnostic group level means of
allocation to the first feature is depicted as a red triangle.

In this analysis, we assume that the alpha oscillations of children with ASD and TD
children can be represented as a continuous mixture of the same two features shown in
Figure 4.2. Just as shifts in PAF can confound the measures of alpha power [Haegens et al.,
2014], this assumption can also confound the results found in this section if the assumption
is shown to be incorrect. In Section 4.4.2, we relax this assumption and allow for the features

to differ based on diagnostic group.
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4.4.2 Alpha Oscillations Stratified by Age and Diagnostic Group

Previous studies have shown that both the emergence of alpha peaks and the developmental
shifts in frequency are atypical in children with ASD [Dickinson et al., 2018, Scheffler et al.,
2019, Marco et al., 2022b,c]. Therefore, assuming that the alpha oscillations of children with
ASD and TD children can be represented by the same two features may not be realistic.
In this section, we will be fitting a covariate adjusted functional mixed membership model
with age, clinical diagnosis, and an interaction of age and clinical diagnosis as the covariates
of interest. By including the interaction between age and diagnostic group, we allow for

differences in the developmental changes of alpha oscillations between diagnostic groups.
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Figure 4.3: (Top Panels) Estimates of the mean functions of the first two features for ASD
children conditional on Age. (Middle Panels) Estimates of the mean functions of the first
two features for TD children conditional on Age. (Bottom panel) Estimates of the allocation
parameters by clinical Diagnosis, where the red triangles depict the group level means.
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By fitting a covariate adjusted functional mixed membership model with age and di-
agnostic group, we can see that the two features seems to greatly differ between children
with ASD and TD children (Figure 4.3). TD children that load heavily on feature 2 have a
relatively distinct alpha peak and tend to have a shift in PAF to a higher magnitude as they
age, reaffirming results found in the neuroscience literature [Haegens et al., 2014, Rodriguez-
Martinez et al., 2017, Scheffler et al., 2019]. Alternatively, TD children that load heavily
on feature 1 tend to have more aperiodic alpha frequencies and do not develop a prominent
alpha peak even as they age. Compared to the two features found for TD children, the two
features found for ASD children are more abstruse. Similarly to the second feature for TD
children, the second feature for children with ASD can be interpreted as individuals with a
distinct alpha peak. Compared to the second feature of TD children, we can see that the
second feature’s alpha peak is less prominent and there is no sign of a developmental shift in
PAF as children age. The second feature for children with ASD can also be interpreted as
a signal with mainly aperiodic neural activity, with no discernible alpha peak. We can see
that the changes to feature 1 as children with ASD age seem to directly oppose the changes
to feature 2 as children with ASD age. This phenomenon leads to sample paths that are
less featured in children with ASD that have roughly equal weighting of both features. This
is apparent in Figure 4.4, where the average alpha oscillations stratified by developmental
group are shown for various ages. This figure was created by using the estimated sample
path for individuals with the group average allocations (depicted by the red triangles in
Figure 4.3). From Figure 4.3, we can see that on average, children with ASD have a stronger

1/f trend and a less attenuated alpha peak than their age-adjusted TD counterpart.
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Figure 4.4: Estimated average developmental trajectory of alpha oscillations stratified by
diagnostic group.

As discussed in Section 4.2.4, the proposed covariate adjusted mixed membership model
can be thought of as a generalization of function-on-scalar regression. Figure 4.5 contains
the estimated developmental trajectories obtained by fitting a function-on-scalar regression
model using the package “refund” package in R [Goldsmith et al., 2016]. The results from
function-on-scalar regression coincide with the estimated average developmental trajectory
of alpha oscillations obtained from our covariate adjusted mixed membership model visual-
ized in Figure 4.4. However, the function-on-scalar analysis does not allow practitioners to
conduct analysis at an individual level. Compared to function-on-scalar regression, covariate
adjusted mixed membership models allow practitioners to quantitatively compare the alpha
oscillations of an individual to peers of the same age. Moreover, covariate adjusted mixed
membership models are able to specify individualized predictions of the estimated changes
of the alpha oscillations based off of an individual’s estimate allocation parameters. Over-
all, the added flexibility of covariate adjusted mixed membership models allows scientists to
have greater insight into the developmental changes of alpha oscillations when compared to

function-on-scalar regression.
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Figure 4.5: Estimated population level developmental trajectories stratified by diagnostic
group, obtained by fitting a function-on-scalar regression model. The model included age,
diagnostic group, and an interaction between age and diagnostic group as the covariates of
interest.

4.4.3 Comparison Between Mixed Membership Models

In this section, we extended the analysis on alpha oscillations conducted by Marco et al.
[2022b] to allow for a covariate depended mixed membership model. While previous studies
[Haegens et al., 2014, Rodriguez-Martinez et al., 2017, Scheffler et al., 2019] have shown that
alpha oscillations are dependent on age, little is known about how alpha oscillations differ
between children with ASD and TD children conditional on age. While it is enticing to
add more covariates to our model, the small sample sizes often found in neurodevelopmental
studies limit our ability to fit models with a large amount of covariates. Thus in order to
prevent having overfit models, we can perform cross-validated methods such as conditional
predictive ordinates (CPO) [Pettit, 1990, Chen et al., 2012, Lewis et al., 2014]. CPO for
our model can be defined as P (Y;(t;) | {Y;(t;)};2). Unlike traditional cross-validation
methods, CPO requires no extra sampling to be conducted. Following Chen et al. [2012] and

Lewis et al. [2014], an estimate of CPO for our model can be obtained through the following
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MCMC approximation:

N —1
1 X 1

CPO, = N >

 p (Yz(tz) | (:BCX,XO (4.16)

where @ix are the samples from the r* MCMC iteration, Ny are the number of MCMC
iterations (not including burn-in), and P (Yi(ti) \ (;)ix,xi> is specified in Equation 4.12.
While CPO is a measure of how well the model fits each individual observation, the pseu-
domarginal likelihood (PML), defined as PML = Hfil C%i, is an overall measure of how
well the model fits the entire dataset. Using CPO and PML, we will compare the unad-
justed functional mixed membership model [Marco et al., 2022b] as well as the two covariate

adjusted functional mixed membership models fit in this section.

In this section, we will let M, denote the unadjusted functional mixed membership model
from Marco et al. [2022b], M; denote the age adjusted functional mixed membership model,
and M, denote the age and diagnostic group adjusted functional mixed membership model.
From Figure 4.6, we can see that the age adjusted functional mixed membership model
tends to fit the data slightly better than the unadjusted model (Mj log (PML) = 6543.9, M,
log (PML) = 6657.9). The covariate adjusted model with age and diagnostic group as covari-
ates had a slightly worse fit than the covariate adjusted model with just age alone, suggesting
that more data may be needed in order to conduct such an analysis (Ms log (PML) = 6616.1).
While the fit may be slightly worse for the covariate adjusted model with age and diagnostic
group as covariates, this model does give us useful insight into how the two features differ
between children with ASD and TD children. Moreover, besides the one TD individual, we
can see that the model tends to fit children with ASD worse than TD children, supporting

that the alpha oscillations are more irregular compared to TD individuals.
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Figure 4.6: CPO comparisons between different models on the log scale. M, denotes the
unadjusted functional mixed membership model, while M; denotes model stratified by age
and M, denotes the model stratified by age and diagnostic group.

4.5 Conclusion

In this manuscript, we extended the functional mixed membership model framework pro-
posed by Marco et al. [2022b] to allow for covariate dependence. This work was primarily
motivated by a neurodevelopmental study on alpha oscillations, where alpha oscillations are
known to change as children age. While mixed membership models provided a novel way to
quantify the emergence and presence of developmental biomarker known as an alpha peak
[Marco et al., 2022b,c|, it has been shown that not accounting for developmental shifts in
the alpha peak can confound measures of the peak alpha frequency [Haegens et al., 2014],
leading to a need for a covariate adjusted functional mixed membership model. In Section
4.2, we derive the covariate adjusted functional mixed membership models and compare the
framework to common covariate-dependent clustering frameworks such as mixture of experts
and mixture of regressions models. Once we completely specify the model and priors, we
provide a set of sufficient conditions in Lemma 7 to ensure that a two feature covariate ad-
justed mixed membership model has identifiable mean, covariance, and allocation structures.
Section 4.3 contains a simulation study exploring the empirical convergence properties of our

model. We conclude by revisiting the neurodevelopmental case study on alpha oscillations
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in Section 4.4, where we use covariate adjusted functional mixed membership models to gain
novel insight into developmental differences of alpha oscillations between children with ASD

and TD children.

While we primarily focus on a mixed membership model where the covariate dependence
encoded in the mean structure, we can encode covariate dependence into the covariance
structure by introducing covariate-dependent pseudo-eigenfunctions, as discussed in Section
C.4.1 of the Supplementary Materials. While formulating such a model is relatively straight-
forward, the amount of data needed to fit such a model would be relatively large compared
to just model where the mean depends on the covariates of interest. This is supported by
the simulation study conducted in Section 4.3, where even with 200 functional observations,
a covariate adjusted mixed membership model with one covariate (with no covariate de-
pendence on the covariance structure) has relatively high R-MISE for the covariance and
cross-covariance functions. Therefore, in order to justify using a functional mixed member-
ship that encodes covariate dependence into the mean and covariance structure, one would
not only need a lot of data, but also a justification for sacrificing statistical efficiency in

return for a more expressive covariance structure.

While the framework described in this manuscript works for any number of functional
features, the guarantees for model identifiability described in Lemma 7 only hold for mod-
els with 2 functional features. Chen et al. [2022] describes in great detail the identifiability
challenges that exists in mixed membership models, especially when considering mixed mem-
bership models with 3 or more features. One way to ensure identifiability is to assume the
separability condition [Pettit, 1990, Donoho and Stodden, 2003, Arora et al., 2012, Azar
et al., 2001, Chen et al., 2022], which assumes that for each feature, there exists at least one
observation that completely belongs to that feature. In the setting of a two feature model,
this is very weak assumption that does not impact the flexibility of the model. However,
in models with 3 or more features, this assumption makes strong geometric assumptions on

the model. However, if we are able to assume the separability condition, a generalization of
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Lemma 7 can be derived, but we will need at least ’“QT”“ + 1 observations with allocation pa-
rameters that lie in the interior of the unit simplex in order to ensure identifiability. Weaker
assumptions utilizing the work of Chen et al. [2022] can be made to ensure identifiability,
however an extension to the proposed work is non-trivial. While choosing the number of
features is one of the main challenges when fitting a mixed membership model, Marco et al.
[2022b] and Marco et al. [2022¢] discuss how information criteria can be informative in choos-
ing the correct number of clusters. Similarly, definitions of information criteria, such as BIC,
or simple heuristics such as the “elbow-method” can be informative in choosing the number
of features in the covariate adjusted model. Conducting an unadjusted analysis prior to a
covariate adjusted analysis can also be informative in choosing the number of latent features.
Most importantly, we maintain that the most interpretable model is the optimal model, as

covariate adjusted functional mixed membership models are an unsupervised technique that

aims to explain data heterogeneity conditional on covariates of interest.

As observed in unadjusted mixed membership models [Marco et al., 2022b,c|, the pos-
terior distribution often has multiple modes, leading to poor posterior exploration using
traditional sampling methods. Thus we use a similar algorithm to Algorithm 1 described in
the supplement of Marco et al. [2022b] to pick a good starting point for our Markov chain.
In addition to finding good initial starting points, we also outline a tempered-transition
sampling scheme [Pritchard et al., 2000, Behrens et al., 2012] in Section 2.2 of the Sup-
plementary Materials, which allows us to traverse areas of low posterior probability. An R
package for the proposed covariate adjusted functional mixed membership model is available

for download at https://github.com/ndmarco/BayesFMMM.
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CHAPTER 5

Future Extensions

Mixed membership models can be thought of as generalizations of traditional clustering
models such as finite mixture models, where membership is thought of as a spectrum rather
than a binary variable. Due to the added flexibility of mixed membership models, ensuring
identifiability becomes more challenging. One way to ensure identifiability is to assume the
separability condition, which assumes that for each feature at least one observation belongs
completely to that feature. In the case when we only have two features, assuming the
separability condition does not make any major assumptions on the sampling distribution.
However, in cases when we have three or more features, the separability condition makes
strong geometric assumptions on the sampling distribution. Chen et al. [2022] discusses
weaker geometric assumptions that also ensure an identifiable model. While the assumptions
are weaker, implementing them and performing Markov chain Monte Carlo under those
constraints is not trivial. While challenging, the implementation of these constraints into
a mixed membership model would be a significant step forward in the mixed membership
literature from both an application perspective, as well as a theoretical perspective. From
a theoretical perspective, we would have an identifiable model, which is a necessary step
in ensuring posterior consistency without conditioning on the allocation variables. Once
identifiability is established, research can also be conducted on theoretical results such as

posterior contraction rates.

In this dissertation, we proposed mixed membership models for multivariate data and

functional data (for both one-dimensional functions and higher-dimensional functions). One
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type of data structure that often arises in neurodevelopmental studies is data that is both
longitudinal and functional. One way this type data could arise would be from EEG experi-
ments where a subject will visit multiple times over a certain time period, and at each visit
an EEG recording was obtained. While our model can handle functional data, our model
does not account for the structured dependence created from repeat measurements of the
same subject, leading to a need for a mixed membership models that can handle longitudinal
functional data. The proposed models can be also be extended to handle a combination of
functional data and multivariate Gaussian data. Similarly to Happ and Greven [2018], we
can obtain a eigen decomposition of the combination of functional data and multivariate
data by first jointly representing the data as a direct sum of vector spaces. Once the joint
representation is formalized, an eigen decomposition should be obtainable, allowing for the

specification of a mixed membership model.

In Chapter 4, we derived a covariate adjusted mixed membership model where the covari-
ates of interest were scalars and the data which we wanted to learn the allocation structure
of were functional. Similar models can be formulated where the covariates of interest are
functional. Instead of leveraging the literature of function-on-scalar regression, we would
leverage the vast amount of work on function-on-function regression. When dealing with

function-on-function regression, we assume that

Y(t)=plt)+ > X, (s)B,(t,s)ds +e(t); teT,
1 V 5€Tz,
where f3,(t, s) is the r*" coefficient surface and 7, is the domain of the function X,.(-). Simi-
larly to Chapter 4, we can assume the basis functions can be represented by basis functions.
By leveraging the function-on-function regression framework, a covariate adjusted mixed
membership model can be formulated for covariates which are functional. Similarly, covari-
ate adjusted mixed membership models for multivariate data can be formulated, and are

implemented in the “BayesFMMM?” package (https://github.com/ndmarco/BayesFMMM).
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APPENDIX A

Appendix: Flexible Regularized Estimation in
High-Dimensional Mixed Membership Models

A.1 Proofs

A.1.1 Proof of Lemma 2.1

We will start be explicitly defining the functions A;(w,w), K;(wo,w), and V;(wg,w). Thus

we have

As(wo, ) =log (Zi)ol P exp {1 (v — (“i)o), (Zi)y " (yi— (#’i)[))})

= exp { =4 (vi — ) (307 (v — )}
= — 2 llog (1)) ~ los (53]
% [(yi = (yi = (1)) — (vi = 1) (Z0) ™" (yi — )]
% [Zlog da)o + 03) — log (dy + o)
=1
- i — (o) — (v — ) (B0 (i — )] (A1)
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Ki(wo,w) = — % lz; log ((da)o + 07) — log (d + 0?)
i [y a0 (50— () — 3 — ) (507 (3 — )]
=— % lzp;log ((d)o + 05) — log (dy + 0?)
- % [P_— (tr (B (Za)o) + ((Be)o — 1) (Z0) ™ (1)g — m12))] (A2)

Vi(wo, w) :%Varwo [(Y’L - (Mi)o)/ (Ei)al (yi — (“i)[)) —(yi — Mi)/ (Ez‘)fl (yi — I‘l’z)j|

1 e ) e _
:Zvarwo Vi((Z)o" + =) vi =2y (B (1)o + =77 )]

Letting M, = (Ei)al + 37! and m, = (Ei)al (1) + > u;, we have

1
Vi(wo,w) :1

:i [Qtr (M, () M, (Zi)o) +4 (1) — M m,) (), (1) — M;lmv)}

Varg, (v — M, 'm,) M, (y; = M, 'm,)]

I% [P+ 2tr (27 (B0),) + tr (27 (Z0)y B ()]

+ ((Ni)o - Ni)/ (22‘_1 (Ei)o Ez’_l) ((Nz’)o — W) (A.3)

Let Q (wq) = {w : K;(wy,w) < € for all i} for some € > 0. We will assume that o2 > 0.
Consider the set B(wo) = {w : ;((du)o+05) < du+0° < a((di)o+07), || (14,)o — ]| < b} for
some a,b € R such that a > 1 and b > 0. Thus for a fixed wy € Q2 and any w € C(wo, €) :=
B(wg) N2 (wy), we can bound V;(wp,w). We will let \,.(A) denote the r** eigenvalue of the

matrix A, and A, (A) denote the largest eigenvalue of A. Thus we have

)

1 (271 (20)) € Phonar (3771(2),) < I;—g (mlax(dil + o—g))
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Thus we can see that for any w € C(wy, €),

e (2 ot ) (2 o) |

a’b?
+ — max(d; + 08)

=My .

‘/;(WO,QJ)

If we can bound A4 ((dig)o + 00), then we have that V;(wg,w) is bounded. Let || - | be

the Frobenius norm. Using the triangle inequality, we have

K K KP

ollr <D ZiZall(da)o(D,)0 e + o3 1 Tp |

k=1 j=1 p=1
K K KP

ZZZH b)o(D,,)0l i + o2

=1 p=1

Z\/tr ®ip)0(Dr)o (D1p)o (D)) + VP

I
MN l MN I

Z\/trqbkp% ., )6(@:,)0) + VDo’

=1

Z 1(@p)oll21l(Dxy)oll2 + VPG

>
Il
—

Il
]~
Mx EMN HMN

1p

Eond
Il
—

.
Il

Il
&

< 00,
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for all i € N. Therefore, we know that \pa. ((dig)o + 00) < My, as the Frobenius is the
squareroot of the sum of the squared eigenvalues for a square matrix. Therefore, we have
for all i € N and w € C(wo, €), we have that

‘/i<w07 (.4-7) < MV

2 T 2

Since Y 0, & = % we have that Y72, 22 = MV’T < 00. Thus we have

PR Vil “’“’ . (A.4)

i=1
We will next show that for wy € @ and € > 0, II(C(wo), €) > 0. Fix wy € 2. While the (¢,,)o
may not be identifiable (for any orthogonal matrix H, (¢;,)oHH'(¢;,)0 = (¢,,)0(®xp)0), let
(@,,)0 be such that Z;ipl(gbjp)g(gbkp)o = (X,r)o. Thus we can define the following sets:

Q4

Jp

= {¢jp : (('bjp)o < d)jp < (¢jp)0 + 611}
Qu, ={vi: (i) <vi < (Vi) + €1}

ngz{a 00§a<1+61 }

We define €, and €y, such that each element of €, is between 0 and €, and each element

of €y is between 0 and e;. Therefore (¢

define

jp)O + €15 € Q(,‘b]-p and (Vk)o + €9 € Quk. We will

¢jp = Q¢jp’ ¢kp € Q¢kp} :

KP
szk = {Z ¢;p¢kp
p=1
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Thus for 3; such that ¢;, € €24 and 0% € Q,2, we have that

Y = Z Z ZikZij (Z ( ¢kp)0 + €1kp) ((¢jp)o + €1jp),>> + (1 +¢e,)oiIp

k=1 j=1 p=1

=(Zi)o+ Y Z > ZinZij ((€rp) (D5,)0)
P22
+) Z

k=1 j=1 p=

J
KP
Z ZinZi; ((Drp)o (€1p)")
p=1
KP
Z ZZ]CZZJ (<€1kp) (Gljp)/) + 600'(2):[13

1 j=1 p=1
=(Z)o + 2,

for some €y, and €, such that 0 < €, < ;. Thus, letting ¢, = ((€1rp) (8;,)0)+ ((Drp)o (€1jp) N,

we have

1 ZitZiiC | |7 < HCjkai
=tr (((eurp) (#5,)0) ((D5)0 (€11p)))
+ tr ((( flkp) i)0) ((€1jp) (B1y)5))
+tr (((@np)o (€15p)") ((@),)0 (€1xp)"))
wp)o (€13p)") ((€17) (D1p)0))

2)o(@55)01'1)
+2tr ((65,)0 (€1is) (D15 (€11)) (A-5)
+ €ftr (11, )0 (D)o -

(
—l—tr((
(¢

Seftr (
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Using the Cauchy-Schwarz inequality, we can simplify Equation A.5, such that

(A.5) = 2((9;,)0, €1jp) ((Drp)o, €1kp)
< 2[[(djp)oll2ll€rpll2l(Drp)oll2l €155 12

< 261 P[|(@;)oll2[l (D1 )oll2-

Letting

Mirp = P [Il(;,)0ll3 + I1(@i,)oll3 + 211(;,)oll2ll (Drp)oll2] -

we have

176 Zi5€ 0[5 < M.

In a similar fashion, we can show that

1ZinZij (((€1xp) (€1))) |7 < 1P

and
leoooIplE < €log P
By using the triangle inequality we have
. K K KP
||EZHF S €1 (ZZZ <\/ Mjkp) + JK2P3/2 -+ O'gﬁ) = 61M§] (AG)

j=1 k=1 p=1

for all i € N. By the Wielandt-Hoffman Theorem (Golub and Van Loan [2013] Theorem
8.1.4), we have that

EP: (3 (2o +2) =3 (2)0) < 1813

p=1
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which implies that

max
p

A (o +25) = & ((Ba)o)| < IZile (A7)

where A\,(A) are the eigenvalues of the matrix A. By using Equation A.6, we can bound the

log-determinant of the ratio of the two covariance matrices as follows

|3 B H5:1 Ap <(Ei)0 + ih)
. <W) Bl (AN

< log (ﬁ ((dip)o + J(2)) + 61ME>

e (dip)o + 03

M
< Plog (1 + 2 22) : (A8)
%0

We can also bound tr (E;l (Ei)o). To do this, we will first consider the spectral norm,
defined as ||All; = V/A*A for some matrix A. In the case where A is symmetric, we have
that ||Alls = max, |A\.(A)|. By the submultiplicative property of induced norms, we have
that

max |3, (AB)| = [ABIl; < [[A]}[BJl; = max [\, (A) max [\, (B), (A9

for two symmetric matrices A and B. By using the Sherman—Morrison—-Woodbury formula,

we can see that

Thus, we have that
-1 RS !
=7 (B = In— (B35 (B + 5i) (B0 (A.10)

Using Equation A.9, we would like to bound the magnitude of the eigenvalues of
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and

)\p(iz) S ElME,

max
p

with the second inequality coming from Equation A.6. From Equation A.10 and basic

properties of the trace, we have that

Thus, using the fact that the trace of a matrix is the sum of its eigenvalues, we have that

A, <2 ((zi)o + 2) _1> ' .

Using the submultiplicative property stated in Equation A.9, we have

)

tr (2, (%)),) < P+ Pmax
P

tr (71 (%)) <P+ Peliwz. (A.11)

(2 O_O
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Lastly, we can bound the quadratic term in K;(wg,w) in the following way:

\_/

((Nz‘)o - Nz‘)/ (Zi)_l ((Nz‘)o — ;) < H(N Nz”g max)\ ((2 )71)

I(me)o = vl

A
9| —
[™] =

k=1
| X
=D €uen
k=1
K Pe2
<19 (A.12)
a3
Thus letting
2 2
) on 2¢e 2e0)
< — — | -1 A13
€1 mm{}w2 (exp(Bp) )’3PM2} ( )
and
202¢
A.14
€3 < SKP’ ( )

we have from Equations A.8, A.11, and A.12 that

Ki(wo,w) < e forall w e

where 2 := (Xj.il Xi{zl ngk> (Xk ) Q,,k> x Q2. Letting a > max {1 + ElME (1 — 613042
and b > /K Pé€3 in the definition of C(wy, €), we have that Q; C C(wo,€). Let H, be the
set of hyper-parameters corresponding to the ¢ parameters, and let H("7¢) be the prior

distribution on n, € Hy. Thus we have that

K KP P $jrp)oter i 7 ,y,f-A
IT (w € C(wo, € / HHH/ \/meexp {—%éﬁm} dgjrpdII(n)

¢j 1p=1r=1 irp)

Vg 0+621 p/2 T
X H/ / exp {Eklj;uk} dvdII(7y)

Ay 2 1 Bo
ag— d
X/gg F(Oég)(g) exp{ 0} o
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Restricting the hyper-parameters of ¢ to only a subset of the support, say ]:I¢,, where
~ 1
H¢: nd’ESVJTPS1071§6p]§2,1§a1J§10,1§6L2]Slo ,

we can see that there exists a My, > 0 such that

[ VirpTpj VirpTpi 2
?exp {_T(b]rp} Z M¢jrp7

for all ¢j,p € [(Djrp)os (Pjrp)o + €1]. Similarly, we can find a lower bound Mg, > 0, such that

[ d(ng) > MH¢'

Hg

Similarly, if we bound 7 such that % < 7 < 10, it is easy to see that there exists constants

M, , M, , M,> > 0 such that

Tk P/2 Tk
(3:) e {gvinf > M

for all vy, € [(Vk)o, (Wk)o + €21],

and
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for all 02 € [0, (1 + €;)0?]. Therefore we have that

K KP P

I (w € Clwo,€)) > My, [T ][] 1Mo,

j=1lp=1r=1
K
P
x [[ M-8 M,
k=1

X ela(z)Mg(z)

> 0.

Therefore, for € > 0, there exists a and b such that > ., V‘:—O) < oo for any w € C(wy, €)

and IT (w € C(wy,€)) > 0.

A.1.2 Proof of Lemma 2.2

Following the notation of Ghosal and Van der Vaart [2017], we will let P‘,(,]:) denote the
joint distribution of y1,...,ynx at wg € . In order to show that the posterior distribution,
IIN(.|y1,...,¥N), is weakly consistent at wy € €2, we need to show that ITy (U¢|y1, ..., yn) —
0 a.s. [P,,] for every weak neighborhood, U of wy. Following a similar notation to Ghosal and
Van der Vaart [2017], let 1/x be measurable mappings, 1y : S~ x Z% — [0, 1], where Z is
the sample space of {Z;1, ..., Zik}. Let ¥n(¥1,...,YN,21,--.,2ZN) be the corresponding test
function, and
Py = Epyn(yi, ..., YN:21,...,2y) = [1ndP), where PJJ denotes the joint distribu-

tion on yy,...,yn with parameters w. Suppose there exists tests ¢y such that Pj}gw}v — 0,
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and sup,,e PY (1 —1n) — 0. Since ¥y (y1,. .., YN, 21,---,2zy) € [0,1], we have that

IL,(Ucly1,....yn) <IL,(Ufy1,...,yn8) +UN(y1, .-, yn) (1 = IL,(Ulyq, ..., ¥N))
(I —=9n(y1,-- yn) fUC ﬁvl ;?((yy:::o)) dI(w)
=¢Yn(y1,...,yn) + N iy )
fﬂ =1 fz Vi “-’0 dH( )
(A.15)

To show that IL,(U°lyy,...,yn) — 0, it is sufficient to show the following three conditions:

1. On(y1,- -, YN+ Z1,---,2ZN8) — 0 as. [P,

2. 661N (1 - @ZJN(Yla <3 YN, Z1, - - - fZ/{C N Jilyie) dH( ) — 0 as. [PWO] for some

=1 fi(ys; wO)
51 >07

3. BN <fﬂ N Jilyizw) dH( )) — 00 a.s. [P,,] for all 8 > 0.

=1 fz()’z "-’0

We will start by proving (c). Fix g > 0. Thus we have

&N (/ﬂﬁ%dﬂ(w)) — PN (/ exp[ Zlog (?3; )))] dH(w)).

By Fatou’s Lemma, we have

liminf/nexp BN — Zlog (fl y“wo)> dIT(w)

N—o0 fz yisw ) ]
_/QhNHi)loréfeXp BN — Zlog (?Z};;wo))> dIT(w)

Let 8 > € > 0 and a,b > 0 be defined such that lemma 3.1 holds. Since C(wy,€) C 2, we
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have that
[ filyiwo)
/QllNrrig}feXp [ﬂN — glog (W)] dIT(w)
N
. fz‘()’z‘;wo)
Z/Cv(wmg) hNI'Ii}OIifeXp [ﬂN — Zzllog <m)] dH(ClJ)

By Kolmogorov’s strong law of large numbers for non-identically distributed random vari-

ables, we have that

%Z (Ai(wo, w) — K;(wo,w)) = 0

a.s. [P.,]. Thus for each w € C(wy, €), with P,,,-probability 1,
1 & —
jNEZ&@mw)%EUQ@mw»<e<B,

=1

since w € C(wy, €). Therefore, we have that

/C(wo,e) hNHi}o%fexp lﬂN - Z'gNllog (M>] dIT(w) > / inf exp {N(8 — ¢)} dII(w).

filyi;w) Clwo,e) N 700

Since f —e€ >0, and II (0 € C(wyp,€)) > 0 (lemma 3.1), we have that

o ([ T12959) g1y ) 5 o
(Lgfi(yi;wo)dn( )> - (A.16)

a.s. [P,,] for all 8 > 0. We will now show that exists measurable mappings such that

PY4n — 0 and sup,eye PY (1 — ¢n) — 0. Consider weak neighborhoods U of wy of the

u:{wW/ﬁML—/ﬁM%

where r € N, ¢; > 0, and f; are continuous functions such that f; : § x Z — [0, 1]. As shown

in Ghosh and Ramamoorthi [2003], for any particular f; and ¢; > 0, | [ fidP, — [ fidP.,| <

form

< €, izl,?,...,r}, (A.17)
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& iff [ fidP, — [ fidP,, <€ and [(1— f;)dP, — [(1 — f;)dP,, < e. Since fi = (1—f)is

still a continuous function such that f; : & x Z — [0, 1], we can rewrite Equation A.17 as

where g; are continuous functions such that g; : S x Z — [0, 1] and ¢; > 0. Following Ghosal
and Van der Vaart [2017], it can be shown by Hoeffding’s inequality that using the test

function 12, defined as

N
- 1 .
wiN(y17"'7yN7Z17"'7 = {NE y]7Z] /gzdpwo+§}7 <A19>
leads to
/T;iN(YL---,YN,Zl,...,zN)deO < e~ Nei/2

and

/(1_QLiN<y17'~‘7YNazla'”7zN)> de Se_NE?/2

for any w € U°. Let 9, = max; Yin be our test function and e = min; ;. Using the fact that

E(max; @ZN) < 21E<17Z1N) and E(1 — max; &ZN) <E(1- @m), we have
/wN(yl, e YNSZ1, e, ZN)A P, < (2T)€_N62/2 (A.20)

and

/(1 —YN(Y1,- YN, 21, ..., 2N)) AP, < e_N€2/2, (A.21)

for any w € U°. Using Markov’s inequality on Equation A.20, we have that

. E (¢ v s YN By T
P(¢N(y17"'7yN7Z17"'7ZN)Ze C) < ( N(yl 6_}]}-\/]2 : N))

< (27‘)6_N(62/2_O)
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Thus letting C' < €2/2, we have that > y_, P (Un(y1,...,¥yN,21,...,2y) = e V) < o0

Thus by the Borel-Cantelli lemma, we know that

P (limsupP (sz(yl, YN, BL e, ZN) > e_NC)) =0

N—o00
Thus we have that ¥n(y1,...,¥n,21,...,2y) — 0 as. [P,,] (Condition (a)). To prove
condition (b), we will first start by taking the expectation with respect to P,,:

N .
]EPL{}]O <65N (1 - wN(yla -y YN, Za, - 7ZN>> /u .](J'(‘Z((yy—“‘::)))dl_‘[<w>>
¢ i=1 1 (2]

:/ N (1 — (Yoo Y71, . zN))/ ﬂMdn<w) APy
s IR Jue 22 iy wo) “

= G'BN —YN\Y1,---,YN,Z1,...,ZN i\Yi, @ i w
—L(H/ (1= dnlyroy ) Ay >dy)dn<>

=1

—efN Epy (1 = Yn(y1,-- YN, 21, .., 2y)) dIT(w)
L{C

B1N —Ne2/2
<ePNeNe/2)

where the last inequality is from Equation A.21. Thus by Markov’s inequality and letting
B < €2/2, we have that
7 iy w)
P eﬁN (1 - wN(YM <oy YNy 2, - 7ZN)) / Ldn(w) Z e_N((62/2_I81)/2)
ue -y Ji(yiswo)
N filyiw) dH(w))

EPL% (661\[ (1 - ¢N(Y17 - YN, 2y, 7ZN)) fuc Hizl fi(yiwo)
N (@A)

<e~N(E/2-51)/2)

Letting Ex be the event that eV (1 —¢n(y1,....yN.21,-...28)) [ Hfil %dl—[(w)
> e N(€/2-51)/2) e have that Y, P(Ey) < co. Thus by the Borel-Cantelli lemma, we
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have that

N

N _
(1 wN(yl,...,yN,zl,...,zN))[}{CH

filyi;w)
11 —fi(Yi;wo)dH<w> -0

a.s. [P,,] for 0 < B; < €?/2. Therefore, we have proved conditions (a), (b), and (c). Thus
by letting 3 in condition (c) be such that 3 = 3;, where 0 < 3; < €2/2, we can see that

Iy (U )y, ..., yn) — 0 as. [P,,] for every weak neighborhood, U of wy.

A.2 Computation

A.2.1 Posterior Distributions and Computation

In this section, we will discuss the computational strategy used to perform Bayesian inference.
In cases where the posterior distribution is a known distribution, a Gibbs update will be
performed. We will let ® be the collection of all parameters, and ©_; be the collection of
all parameters, excluding the ¢ parameter. We will first start with the ¢,,, parameters, for

j=1,...., Kandm=1,..., M. Let ka:ﬁ;idiag (7,;1%,...,7,;;771). By letting

M
ey Xm%] ))
n=1

N
m;, :% <sz <Y2ZZ] o ZQ Z ind)]n Z k

i=1 n#m k#j

and

N
_ 1
Mjn}b - _2 Z ’LJXZ’VTL IP + ka’

we have that

¢jm|@_¢jm’ Yi,.-.,¥YN N(Mjmmjm, Mjm)-
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The posterior distribution of d; is

P
61k‘@751k>y17"'7yNNF <a1k+ PM/2 1+ Zﬁ)/kr1¢kr1

r=1

P m
+ Z ’yk,r,mgbir,m <H 5]) ) .
m=2 r=1 j=2

l\D|>—‘

The posterior distribution for d;;, for ¢ = 2,..., M, is
5ik|®—5ikﬂy1’ ..o, ¥YN ~I (CLQ + (P(M —1 —+ 1)/2), 1

1 M P m

2

A3 it 1T 8))
m=t r=1 Jj=1;j#i

The posterior distribution for aq; is not a commonly known distribution, however we have

that

6a1k 1 o] — 1 _ .
F<a1k> 1k Qg exp{ alkﬁl}

P(alk’@*am?}lh cee 7yN) X
Since this is not a known kernel of a distribution, we will have to use Metropolis-Hastings al-
gorithm. Consider the proposal distribution Q(a},|aix) = N (aik, 187", 0,400) (Truncated

Normal) for some small ¢; > 0. Thus the probability of accepting any step is

P(ad, |®_y ,y1,..., d
A(a'lk, alk) = min 17 ( 1k| 1k 1 yN) Q (allk|alk) .
P (alk‘e—amayla s 7YN) Q (a1k|a1k)

Similarly for as, we have

P(a2k|®—a2k7 Yi,... JYN) an <H 5a2k 1> ag’i 1e:rp{—a2k52} .

We will use a similar proposal distribution, such that Q(ay,|ask) = N (agk, €285, 0, +00) for
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some small €5 > 0. Thus the probability of accepting any step is

P(ay|®_y ,y1,..., !
A(a’IQka a2k> = min 17 ( 2k| 2 k YN) Q (al2k|a2k) :
P (af2k|®—a2k7y17 s 7YN) Q (a2k|a2k)

For the v, parameters, for j =1,... K, r=1,...,P,and m =1,..., M, we have

vy+1 gb rme + v
Vj,r,m’@'yj,r,m,yl,...,yNNF( i J J ’y).

2 2

The posterior distribution for the z; parameters are not a commonly known distribution, so

we will have to use the Metropolis-Hastings algorithm. We know that

K
P(Zi|®—z“)’1u s 7yN) X H Zf]éjﬂ'k*l
k=1

1 K M !
X exp {_Tt? <Yi - Zik (Vk + Z Xm¢’1m>>
k=1 n=1
K M
<Yi - Z Zik, (Vk + ZXind)kn)) } .
k=1 n=1

We will use Q(z}|z;) = Dir(a,z;) for some large a, € R as the proposal distribution. Thus

the probability of accepting a proposed step is

P(z|®_,.,y1,..., i|z!
A(z),2:) = min { 1, (210 .y YN)Q(Z,W .
P(Zi‘(_)—zi?yb v 7YN) Q (Zz’|zi>

Similarly, a Gibbs update is not available for an update of the 7 parameters. We have that

-1

’,:]x

(7T|®—7T7y17 s 7yN

=

Letting out proposal distribution be such that Q(#’|w) = Dir(a,m), for some large a, € R*,
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we have that our probability of accepting any proposal is

A(ﬂ",ﬂ') = min{l’ P(7T’|®_7r’;}’1,...,yN) Q(ﬂ'|7‘r/)}.

P(m|®_x,y1,...,¥yn) Q (7|7)

The posterior distribution of a3 is also not a commonly known distribution, so we will use

the Metropolis-Hastings algorithm to sample from the posterior distribution. We have that

p(a3|®_as, Vi1, -, YN) X e b
N . K
X _ 7™k 1
1 5 11 %
=1 k=1

Using a proposal distribution such that Q(a4|as) = N (a3, 02,,0,400) (Truncated Normal),

we are left with the probability of accepting a proposed state as

Ao, a3) = min q 1 P (0510 p, y1,. -, yw) Q (aslf) .
35 ’P(Oé3|®—a37y17"'7yN) Q(Oé,g|043)

Letting
1 1. & B
B, =|—-1I —1 72
J (Tj P t 0‘2 P 221 1])

and

1 o -
=1

i k] k=1 m=1

we have that

Vj|®—Vjay1a S YN N(ijj,Bj),

for j =1,..., K. Thus we can perform a Gibbs update to update our v parameters. The 7;
parameters, for [ = 1, ... K, can also be updated by using a Gibbs update since the posterior

distribution is:

1
7O, ¥1,.. ., ynN ~ IG <a + P/2,5 + 51/214) .
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The parameter o can be updated by using a Gibbs update. If we let
1 K M ! K M
Bo = 2 Z (Yi - ; Zik (Vk + mZ:1 Ximd)km)) (}%’ - kzl Zik (Vk + mzﬂ Xim¢km>>

=1

then we have

PN
02|®—o2>}’17- s YN Y IG (040 + 7760 +60’) )

where n; are the number of time points observed for the i*" observed function. Lastly, we

can update the y;,, parameters, fort=1,...,N and m = 1,..., M, using a Gibbs update.

K ! K
Wim = % ((Z Zik¢km> (3@' - Z Zik <Vk + Z Xin¢kn) ))
k=1 k=1 n#m

"/ K
Wi, =1+ % ((Z Zik‘¢km) (Z Zik¢km>> )
k=1 k=1

Xim|C—Xim7 Yi,-- YN ~ N(Wirn Wi, Wi ).

If we let

and
then we have that

In our paper, we have relaxed the assumption that the ® are mutually orthogonal pa-
rameters. We have shown that we can still maintain many of the desirable properties, while
not having to sample in a constrained space. This relaxation makes implementation easier,
and may actually help with mixing of the Markov chain. However, we realize that users may
want to enforce that the ® parameters are orthogonal and therefore can be interpreted as
scaled eigenvectors. Using the approach described by Kowal et al. [2017], we will describe

how to sample in this constrained space.

In order to impose the orthogonality constraint, we have that

K
D, = i =0,

k=1
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for some 7 such that 1 <7 < KP and for all j # i. Letting

P > kti PrpPra
/
L. — ¢i(p71) and c_. — Ek;ﬁi ¢kp¢k(p71)
—ip — —ip — )
/
¢i(p+1) stﬁi ¢kp¢k(p+1)
| Pikp) | | kti PrpPriicr).
we can write the constraint as
d)ipoip = —C_ip,

for 1 <i < KPand 1 < p < K. Using the results in Kowal et al. [2017], we have that
i ~ N (Mipmip, 1\~/Iip), where

~ -1

M, = My, — MLy, (L/—z‘pMipL—ip) (L/—ipMiP + C—ip) :
Like in Kowal et al. [2017], M,, and m;, are such that when we relax the orthogonal con-

straints, we have ¢, ~ N (Mym;,, M;;,). By using this alternate sampling scheme, one can

ensure the orthogonality of the ® parameters.

A.2.2 Multiple Start Algorithm

Due to the flexible nature of our model, we often end up with multimodal posterior distri-
butions, which makes posterior inference challenging. In addition to tempered transitions
(described in Section A.2.3), we implement an algorithm called the multiple start algorithm
(MSA) in order to obtain a good starting position for our Markov chain. The MSA, Algo-
rithm 1, starts by first trying to recover the mean and allocation structure. Once a suitable
starting point for the mean and allocation parameters are found, we then estimate to covari-

ance structure conditioned on the starting point for the mean and allocation parameters.
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Algorithm 1 Multiple Start Algorithm
Require: n_tryl,n try2, Y, K. n MCMC1,n_MCMC?2,...
P < BPMM_Nu_Z(Y, K, n.MCMC1, ...) > Returns the likelihood and estimates for v and
Z
max_likelihood < P[*“likelihood”]
141
while ¢ < n_tryl do
P; <~ BPMM_Nu_Z(Y, K, nMCMC1, ...)
if max_likelihood < P;[“likelihood”] then
max_likelihood < P[“likelihood”]
P+ P
end if
1 1+1
end while
@ < BPMM_Theta(P, Y, K, n_MCMC2, ...) > Returns estimates for the rest of the
parameters
max_likelihood « 6[“likelihood” ]
141
while ¢ < n_try2 do
0; < BPMM_Theta(P, Y, K, n.MCMC2, ...)
if max likelihood < 6;[“likelihood”] then
max_likelihood < 6;[“likelihood”]
end if
11+ 1
end while
return (0, P) > Returns estimates for all model parameters
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We can see that the MSA primarily calls two functions, BPMM Nu_Z (. . .) and BPMM_Theta(...).
The first function, BPMM Nu Z(...), finds initial starting points for the z; parameters, v,
parameters, and related hyperparameters, while setting yim and ¢,,, equal to 0 (or 0). The
second function, BPMM_Theta(...), finds initial starting points for the x;,, parameters, ¢
parameters, o2, and related hyperparameters, conditioning on the initial starting point of the
z; and v parameters. In order to get the best results, we recommend standardizing the raw
data before performing inference. The multiple start algorithm can be easily implemented

in R using the accompanying software package to this paper.

A.2.3 Tempered Transitions

As stated in the previous section, the posterior distribution may often be multimodal, which
often causes traditional MCMC methods to get stuck in local modes. In order to be able
to move across modes, we implement tempered transitions, which will allow us to traverse

areas of low posterior probability.

Following the works of Behrens et al. [2012] and Pritchard et al. [2000], we will only

temper the likelihood of the model, which can often be written as

p(z) < w(x)exp (—Lrh(zx)), (A.22)

where f3;, controls how much the distribution is tempered. We will assume 1 = 5 < -+ <
Br < --- < Bn, and that the hyperparameters N; and Sy, are user specified. For larger and
more complex models, we will often need a larger N;, however our tempered transitions will

be more computationally expensive with larger N;. We will assume that the parameters [y,
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follow a geometric scheme. We can rewrite our likelihood to fit Equation A.22:
1 1 K M !
2
pr(yi|©) ocexp {—ﬁh <§l09(0 )+ 252 <Yz‘ - ;;1 Zik (Vk + m§:1 Xim¢km>)

el

/
_(.2\Bn/2 B = N
= (a ) exp = yi — Z Zin, | Vi + Z XimPrm
k=1 m=1

oo fn))

Let ©;, be the set of parameters generated from the model using the tempered likelihood
associated with ;. The tempered transition algorithm can be summarized by the following

steps:

1. Start with initial state ©y.
2. Transition from ©g to ©; using the tempered likelihood associated with f;.

3. Continue in this manner until we transition from @y, ; to ®y, using the tempered

likelihood associated with (.
4. Transition from Oy, to O y,;1 using the tempered likelihood associated with [Sy,.
5. Continue in this manner until we transition from @y, 1 to @2y, using ;.

6. Accept transition from g to ®,y, with probability

Ni—1 2Ny
- { HZ AN [12, po(y)|©4) }

= z 1ph(YZ|®h) h=N;+1 Hz‘]\i1ph+1(Yi)|®h)

Since we only temper the likelihood, many of the posterior distributions from Section A.2.1

can be used. Thus we will only have to modify the posterior distributions for the v, o2, ,
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¢, and Z parameters. We will start with the (¢), parameters. Letting

N

(Mg ) s > ( Xim )h ( Yi(Zij)h = (Zi)*Win = (Zi)i > (Xin)n (@)

02)h — =
M
- Z(Zz‘j Vi) + Z(in)h(¢kn)h] ) ) )
k#j n=1
and
B <
(Mk:m 0'2>h ; sz IP + (ka)h )

we have that

<¢km)h|@—(¢km)hayla s YN Y N((Mkm)h(mkm>h; (Mkm>h)

The posterior distribution of the (Z);, parameters are still not commonly known distributions,

so we have to use the Metropolis-Hastings algorithm. Thus, we have that

K
P((Z)rl (O, )iy, - yw) o [ [ (Za) im0
k=1

X ea:p{ 20 (yz Z ik) ( Z Xin)n(Ppn) ))
<Yi - Z(Zik>h <(Vk)h + Z (Xin)n(Dpn) )) }

k=1

We will use Q((2z)},|(zi)n—1) = Dir(a,(z;)p—1) for some large a, € R" as the proposal

distribution. Thus the probability of accepting a proposed step is

P ((2)3l(®—(zy )nsy1, - ¥N) Q ((z:)n-1|(z:)})
P ((2)h-11O—z),_1>¥1: - - yn) Q ((Z)|(Z)n-1) |

A((@2),, (20 _y) = min {17
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Next, letting

and

we have that

W)nl®—w)m Y1 YN ~ N((Bj)u(bj)n, (Bj)n).

The posterior distribution for (%), is a distribution that can be easily sampled from, so we

can use Gibbs sampling to get posterior draws. Letting

i 11{ k=1 M m=1
(yl —> (Zin ((Vk)h + Z(XiM)h<¢km>h)>]
k=1 m=1
we have
(0'2)h’®—(02)h7y17---aYNN]G( ﬁhPN,BO—i-(/Bg)h) .

Lastly, we can sample from (), using a Gibbs sampler to get posterior draws. Letting

(Wim ) = % ((Z(Zik)h(¢km)h> (yi —> (Zi)n <(Vk)h + Z(Xin)h(¢kn)h)>>

k=1 k=1 n#m

then we have that

and

O6im )A€ (i Y15 -+ YN~ N (Wi )1 (Wi ), (Wi ) 1)
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As stated before, complex models will often require large IV, to accept the tempered transition
proposed states. Unfortunately, this can be very computationally expensive, which is why
we recommend using a mixture of tempered transitions and standard sampling techniques
as described in Section A.2.1. From proposition 1 of Roberts and Rosenthal [2007], we
know that an independent mixture of tempered transitions and untempered transitions will

preserve the stationary distribution of the Markov chain.

A.2.4 Membership Rescale Algorithm

As discussed in Section 2.1.4, our model can be unidentifiable. To make the clusters more
interpretable, we will rescale the allocation parameters Z;; such that in the two feature
model, at least one observation belongs completely to each feature. This specific assumption
that one observation belongs entirely in each feature is known as the seperability condition
[Papadimitriou et al., 1998, McSherry, 2001, Azar et al., 2001, Chen et al., 2022]. Thus
in order to ensure identifiability, algorithm 2 can be used when we only have two features.
In the case where there are more than two features, the assumption of seperability can
be relatively strong, and weaker geometric assumptions, such as the sufficiently scattered
condition [Huang et al., 2016, Jang and Hero, 2019, Chen et al., 2022] can be used to ensure
identifiability. From Chen et al. [2022], we have that an allocation matrix Z is sufficiently

scattered if:
1. cone(Z')* C K
2. cone(Z')*Nbd C {Xes, f=1,...,k,A>0}

where K := {x € R¥|||x|]s < X1k}, bdK := {x € R¥|||x]|» = x'1x},
cone(Z')* := {x € R¥|xZ' > 0}, and ey is a vector with the i element equal to 1 and zero

elsewhere. The first condition can be interpreted as the allocation parameters should from
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a convex polytope that contains the dual cone K*. Thus we have that
Conv(Z') C K*,

where K* := {x € R¥[x'1x > vk — 1||x||2} and Conv(Z') := {x € R¥|x = Z'\,\ € AV},
where A* denotes the N-dimensional simplex. Ensuring that these conditions are met in our
proposed model is non-trivial. The major non-identifiabilty problem we wish to solve is the
rescaling problem discussed in Section 2.1.4. Therefore, we will focus on trying to promote
allocation structures such that the first condition is satisfied. Similarly to the case of two
functional features, we aim to find a linear transformation such that the convex polytope of
our transformed allocation parameters covers the most area. Thus letting T € R¥ x RX be

our transformation matrix, we aim to solve the following optimization problem:

max |Conv(TZ')|

s.t. ZiT eC \V/Z,

where |Conv(TZ’)| denotes the volume of the convex polytope constructed by the allocation
parameters. Since the second condition is likely not met, we cannot ensure that our model
is identifiable. However, the model is more interpretable, making inference easier for the
end user. Once the transformation matrix (T) is found, then we can rescale the allocation
parameters (z;) and the corresponding mean and covariance parameters (v and ¢,,,). From
empirical evidence, we found that the membership rescale algorithm is almost always needed
in the case when we have only two features, however when we have more than 2 features,

the rescaling may often not be needed.
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Algorithm 2 Membership Rescale Algorithm
Require: Z,v,®, M
T < matrix(0,2,2) > Initialize inverse transformation matrix (2 x 2)
11
while 7 < 2 do
max_ind < max_ind(Z][, ]) > Find index of max entry in i column
T(i,] + (Z[max_ind,])
1 1+1
end while
Zt <+ Z x inv(T) > Transform the Z parameters
vi—Txv > Transform the v parameters
141
while : < M do
®t[,,i] T x ®[,,1 > Transform the ® parameters
1 i+1
end while
return (Z_t,v_t, ®_t)

A.3 Simulations and Case Studies

A.3.1 Simulation Study 1

In this simulation study, we empirically study the convergence properties of our model on
simulated data. In this simulation study, we considered a two feature mixed membership
model, where the observed data are 10-dimensional vectors (y € R'Y). Since we have an
identifiability problem between the mean and covariance parameters, we will have to ensure
that the v parameters are orthogonal to the ¢ parameters. Thus in order to generate the

dataset, we first will generate the model parameters in the following way:

Vi ~ N (019, 9110),

Xim ™~ N<07 1)7
for k = 1,2 and m = 1,...,4. In order to ensure that the ¢ parameters are orthogonal
to the mean parameters, we will let B+ := {by,...,bg} be a set of basis vectors such that
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the B+ spans the subspace orthogonal to the v parameters. Thus we can generate the ¢

parameters in the following way:

¢km = qkmBJ_7

where qg; ~ N (0g,1g), qre ~ N (0g,0.491g), qrz ~ N (0g,0.25I3), and qps ~ N(0g,0.091g).
The allocation parameters z; were drawn from a mixture of Dirichlet distributions. Roughly
30% of the allocation parameters were dawn from a Dirichlet distribution with a; = 10 and
ay = 1. Another roughly 30% were drawn from a Dirichlet distribution with a; = 1 and
ay = 10. The final roughly 40% of the allocation parameters were drawn from a Dirichlet
distribution with a; = ap = 1. Lastly, 02 was set to 0.01 for this simulation study. Once all
of the parameters were drawn, we generated a dataset and repeated this process 50 times
for each of the three different sample sizes (i = 50,250, 1000). A mixed membership model
was then fit for each of the datasets using 200,000 MCMC iterations saving only every 100
iterations (n_tryl = 150, n_try2 = 10, n.MCMC1 = 4000, n- MCMC2 = 4000, M = 4).

Lastly, convergence metrics were calculated and displayed in Figure 2.2.

A.3.2 Simulation Study 2

In this simulation study, we evaluate the performance of various information criteria in
choosing the number of features in our proposed mixed membership model. To evaluate the
information criteria (BIC, AIC, and DIC), we fit multiple mixed membership models with
as little as 2 features to as many as 5 features (K = 2,...,5) on 50 different datasets. The
datasets were generated from our proposed mixed membership model with 3 features. In
order to generate the datasets, we first randomly generated the parameters of our model.

For each of the 50 datasets, the parameters were drawn in the following way:

v ~ N (0g, 10I5),

¢hi1 ~ N (090, Inp),

127



¢i2 ~ N(Ogo, 0.512()),
¢’i3 ~ N(OQO, 0.2120),
Xim ™~ N(07 ]->a

where ¢+ = 1,...,200 and m = 1,...,3. Similarly to simulation study 1, the allocation
parameters were drawn from a mixture of Dirichlet distributions. Roughly 20% of the al-
location parameters were dawn from a Dirichlet distribution with o7 = 10 and ay = 1.
Another roughly 20% were drawn from a Dirichlet distribution with a; = 1 and ay = 10.
The final roughly 60% of the allocation parameters were drawn from a Dirichlet distribution
with oy = ap = 1. Similarly, we set 0% equal to 0.01 for all 50 datasets. Once all of the
parameters were drawn, the 200 observation (y; € R?°) datasets were drawn. Once the data
sets were created, we fit 4 models (K = 2,...,5) using a MCMC with 100,000 iterations,
saving only every 10 iterations, with the following hyperparameters: n_tryl = 50, n_try2 =

5, n.MCMC1 = 4000, n-MCMC2 = 10000, M = 4.

The first IC we considered for this simulation study is the Bayesian information criterion

(BIC). The BIC, proposed by Schwarz [1978], is defined as:
BIC = 2log P <Y|é> — dlog(N)

where d is the number of parameters, © is the collection of maximum likelihood estimators
(MLE) of our parameters, and Y = {y;}, is the collection of our observed vectors. In the

case of our mixed membership model, we have that
BIC = 2log P (Y|f/, $.62, 7, x) — dlog(N) (A.23)

where d = (N + P)K +2MKP + 4K + (N + K)M + 2.
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Similarly, the Akaike IC (AIC), proposed by Akaike [1974], can be written as

A ~

AIC = —210g P (ny/, & 62 7. x) +2d. (A.24)

Following the work of Roeder and Wasserman [1997], we will use the posterior mean
instead of the MLE for our estimates of BIC and AIC. Due to identifiability problems, the
posterior mean of the mean component in Equation 2.12 for each observation, as well as the
posterior mean of o2, will be used to estimate the BIC and AIC instead of estimates of the

posterior mean for each individual parameter.

The modified Deviance IC (DIC), proposed by Celeux et al. [2006], is advantageous to the
original DIC proposed by Spiegelhalter et al. [2002] when we have a posterior distribution
with multiple modes, and when identifiability may be a problem. The modified DIC (referred
to as DICj in Celeux et al. [2006]) is specified as:

DIC = —4Ee[log f(Y|©)|Y] + 2logf(Y) (A.25)

where f(yi) = wLo S P (yilp®, @0, (03),20), f(Y) = [T, f(y), and Nyc is the

number of MCMC samples used for estimating f(y;). We can approximate Eg[log f(Y|©)[Y]

NMC

by using the MCMC samples, such that

Nye N

Eellog f(Y[®)|Y]| ~ — Z Zlog [ (y 1 &0 (02)(1),Z(l)>} .

=1 i=1
A.3.3 EEG Case Study

In this case study, we analyze resting-state EEG data from typically developing (TD) children
and children with Autism spectrum disorder (ASD) [Dickinson et al., 2018]. For this case
study, we fit a 2 feature mixed membership model and a 3 feature mixed membership model

with 5 eigenvectors (M = 5) for each model. Using AIC and BIC to help inform our
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choice on the number of features, we find that the 2 feature model seems to be a better
model for the data (AICy = —12905.6, AIC5 = —12204.5, BICy = 9236.7, BIC5 = 7328.0,
DICy = —14010.5, DIC; = —14197.9). To get a good starting position, we used the
multiple start algorithm (Algorithm 1) with n_tryl = 50, n_try2= 50, n-MCMC1 = 8000,
and n MCMC2 = 8000. Once we had our initial starting position, we ran a Markov chain for
500,000 iterations, saving only every 10 iterations. Figure A.1 shows the recovered covariance
structure from our mixed membership model. We can see that the covariance structure for
feature 1 accounts for the shift in the alpha peak that was found in Scheffler et al. [2019].
On the other hand, we can see that most of the variation in feature 2 is in the low frequency

range, which is where we expect the most pink noise.
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Figure A.1: Visualization of the covariance structure for the two feature mixed membership

model. Light blue represents positive covariance, while dark blue represents negative covari-
ance.

A.3.4 Molecular Subtypes of Breast Cancer

For this case study, we used the data provided in Parker et al. [2009], and only used the
observations labeled as LumA, Her2, or Basal (N = 115). The data set contained some
missing values, so we used MICE [Van Buuren and Groothuis-Oudshoorn, 2011] to impute

the missing data. To get a good starting position, we used the multiple start algorithm
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(Algorithm 1) with n_tryl = 50, n_try2 = 6, n. MCMC1 = n_-MCMC2 = 10000, and K = 3.
Using the informed starting position, we then ran our Markov chain for 500,000 iterations,
saving every 10%" iteration. The parameters were then rescaled for ease of interpretation
by using the membership rescale algorithm (Algorithm 2). From Figure A.2, we can see
the correlation structure in each of the 3 features. We can see that there is relatively high

correlation between many of the genes in feature 1 (corresponding to the LumA cancer

subtype).
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Figure A.2: Visualization of the correlation structure of the each feature (Feature 1: Top
Left, Feature 2: Top Right, Feature 3: Bottom Middle). Positive correlation is depicted by
a red chord, while negative correlation is depicted by a blue chord. Pairwise correlations of
less than 0.8 were omitted from the diagrams above.
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Figure A.3: Comparative visualization of the differences between mixed membership models,
finite mixture models, and factor models. Each of the models were fit on the same set of
data, illustrated by the black dots.

A.4 Factor Models and Mixed Membership Models

Mixed membership models for continuous data, as encoded in our representation in (2.5),
are related to latent factor models, as they rely on similar additive structures. Nevertheless,
mixed membership models obtain an alternative decomposition of the data variance, leading
to a different interpretation of the model parameters. An illustration of the differences
between Gaussian finite mixture models, factor models, and our proposed mixed membership

model can be seen in Figure A.3.

Factor models are a common tool used in multivariate analysis to model dependence in
high-dimensions through a lower-dimensional linear combination of latent factors [Bernardo
et al., 2003, Carvalho et al., 2008, Bhattacharya and Dunson, 2011]. The general form of a
factor model can be written as

yi— =B +v;

where B € RP*X is known as a matrix of factor loadings and A; ~ Np(0,1Ip) are known
as latent factors. The parameters v; ~ Np(0,X) are parameters accounting for random

error, where X is a P x P diagonal matrix. Integrating out the latent factors, factor models
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generally assume the following distribution on our data:
yi ~ N(1, BB + ).

Using this parameterization, we can see how factor models are useful in estimating high

dimensional covariance matrices using a low-dimensional representation using factors.

Factor models can be written in an alternative representation that look similar to the
mixed membership model in Equation 2.13. Treating the latent factors in a similar fashion

as the allocation parameters in Equation 2.13, we arrive at

K
Vil Ai ~ N (H + Z Aikbg, 2) )

k=1

where \;; is the k' element of A; and by, is the k™ column of B. If we try to interpret A
in a similar way as the allocation parameters in our proposed mixed membership model, we
have that the mean of the k" feature becomes p + by. While the form of factor models
may seem similar to our proposed mixed membership model, there are two key differences
between the models. The first, and most important difference, is that \; do not lie on the
unit simplex. This constraint greatly affects the estimation of the feature specific means,
more than just a simple rescaling of the means. Constraining the allocation parameters
also helps extremely with interpretability. Since z; lie on the unit simplex, we can interpret
the elements Z;;, as the i'® observation’s proportion of membership to the k" feature. On
the other hand, Zszl Air 18 not necessarily equal to 1, meaning we cannot interpret the
Air parameters in a similar fashion. Moreover, the \;. parameters can be negative, making
interpretability of the \;; parameters challenging. The second key difference is that the
factor model conditional on the latent factors has the same covariance, 3. Thus using a
factor model, we cannot estimate the correlation structure stratified by feature (i.e. Figures

1 and 2 in the Supplementary Materials).
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Figure A.4: Comparison between a factor model and our mixed membership model, fit
on simulated data. The top subfigure illustrates the difference in the mean components
between the two models, while the bottom subfigure illustrates the difference between the
latent factors of a factor model and allocation parameters of a mixed membership model.

An illustration of the differences between factor models and mixed membership models
can be seen in Figure A.4. To compare the differences between factor models and mixed
membership models, we simulated 250 data points (y; € R'%) and fit a factor analysis model
with 2 factors, as well as a mixed membership model with 2 features. Even though factor
models and mixed membership models have a similar additive mean structure, we can see
that the estimated means significantly differ due to the added constraint on the allocation
parameters in a mixed membership model. Figure A.4 also illustrates that the allocation
parameters (z;) are closely related to both factors in a factor model. However, trying to
interpret the factors as membership to a cluster or feature is challenging because the factors
lie R?, which is an unconstrained space. On the other hand, the allocation parameters can
simply be represented on the unit interval, allowing for easy interpretation. Therefore, while
there are similarities between factor models and mixed membership models, we can see that

there are substantial differences between the two models. We maintain that while factor
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models are a useful tool to estimated the covariance structure of high dimensional data, they

are not well suited for the clustering-type problems discussed in this manuscript.
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APPENDIX B

Appendix: Functional Mixed Membership Models

B.1 Proofs

B.1.1 Proof of Lemma 3

Proof. We will first show that & is a linear subspace of L*(7T). Let wy,wy € S, and let
ag,ap € R, Since 8 is the space spanned by the square-integrable basis functions by,...bp

(S = {ZP ayb, 1 a; € R}), we can write w; = 25:1 dpbp and wy = 25:1 B,b, for some

p=1
dp, Bp € R. Therefore we have that

P P
QW1 + Wy = (Z 5pbp> + Qo (Z prp> .
p=1

p=1

Letting 7, = a10, + a2f8,, we have that
P
QW + Qg = vabp €S.
p=1
Therefore, by definition, we know that & is a linear subspace of L?(T). Next, we will show

that & is a closed linear subspace. Let f,, be a Cauchy sequence in &. Thus by definition,

for some € > 0, there exists a m € N such that for ¢, 7 > m we have

1fi = fills <e. (B.1)
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Since f;, f; € S, we know that f;, f; € span{by,...,bp}. Thus using the Gram-Schmidt
process, we know that there exists an orthonormal set of functions such that span {b;,...,bp}
= span{i)l,...,gp}. Thus can expand f; and f; such that f; = 25:1 al-pi)p and f; =

P ; . .
> p—1 Qjpby. Thus we can rewrite equation B.1 as

P P ) 1/2
Ifi = fills = <Z(O‘ip — jp)by, Z(aip - O‘J’p)bp>>

P

1/2
= Z <(aip - O‘jp)gm (aip — ajp)gp>>

p:l 1/2

= Zl H(O‘ip - O‘J'p)l;p s)

i ) 1/2

= ZL((aip_@jp)gp(t)) dt)

P 1/2

- Z(O‘ip - O‘jp)Q /pr(t)th) . (B.2)

p=1

Since b,(t) are orthonormal, we know that I+ b,(t)2dt = 1. Thus from equations B.1 and

B.2, for 7,7 > m, we have that

e>|fi— fills

(B.3)

Thus we can see that the sequence «;, is a Cauchy sequence. Since the Euclidean space is a

complete metric space, there exists o, € R such that a;, — «,. Letting f = 25:1 b, (1),
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we have

P 1/2
Hfl - fH = (;(O‘zp a) pr(t) dt)
P 1/2
- (Z(O‘ip ap)2>
=D oy — ], (B.4)

for all 7, 7 > m. By definition of a;, — a,, we know that for e; = %, there exists a m; € N,
such that for all i > m; we have ||a;, — a|| < €1 for p=1,..., P. Thus from equation B.4,

we have that for all ¢ > m;, we have

Ifi = fll < e

Thus by definition, we have that the Cauchy sequence is convergent, and that & is a closed

linear subspace. O

B.1.2 Proof of Lemma 4

Proof. We will start by fixing € > 0. Notice that since b; are uniformly continuous functions
and 7 is a closed and bounded domain, we know that b; is bounded. Thus let R be such
that |b;(s)] < Rfor j =1,...,P and any s € T. Let € := 53537, where M is defined in (b)
of lemma 4. Since by, ..., b, are uniformly continuous we have that there exists §; > 0 such

that for all ¢,¢, € T, we have

[t =2l <0 = [bi(t) = bi(t.)] < ¢, (B.5)
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for i =1,...,P. Define § = min; §;. Thus from equation 3.8, if ||t — t,|| < J, then we have

|C(i’j)(8, £) — C(ivj)(s,t*) = |B/(s)Cov (0;,0,) [B(t) — B(t.)]]|

— ki;li;bk(s)Cov (Oiny» OGiny) [Bu(t) — bu(L,)]
< k: ébk(s)M [by(t) — by(t)]
< iz u(5)M [r(8) — b(2.)]
= gg |br.(5) M [bu(£) — bu(ts)]

Thus we have that for any ¢ > 0, there exists a 6 > 0, such that for any t,t,,s € T and

1 <1< 75 <K, we have

[t =t <& = |CU)(s,t) — C)(s,1,)

<€ (B.6)

Consider By := {f € H : ||f|| < Z} for some Z € R*. We will show that the family of

functions Kfg, := {Kf : f € Bz} is an equicontinuous set of functions. We will fix ¢; > 0.
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Letting f € By and ¢, t% € T such that ||t — t”|| < §, we have from equation 3.7 that

(K6 (t) — () (6.)

K
3 / OO (5,10 f8(5) — 8D (5,4 B ()ds
k=1"T

< Z[J@m) (3775(1')) F®(s) — 0t (s,tfj)) f(k)(s)’ds
k=1
K

=D [ 1CED (5,9) = O (5. 0) |50 s)|ds. - (B)
k=1"T

Thus from equation B.6 we have that ‘(C(k”i) (s,t9) — C*D (s,t@))‘ < ¢e. Notice that
since f € H, we know that f*)(s) can be written as f*)(s) = 37 a;b;(s). Since the sum of
uniformly continuous functions is also a uniformly continuous function, we know that f®*)
is uniformly continuous. Therefore, since T is a closed and bounded domain, we know that

%) is bounded. Let M; be such that \f(k)\ < M,. Thus we can write equation B.7 as

(c6)? (¢) — (1<E)" (t,)

K
< Z/ eMds
k=17T
K
:EMlz/ 1ds.
k=1“T

Since 7T is compact subset of RY, by the Bolzano-Weierstrass theorem, we know that 7 is
closed and bounded. Therefore, let B be such that fT 1dt = B. Thus, fori=1,..., K, we

have

‘(Kf)(i) (t) — (K0)D (t.)| < e K B.

Since

K , 1/2
|I(CE) (), (KCF) ()] = <Z‘(’Cf)(i) (t) — (K0 (t.) ) ,
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we know that

[1(5CE) (¢), (ICE) (t.)]| < M K2 B.

If we let e = ¢ = —> then we have that ||(KC£) (t), (KCF) (t.)]| < e1.Thus,

€1
M1 K3/2B ( M, K3/2BP2RM

from the assumption that b; are uniformly continuous (equation B.5), we know there exists

a 0 such that for j=1,..., K, we have that

€1
M, K3/2BP?2RM

lt=tll <& = [b;(t) = b(t)] < = [|(Kf) (t), (ICF) (t.)]] < er. (B.8)

Thus by definition, we have proved that KCfg, is an equicontinuous set of functions. Next,

we will show that Kfg, is a family of uniformly bounded functions. If ¢ € T, then we have

K

L)) ()] = Z / B'(s)Cov (6, 0:) B (t9) £®)(s)ds

T

:Z/%ZZZ% COV k[),ezp)bl(()f( ()d

T
M-
M=

K P
ZzzmwmemuV

k=1 p=1 [=1

Using the R defined such that |b;(s)| < R for all s € T, and condition (b), we have that
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Using Holder’s Inequality, we have

K P P

() (1) < <Z S ([ ol as) - (LIrra) 1/2)

k=1 p=1 [=1

(R (rore)’)

k=1 p=1 I=1

Since IC is the direct sum of Hilbert spaces, we know that if f € B, then ||fY| < Z for
all . since €] = S21, £ Since /9] = f fO(s)2ds = [ 159(s)[2ds, we know that
S 1f®(s)*ds < Z. Thus, we have

k=1 p=1 [=1

= KP*R2MBY?7'/? < . (B.9)
Since |[KCF[12, = 2K, | (1KH)@ (t)[2, we have that
IKf|2, < K*2?P?R*MBY?Z'/? < .

Thus we know that KCfg, is a bounded equicontinuous set of functions. Therefore, using
Ascoli’s Theorem (Reed and Simon [1972], page 30), we know that for every sequence f,, €
Bz, the set KCfg, has a subsequence that converges (Reed and Simon [1972], page 199).

Therefore, IKCfg,, is precompact, which implies that C is compact.

We will now show that IC is a bounded operator. Let f € B;. Thus, we have

It = > [ 10en® opar
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From equation B.9, we have that

K
It <> /T (K P2R*MBY?Z"/?)" at
=1

= K3P*R*M*BZ / dt.
T

Using the B defined above ([ 1dt < B), we have that

|1CE||5, = K3P4R4M2BZ/ 1dt
T

< K*P'R*M’B*Z <

Therefore we have that KC is a bounded linear operator. Therefore, if conditions (a) and (b)

are met, then KC is a bounded and compact linear operator. O

B.1.3 Proof of Lemma 5

We will start be explicitly defining the functions A;(wg,w), K;(wo,w), and V;(wg,w). Thus

we have

(2o exp {3 (Yi = (1)) (Z0)y " (Yi — <ui>o>}>
%] exp {-3(Y; — ) (Z) (Y — p)}

[log ([(35i),l) — log (|35])]

[(Yi - (Hz’)o), (Ei)al (Y; - (Nz’)o> —(Y; — Nz‘)/ (21‘)_1 (Y; — Mz)]

Ai(wo,w) =log (

log ((du)o + 03) — log (dil + 02)

e

T
L

(Vi = (2)0) (Zi)g " (Vi = (m)g) — (Y5 — ) (Z0) ™' (Ys — )] (B.10)

N~ N~ N~ -
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K;(wo,w) = — % lf;log ((di)o + 05) — log (dis + 0°)
- %Ew; (Y5 = (B)o) (Bi)y (Y = (B)g) = (Yi— ) (Z0) ' (Vi — py)]
= % lle:log ((d)o + 05) — log (di + 0°)
- % [R_— (tr (271 (Zi)o) + (1o — 1) (Z0) ™ (1) — 112))] (B.11)

Vil @) = Vara, [0 (o) (505" (Y = () — (¥ — ) (87 (¥~ )]

1 _ _ _ _
=g, [V (805" + 7)Y - 2Y1 (80" () + 27w

Letting M, = (2)," + 27, and m, = (), (1), + 3; ', we have
1
Vi(wop, w) :Z—LVaer [(Y; — M, 'm,)M,(Y; — M, 'm,)]
1 _ _
=7 (260 VL (20 ML (30)) +4 () = My ) (30, () — M ')

:% [R+ 2tr (377 (3)) +tr (377 (30) Bi7 (Z4),)]

+ ((Ni)o - Ni)/ (22‘_1 (Ei)o Ez’_l) ((Nz’)o — W) (B.12)

Let Q (wq) = {w : K;(wy,w) < € for all i} for some € > 0. We will assume that o2 > 0.
Consider the set B(wo) = {w : ;((du)o+05) < du+0° < a((di)o+07), || (14,)o — ]| < b} for
some a,b € R such that a > 1 and b > 0. Thus for a fixed wy € Q2 and any w € C(wo, €) :=
B(wg) N2 (wy), we can bound V;(wp,w). We will let \,.(A) denote the r** eigenvalue of the

matrix A, and A, (A) denote the largest eigenvalue of A. Thus we have

)

(57 (20)y) < Rhmar (571 (1)) < % (mlax(dﬂ + ag)>
0
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Thus we can see that for any w € C(wy, €),

R+2 (]jj <mlaX(du + 03))) + <§_g (mzax(d“ " 0§>>)2]

a’b?
+— max(d; + 03)

=My .

‘/;(WO,QJ)

If we can bound Aq: ((dig)o + 00), then we have that V;(wg,w) is bounded. Let || - | be

the Frobenius norm. Using the triangle inequality, we have

K K KP

1Zolle < D> > ZisZullS' () (dap)o(5,)0S (Ol + 05 | Ll
k=1 j=1 p=1
K K KP

ZZZHS (D1p)o(;,)4S(t) | + 02| T
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for all i € N. Therefore, we know that \pa. ((dig)o + 00) < My, as the Frobenius is the
squareroot of the sum of the squared eigenvalues for a square matrix. Therefore, we have
for all i € N and w € C(wo, €), we have that

‘/i<w07 (.4-7) < MV

2 T 2

Since Y 0, & = % we have that Y72, 22 = MV’T < 00. Thus we have

i Vil “’“’ . (B.13)

i=1
We will next show that for wy € @ and € > 0, II(C(wo), €) > 0. Fix wy € 2. While the (¢,,)o
may not be identifiable (for any orthogonal matrix H, (¢;,)oHH'(¢;,)0 = (¢,,)0(®xp)0), let
(@,,)0 be such that Z;ipl(gbjp)g(gbkp)o = (X,1)o. Thus we can define the following sets:

Q4

Jp

= {¢jp : (('bjp)o < d)jp < (¢jp)0 + 611}
Qu, ={vi: (i) <vi < (Vi) + €1}

ngz{a 00§a<1+61 }

We define €, and €y, such that each element of €, is between 0 and €, and each element

of €y is between 0 and e;. Therefore (¢

define

jp)O + €15 € qu],p and (Vk)o + €9 € Quk. We will

¢jp = Q¢jp’ ¢kp € Q¢kp} :

KP
szk = {Z ¢;p¢kp
p=1
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Thus for 3; such that ¢;, € €24 and 0% € Q,2, we have that

Y= Z Z ZinZij (S'(t) Z (((¢kp)0 + elkp) ((¢jp)0 + eljp),> S(t)) + (1 +e,)o3Ig

S0+ i i Kz ZuZy (S'8) (€xig) (B3,)) S(0)

+ ifizz (S6) (Bl (e1)) S(8)

+ iiKZZZ (S10) (exy) () S(8)) + 030
S

for some €, and €, such that 0 < e, < €. Thus, letting (., = (S’(t) ((€1k;p) (¢jp)6) S(t)
+S'(t) ((d)kp) (€1jp) ) S(t)), we have

122 ol < 1m0l
=tr (S'(t) ((e11) (¢ >>s<t>S'<><< Bipho (€1k)') S(t)
o) S(BS'(t) ((€130) (61,)0) S(1))

+1tr (S'(t) ((earp) (B,)0 )
+tr (S'(t) ((Brp)o €1yp)') S(t)S'(t) ((#5,)0 (e115)) S(t))
tr (S'(t) (D)o (€15)") S(E)S'(t) ((e1jp) (D1 )o) S(¥))
<étr ((

3, 0S(6)S'(6)(;,)0 (1)’ S(V)S'(t) (1)
+ 2t (5,58 (8) (e1) (1, )hS(B)S'(8) (€11y)) (B.14)
+e1tr(<1> S(6)S/(8) (1) (64, JhS(6)S'(6) (1)) -
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Using the Cauchy-Schwarz inequality, we can simplify equation B.14, such that

(B.14) = 2(S'(t)(;,)0, S (t)€15) (S (t) (D)0, S'(t) €1kp)
< 2[IS'(t)(d;,)oll211S"(t) €15 l[21IS"(€) (Prp)oll2 IS (t) €rnpl|2
< 267[|S'(t) (@, )oll2lIS'(£) 1[[2[[S"(£) (@4, )oll2]IS' (£) 1|2

Letting

M, = IS'(8)1113 [IS'(6)(@5,)0ll3 + IS'(6)(@1,)oll3]
+2([IS'(6)(d))oll21S"(6) 1|2 ]IS (£) (By ol |2 IS (£) 1]]2)

we have

2
HZ““ CJkaF < & My
In a similar fashion, we can show that

1ZixZij (S'() ((€1rp) (€155)) S(t)) |7 < €[[S'(6)1]]5

and

lesog1allE < €iog R,

By using the triangle inequality we have

(M) + JK?P||S'(t)1]3 +0§\/I_%> = e My (B.15)

for all i € N. By the Wielandt-Hoffman Theorem (Golub and Van Loan [2013] Theorem

KP

ISir < e (ff

j=1 k=1 p=1
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8.1.4), we have that

S (O (R0 +5) =2 ((00) < ISl

r=1

which implies that

max
T

A (B0 + ) =0 (B0)]| < [12il1e (B.16)

where A,.(A) are the eigenvalues of the matrix A. By using equation B.15, we can bound

the log-determinant of the ratio of the two covariance matrices as follows

12\ R ((Ei)o + Si)
o () =1 [ A (B00)

< log (ﬁ ((dir)o + 05) + €1M2>

1 (dir)o + 0(2)

M
< Rlog (1 + 2 22) . (B.17)
99

We can also bound tr (E;l (Ei)o). To do this, we will first consider the spectral norm,
defined as ||A]l; = V/A*A for some matrix A. In the case where A is symmetric, we have
that ||Alls = max, |A\.(A)|. By the submultiplicative property of induced norms, we have
that

max |\ (AB)| = [AB[l, < [AlL]B]l> = max |\, (A)| max |\, (B),  (B.1g)

for two symmetric matrices A and B. By using the Sherman—Morrison—-Woodbury formula,

we can see that
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Thus, we have that
-1 1y -1
57, = Ik — (30515 ((zi)o + 2@) (24, - (B.19)

Using equation B.18, we would like to bound the magnitude of the eigenvalues of

- _ -1
(Zi)o ' ((Zi)o + 2¢> (3),- We know that

max
r

and

max )\T(ii) < e Msy,

r

with the second inequality coming from equation B.15. From equation B.19 and basic prop-

erties of the trace, we have that

Thus, using the fact that the trace of a matrix is the sum of its eigenvalues, we have that

A (2 ((zi)o + 2) 1) ‘ .

Using the submultiplicative property stated in equation B.18, we have

tr (2" (%;),) < R+ Rmax

]

RElME

2
09

tr (71 (%)) <R+

1

(B.20)
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Lastly, we can bound the quadratic term in K;(wg,w) in the following way:

((Mz’)o - IJ’i)/ (Ei)_l ((Nz’)o —p;) < H(Nz‘)o - l'l’zH; mﬁx )‘r((Ei)il)

< LY IS 0w - el

AN
)

>
3
&

—5 86 (B.21)

where Ag(¢] is the maximum eigenvalue of the matrix S(t)S’(t). Thus letting

2 2
) on 2e 2e0)
— — | -1 B.22
a= mm{M2 (eXp (33) ) ! 3RM2} (B-22)

203¢€
< _ B.23
“ 3K R/\’Sn('f)C7 ( )

we have from equations B.17, B.20, and B.21 that

and

Ki(wo,w) < e for all w €

where Q; := (xj; Xi; Qij> X (szl Q,,k> x€22. Letting a > max {1 + %, <1 - %

and b > , /KRe%)\’s”(%‘ in the definition of C(wy,€), we have that €y C C(wq,€). Let Hy be
the set of hyper-parameters corresponding to the ¢ parameters, and let H(n¢,) be the prior
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distribution on n, € Hy. Thus we have that

K KP P bjrp)oter
II (w c C (.do, / HHH/ /’7];19 PJ eXp{ /erpr] ¢]rp} d¢ijdH(n¢)
H

¢ j=1p=1r=1 jrp)

Vi 0+€21 T
X H/ / |P| 2exp {El/%Pl/k} dv dII(7%)

></1+61 L(02) *0~Lexp _bo do?.
o2 ['(ap) o?

0

Restricting the hyper-parameters of ¢ to only a subset of the support, say f[¢, where
~ 1
Hy = 77¢>31—0§’erp§1071§5pj§2,1§a1j§10,1§612jSlo ;

we can see that there exists a My, > 0 such that

[ V5 rpTpj VirpTpj
o —5 - X p{ T¢]rp} > M¢jrp7

for all ¢jrp € [(Djrp)o; (Pjrp)o + €1]. Similarly, we can find a lower bound My > 0, such that

/ff¢ d(ng) > Mg,

Similarly, if we bound 73 such that 5 < 7 < 10, it is easy to see that there exists constants

M,,, M, ,M,> > 0 such that

Tk P/2 _ Tk
(%> |P|~2exp {EV;PV;?} >M,,,

for all vy, € [(Vk)o, (Wi)o + €21],
10
/ H(Tk> Z MTk,
1

10
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and
0’ (o) lexp _bo > M,
['(ap) o2 =77

for all 0% € [0, (1 + €)o?]. Therefore we have that

K KP P

11 (w - C((—do,€>) > Mf{¢ HHHQM%TP

j=lp=1r=1
K
P
< [ [ M5 M,
k=1

X elagMag

> 0.

Therefore, for € > 0, there exists a and b such that > ., V*“;;"") < oo for any w € C(wy,¢€)

and IT (w € C(wy,€)) > 0.

B.1.4 Proof of Lemma 6

Following the notation of Ghosal and Van der Vaart [2017], we will let PLY) denote the

joint distribution of Yy,..., Yy at wy € 2. In order to show that the posterior distribution,

IIN([Y1,...,Yy), is weakly consistent at wy € €, we need to show that IIn(U°|Y1,..., Yn) —

0 a.s. [P,,] for every weak neighborhood, U of wy. Following a similar notation to Ghosal and
Van der Vaart [2017], let ¢y be measurable mappings, ¢y : SY x ZY — [0, 1], where Z is the
sample space of {Z;1,...,Zix}. Let ¥n(Y1,...,YN,21,...,2n) be the corresponding test
function, and
Py =Epyton (Y1, ..., YN, 21,...,2x) = [ ndPL, where PJ denotes the joint distribu-

tion on Yq,..., Yy with parameters w. Suppose there exists tests ¢ such that PZX)@bN — 0,
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and supy,cye PY (1 —1n) — 0. Since ¥y (Y1,..., YN, 2Z1,...,2y) € [0,1], we have that

IL,(U°|Y1,...,YN) <IL(UY1, ..., YN) + Un(Ye, . YN) (1= TL(U[Yy, ..., Yy))

N fi(Yi;w)

oy Y)+(1—¢N(Y1,.. Y) fye TIY, £SE) anI(w)

- N 1y--+> N N lewdH .
fﬂ ZllewO ()

(B.24)

To show that IL,(U¢|Y1,...,Yy) — 0, it is sufficient to show the following three conditions:

L on(Y1,.. ., YN, 21,...,2n) = 0 as. [P,

2. "N (1= Yn(Yi,..., YN, z1,...,2x)) [, T] Y, Jf:‘;( ;"0) dII(w) — 0 a.s. [P,,] for some
51 > 07

3. BN <fﬂ 1Y, L) T Ty I (w )) — 00 a.8. [P,,] for all 8> 0.

=1 fz(Y wO

We will start by proving (c). Fix § > 0. Thus we have

~ (it (L[S ()

By Fatou’s lemma, we have

l%vniio%f/slexp AN — Zl g<f’ Y“ZO))> A (w)

im inf ex Ji Yl,w0)>
_/ﬂl fexp |BN — Zlog( X ) dIT(w)

N—oo

Let 5 > € > 0 and a,b > 0 be defined such that lemma 5 holds. Since C(woq, €) C €2, we have
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that
(Y5 w)
/QhNHigfexp [ﬁN - ;log (m)] dIT(w)
N
N fi(Yi;wo)
Z/Cv(woﬁ) han}oI})feXp [BN — Zzllog (m)] dH(UJ)

By Kolmogorov’s strong law of large numbers for non-identically distributed random vari-

ables, we have that

%Z (Ai(wo, w) — K;(wo,w)) = 0

a.s. [P.,]. Thus for each w € C(wy, €), with P,,,-probability 1,

N
1 -
jNEZ&@mw)%EUQ@mw»<e<B,

=1

since w € C(wy, €). Therefore, we have that

o ((fi(Yiw)
[t [ =3t (G528 ) > [t o 36 - e

Since f — e > 0, and IT1 (6 € C(wy,€)) > 0 (lemma 5), we have that

o ([T 1)) o
(Agfi(Yi;wo)dH( )> - (B-25)

a.s. [P,,] for all 8 > 0. We will now show that exists measurable mappings such that

PY4n — 0 and sup,eye PY (1 — ¢n) — 0. Consider weak neighborhoods U of wy of the

u:{wW/ﬁML—/ﬁM%

where r € N, ¢; > 0, and f; are continuous functions such that f; : § x Z — [0, 1]. As shown

form

< €, izl,?,...,r}, (B.26)

in Ghosh and Ramamoorthi [2003], for any particular f; and ¢; > 0, | [ fidP, — [ fidP.,| <
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& iff [ fidP, — [ fidP,, <€ and [(1— f;)dP, — [(1 — f;)dP,, < e. Since fi = (1—f)is

still a continuous function such that ﬁ : 8 X Z — [0,1], we can rewrite equation B.26 as

where g; are continuous functions such that g; : S x Z — [0, 1] and ¢; > 0. Following Ghosal
and Van der Vaart [2017], it can be shown by Hoeffding’s inequality that using the test

function 12, defined as

N
- 1 .
viv(Yn,. o Y, 2v) = 1 {N > 0i(Y25) > /gideo + 5} . (B28)
j=1
leads to
/’I/NJiN(Yl,. .. ,YN,Zl,. .. ’ZN)deo < e_NE%/z

and

/(1 _QZiN(Y17"‘7YN7Z17‘"JZN>> de < G_NE?/2

for any w € U°. Let 9, = max; Yin be our test function and € = min; ;. Using the fact that

E(max; @ZN) < 21E<17Z1N) and E(1 — max; &ZN) <E(1- @m), we have
/wN(Yl, YN, 21, .. zy)dPy, < (2r)e N2 (B.29)

and

/(1 - 77Z}N(Y1a s 7YN7Z17 s aZN))de S €_N€2/27 (B30)

for any w € U°. Using Markov’s inequality on equation B.29, we have that

ZN) Z efnC’) S E(¢N(Y1”"7YN7ZL~--,ZN))

P(¢N<Y1>---7YN7Z17---7 e—NC

< (27‘)6_N(62/2_O)
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Thus letting C' < €2/2, we have that Y%, P (Vn(Y1,..., YN, 21,...,2y) = e V) < o0
Thus by the Borel-Cantelli lemma, we know that

P (limsupP (¢N(Y1, o YN, Z1, . ZN) > e_NC)) =0

N—o0

Thus we have that ¢¥n(Y1,..., YN, 21,...,2y) — 0 as. [P,,] (Condition (a)). To prove

condition (b), we will first start by taking the expectation with respect to P,,:

N .
EP‘% <€BN (1 —wN(Yl,...,YN,ZI,...,ZN)) /MCH%dH(w>>

_ AN (1 _ ’ ’ o fi(Yiw) o
—/SN< (1—Yn(Yy, ..., YN, 21, ..., N))/Cz]‘_ll:fi(Yi;wo)dH( )

. (H/SG’BN (1 — ¢N<Y1, e ,YN, Zy, ... ,ZN)) fz(Y“w)dY1> dH(W)

N
ary
=N | Bpy (1 —Yn(Yy, ..., YN, 21, ... ,2y)) dII(w)

where the last inequality is from equation B.30. Thus by Markov’s inequality and letting
By < €2/2, we have that

N
(Y, w) 5
PleN(1—vn(Yy,....Y Mdl‘[ > o—N(&/2-51)/2)
(6 ( ¢N( 1, y YN, 21, ’ZN))/MCZHI‘]C@(Y“QJO) (UJ) -~ €

]EPL% (eﬁN (1 - ¢N(Y17 s 7YNa Zy, ... 7ZN>) fuc Hf\il ;:l((YYZ:)O)) dH(W))
= N (/2= A)2)
< N(2/2-51)/2)

Letting Ey be the event that e’ (1 —¢n(Y1,..., YN, 21,...,2xn)) [y [] Iy SilYiw) dH( )

=1 fz Y L"0
> e N(€/2-61)/2) e have that Y, P(Ey) < co. Thus by the Borel-Cantelli lemma, we
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have that

b (Y w)

1l fi(Yi§w0)dH(w> — 0

eﬁN (1 _wN(Y17"'7YN7Z17"'7ZN))/

u

a.s. [P,,] for 0 < B; < €?/2. Therefore, we have proved conditions (a), (b), and (c). Thus

by letting 3 in condition (c) be such that 3 = 31, where 0 < 3; < €2/2, we can see that
Iy (U Y, ..., Yy) = 0 as. [P,,] for every weak neighborhood, U of wy.

B.2 C(Case Studies

B.2.1 Simulation Study 1

In this simulation study, we looked at how well we could recover the mean, covariance,
and cross-covariance functions at different numbers of functional observations. For this
simulation, we used 3 different number of functional observations (N = 40, 80, 160), and ran
50 MCMC chains for 500,000 iterations. To help the chain converge, we used the Multiple
Start Algorithm (Algorithm 3) with n_tryl = 50, n_try2 = 10, n.MCMC1 = 2000, and
n_ MCMC2 = 20000. Due to our allocated computation budget, we did not use tempered
transitions to help move around the space of parameters. In order to save on memory, we
only saved every 100 iterations. We used 8 functions to form the basis of the observed
functions, such that the observed smooth functions lie in a space spanned by cubic b-spline
basis functions with 4 equally spaced internal nodes (P = 8), and that 3 eigenfunctions can
capture the entire covariance process (M = 3). For this simulation, we used the two feature
model (K = 2). For each simulation, we used the same v, ®, and o? parameters for each
simulation. We specified that o2 = 0.001, while the v parameters were drawn according to

the following distributions:

v ~N((6,4,...,—6,-8),4P),
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Vs ~ N ((=8,—6,...,4,6),4P)

where P is the matrix corresponding with the first order random walk penalty. Due to the
non-identifiability described in Section 3.1.2, we drew the ® parameters from the subspace or-
thogonal to the space spanned by the v parameters. Thus let colsp(B*) := span{bi, ..., bg} C
R® be the subspace orthogonal to the v parameters, which can be described as the span of

6 vectors in R®. The @ parameters were drawn according to the following distributions:

Opn = UemBT k=1,2 m=1,2,3,

where qi; ~ N(0g,2.251¢), qra ~ N(0g,15), qrzs ~ N(0g,0.49I5). While this may not
completely remove the effect of the non-identifiability mentioned in Section 3.1.2, it should

help minimize its impact on our recovery of the mean and covariance structures.

For the z; and x;,,, parameters, we would draw 3 different sets of parameters (correspond-
ing to the various number of functional observations). The x;,, parameters were drawn from
a standard normal distribution. The z; parameters were drawn from a mixture of Dirichlet
distributions. Roughly 30% of the z; parameters were drawn from a Dirichlet distribution
with a; = 10 and as = 1. Another roughly 30% of the z; parameters were drawn from
a Dirichlet distribution where a; = 1 and as = 10. The rest of the z; parameters were
drawn from a Dirichlet distribution with a; = as = 1. For each simulation, we used these

parameters to simulate observed functions from our model.

Before getting the posterior median estimates of the functions of interest, we used the
Membership Rescale Algorithm (algorithm 4) to help with interpretability and identifiability.
From figure B.1, we can see that that we do a good job in recovering the covariance and
cross-covariance functions. The estimated functions are slightly conservative, as they tend
to slightly underestimate the magnitude of the covariance functions. Figure B.2 show the
median posterior mean recovered from each of the 10 MCMC chains when we have 250

functional observations. As we can see from the figure, there is very little variation in the
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estimates of the mean function between 10 MCMC chains.

B.2.2 Simulation Study 2

Picking the number of features can be a challenging task for many practitioners, especially
when there is little scientific knowledge on the data. Practitioners often rely on information
criterion to help aid in picking the number of features. In this simulation, we simulate 10
different “true” data-sets from a 3 feature model to see if information criterion can help
pick the correct number of features. For this simulation study, we considered testing the
information criterion under the model when K = 2,3,4, and 5 (where K is the number of
features in our model). For each K and each data-set, we ran a MCMC chain for 100,000
iterations each. To help the chain converge, we used the Multiple Start Algorithm (Algorithm
3) with n_tryl = 50, n_try2 =5, n. MCMC1 = 2000, and n_MCMC?2 = 4000. To save on

memory, we only saved every 10 iterations.

For the 10 “true” data-sets with 3 functional features (K = 3) and 200 functional obser-
vations (N = 200, n; = 100), we assumed that the observed smooth functions lie in a space
spanned by cubic b-spline basis functions with 4 equally spaced internal nodes (P = 8), and
that 3 eigenfunctions can capture the entire covariance process (M = 3). In this simulation,
we assumed that 02 = 0.001, and randomly drew the v and ® parameters for each data-set

according to the following distributions:

vi ~N((6,4,...,—6,—8),4P),

Vs~ N (=8, —6,...,4,6),4P),
vy ~ N (0,4P) |
b ~ N (0,15)
Do ~ N (0,0.51g) ,
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(a) CW1) (b) C22)

(c) €2

Figure B.1: Posterior median estimates of the covariance and cross-covariance functions
(opaque) along with the true functions (transparent) for a simulated data set with 160
functional observations.

163



Feature 1 Mean Feature 2 Mean

-10

0 250 500 750 1000 0 250 500 750 1000
time time

Figure B.2: 95% credible interval of the posterior mean functions for the case when we have
160 functional observations.

¢k3 ~ N(O, 0218) .

The x;,, parameters were drawn from a standard normal distribution, while the Z pa-
rameters were drawn from a mixture of Dirichlet distributions. 20% of the z; parameters
were drawn from a Dirichlet distribution with «; = 10, ap = 1, and a3 = 1. Another 20%
of the z; parameters were drawn from a Dirichlet distribution where oy = 1, as = 10, and
ag = 1. Another 20% of the z; parameters were drawn from a Dirichlet distribution where
a; = 1, ap = 1, and az = 10. The rest of the z; parameters were drawn from a Dirichlet
distribution with a3 = as = 1. Once all of the parameters for the “true” data-set were
specified, the observed data points were generated according to the model. MCMC was then
conducted with various values of K, but with the correct number of eigenfunctions, M, and

the correct basis functions.
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B.2.3 A Case Study of EEG in ASD

In this study, we grouped patients based off of their T8 electrode signal. We used a two
functional feature model, and found that patients in the first feature could be interpreted
as 1/f noise, while the second feature could be interpreted as a distinct PAF. We also fit
a three functional feature mixed membership model, but found that the two feature mixed
membership model (AIC = -13091.31, BIC = 9369.66, DIC = -13783.5) seemed to be optimal
compared to the three feature paratial membership model (AIC = -12831.17, BIC = 8138.12,
DIC= -13815.34). Figure B.3 shows the median of the posterior posterior distribution of the
covariance and cross-covariance functions. We can see that the covariance function associated
with feature 1 (C™!)) has high covariance around 6 Hz, which is where we have the highest

power of 1/ f noise.

When looking at the mean function for feature 2 (figure 3.5), we can see that the peak
power occurs at around 9 Hz. However, for people who have a distinct PAF pattern, it is
common for their peak power to occur anywhere between 9 Hz and 11 Hz. When looking
at the covariance function associated with feature 2 (C*?), we can see that this is being
modeled by the high variance at 9 Hz and at 11 Hz. We can also see that people who
only have high Alpha power typically tend to only have one peak in the alpha band, which
is also accounted for in our model by the negative covariance between 9 Hz and 11 Hz.
When looking at the cross-covariance function, we can see that there is high cross-covariance
between 9 Hz in feature 1 and 6 Hz in feature 2, and negative cross-covariance between 11
Hz in feature 1 and 6 Hz in feature 2. This means that patients who are simultaneously
in feature 1 and 2 that have moderate 1/f noise are likely to have moderate alpha power
around 9 Hz and are less likely to have a peak around 11 HZ. According to the scientific

literature, this is likely to occur in younger TD individuals.

From figure 3.6, we can see that on average ASD children were tended to belong to feature

1 more than feature 2. Thus on average, ASD children tended to have a less distinct PAF
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when compared to TD children.

B.2.4 Analysis of Multi-Channel EEG Data

The proposed modeling framework is suitable for the analysis of functional data evaluated
over T C RY. Therefore, we extend our analysis in the main manuscript to include EEG
data measured on the entire cortex. Specifically, we will use a model with 2 latent functional
features (K = 2) where 7 C R3. Two of the three indices denote the spatial position on
the scalp, while the third index contains information on the frequency observed. Similarly,
the value of the function at some point ¢ € T represents the spectral power of the observed
signal. For computational purposes, we project the true three-dimensional coordinates of
the electrodes to a two-dimensional bird’s eye view of electrodes using the ‘eegkit’ package
developed by Helwig [2018]. In this section, we used two eigenfunctions to capture the
covariance process (M = 2). We used a tensor product of B-splines to create a basis for
our space of functions. For each dimension we used quadratic B-splines, with 3 internal
nodes for each spatial index and 2 internal nodes for the frequency index (P = 180). Since
we are using functional data analysis techniques to model the EEG data, we assume that
the smoothness over the spatial and frequency domains. Since EEG data has poor spatial
resolution [Grinvald and Hildesheim, 2004] and we have relatively sparse sampling across
the spatial domain (25 channels), the smoothness assumption can be thought of as a type of
regularization over the domain of our function. Due to computational limitations, we ran the
Multiple Start Algorithm (algorithm 3) with n_tryl = 6, n_try2 = 1, n.MCMC1 = 3000,
and n_MCMC2 = 4000. We then ran the chain for 19,000 iterations, saving only every 10

iterations.

Figure B.4 reports posterior mean estimates for the feature means over a sample of
electrodes. Our findings are similar to our results on electrode T8, analyzed in the main
manuscript; one latent feature corresponding to 1/f noise, and the other exhibiting well de-

fined PAF across electrodes. Figure B.5, reports the electrode-specific variance at frequency
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Figure B.3:

s
08®

(¢) C22)

Posterior estimates of the covariance and cross-covariance functions
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Figure B.4: Posterior estimates of the means of the two functional features viewed at specific
electrodes.
6 Hz and 10 Hz, corresponding respectively to the highest relative power in the first latent

feature and the average peak alpha frequency in second latent feature.

The right-temporal region around electrode T8, is found to exhibit a high level of hetero-
geneity (high relative variance) at 6 Hz, within latent feature 1 (poorly defined PAF), which
relates to the findings of Scheffler et al. [2019], who identified patterns of variation in the
right-temporal region as the highest contributor to log-odds of ASD vs. TD discrimination.
Contrastingly, feature 2 (well defined PAF) exhibits high levels of heterogeneity (relative
variance) throughout the cortex at frequency 10 Hz, corresponding to the location of the
PAF in feature 2. Overall, results for our analysis on the whole set of electrodes agree with

our findings for electrode T8 in the main manuscript.

Figure B.6 shows the posterior median estimates of the membership allocations for each
individual. We can see from both the mean functions and membership allocations that these

results seem to match the univariate results in Section 3.3.3.
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(a) 6 Hz (b) 10 Hz

Figure B.5: Variance of the electrodes at 6 and 10 Hz for each functional feature. The
relative magnitude of the variance of each electrode is indicated by the color of the electrode
(red is relatively high variance, while blue is relatively low variance).
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Figure B.6: Posterior estimates of the median membership to the first functional feature.
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B.3 Computation

B.3.1 Posterior Distributions and Computation

In this section, we will discuss the computational strategy used to perform Bayesian inference.
In cases where the posterior distribution is a known distribution, a Gibbs update will be
performed. We will let ® be the collection of all parameters, and ©_; be the collection of
all parameters, excluding the ¢ parameter. We will first start with the ¢,,, parameters, for

j=1,...., Kandm=1,..., M. Let Djm:ﬁ;;diag (vj_lln,...,vfplm). By letting

|
My, =—5 ZZ ( tit) Xim (%‘(til)Z — ZXViB(ta) — Z7; Z [Xin @) B(ta)] —
=1

i=1 n#Em

> ZiiZa
Z Z} X3 B(ta)B'(ta)) + Dj,,

K
=1 =1

M
ViB(ta) + ) Xin®r B(ta)
n=1

and

we have that

¢jm‘®7¢jm7 Y17 e 7YN ~ N(Mjmmjmu M]m)

The posterior distribution of 4y, for £k =1,..., K, is

P
1
51]9’@751;67Y17"'7YN NF (a1k+<PM/2 52 kr1¢kr1
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The posterior distribution for &, fori =2,...,. M and k=1,..., K, is
5ik|@76“{7Y17~--7YN ~F<a2k—i—(P( —Z+ )/2)

1 M P m
+§Zzﬁyk,r,m¢z,r,m ( H 5])) :

m=i r=1 j=13ji

The posterior distribution for aq; is not a commonly known distribution, however we have

that

5a1k 1 a1 — 1

P(a1x|©_q,,, Y1,..., YN) wWall T eap{—afi} .
F(alk)

Since this is not a known kernel of a distribution, we will have to use Metropolis-Hastings al-
gorithm. Consider the proposal distribution Q(a,|aix) = N (aix, €187, 0, +00) (Truncated

Normal) for some small €; > 0. Thus the probability of accepting any step is

Al o) = min d 1, D 01O i Y Vi) Qandar) |
" (alk’(")falk,Yl,...,YN) Q(allk’alk)

Similarly for agx, we have

P(agk|®_a,,, Y1,..., YN) & T AT @ (H [ 1) a3 exp {—agBa} .
ok)

We will use a similar proposal distribution, such that Q(ab|ao) = N (a%, €265 1,0, +oo) for

some small €5 > 0. Thus the probability of accepting any step is

P(d|® o . Y1,.... Y /
A(a/%, a2k) = min 1, ( 2k| 2k ! N) Q (a?k|a2k) .
P (a%’@*azkalv st >YN) Q (a2k|a2k)

For the v, , » parameters, for j =1,... K, r=1,...,P,and m=1,..., M, we have

vy + 1 G5 Tmg + VW)

7j7r,m|@_fyj’r’m, Yl, c 7YN ~ I ( 5 5

171



The posterior distribution for the z; parameters are not a commonly known distribution, so

we will have to use the Metropolis-Hastings algorithm. We know that
K
p(zi|®_ 5, Y, ..., Yy) x H Zasmt
k=1
n; 1 K M 2
/ /
X H €T\ ~552 (yi(til) — ; Zik (VkB<til) + ; Xin¢knB(til))>

We will use Q(z}|z;) = Dir(a,z;) for some large a, € R as the proposal distribution. Thus

the probability of accepting a proposed step is

P(Z|©® . Y.,...,Y 1z
A(z},2;) = min{ 1, (20—, Y, N)Q(Z/’Zz) _
P(Zi|®—zi>Y17"'7YN)Q(Zi|zi)

Similarly, a Gibbs update is not available for an update of the w parameters. We have

that
K

PO 7 Y1, Yy) o [[ 75!
k=1

N 1 K

X S L
1 50m 11 %
i=1 k=1

Letting out proposal distribution be such that Q(#’|w) = Dir(a,m), for some large a, € R*,

we have that our probability of accepting any proposal is

A(ﬂ-/?ﬂ') — min {1’ PP(T‘- |®77r/,Y1, R ,YN) Q (71"71- ) } ‘

(7®_n,Y1,....,YN) Q(7'|7)

The posterior distribution of a3 is also not a commonly known distribution, so we will use

the Metropolis-Hastings algorithm to sample from the posterior distribution. We have that

p(as|®_qa,, Y1,..., Yy) oc et
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Using a proposal distribution such that Q(a4|as) = N(as, 02,0, 400) (Truncated Normal),

we are left with the probability of accepting a proposed state as

Al ) = min {1, 2061900 Y Yo) Q(asfay) |
3 ’ P(Oé3|@_a37Y1,...,YN) Q(Oég]oz3)

Let P be the following tridiagonal matrix:

Thus, letting

and
K M
ti) (yi(tu) — (Z ZikV;CB(til)> — (Z Z ZikXimPrem B ))) )
i=1 1=1
we have that

Vj’@,uj,Yl, c. 7YN ~ N(B]b],BJ),

for y =1,..., K. Thus we can perform a Gibbs update to update our v parameters. The 7;
parameters, for [ = 1, ... K, can also be updated by using a Gibbs update since the posterior
distribution is:

1
Tl|®—Tl7Y17“'7YN ~T <C¥+P/2,ﬁ+ 51/2]?1/1) .
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The parameter o can be updated by using a Gibbs update. If we let

— % > Z (yz-(m) Y Zy (u;B(til) +) Xmgb;mB(til))) :

i=1 [=1 k=1

then we have

ZN
0-2|®—027Y17"'7YNN-[G (Q{()‘i‘ 760+60’)7

where n; are the number of time points observed for the it observed function. Lastly, we
can update the y;, parameters, fori =1,..., N and m = 1,..., M, using a Gibbs update.
If we let

Wim = ( <Z sz¢km > (yz zl Z sz (VZB(til) + Z inqb;an(tzl)) >)
=1 k=1 n#m

and

=1

Wi —H—Z(szkm > :

then we have that

Xz‘m|C7Xim, Yi,. . . YN~ N(WiaWin, Win).

In our model, we relax the assumption that the ® parameters are orthogonal. Even
though we relaxed the assumption, we proved that many of the desirable properties still
hold. However, if users do not want to relax this assumption, Kowal et al. [2017] describes
a framework that allows us to sample when orthogonality constraints are imposed. In our
model, orthogonality is defined by the inner product in equation 3.6. Therefore, for p such
that 1 < p < K P, we must have that

(®p, ®j)y =0 Vj #p.
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By rearranging terms, we can see that we have

K
D, ), = 1B (), B(t)dt
(®,,,),, Z/T¢ (1), B(1)

= B0 @ B(t)dt + ¢, [ B(t)B(t) dte,;
> [ #uBdi,Blx + 8, [ BOIBGGS,

where [ B(t)B(t)'dt is the element-wise integration of the P x P matrix. Letting

[ BBt dtp, | [ S fr &, B B(t)dt

JrBOBWO At | | Sy # B B
fT B(t)B(t)/dt¢i(p+l) Zk# fT Qb;ch (t>¢;f(p+1)B(t)dt

Lfip ==

J7B(t)B(t) Atk p | > ki 7 @1, B() Dy B(1)dL |

we can write our orthogonality constraint for ¢, given the other ¢ parameters as
(Ib;poip = —C—ip-
Thus using the results in Kowal et al. [2017], we have that ¢;, ~ N (M;,m,,,, M;,)), where

Mip = Mip — MipL—ip (L/_ipMipL_Z‘p)il (L/—szZP + C—ip) .
Like in Kowal et al. [2017], M,, and m;, are such that when we relax the orthogonal con-
straints, we have ¢;, ~ N(Mjm;,, My,) (defined in Section B.3.1). Thus one can use the
modified Gibbs update to ensure orthogonality. However, by using this alternative update,

the mixing of the Markov chain will likely suffer.
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B.3.2 Multiple Start Algorithm

One of the main computational challenges that we encounter in this model is the multi-modal
posterior distribution. Often times, the MCMC chain can get stuck in a mode, and it can
have trouble moving through areas of low posterior density. One way to traverse through
areas of low posterior density is to use tempered transitions. However, tempered transitions
are computationally intensive and the hyperparameters can be somewhat difficult to tune.
Thus, one of the best ways to converge to the correct mode is to have a good starting point.
The Multiple Start Algorithm, found in algorithm 3, is a way to pick an optimal starting
point. To get optimal performance our of this algorithm, we recommend that the initial data

is standardized before running this algorithm.

The function calls two other functions, BFPMM Nu_Z(Y, time, K, n_MCMC1, ...) and
BFPMM_Theta(P, Y, time, K, n.MCMC2, ...). The first function, BFPMM Nu_Z(Y, time,
K, n.MCMC1, ...), starts with random parameter values for v, Z, o2, and other hyperpa-

rameters relating to these parameters. We then run an MCMC chain with the values of the x
and ¢ variables fixed as 0 (or as the matrix O). The function returns the mean likelihood for
the last 20% of the MCMC chain as well as the entire MCMC chain. The variable n_MCMC1
is assumed to be picked such that the chain converges in the first 80% of the MCMC itera-
tions. Since the starting points are random, the MCMC chains are likely to explore different
modes. Once we have a good initial starting point, we estimate the x, ¢ , and other param-
eters that have not already been estimated using the function BFPMM Theta(P, Y, time,
K, n.MCMC2, ...). In this function, we run an MCMC chain while fixing the values of v
and Z to their optimal values found previously. We will use the outputs of algorithm 3 as a

starting point for our final MCMC chain.
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Algorithm 3 Multiple Start Algorithm
Require: n_tryl,n_try2,Y, time, K, n MCMC1,n_ MCMC2, ...
P + BFPMM Nu_Z(Y, time, K, n.MCMC1, ...) > Returns the likelihood and estimates
for v and Z
max_likelihood < P[*“likelihood”]
141
while ¢ < n_tryl do
P; < BFPMM Nu Z(Y, time, K, n MCMC1, ...)
if max_likelihood < P;[“likelihood”] then
max_likelihood < P[“likelihood”]
P+ P
end if
1 1+1
end while
@ < BFPMM_Theta(P, Y, time, K, n.MCMC2, ...) > Returns estimates for the rest of
the parameters
max_likelihood « 6[“likelihood”]
141
while ¢ < n_try2 do
0; < BFPMM_Theta(P, Y, time, K, n_MCMC2, ...)
if max likelihood < 6;[“likelihood”] then
max_likelihood < 6;[“likelihood”]
end if
11+ 1
end while
return (0, P) > Returns estimates for all model parameters
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B.3.3 Tempered Transitions

Tempered transitions are used to help traverse areas of low posterior probability density
when running MCMC chains. In problems that have multi-modal posterior distributions,
traditional methods often have difficulty moving from one mode to another, which can cause
the chain to not explore the entire state-space and therefore not converge to the true posterior
distribution. Thus by using tempered transitions, we are potentially able to traverse the
state-space to explore multiple modes. In simulations, we found that the tuning parameters
can be difficult to tune to get acceptable acceptance probabilities, however in this section

we will outline a way to use tempered transitions with our model.

We will be following the works of Behrens et al. [2012] and Pritchard et al. [2000] and only
temper the likelihood. The target distribution that we want to temper is usually assumed

to be written as

p(x) o< w(x)exp (=Puh(x)) ,

where [3;, controls how much the distribution is tempered. We will assume 1 = fy < --- <
B < -+ < Bn,. The hyperparameters N; and [y, are user specified, and will depend on the
complexity of the model. For more complex models, we will most likely need a larger IV;.
We will also assume that the parameters ), follow a geometric scheme. We can rewrite our

likelihood to fit the above form:
1 1 K M 2
pr(yi(1)|©) o exp § =By 5109(02) t53 (y,»(t) — > Zu (VZB(??) +y Xin¢;an(t)>>
k=1 n=1

= (02)_5’“’/2 exp —% (yi(t) — Z Zik (VQB(t) + Z deﬁmB(t)))

k=1

Let ®;, be the set of parameters generated from the model using the tempered likelihood
associated with . The tempered transition algorithm can be summarized by the following

steps:
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1. Start with initial state ©y.
2. Transition from g to ®; using the tempered likelihood associated with /.

3. Continue in this manner until we transition from @y, _; to ®y, using the tempered

likelihood associated with (.
4. Transition from @y, to Oy, using the tempered likelihood associated with Sy, .
5. Continue in this manner until we transition from Gy, 1 to 2y, using .

6. Accept transition from @y to @4y, with probability

2Nt Mg
mm{ T TT7 pre (i) |©4) I [T, T o (wita)|©0) }
h=0 Hz 1Hl 1ph<y2( il |@h h=N;+1 vazl H?:ilpthl(yi(til)’@h)

Since we only temper the likelihood, we can use many of updates in Section B.3.1. However,

we will have to modify how we update the v, ¢, 02, Z, and y parameters. By letting

(1) Z ( ) e (w(tm(aj)h—<Zij>i<vj>zB<tu>
(2 Z (O B(ta)]
n#Em
=Y (Zign(Zan @)y B(ta) + Y (Xin)n(Prn )1 B(ta) >> :
k#£j n=1

and

(Mo )i = o 505 (2o G BB (1) + (D)
we have that

(@5 )nl© (g0 Y1, s Y ~ N (M) (m0n )1y (M )n)-

The posterior distribution for (z;), is still not a commonly known distribution, so we will
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still have to use the Metropolis-Hastings algorithm. The new posterior distribution when

using tempered transitions changes into

K
PU(Z)R| (O ) Y1, Y) oc [ [ (Zin)y 70
k=1

X Hexp {— 2(§Z)h (yz‘(til)

—> (Za)n ((Vk)ZB(til) + Z(Xm)h(%n)ZB(tu)))

n=1

We will use Q((2z;)},|(zi)n—1) = Dir(az(z;)n—1) for some large a, € RT as the proposal

distribution. Thus the probability of accepting a proposed step is

()3 (2)-1) = min {1 P (@3] (O—aop ) Y, Yor) Q((z)nr|(2i)h) } |

P ((z)h-11©_@z,_» Y1, ., Yn) Q((z:)}](zi)n-1)

Letting B
(Bj)n = ((T]>hP + (ﬁ)h > Z (Zi)iB(ta)B (til)>
i=1 1=1
and N
(bj)n :(f:)h Z (Zij)nB(ta) (yi(til) - (Z(Zz )h(V;g)hB(tu))

i=1 1=1 ktj

- (Z Z(Zik)h(Xin>h(¢kn)/hB<til)>) ;
k=1 n=1

we have that

W)nlO @, Y1, s Y ~ N((Bj)n(bj)n, (Bj)n)-

The parameter (02);, can be updated by using a Gibbs update. If we let

(B =233 (yz-w) =S Zin ((usz(m ¥ Z<xin>h<¢kn>;B<m>>) ,
i=1 =1 k=1 n=1
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then we have
(O’Q)h|®*(0'2)h7Y17 cee 7YN ~ [G (O{O +

Lastly, letting let

(Wi o8 ( l (Z(th(%)w(tu)) (w(tm

and

then we have that

(Xim)h|c_(xim)h7Y1; s Yy N((Wim)h(Wzm)h, (Wim)n).

One of the biggest drawbacks to using tempered transition is the computational cost of
just one iteration. It is common for N; to be in the thousands, especially when dealing
with a complex model, so each tempered transition will take thousands of times longer than
an untempered transition. Thus we recommend using a mixture of tempered transition and
untempered transitions to speed up computation. From proposition 1 in Roberts and Rosen-
thal [2007], we know that an independent mixture of tempered transitions and untempered

transitions will still preserve our stationary distribution of our Markov chain.

B.3.4 Membership Rescale Algorithm

As discussed in Section 3.1.2, our model is unidentifiable. To help with interpretability, we

will apply a linear transformation to the Z matrix to ensure that we use as much of the unit
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simplex as possible. In the case when K = 2, this will correspond to rescaling the observa-
tions such that at least one observation is entirely in each feature. This specific assumption
that one observation belongs entirely in each feature is known as the seperability condition
[Papadimitriou et al., 1998, McSherry, 2001, Azar et al., 2001, Chen et al., 2022]. Thus in or-
der to ensure identifiability, algorithm 4 can be used when we only have two features. In the
case of a two feature model, the seperability condition is a very weak assumption, however
as we move to models with more features, it can be a relatively strong assumption. Weaker
geometric assumptions such as the sufficiently scattered condition [Huang et al., 2016, Jang
and Hero, 2019, Chen et al., 2022]. In cases when we have more than two features, we can
use the idea of the sufficiently scattered condition to help with identifiability. From Chen

et al. [2022], we have that an allocation matrix Z is sufficiently scattered if:

1. cone(Z')* C K

2. cone(Z)*NbdlC C {Xes, f=1,...,k,A >0}

where K := {x € R¥|||x> < x'1x}, bdK := {x € R¥|||x[]> = x'1x},
cone(Z')* := {x € R¥|xZ' > 0}, and ey is a vector with the i"" element equal to 1 and zero
elsewhere. The first condition can be interpreted as the allocation parameters should from

a convex polytope that contains the dual cone K*. Thus we have that
Conv(Z') C K*,

where K* := {x € RF|x'1x > Vk — 1||x2} and Conv(Z') := {x € RF|x = Z'\, X € AV},
where A* denotes the N-dimensional simplex. Ensuring that these two conditions are met is
not trivial in our setting. Therefore, we will focus on trying to promote allocation structures
such that the first condition is satisfied. Similarly to the case of two functional features,
we aim to find a linear transformation such that the convex polytope of our transformed

allocation parameters covers the most area. Thus letting T € R¥ xR¥ be our transformation
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matrix, we aim to solve the following optimization problem:

max |Conv(TZ')|

s.t. ZZ'T eC VZ,

where |Conv(TZ’)| denotes the volume of the convex polytope constructed by the allocation
parameters. While this will not ensure that the first condition is met, it will promote an
allocation structure that uses the entire simplex. While this algorithm does not ensure iden-
tifiability in the case when we have more than 2 functional features, it does make inference on
the model more interpretable. Once the memberships are rescaled, we can conduct posterior

inference on the mean function and covariance functions using the rescaled parameters.

Algorithm 4 Membership Rescale Algorithm
Require: Z, v, ®, M
T < matrix(0,2,2) > Initialize inverse transformation matrix (2 x 2)
11
while : < 2 do
max_ind < max_ind(Z[, 7]) > Find index of max entry in " column
Tli,] < (Z[max_ind, ])
1 i+1
end while
Z.t <+ Zxinv(T) > Transform the Z parameters
vi—Txv > Transform the v parameters
1< 1
while 1 < M do
Dt ,i] « T x D[, ,1] > Transform the ® parameters
1 i+1
end while
return (Z_t,v_t, ®_t)
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B.4 Simulation-Based Posterior Inference

Statistical inference is based on Markov chain Monte Carlo samples from the posterior dis-
tribution. To achieve this we used the Metropolis-within-Gibbs algorithm. By introducing
the latent y;,, variables, many of the posterior distributions related to the covariance pro-
cess were easily sampled through Gibbs updates. More details on the sampling scheme can
be found in section C.1 of the web-based supporting materials. The sampling scheme is
relatively simple, and was implemented using the ReppArmadillo package created by Eddel-

buettel and Sanderson [2014] to speed up computation.

While the naive sampling scheme is relatively simple, ensuring good exploration of the
posterior target can be challenging due to the potentially multimodal nature of the posterior
distribution. Specifically, some sensitivity of results to the starting values of the chain
can be observed for some data. Section B.3.2 outlines an algorithm for the selection of
informed starting values. Furthermore, to mitigate sensitivity to chain initialization, we
also implemented a tempered transition scheme, which improves the mixing of the Markov
chain by allowing for transitions between modal configuration of the target. Implementation

details for the proposed tempered transition scheme are reported in section B.3.3.

Given Monte Carlo samples from the posterior distribution of all parameters of interest,
posterior inference is implemented descriptively; either directly on the Monte Carlo sam-
ples for parameters of interest, such as the mixed membership proportions z;, or indirectly
through the evaluation of relevant functions of the parameters of interest, e.g. the mean and

cross-covariance functions of the latent features.

In this setting, to calculate the simultaneous credible intervals, we will use the simultane-
ous credible intervals proposed by Crainiceanu et al. [2007]. Let g, be simulated realizations
using the MCMC samples of the function of interest, and let {¢1,...,tg} be a fine grid of
time points in 7. Let E(g(t;)) be the expected value of the function evaluated at time point

t; € T, and SD(g(t;)) be the standard deviation of the function evaluated at time point
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t; € T. Let M, be the (1 — «) quantile of maxj<;<g

n(ti)—E(g(t:))
%) for 1 < n < Ny,
where Ny;¢ are the number of MCMC samples of the converged MCMC chain. Thus the

simultaneous credible intervals can be constructed as

Z(t;) = [E(g(t:)) — MaSD(g(t:)), E(g(t:)) + MaSD(g(:))] -

Thus we estimate simultaneous credible intervals for all mean functions, ;*), and similarly
generalize this procedure to define simultaneous credible intervals for the cross-covariance
koK)

functions, C( Figure 3.5, illustrates the difference between a simultaneous credible in-

terval and a pointwise credible interval for one of the EEG case studies.
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APPENDIX C

Appendix: Covariate Adjusted Mixed Membership
Models

C.1 Proof of Lemma 2.1

We will start by defining identifiability and defining some of the notation used in this section.
Let w = {v1, V2, M1, M, Z11s - -, Zin, B, o, B, 02}, where Sy = S0 (¢ Plon). We

will say that the parameters w are unidentifiable if there exists at least one w* # w such
that £(Y;(t;) | w,x;) = L(Y;(t;) | w*,x;) for all sets of observations {Y;(t;)}Y,, that
follow assumptions (1)-(3). Otherwise, the parameters w are called identifiable. In this case,

L(Y;(t;) | w,x;) is the likelihood specified in equation 12 in the main text.

From equation 12 in the main text, we have that
L(Yi(t:) | w,x;) o< exp {—% (Yi(ts) — pa(xi, t:)) (V (i, 2:) + 0%L,) " (Yi(ts) — Mz‘(Xuti))} , (C.1)

where

X7,7 z ZszS Vk’+77kx)

and

V(t;, z) Z Z ZinZiw {S'(ti) > (Prn i) S(ti)} :

m=1
Assume that £ (Y;(t;) | w,x;) = L (Y;(t;) | w*,x;) for all sets of observations {Y;(t;)}X,

that follow assumptions (1)-(3) . Thus we would like to prove that w* = w must necessarily
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be true. Since £ (Y;(t;) | w,x;) is written as a quadratic form in Y;(t;) and (V(t;,2;) + 0°1,,,)

is full rank, we have that the following must necessarily be true:

Lop (%, 60) = g, £9),
2 V(b5 2) + (02) T, = V(ti,2:) + 07T,

By (1), we have that
ZszS ) (Vi + mix;) Zka Y(vi+mixt) (i=1,...,N).

Letting p, = [y 1) € RPXFHD and %, = [1 x;] (X € RV*HD s the design matrix with

the " row as X), we have that

ZszS kX—Z DX (i=1,...

<:>ZZN€”’I€X_Z kl’l’kz 2_1""7N>7

E

since n; > P by assumption (3). Since Z;; = (1 — Z;1) in a two feature mixed membership

model, we have

(Zinpy + (1= Zi)po) X5 = (Zipi + (1 = Zi)u3) X, (i=1,...,N). (C.2)

Since X is full column rank from assumption (1), we know that the solution to the system

of equations in equation C.2 takes the following form

Zi*l = CLZil + b(l — Zﬂ),

. (10D _(1l-a




where a,b € R such that a,b > 0, a+ b =1, and (a,b) # (0.5,0.5). From assumption (2),
the only way that there can exist if, 4 such that Zzy =1 and Z;, = 1is that (a,b) = (1,0)
or (a,b) = (0,1). Since the solution (a,b) = (0, 1) is simply a permutation of the labels (i.e.
label switching), we can see that Z; = Z}, u; = pi, and py = pi up to a permutation of the
labels. It is important to note that if assumption (2) did not hold, and X is not full column
rank, we could add any vector in the nullspace of X to each row of p; or ps and equation
C.2 would still hold. Therefore, assuming assumptions (1) - (3) hold, we have that Z;;, = Z},

v, = v}, and m;, = n;, up to the permutation of the labels, for k =1,2 and i =1,..., N.

From (2), we have that

V*(tl, Z;k) -+ (0’2)*11% = V(t“ZZ> + O'2Ini

> V*(t;,z]) — V(ti,z;) = (63" — oH)1,,.
Suppose that ((¢2)* — ¢?) # 0, then we have that
rank (V*(t;,2z;) — V(t;,2;)) = rank (((6)" — 0*)L,;,) > 4M,

by assumption (3) (there exists ¢ such that n; > 4M) . However, from the definition of
V(t;,2;), we have that

2 2 M
tza Zz = Z Z ZixZik { Z d)kmd)k’ )} :
k=1 k'=1 m=1

Thus, we can see from the functional form of V (t;,z;), we can see that rank(V (t;,z;)) < KM,
meaning that rank (V*(t;,2]) — V(t;,2;)) < 2K M, leading to a contradiction. Therefore we
have that (02)* = 0% and V*(t;,2}) = V(t;,2;). From assumptions 2 (there are at least 2

points z; in the interior of the simplex) and assumptions 3 (n; > P), as well as the fact that
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% = Zi, up to a permutation of the labels, we can see that

M M
> (@) (@m)) = D (DromBio)
m=1 m=1

up to a permutation of the labels. Therefore, we have that the parameters vy, n., Zi,

2%21 (D @i ) and o2 are identifiable up to a permutation of the labels given assumptions

(1)-(3).

C.2 Computation

C.2.1 Posterior Distributions

In this subsection, we will specify the posterior distributions specifically for the functional
covariate adjusted mixed membership model proposed in the main manuscript. We will

first start with the ¢,,, parameters, for j = 1,...,K and m = 1,..., M. Let Dy,,, =

Tom,diag (7;].11m, e m;jlpm) By letting

im Z Z ( tit) Xim (yi(til)Zij — ij (Vj + UjX;)/ B(ty) — Zin Z Xin¢;‘nB<til)

i=1 =1 n#m

- Z Zw Zik: (Vk + 'flkx zl ‘|‘ Z Xm¢lm )
Z l]X’Lm B/<t“>) + ]:);jlm7

n=1

k#j
and
=1 =1

'm

we have that

Biml® 4, Y1, Y, X~ N (M¢jmm¢jm, Md,jm) .
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The posterior distribution of 4y, for k=1,..., K, is

P
1
a1k + (PM/2)7 1+ 5 Zﬁ)/k,r,1¢12c,r,l

r=1

M P m
Z Z ’ykvrvmgb%,r,m <H 5Jk) > .

m=2 r=1 j=2

51k’®*51k7Y1a s 7YN7X ~I'

/N

N | —

_.I_
The posterior distribution for &, fori =2,...,. M and k=1,..., K, is

0ik|®—s,, Y1,..., Yy, X ~T (agk +(P(M —i+1)/2),1

M P m

1

XY et T a1))
m=1 r=1 J=1;j#1

The posterior distribution for a1y (k= 1,..., K) is not a commonly known distribution,

however we have that

P(a1k|®, Yl,...,YN,X)O(

5?1?_1@?1;71635]9 {—alkﬁl} .

b
F(alk)

alk?

Since this is not a known kernel of a distribution, we will have to use Metropolis-Hastings al-
gorithm. Consider the proposal distribution Q(a,|aix) = N (aix, 187", 0, +00) (Truncated

Normal) for some small €; > 0. Thus the probability of accepting any step is

P a, @,a/ 7-Y- 7.,,7Y- 7X_ /
Ny =i {1, 21O i Yo Y X) Qo) |
P(alklg—alk,Yl,...,YN’X) Q(a'lk|a1k’)

Similarly for ag, (k=1,...,K), we have
1 M
P((l2k|®_a2k,Y1, . ,YN7X) X W (H 6f]§k1> ag,?’“flexp{—agk&} .
2k i=2

We will use a similar proposal distribution, such that Q(ay,|ask) = N (agk, €285, 0, +00) for
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some small €5 > 0. Thus the probability of accepting any step is

P(d)]® o . Y1,.... YN, X /
A(a'%, CLQk) = min 1, ( 2k| 2k ! l ) Q (a?k|a2k) .
P(a2k|®—a2k7Y17"‘7YN7X) Q(a2k|a’2k)

The posterior distribution for the z; parameters are not a commonly known distribution,

so we will use the Metropolis-Hastings algorithm. We know that
K
p(z:]O_,,, Y1, ... Yy, X) x HZj,;W—l
K
X HGIEP{—— (yz zl Zsz Vk +nkxg>/B<tzl)
-1
2
+ Z Ximd);gmB(til)))
m=1

We will use Q(z}|z;) = Dir(a,z;) for some large a, € R as the proposal distribution. Thus

the probability of accepting a proposed step is

A(Z/ Z‘) :mln{l P(ZH@—Z@'?YIV"7YN7X)Q(Zi|Z{L)}

P (Zi’G‘)_zi,Yl, N ,YN,X) Q (Z;|ZZ>

Similarly, a Gibbs update is not available for an update of the 7 parameters. We have
that
p(mO_r, Yq,..., Yy, X O(Hﬂ'ck !

K
azmp—1
ZgamL

i—1 P\ABT) L
Letting out proposal distribution be such that Q(7’|w) = Dir(a,m), for some large a, € RT,

we have that our probability of accepting any proposal is

A(w', ) = min {1, PO w. Y, ... . Yy, X)Q (77’77/)}

P(r|®_,Y1,.... YN, X) Q(7'|7)
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The posterior distribution of ag is also not a commonly known distribution, so we will use

the Metropolis-Hastings algorithm to sample from the posterior distribution. We have that

p(a3|®_a,, Y1, ..., Yy, X) oc et
N 1 K
X — | zom™1
H B(as) H ik
=1 k=1

Using a proposal distribution such that Q(a4las) = N(as,02,,0,+00) (Truncated Normal),

we are left with the probability of accepting a proposed state as

P(a4® o, Yy, ..., YN, X !
A<0/37a3) :mln 1, ( 3| 1 N )Q(O{?’O{g) .
P (a3|@—a37Y17 s 7YN7 X) Q (a3|a3)
Let P be the following tridiagonal matrix:
(1 -1 0 ]
-1 2 -1
P =
-1 2 -1
i 0 -1 1]

Thus, letting
—1
B, - ( P LSS B d>>
=1 [=1

and

'/J_ 22121

=1

K
. (z Z
k=1

(ta) — (Z ZikV;gB(tiO)

o]

M
X, B(tit) + Y Xim Pl B(ta)
m=1
YNJ X- ~ N (Bl/]'bl/]'J BI/j) .

we have that

Vj’®_,/j,Y1, cey
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Let 1,4 denote the d"™ column of the matrix ;. Thus, letting

-1

B, - ( LSz, <m>)
=1 =1

and

N
bnjd :; ZZZ:ZZJdeB( il
1

=1

K
- (Z Zik
k=1

Z/z 'Ll (Z Z’ij’n“n]r > <Z szxznk )

r#d k#j

"7jd’®fnjde1>-- YN, X~ N( Mjd manjd)-

M
v B(ta) + Z Xim @ B (tir)
m=1

we have that

Thus we can see that we can draw samples from the posterior of the parameters con-
trolling the mean structure using a Gibbs sampler. Similarly, we can use a Gibbs sampler
to draw samples from the posterior distribution of Tn,, and 75,;. We have that the posterior

distributions are
L,
T,,j\@,TVj,Yl, YN, X ~T (a,+ P/2,5, + §VjPVj

and

1
T"jd‘@—fnjd’Yl’ s YN, X~ T (O‘n + P/2, 8, + én;dPTde) )

for j =1,...,K and d = 1,..., R. The parameter 0% can be updated by using a Gibbs
update. If we let
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then we have

2 Zj\ilnz
0-‘670'27Y17"'7YN7XN[G oo + 15 750+6¢7 .

Lastly, we can update the x;,, parameters, fort=1,..., N and m = 1,..., M, using a Gibbs

update. If we let

Wim Z% [ i (Z Zik¢;gmB(til))
(yi(til) - Z Zik ((Vk +mx)) B(ty) + Z Xin¢;mB<til)>>]

k=1 n#m

and

n; K 2
_ IS
W, =1+ = Z (Z Zz’k¢;§mB(til)> ;

=1 k=1

then we have that

Xim|C—Ximv Y17 CIE aYNa X ~ N(Wimwima Wzm)

C.2.2 Tempered Transitions

One of the main computational problems we face in these flexible, unsupervised models is a
multi-modal posterior distribution. In order to help the Markov chain move across modes,

or traverse areas of low posterior probability, we can utilize tempered transitions.

In this paper, we will be following the works of Behrens et al. [2012] and Pritchard et al.
[2000] and only temper the likelihood. The target distribution that we want to temper is

usually assumed to be written as

p(x) o< m(x)exp (=Puh()),
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where [}, controls how much the distribution is tempered (1 =y < -+- < B, < -+ < fn,)-
In this setting, we will assume that the hyperparameters N; and By, are user specified, and
will depend on the complexity of the model. For more complex or larger models, we will need
to set N; relatively high. In this implementation, we assume the S, parameters to follow a

geometric scheme, but in more complex models, Sy, may need to be relatively small.

We can rewrite our likelihood for the functional covariate adjusted model to fit the above

form:
pr(i(1)|©, X) oxerp m( 10g(0”) + 5. (yxt)—Zz,»k(wmmx;)’B(t)
k=1

e
)

n=1

Let ®), be the set of parameters generated from the model using the tempered likelihood
associated with 3. The tempered transition algorithm can be summarized by the following

steps:

1. Start with initial state ©,.
2. Transition from g to ©; using the tempered likelihood associated with [;.

3. Continue in this manner until we transition from Gy,_; to Oy, using the tempered

likelihood associated with Sy,.
4. Transition from Oy, to ®y,;1 using the tempered likelihood associated with [Sy,.

5. Continue in this manner until we transition from @y, 1 to @2y, using f;.
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6. Accept transition from @y to @4y, with probability

N¢
- { T o T e (0001©0 X0 77 TLS T2 pu() €1, X) }
oo TLmy T pu(wi(ta)|©n, Xa) 2 TTim TI ora (wi(£0) @, X5)

in the functional case, or

2Nt N n;
mm{ Hz IHl 1 Ph+1 Y1’@h7 H Hi:l lelph(yi|@h,Xi) }
H’L I (i) [On, X0) 2 Ny+1 sz\il [12) Pria (v ©On, X)

in the multivariate case.

Since we only temper the likelihood, many of the posterior distributions derived in Section
C.2.1 can be utilized. Thus the following posteriors are the only ones that change due to the

tempering of the likelihood. Starting with the ® parameters, we have

(m J) Z Z ( ) (i) <yz(ti1)(Zz‘j)h — (Zip)i (Wi + (;)nx}) B(ta)

=1 =1

—(Zij)i Z(Xin)h(¢jn);zB(til)

n#m

- Z Zz]sz

k#j

Wi)n + (m)nx) B(ta) + ZXm Prn ) B(tan)

n=1

and

ng

(10.); = 23S o500 (0.,

(J)hz‘111

we have that

($0),1© (5, Vi Y. X~ N ((M%)h (md,jm)h , (M%)h) .

As in the untempered case, we have that the posterior distribution Z parameters under

the tempered likelihood is not a commonly known distribution. Therefore, we will use the
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Metropolis-Hastings algorithm. We have that
P21 Oz, Yo, - Y, X) o< [ (Zi)ye e

Zi)n (W) + (M) nx; ) B(ta)

X
—z

)

<
——
wl
/i‘@
<
iMN

+ Z(Xﬁm) (¢km zl

We will use Q((2;)},|(z:)n) = Dir(a,(z;)) for some large a, € R as the proposal distribution.

Thus the probability of accepting a proposed step is

A((z»z,(zi)h):min{l (4O —(ay Y1, Y, X) Q () <zi>%)}.

|
P ((z)n|®—@z),, Y1, ., YN, X) Q ((2:)},](zi)n)

Letting ,
), = (P S ron)
and N
(by,), = (:Zh)h D (ZiaB(ta) |yi(ta) - (Z(Zik)h(yk>h3( zl))
=1 11 Py
- (Z(sz) Xi(nk);zB(til)+Z(sz) (Den)n B(ta) )] ;

we have that
(Vj)h ’@7(Vj)h’Y1’ LY X~ N ((BVj)h (b"j)h ) (BVj)h) :

Let (njd)h denote the d* column of the matrix (m;)n- Thus, letting

(5,) - ((T,,M) S S R >>1

=1 [=1
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and

(njd)h O i (Zij)nziaB(ta)

yi(ta) — (Z(Zij)hﬂﬁz‘r("?jr)ZB(tu)>

o))

(njd)h ’6_(?7jd)h’Y1’ Y X~ N (( "Jd)h (b"jd>h’ <B"jd>h) '

If we let

M
m:l

we have that

6 N n; K
Bo)y = 7}12 (yi(til) =Y (Zi)n ( Vi) + (m)nx;) B(ta)
i=1 1=1 k=1
M 2
+ Z in ¢kn ))) )
n=1

then we have
(02)h‘@—(02)h7Y17"'7YN7XN[G (Od(] M750+(ﬂ0) > :

Lastly, we can update the x;,, parameters, fori =1,...,Nand m =1,..., M, using a Gibbs

update. If we let

i = |2 (Z(zmh(mmw(tu)) <yz-<tu>
=1 k=1
_Z sz ( Vk h + (T’k)hx 1l + Z in ¢kn) ( )) )]
k=1 n#m
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and

then we have that

(Xim)h|C-(Xim)h7 Yi,..., Yy, X~ N(<Wzm)h (Wim>h ) (Wzm)h) .

C.3 Simulation Study and Case Studies

C.3.1 Simulation Study

This subsection contains detailed information on how the simulation study in Section 3 of
the main text was conducted. This simulation study primarily looked at how well we could
recover the true mean structure, covariance structure, and allocation structure. In this
simulation study, we simulated datasets from 3 scenarios at 3 different sample sizes for each
scenario. Once the datasets were generated, we fit a variety of covariate adjusted functional
mixed membership models, as well as unadjusted functional mixed membership models, on

the datasets to see how well we could recover the mean, covariance, and allocation structures.

The first scenario we considered was a covariate adjusted functional mixed membership
model with 2 true covariates. To generate all of the datasets, we assumed that the observa-
tions were in the span of B-spline basis with 8 basis functions. For this scenario, we generated
3 datasets with sample sizes of 60, 120, and 240 functional observations, all observed on a
grid of 50 time points. The data was generated by first generating the model parameters (as
discussed below) and then generating data from the likelihood specified in Equation 11 of

the main text. The model parameters for this dataset were generated as follows:
vy ~N((6,4,...,—6,—8) 4P),

vy ~ N ((=8,—6,...,4,6),4P),
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nklNN<17P) k:1,2
Moy ~ N ((3,2,...,—4),P) k=12

We drew the @ parameters from the subspace orthogonal to the space spanned by the v
parameters. Thus let colsp(B*) := span{b;,...,bs } C R® be the subspace orthogonal to
the v parameters, which can be described as the span of 6 vectors in R®. The ® parameters

were drawn according to the following distributions:

Grn = QBT k=12 m=1,2,3,

where qx1 ~ N (0g, 2.2516), qre ~ N (06, L), qis ~ N (0g,0.4915). The x;, parameters were
drawn from a standard normal distribution. The z; parameters were drawn from a mixture
of Dirichlet distributions. Roughly 30% of the z; parameters were drawn from a Dirichlet
distribution with ar; = 10 and ap = 1. Another roughly 30% of the z; parameters were drawn
from a Dirichlet distribution where a; = 1 and ay = 10. The rest of the z; parameters were
drawn from a Dirichlet distribution with oy = ay = 1. The covariates, X, were drawn
from a standard normal distribution. Models in this scenario were run for 500,000 MCMC

iterations.

For the second scenario, we considered data drawn from a covariate adjusted functional
mixed membership model with one covariate. We considered three sample sizes of 50, 100,
and 200 functional samples observed on a grid of 25 time points. The model parameters for

this dataset were generated as follows:
vy ~N((6,4,...,—6,—8) 4P),
vy~ N ((—8,-6,...,4,6),4P),

N ~ N (27 P)
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N2y ~ N(_27 P)

We drew the ® parameters from the subspace orthogonal to the space spanned by the v and
n parameters. Thus let colsp(Bt) := span{bi,...,b;} C R® be the subspace orthogonal
to the v and m parameters, which can be described as the span of 4 vectors in R®. The &

parameters were drawn according to the following distributions:

Oun = UemBT k=1,2 m=1,2,3,

where qp; ~ N (0g,415), qrz ~ N(0g,2.2515), qrs ~ N (06,Is). The Y, parameters were
drawn from a standard normal distribution. The z; parameters were drawn from a mixture
of Dirichlet distributions. Roughly 30% of the z; parameters were drawn from a Dirichlet
distribution with ar; = 10 and ap = 1. Another roughly 30% of the z; parameters were drawn
from a Dirichlet distribution where a; = 1 and as = 10. The rest of the z; parameters were
drawn from a Dirichlet distribution with oy = ap = 1. The covariates, X, were drawn from

a normal distribution with variance of nine and mean of zero. Models in this scenario were

run for 300,000 MCMC iterations.

For the third scenario, we generated data from an unadjusted functional mixed member-
ship model. We considered three sample sizes of 40, 80, and 160 functional samples observed

on a grid of 25 time points. The model parameters for this dataset were generated as follows:

v~ N ((6,4,...,—6,—8),4P),

vo ~ N ((—8,-6,...,4, 6)’,4P) ,
7711 NN(27P)
N2y ~ N(_2>P>

We drew the @ parameters from the subspace orthogonal to the space spanned by the v
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parameters. Thus let colsp(B*) := span{bi,...,b;} C R® be the subspace orthogonal to
the v parameters, which can be described as the span of 4 vectors in R®. The ® parameters

were drawn according to the following distributions:

Gry = QBT E=1,2 m=1,2,

where q; ~ N (0,2.25I) and qra ~ N (06,15). The y;, parameters were drawn from a
standard normal distribution. The z; parameters were drawn from a mixture of Dirichlet
distributions. Roughly 30% of the z; parameters were drawn from a Dirichlet distribution
with @1 = 10 and ay = 1. Another roughly 30% of the z; parameters were drawn from a
Dirichlet distribution where a; = 1 and as = 10. The rest of the z; parameters were drawn
from a Dirichlet distribution with a; = as = 1. Models in this scenario were run for 500,000

MCMC iterations.

The code for running this simulation study can be found on Github.

C.4 Mean and Covariance Covariate-dependent Mixed Member-

ship Model

C.4.1 Model Specification

In this section, we completely specify a mixed membership model where the mean and
covariance structures are dependent on the covariates of interest. As in the main text of this
manuscript, we will let {Y;(.)}2, be the observed sample paths and t; = [t;1, . . ., tin,]’ denote
the time points at which the " function was observed over. We will also let X € RV*E
denote the design matrix and x; = [X;;... X;g] denote the i row of the design matrix
(or the covariates associated with the i** observation). By introducing covariate-dependent

pseudo-eigenfunctions, we arrive at the likelihood of our mixed membership model where
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the mean and covariance structures are dependent on the covariates of interest:

Yi(t) | ©,X ~ N {521, Zan (S'(6) (i + mix)) + Sl xS (6) (B + €0,x)) 0L, b (C.3)

From equation C.3, we can see that &, € RP*E directly controls the effect that the
covariates have on the pseudo-eigenfunctions for £k = 1,...,K and m = 1,...,M. By
integrating out the x;,, parameters (i =1,...,N and m = 1,..., M), we get a model of the

following form:
K
Yi(t:) [ O, X~ N {Z ZyS'(6:) (Wi + mxq), V(ti,z:) + 02In1} , (C.4)
k=1

where ©_, is the collection of our model parameters excluding the x;,, variables, and the

error-free mixed membership covariance is
K

V(ti,z;) = Z Z ZinZiks {S,<ti) Z [(Prom + EumXi) (Prrm + ErmXi) ] S(ti)} . (C5)

k=1 k' m=1

As with the pseudo-eigenfunctions in the unadjusted model, we will utilize the multiplicative
gamma process prior as our prior on the &, variables. Letting ), denote the element

in the p'* row and r** column of &,,,. Thus we have:

g(krm)p ‘ ,Vékrmp7 %gmkr ~ N <07 Vg_limp%g_njkr> v Vekrmp ™ I (V’Y/27 V’Y/2) ) %gmk’r - H 6£nk:'r7
n=1

551kr ‘ gy, ~ F(aﬁmr’ 1)’ 6£jkr ‘ gy, ™ F(a£2kr’ 1)’ gy, ™~ F<041751)7 gy, ™ F<&27ﬁ2)’

fork=1,..., K,r=1,...,R,m=1,...,M,and p=1,... P. The rest of the parameters

in the model have the same prior distributions as the model with the covariate-dependence
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on the mean structure only in the main text. Specifically, we have
Qbkpmhkpma 7~—mk ~ N (077];1;1771%77:]1) s Vepm ™ (V’Y/2 V’Y/2 ka - H 5nk7

51k‘|a'1k: ~ F(alk’v 1); 5jk‘|a2k? ~ F(G,Qk, 1)7 A1 ~ F(Oél, 61)7 Agf ~ F<a27 52)7

fork=1,....,K,m=1,... , M,and p=1,... P. Similarly, we have

P 1
Ty 9
Pilr,) ewp( - — Vp+1)k) ) )

p:l
for k =1,..., K, where 7, ~ I'(av,, 3,) and vy, is the p™ element of v}, Likewise, we have
that

S )
P<{nprk}§:1|7—7]rk) X exrp <_ Zrk Z 77p’r‘k: p+1 Tk) ) 3
p=1

for k=1,...,K and r = 1,..., R, where 7, , ~ I'(ay, ) and n, is the p™* row and r*"

column of n,. Lastly, we assume that z; | 7, a3 ~jq Dir(asm), ™ ~ Dir(c), as ~ Exp(b),

and % ~ IG (v, Bo).

C.4.2 Posterior Distributions

In this subsection, we will specify the posterior distributions specifically for the functional
covariate adjusted mixed membership model where the covariance is covariate-dependent.

We will first start with the ¢,,, parameters, for j = 1,..., K and m = 1,..., M. Let

Dy, = %(;;j diag (’y(;jllm, e a’Y;jlpm)- By letting

bim =2 Z Z ( tit) Xim (yi(til)zij — 7% (vj+nx) Blta) = Z5 > Xin®), B(ta)

=1 [=1 n#m

_Z2 Z mezgjnB zl Z Zz]sz

k#j
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and

N
im ! ZZ ngzm B/<tll>) +D;J1m7
=1

=1

we have that

¢jm|®_¢j'm’ Yl’ o YN’ X N <M¢]7n ¢J’"L’ Md’]’m) .
Let &, be the r'* column of the matrix &;,,. We willlet Dg, = dzag <7 NERE ,74_)51 )
]rm jrmP
We will also let x;, denote the r* element of x;. Thus, letting

(Vj + an;)/ B(ta) + Z Xin¢;n3(til)

K
mgkdm = Z Z ( zl X'melezk <yz(tzl> - Z Zij

i=1 =1 j=1

— Z Zininxirg;crnB(til)

(j7n7r)#(k7m7d)

1 N
£kdm Z Z kXZm ZdB Zl)B/(td)) + Dg_kldm7
=1

=1

we have that

Skdm|®—€kdm’Y1’ e ’YN? X ~ N (Mﬁkdmmikdm7 Mgkdm) '

The posterior distribution of dg,,, for k=1,..., K, is

0 |®-s, Y1,..., Yy, X <a¢1k (PM/2),1+ = Z%M@m

1
+§ Z ’y(ﬁk,r,m ¢z,r,m (H 5¢jk> ) .
=2

m=2 r=1

205



The posterior distribution for 4y, , fori=2,... M and k=1,... K, is

5¢ik|®_5¢ik7Y17”"YN7XNr<a¢2k+(P< —i+ )/2)

1 M P m
+§ ZZV&k,,.,m%,r,m ( H 5¢3k>> :

m=i r=1 j=13j#i

The posterior distribution of d¢,, , for k=1,..., K andd=1,..., R, is

P
1
6€1kd|®_5§1kd7Y1’ s aYN7 (aﬁlkd PM/2)7 1+ 5 Z ,ygkdrlgl?id’f’l
1 ) -
+§ Z ,ygkd'rmgkd’r‘m H 6£jkd :
m=2 r=1 j=2
The posterior distribution for d¢,, , fori=2,... M, k=1,...,K,andd=1,...,D is

5£ikd|®_65ikd7Yl’ Ce ,YN,X ~I (ag%d + (P(M -1+ 1)/2), 1

1 M P m
+5227£kdrm¢idrm< H 55]'/“1)) :

m=i r=1 j=13j#i

The posterior distribution for ag , (k= 1,..., K) is not a commonly known distribution,

however we have that

1 a‘t‘lkil

P(a¢1k|®_‘l¢1k’Y1’"'7YN’X) X I‘(a¢ ) b1k
1k

o tern {5}

Since this is not a known kernel of a distribution, we will have to use Metropolis-Hastings

algorithm. Consider the proposal distribution Q(a},  lag,, ) =N (ag,,, 187", 0, +00) (Trun-
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cated Normal) for some small €; > 0. Thus the probability of accepting any step is

1 P (a;blk\@_% Yy Y, X) 0 (a¢1k\aib1k>

P <a¢1k|@_a¢1k,Y1, o ,YN,X) 0 (aiblk|a¢1k>

A(ay, ,ag,,) = min

Similarly for ag,, (k=1,...,K), we have

a 1 a
P(a¢2k|@,a¢2k,Y1,...,YN,X) F(a¢ (H(S bok ) a j,jk exp{—a¢2kﬁ2}-
2k

We will use a similar proposal distribution, such that Q(a@,% lag,,) =N (ad)%, €265 1,0, —i—oo)

for some small €5 > 0. Thus the probability of accepting any step is

1 P (aip%\@_%%,Yl, o ,YN,X) 0 (%%\a'%J

P (04,10 ay, Y1, Y, X) Q (a0, )

A(ay, ,ag,,) = min
Similarly, the posterior distribution for ae,,, (¥ =1,...,K and d = 1,...,R) is not a

commonly known distribution, however we have that

1 agypq—1 a®™ 1
F<a€1kd) tiva  Y1n

P(a&kd’@—aglkd>Y17 YN, X) x e:vp{ aElkdﬁl}

We will use a similar proposal distribution, such that Q(ag, |ag,,,) =N (ag,,, €187 ", 0, +00)

for some small ¢; > 0. Thus the probability of accepting any step is

P (a’glkd|®,aélkd,Y1, . ,YN,X> 0 (aglkdm'{lkd)
P (ag““d‘@*% 1k Y, Y, X) @ (alﬁlkd‘aglkd)

Alag,, ., ag,,,) =min q 1

207



Similarly for ae,,, (k=1,...,K andd=1,..., R), we have

P(a€2kd|@_a52kd,Y1,...,YN,X) F(a€ -
2 1=2

M
Aoy —1 Qg1
X )M—l ( 5§z‘kd ) e €$p{—a£2kdﬁ2}.

We will use a similar proposal distribution, such that Q(ag, |ag,,,) =N (ag,,, €285 ",0, +00)

for some small €5 > 0. Thus the probability of accepting any step is

P (agmy@,%m,Yl, Y, X) o) (ag%dmgm)
P (agz’“‘i’@_aﬁzkd’Yl’ o YN, X) @ (alﬁzkd‘a&k‘i)

Aag, ,ag,,)=min{ 1

For the vy,,,, parameters, for j =1,...K,p=1,...,P,and m =1,..., M, we have

Vo jpm |®—V¢jpm )

2
Yy Y, X~T <”” 1 T V”)
AR Y 2 ) 2 N

Similarly, for the Ve apm PATAIMEtETS, We have

/ygjrpm | 9_75ijm

2
Y, Yy, X~T (V'y"‘l Grom € +VW>
) bR M 2 ) 2 b

fory=1,..., K,r=1,...,R,p=1,...,P,and m =1,..., M. The posterior distribution
for the z; parameters are not a commonly known distribution, so we will use the Metropolis-

Hastings algorithm. We know that
K
(2O, Y1,..., YN, X) H Zo3m !

K
X Hexp {—— (yz zl Z sz Vk + mXQ)'B(tu)

=1

2
m=1
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We will use Q(z}|z;) = Dir(a,z;) for some large a, € R as the proposal distribution. Thus

the probability of accepting a proposed step is

A(Z/ Z)_mln{l P(ZHG)—ZHYD7YN>X)Q(ZZ|Z{L)}

P (Zi’@7Z¢7Y17 cee 7YN7X) Q (Z'IL|Z’L)

Similarly, a Gibbs update is not available for an update of the 7 parameters. We have

that
p(w|®_, Yq,..., Yy, X) x ch’“ !
k=1

=

Letting out proposal distribution be such that Q(#’|w) = Dir(a,m), for some large a, € RT,

we have that our probability of accepting any proposal is

_ P(m'|©® o, Y1,...., YN, X)Q (7|7)

A / — 1 T ) ) )
(=™ mm{ P10 .. Y1, ... Y, X) Q(n[m)

The posterior distribution of a3 is also not a commonly known distribution, so we will use

the Metropolis-Hastings algorithm to sample from the posterior distribution. We have that

P(a3]®_0s, Yi,..., Yy, X) x e b

N K

-1
U g 12
B(azm) ik
=1

Using a proposal distribution such that Q(a4las) = N(as,02,,0,+00) (Truncated Normal),

we are left with the probability of accepting a proposed state as

P /G'),a/,Y,...,Y 7:}( /
A(of, a3) = min S 1, (a3| 37 1 N )Q(a?|a3) '
P(a3]® 4, Y1,..., YN, X) Q (af|as)
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Let P be the following tridiagonal matrix:

Thus, letting
1 N n; -1
B, - (P4 23 20
i=1 I=1

and

1 N n;
byj:;ZZZ B(t

=1 =1

K
k=1

yilta) — (Z ZikV;gB(til)>

k#j

)|

M

we have that

v;© ... Y1, ...,Yy, X~ N (B,b,,,B,,) .

Let 1,4 denote the d" column of the matrix 7n;. Thus, letting

BTde - (T Z Z Zzzj sz (til)>

=1 [=1

and

"de 2 Z Z de zl

=1 [=1

K
. (z Zi
k=1

(Z .I'zr’r’]'r ) - (Z szxzn;:B(tll))

r#d k#j

M
m=1
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we have that

"7jd’®fnjde1>-- Yy, X~ N( Mjd mdenjd>'

Thus we can see that we can draw samples from the posterior of the parameters con-
trolling the mean structure using a Gibbs sampler. Similarly, we can use a Gibbs sampler
to draw samples from the posterior distribution of Tn,, and 75,;. We have that the posterior

distributions are
L,
T,,j\@,TVj,Yl, YN, X ~T (a,+ P/2,5, + §ujP1/j

and

1
T"jd‘@_Tﬂjd’Yl’ e ’YN’X ~T (Oé,,, + P/2>5?7 + én;dPnjd) >

for j =1,...,K and d = 1,..., R. The parameter 0% can be updated by using a Gibbs

update. If we let
1 N n; K 2
- 522 (yz(td) _ZZZk ( Vk+nkx Zl _'_Zin ¢kn+£kn z) ( 11))) I
i= n=1

then we have

ZN
0-2|®—027Y17"'7YN7XN-[G o+ = 7ﬂ0+60’ :
Lastly, we can update the x;,, parameters, fort=1,..., Nand m =1,..., M, using a Gibbs

update. If we let

Wim :;2 [ZZ <Z sz ¢km +£km z) ( 11))

=1

(?Jz(tiz) - Z Zik ((Vk +mx;) B(ta) + Z Xin (Prn + EnXi) Bt zl)))]

n#m
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and

n; K 2
Wils1e 5y (Z Zie (G + € B(m)) ,

=1 k=1

then we have that
Xim|C—Xima Yi,..., YN, X~ N(Wz‘sz‘m Wim)-

C.4.3 Tempered Transitions

Since we only temper the likelihood, many of the posterior distributions derived in Section

C.4.2 can be utilized. Starting with the ® parameters, we have

<m¢jm>h Z(fgh)h > Z (B(tiZ)(Xz’m)h (yz-(til)(Zz-j)h —(Zi)h (Wi + (my)x}) Blta)
=1 [=1
—(Zih Y Xin)n( D)5 B(ta) — (Zij)2 > (xan)xi(€;,)1 B (ta)
n#m n=1
=D ZisZan | (vin + (m)nxt) Blta) + me (Bkn)n + (Exn)nxt) Blta) )) :
k#j

and

ng

(Mqﬁjm)_ :Z ZN: i (Xim ) (til)B/(tiz)) + (Dqum):,

hzlll

we have that

(¢jm)h|@—(¢jm)h’Y1"' Yo, X~ N(( ¢3m)h(m¢j’">h’<M¢j”‘)h>'

212



Letting

B
(mﬁkdm)h _<0_2) Z sz hxzd
M

((Vj>h + (77] hX Xm (til)

n=1

> (ZipnXan)nin () B(ta)

(j7n7r)#(k7m7d)

(Mgkdm = - Z Z le hmde( ll)B,(til)) + (Dskdm)lzl’

=1 [=1

we have that

(Ekdm) ’6 (&kam) h’Yl’ s Yy, X N ((Mﬁkdm)h (mgkdm)h’ (Mgkdm)h) :

As in the untempered case, we have that the posterior distribution Z parameters under

the tempered likelihood is not a commonly known distribution. Therefore, we will use the

Metropolis-Hastings algorithm. We have that

K
P((Z)h Oy, Yi, - Y, X) oc [ [ (Za) e e
k=1

X l_lexp{ 2(5 (y@ i) Z w)n (Vi) + (m)nxh) B(ta)

(Xim)h (D) + (Epm)nxt)’ B(t@))

+
M=

We will use Q((2;)},(z:)n) = Dir(a,(z;)) for some large a, € R as the proposal distribution.
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Thus the probability of accepting a proposed step is

P Zi/}LG—zi’lea“-aYNyX Z; Zi%
A((Zi);l,(zi)h):min{l, (( )i (2i);, )Q(( )nl( ))}

P ((2:)nl©®—(z),, Y1,..., Y, X) Q ((2:)},](zi)n)

Letting 1
p - B
)= ()P S S memn
and
B N n;
bu,), = o 3> (ZiwBta) [yilta) = | D (Zu)w@i)nB(ta)
(0 )h =1 [=1 k#j
K M
(Z X nk + Z X’Lm ¢kn (gkn)hxi)/B(tll) )] )
k=1 m=1

we have that
(Vj)h |®—(u]-)h7Yl 7777 Yy, X~ N ((BVj)h (ij)h J (BVj)h) :

Let (njd)h denote the d" column of the matrix (n;),. Thus, letting

(o), = (), P+ 5 St

=1 [=1

and

g

< njd>h O iz Zij)nriaB(ta)

(o) =15
(Z i) X (15,)}, zl))
k#j
K

- (D

1

yi(ta) — (Z(Zij)hxir(njr);zB(til)>

r#d

)|

M
)+ D Oim)n (Do) + (En)nxt) Blta)
m=1
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we have that

(154), ’@_(njd)h’ Vi Yo X v N ((and)h (b"fd>h ’ (and>h> '

If we let

a = %Z il (yz zl Z < Vi h+(nk)hx) B(tll)

+ Z(Xin)h (D) + (€r)nxt)’ B@il))) )

n=1

then we have
n;
(Uz)h‘@_((ﬂ)h,Yl, . >YN7X ~ IG (CMQ + — Bh ZZ 1 750 + (/Bo') > .

Lastly, we can update the x;,, parameters, fort=1,...,Nand m =1,..., M, using a Gibbs
update. If we let

ZZ <Z(sz)h ((¢km>h + <£km)hxg)/ B(tz’l)> (yz‘(til)
k
_Z (Zi)n ( vidn + (m)nx}) Bta) + Y (Xin)n () + (€n)nx?)’ B(m)) >]

n#m

and
(Wim), ' =1+ oy (Z(Zz‘k)h (Dr)n + (Epom)nxi)’ B(tz‘l)) ,
=1 k=1

then we have that

(Xz‘m)hm—(xz-m)w Yi,..., YN, X~ N(<Wzm)h (Wim)h ) (Wzm)h) .
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