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Abstract of the Dissertation

Statistical based Piecewise Linear Calibration of

Nonlinearity in SAR-ADC

by

Seyed Arash Mirhaj

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2014

Professor Mau-Chung Frank Chang, Chair

In recent years, Successive Approximation Register Analog-to-Digital Converter

(SAR-ADC) has received significant attention due to its well-known energy and

hardware efficiency, which also benefits even more from technology scaling. Tra-

ditionally, designers have to pay extra attention to matching of the elements in

the Digital-to-Analog Converter (DAC), commonly capacitors, as the heart of the

ADC. In many cases this leads to overdesigning the DAC hence, directly and

indirectly, wasting precious area and power efficiency.

In this research we have been seeking for a robust, hardware/energy efficient,

non-invasive, and non-interrupting calibration scheme for SAR-ADC. Unlike cur-

rent state of the art, proposed calibration does not require stringent assumption

on layout considerations and it does not affect the throughput of the data. The

prototype of the calibration has been implemented on a 12-bit SAR-ADC fabri-

cated in 65 nm CMOS. Measurement results show more than 9 dB improvement

in SNDR (from 58 dB without calibration to 67.2 with calibration) and about 19

dB enhancement in SFDR of the ADC (from 62.6 dB without calibration to 81.2

with calibration). In order to demonstrate effectiveness of the proposed calibra-

tion in a practical scenario with wide bandwidth input signals, the performance of

the ADC is also tested for quantizing the samples of a 256-QAM signal. Measure-
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ment results show improvement of EVM of the output from about 42 dB without

calibration to 50 dB with calibration.
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CHAPTER 1

Introduction

1.1 Motivation

“ . . . [If] the received signal is a definite function of the transmitted

signal, then the effect may be called distortion. If this function has an

inverse-no two transmitted signals producing the same received signal-

distortion may be corrected at least in principal, by merely performing

the inverse functional operation on the received signal.”

– CLAUDE E. SHANNON

Analog to Digital Converter (ADC) can be also considered as an information

channel. The transfer function of such a channel is not exactly invertible since the

purpose of ADC is to map a range of the analog input to one digital value in the

output. Still, the definition of distortion can be generalized to ADCs as well. In

the case of uniform ADC (with a linear transfer function), the error in the output

can be divided to two distinct categories:

1. Quantization Noise: Information loss due to mapping a range of the input

to a single value at the output

2. Distortion: The deviation of the output from the ideal line

Although nowadays most ADCs are designed to be linear, which might be

because of the ease of linear design, the desired transfer function of the ADC
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does not have to be linear. For instance, in many wideband applications the

ideal function that transfers maximum information from input in analog domain

to output in digital domain is exponential because of the Gaussian form of the

probability distribution function (PDF) of the input. In this case distortion can

be simply generalized to deviation of the transfer function curve from the desired

curve. In this research we are looking for an efficient way to detect the distortion

and correct for it, calibration.

The traditional approach in designing Successive Approximation Register Ana-

log to Digital Converter (SAR-ADC) with binary weighted capacitive Digital to

Analog Converter (DAC) is to make sure that the capacitors are large enough

to meet the stringent matching requirement for the desired accuracy. In most

cases, this approach (especially in range of mid-resolution ADCs) results in large

capacitor requirement for DAC which is much higher than the thermal noise limit.

It is much desired to reduce the size of the DAC capacitor since it directly and

indirectly affects the total power and area of the ADC. The indirect impact on

the power consumption is on the Low Dropout (LDO) Regulators that need to

drive the DAC with high accuracy. Significant impact on the area is manily on

the decoupling capacitors. Strict matching requirements also result in avoiding

many high density geometries for capacitors. High density geometries exploit the

vertical electrical field as well as lateral electrical field. Matching of the capaci-

tors that use vertical field is worse because accuracy of the deposition is inferior

to the accuracy of the lithography and etching[6]. In addition, in many practical

situations it is desired to accommodate the ADC in odd shaped layout footprints

which can negatively impact the matching of the elements.

The above mentioned reasons are among many reasons that it is desirable to

be able to tolerate the mismatch between the DAC capacitors instead of avoiding

it. If this is achieved there are many other opportunities on the horizon that can

be also considered e.g. using mixed element DAC, combination of resistors and
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capacitors, for high throughput ADCs.

In this research we study how the mismatch of the capacitors of the DAC and

other non-idealities in the ADC can convert to increase in quantization noise and

how they affect the distortion. The outcome of this research is an efficient way of

estimating the transfer function, its deviation from the ideal model, and explore

the ways of correcting the distortion. It is very important for the proposed idea to

keep the power and area overhead minimum and to make sure that the algorithms

and methods are minimally invasive to the original system. In other words, we

would like to avoid interrupts to the system in order to do the calibration. It is also

desirable to be able to embed the algorithm of already well-known architectures

without too much modifications of the original layout. Finally, the estimatation

process should be stable, robust, and insensitive to other error mechanisms.

1.2 Prior Art

In this section a few of the state-of-the-art calibrations that are relative to the

proposed algorithm in this work are briefly reviewed. Decision Boundary Gap

Estimation (BDGE) [1] is a statistical based calibration which is implemented for

pipeline ADCs. In this work the authors are looking for ways to detect the jumps

in the characteristic of the ADC, named boundary gaps, in order to detect the

error in the bitweights of the ADCs digital output. In order to do so it has been

proposed to save the histogram of the codes of the output near the boundaries of

the characteristic where a jump in the characteristic is expected. In this technique,

it is assumed that the PDF of the signal is uniform near the boundaries since the

range that is important for the calibration is small. Thus it is expected that the

output codes of the ADC also have a uniform histogram distribution near the

boundaries. However, if there is a gap in the histogram (Figure 1.1) the goal of

the algorithm is to shift one side of the transfer function so the uniform histogram
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is achieved. A significant benefit of DBGE is that it is non-invasive to the original

system and it can be done in the background. The main drawback of this work is

that a lot of memory is needed for saving the data of the histogram. In addition

this idea is suitable for ADCs in which redundancy exist in the output codes

of the ADC similar to pipeline while in general SAR-ADC not necessarily has

redundancy.

Figure 1.1: Example of a gap in the histogram of the output of the ADC in

presence of nonidealities in the bitweights [1]

Another interesting state-of-the-art calibration technique is Dithering Method

introduced in [2]. In this technique shown in Figure 1.2, inspired by dithering cali-

bration in pipeline ADCs, a dithering method is proposed to detect the bitweights

in SAR-ADC. In order to handle dithering the large MSB capacitor some extra

clock cycles are added to the sequence of comparator decisions that reduces the

sampling frequency of the ADC. In addition in order to be able to run the cali-

bration in the background a Sample and Hold circuit is necessary.

Another very interesting calibration technique that has been implemented for

SAR-ADC is introduced in [3]. In this work Figure 1.3 a pseudo random signal is

injected along with the input to the ADC. The pseudo random signal equivalent

is subtracted from output of the ADC. In a linear ADC with well selected pseudo

random signal, there should be no trace of the pseudo random signal remaining in
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Figure 1.2: Dithering method in [2]

the ADCs output. However, if there is a nonlinearity in the transfer function of

the ADC, traces of the pseudo random will be remaining which can be detected by

correlating the output of the ADC with pseudo random signal. The result can be

fed into a Least Mean Square (LMS) engine with feedback to the bitweights of the

ADC in order to linearize the ADC. Although the technique is very powerful it is

relatively complicated in terms of implementing the LMS engine. The convergence

speed is also limited since there are two slow mechanism involved in the technique;

First, a long correlation should be done to disengage the pseudo random signal

from input signal. Second, LMS engine takes time to converge.

Figure 1.3: Block diagram of the calibration method introduced in [3]
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CHAPTER 2

Proposed Calibration

2.1 Piecewise Linear Approximation

Piecewise Linear (PWL) approximation is a well-known technique to approximate

a complicated curve in mathematics with simple lines as illustrated in Figure 2.1

Figure 2.1: Transfer function of a system (on the left) can be approximated by

pieces of straight lines (on the right) which can be a reasonable approximation for

the transfer function of the system (in the middle)

PWL can be considered as the digitizer of the slope of the curve. That is, the

amount of the information necessary to describe the curve with PWL is greatly

reduced compared to the original curve. In this research we are interested to use

PWL approximation of the transfer function of a system (for example SAR-ADC)

and compare it with ideal model.

Because much less information is needed to describe PWL approximation of
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a system compared to the original system, any calculation for comparison to the

PWL approximation of the model is also less hardware intensive which results

in lower power dissipation and smaller area overhead. Fineness or roughness of

the PWL approximation should be adjusted according to the target application

and required accuracy. For large distortion contributors a course approximation is

enough, however, for detecting small distortion the approximation intervals should

be fine-tuned which can be done successively.

2.2 Statistical Estimation of PWL

Histogram is a great tool for measuring the slope of a function. If the input PDF is

uniform, then the histogram of the output with equal bin-widths can reveal all the

information required to estimate the PWL approximation of the transfer function.

If the slope of the function is steep, the area of the input corresponding to a single

bin is smaller compared to the case that the slope of the function is gradual.

Hence, the count of the bin associated with steeper parts of the transfer function

is smaller than the gradual parts of the function. Thus the relative height of each

bin is inversely proportional to the slope of the transfer function. For example, if

the function is linear, all the output bins will be equal.

An already well-known application of uniform input used for detecting the non-

linearity of the transfer function is measurement of static characteristics of ADCs,

Differential NonLinearity (DNL) and Integral NonLinearity (INL), by means of a

ramp signal as the input of the ADC.

The idea of measuring the nonlinearities of the transfer function by histogram

of the output can be extended for non-uniform PDF signals. If the PDF of the

signal is not uniform but known, then one can calculate what to expect as the

histogram of the output and any deviation from the expectation can be consid-

ered as distortion of the transfer function. A famous example of application of

7



such a method is measurement of the DNL and INL of the ADC by means of

sinusoidal input to the ADC. This method is preferred over the ramp (uniform

PDF) since generating an ideal ramp signal is very hard but generating a high

quality sinusoidal signal is relatively easy and efficient with the help of narrow

band filters.

In a practical applications the pdf of the input is unknown. In this research

we propose the following algorithm to extract the information about the slope of

each piece of the characteristic.

1. The input of the system is dithered with a random offset. For the sake of

simplicity of the explanation one can assume that the dither is a random

signal with equal probability (50%) of being either a positive or a negative

offset (±OS). (It is better for the value of the OS to be close to the width

of each bin of the histogram at the input of the system).

2. The output of the system, depending on the value of the corresponding

offset, is sorted to two separate histograms. Thus a certain bin number

(e.g. bin number 4 of the histogram related to -OS in the Figure 2.2) is

corresponding to the neighboring bin in the other histogram (bin number 5

of the histogram related to +OS in Figure 2.2)

3. The neighboring histogram bins in each histogram cover the same range

of the input, and the probability of input to be added to positive offset

and negative offset is equal. Therefore, if there is a difference between the

numbers of counts of these two bins, it is the result of the different slope of

the transfer function at two neighboring pieces. The ratio of the count of

these two bins (#5 in the +OS and #4 in the OS histogram) is the ratio of

the slope of the pieces of PWL approximation of the transfer function. This

information is enough to compare the PWL of the actual characteristic with

the PWL approximation of the desired model and detect any deviations.
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Figure 2.2: By introducing a random offset to the input of the system (on the

bottom) and sorting the output of the system to separate histograms (on top left),

Piecewise linear approximation of the system can be extracted

If the desired model is a straight line, any deviation from the ideal line can

result in undesired harmonics at the output. The correction procedure can be

designed to feedback the mean square root of the ratios of the histogram bins

corresponding to the same input to the calibration system with the goal of reducing

variation in the slope of the transfer function.

Binary weighted SAR-ADC is a very suitable system for the proposed calibra-

tion because of the following properties of its transfer function (shown in Figure

2.3):

1. It is inherently monotonic. Monotonicity is a requirement for correct estima-

tion in every histogram based analysis [7]. It is noteworthy to mention that
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a binary weighted DAC can be non-monotonic in the presence of mismatch

in the elements. However, after the DAC is placed within a SAR-ADC the

characteristic of the ADC will be monotonic but with missing codes.

2. It is Piecewise linear by nature.

3. Superposition holds for it. That is, if each bit error is independent of the

state of the other bits, then the linearity error at any code is simply the

algebraic sum of the errors of each bit in that code [7]. This property is

also useful in reducing the hardware for extracting the error associated with

each capacitor, especially the smaller MSB capacitors.

Figure 2.3: A typical Transfer function of SAR-ADC in presence of nonidealities

2.3 SAR-ADC and its error mechanisms

In this work we demonstrate the proposed calibration on a binary weighted split

capacitor similar to the architecture proposed in [8]. In this architecture each
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capacitor of the binary bank is split into two equal pieces. As can be seen in

Figure 2.4(a) the first step is to sample the input on all the capacitors. At this

phase, all the bottom plates of the capacitors are connected to input and the

top plates are connected to the common mode voltage. Figure 2.4(b) shows the

configuration of the DAC for the first comparison (MSB). At this phase half of all

the capacitors are connected to reference voltage (Ref) of the DAC and the rest are

connected to ground (GND). After the first comparison is done, depending on the

result of the first MSB, both pieces of the MSB capacitor will be connected to Ref

(Figure 2.4(c)) or both will be connected to GND. The second MSB comparison

can now be done and so on until the last capacitor is also switched. One last

comparison is done to extract the LSB afterwards.

In this architecture of the DAC, each pair of capacitors (corresponding to each

bitweight of the binary code in the output) can experience two error mechanisms.

1. After the conversion cycles are all done, both halves of each pair are either

connected to Ref or GND. The ratio of each pair combined together, to

the total capacitors in the DAC determines the weight of the bit associated

to them. This bitweight might be different than the ideal bitweight. For

example, as depicted in Figure 2.5, the MSB capacitors can have a mismatch

of ∆W to the ideal value CMSB. The effect of such an error results in the

transfer function to have a nonlinearity as shown in Figure 2.6(a) or Figure

2.6(b) depending on the sign of the error. This category of errors results in

deviations from the straight line of the ADC for all the codes. They cause

INL error trends and if the dynamic performance of the ADC is concerned,

they result in concentrated power of the error in few harmonics.

2. The other error mechanism is the mismatch between two halves of each pair

(∆S in Figure 2.5). The impact of such error is shown in Figure 2.6(c).

In general, any temporary error that happens during the comparison of a
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Figure 2.4: Sequence of a typical SAR-ADC with split capacitor architecture:

Sampling phase (a), First comparison (b), Second Comparison (c)

particular bit during the SAR conversion but disappears soon after, results in

an error in the transfer function as shown in Figure 2.6(c). In the illustrated

case, ∆S disappears after both half capacitors merge together. Temporary

glitches in the reference voltage of the DAC or kickbacks have similar affect
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on the transfer function of the ADC. This category of errors are confined

along a few LSBs in the transfer function in the neighborhood of the codes

where the corresponding bit is switching. They result in DNL errors but the

impact on INL is limited. The impact on the dynamic performance of the

ADC is an error with small power which is spread among many harmonics,

similar to quantization noise.

Figure 2.6(d)&(e) show the cases in which both bitweight errors and temporary

errors occur.

Figure 2.5: Possible error mechanisms in capacitors of split capacitor SAR-ADC

Figure 2.6: Impact of each error mechanism in capacitors of split capacitor

SAR-ADC on the transfer function of the ADC
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2.4 Methods of Calibration

As shown in Figure 2.7, calibration process can be considered as two separate

steps; Estimation of the error and Correction.

Figure 2.7: Calibration process is a two step process: Estimation and Correction.

Each of these processes can be implemented in different ways

Estimation can be done in foreground or background:

- In foreground calibration, at the power up of the chip, a test signal with

known properties is fed to the input of the ADC and the output is com-

pared with the expected model, and the difference is considered as the error

that has been cause by the ADC. After the foreground estimate is done it

is assumed that the error mechanisms do not change. In some cases the

throughput of the data is interrupted every often to do a calibration cy-

cle. Foreground calibrations are usually faster in convergence, but there is

a startup time associated with them that in some applications it might not

be desirable. Also if the errors drift over time, the interrupts necessary for

calibration might not be tolerable in some applications.

- Background calibration is done while in the ADC is doing its normal opera-

tion. A known signal is added to the input of the ADC along with the main

input signal. At the output the known signal should be separated from the

main signal and properties of the known signal are compared with expected

14



properties according to the model to detect the error mechanisms. This pro-

cess of separating two signals at the output requires long integration which

results in slower calibration compared to foreground calibration. On the

positive side, background calibrations do not have startup time associated

with them which means ADC can start conversion of the main signal imme-

diately (though not with full accuracy). Also if the error mechanisms change

and drift overtime the calibration process keeps the track of the errors.

As for the correction part of the calibration process, it can be applied either

at the front-end or at the back-end:

- In the front-end method, after the error mechanisms are detected, they are

corrected at the source. For example, if a particular capacitor is detected to

be smaller than the ideal value, some extra capacitors can be added to it from

a capacitor bank or a designated calibration DAC can add or subtract some

amount of charge to the main DAC as decided by estimation process. In

theory this method of correction can correct the errors completely. However,

in practice the calibration DAC or other elements used for correction, have

non-idealities also. In addition, in cases similar to SAR-ADC applying the

decisions of correction in the front-end means extra gates and delays in the

main loop of the ADC, reducing the maximum achievable frequency.

- In contrast, back-end calibration accepts that some errors have happened

during the ADC conversions but the purpose of such calibration is to in-

terpret the process correctly to avoid adding more errors. Since here is no

modification to the original system to accommodate the corrections in the

front-end, this method of correction introduces no loading on the system.

Also, because it is done at the back-end in the digital domain, it can benefit

from all properties of digital system such as robustness and programmabil-

ity. Figure 2.8 shows how a back-end calibration can fix misinterpretations
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and fix some of the errors. It is worthy to note that any back-end calibration

can only shift segments of the characteristic in the vertical direction. As can

be seen in Figure 2.8 after the back-end correction all the segments of the

characteristic are inline. However, there are some notches in the character-

istic that result from the fact that some information is lost because of the

mistakes that have been made at the front-end.

Figure 2.8: Impact of Back-end calibration on transfer function of the ADC

The impact of the information loss due to these notches on the ENOB of the

ADC and the impact of the misinterpretation can be seen in Figure 2.9. In order

to generate each curve, it is assumed that one capacitor of the DAC has an error

(that is swept on the horizontal axis, ∆W ) while all the other capacitors are at

their nominal value. In these families of plots each color coresponds to a different

capacitor in the DAC (dark blue is the MSB). The bottom plots show if each

capacitor of the DAC has an absolute error (normalized to unit capacitor) how it

would affect the ENOB without any calibration. The top plots show if an ideal
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backend calibration is applied to the ADC how the ENOB would be improved,

which shows the merit and limitation of back-end calibration.

It is interesting to note that the MSB capacitor is an exception, since when it

is smaller than nominal value the drop in the ENOB is by far slower than when

it is larger than the nominal value. This is because negative ∆W after calibration

becomes a straight line but positive ∆W remains a notch behind (as shown in

Figure 2.8). For other capacitors, error in the bitweight propagates to the larger

capacitors and results in notches at larger bits. The MSB capacitor is an exception

since it only changes the bitweight of the MSB but other capacitors change all the

bitweights larger than themselves.

Another observation in these plots is that the sensitivity of the ENOB to the

error in the LSBs is much more than MSBs. As a result, any error mechanism

that results in notches in LSBs should be carefully controlled. As mentioned

before, temporary changes in the references voltage during the conversion and

unfinished settling can cause similar effects as the notches. However, during the

LSB conversion, settling is usually fast enough. Reference voltage changes should

be well controlled during LSB conversions.

A very effective technique to mitigate the notches in the transfer function is

the use of redundancy. Figure 2.10 shows how redundancy can affect the transfer

function by extending the length of each segment of the transfer function. As

shown in the top row, when segments of the transfer function are not aligned due

to error in the bitweights, introducing redundancy is not helpful. However, with

presence of back-end calibration when all the segments are inline, redundancy can

solve the problem of loss of information.

As shown in Figure 2.7 back-end correction can be implemented through a

feedback loop or by the means of feedforward error correction. We will discuss

about their differences and application more in section 2.6.
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Figure 2.9: Impact of error in the value of each capacitor in the ENOB, if the

input of the ADC is a sinusoidal (left plots) or if the input is a random signal

with uniform PDF (right plots). Back-end claibration can improve the ENOB

(top plots) compared to no calibration (bottom plots)

2.5 Implementation of Estimation

In order to illustrate the implementation of the estimation process in SAR-ADC,

we assume the ADC has nonlinearity only due to the MSB capacitor (∆W > 0).

In this case, nonlinearity results in “wide code” (Shown in Figure 2.11) which is

often avoided in prior art because of hardship in estimation and correction of it.

As mentioned before, a part of the proposed calibration is to obtain a histogram of

the output of the ADC. Therefore, the output codes are sorted in histogram bins

with Nominal Bin Width (NBW) e.g. 64 LSB. Meanwhile, the input is dithered

with an offset of either positive (+OS) or negative (-OS). Assuming the pick-to-
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Figure 2.10: Redundancy can recover the lost information if all segments of the

ADC are inline (bottom plots). However, if the segments of the transfer function

are not inline, redundancy can not help (top plots)

pick amplitude of the dither (2*OS) is equal to NBW, after sorting the output

codes of the ADC into two separate histograms, count number of N1 in the positive

dither histogram and count number of N0 in the negative dither histogram are

associated to the same input range. Thus the value of the error in the bitweight

of the MSB (∆) can be calculated as:

N0

NBW + ∆
=

N1

NBW
(2.1)

or

∆ = NBW ×
(
N0 −N1

N1

)
(2.2)

Circuit implementation of this equation can be very simple by making some

smart choices. The subtract operation in the nominator can be easily implemented

by an UP/DN counter. Whenever the dither is positive and the output is detected

to be in the range of the 4th bin, the counter counts down and whenever the dither
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is positive and the output is detected in the 3rd bin the counter counts one up.

The denominator is a simple counter. If the value of the NBW is chosen to be a

power of two number (2m) and the counter of the denominator is a k-bit counter,

then the carry out of the denominator counter can be used as a signal to a shift

register to fetch the output of the nominator counter and shift it to the right for

m-k times.

Figure 2.11: By sorting the output of the ADC in separate histograms depending

on the value of the offset in the dither (on the left) a Piecewise linear approx-

imation (green curve) of the transfer function (red curve) of the ADC can be

obtained

An important step in the proposed calibration that can greatly affect power

and hardware efficiency is the process of detecting the histogram bins. In theory,

the PDF of the dither signal is not required to be uniform, however choosing it to

be uniform can result in avoiding a normalizing step of the histogram sets which

is a costly division process.

Another power and area saving solution is to combine as many histogram

bins as possible together in order to reduce the number of memory cells. For

example, we can assume there is an error in the third MSB. The transfer function
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experiences discontinuity at 7 points (Figure 2.12). At four of these point, marked

green, all the larger MSBs are the same on both sides of the discontinuity. Thus

the value of ∆ calculated at these 4 points depends only on smaller capacitors. If

the lower bitweights are accurate (or equivalently their bitweights are calibrated)

∆ can be acurately calculated.

The three remaining discontinuity points are not used for current ∆ calcula-

tion (the 3rd MSB in this example) but they will be used in subsequent steps to

calculate for ∆ of larger MSBs.

Figure 2.12: An error in the 3rd MSB capacitor can cause discontinuity in 7 points.

Four of these points (green marks) are used to extract the bitweight of the 3rd

MSB, the rest (red markes) are used to estimate the larger MSBs

In order to reduce the hardware, especially the registers, it is necessary to

avoid storing the information related to every nonlinearity point of the transfer

function separately. Thus we combine all the histogram bins associated to the

same bitweight (green marks in Figure 2.12). To further explain this idea, output

of the ADC can be considered as its bit sequence:
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Raw ADC output code = DMSBDMSB−1DMSB−2 . . . DcalDm

Dm−1Dm−2 . . . DNBW−1DNBW−2DNBW−3 . . . DLSB (2.3)

where DCal is the bitweight under calibration (3rd MSB in the example of

Figure 2.12), DMSB’s are the larger bitweights in which all of their permutations

need to be collected but they should be constant within each bin. Dm’s are the

lower bitweights that are either accurate enough or have been calibrated. These

bits are all the same for the codes near the discontinuities and they are opposite

to the Dcal when located in the green marks. DNBW ’s are LSBs that all their

permutations should be collected to form the NBW wide bin.

Also, if NBW is chosen to be a power of two number, all the LSBs that toggle

within one NBW will not affect the calculated ∆.

Table 2.1 shows the binary representative of the output codes near the discon-

tinuities of Figure 2.12. The green codes are the output codes that are necessary

to be collected in order to calibrate the 3rd MSB with NBW of 4 in an 8-bit ADC.

The logic for this operation is shown in Figure 2.13.

Figure 2.13: A typical logic to detect the number of counts in combined bins of

the histogram

The flowchart diagram of Figure 2.14 shows the implementation of the esti-

mation. On the Left, the raw data from the output of the ADC and the pseudo
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Table 2.1: sample of output codes near the discontinuities

random dither offset are the inputs of the calibration block. The block on the

bottom part of the chart calibrates the MSB capacitors. As mentioned before,

detection of the error in smaller bitweights is not dependent on the larger MSBs,

but the value of the error of the smaller MSBs should be added to the larger MSBs

to extract the actual error. All the capacitors, except capacitors which participate

in the NBW and dithering, can be calibrated this way.

The top part of the chart is used to extract the bitweights of the LSB capaci-

tors, which participate in pseudo random dithering. In order to do this, the raw

output data of the ADC is sorted according to the value of the dither. Until this

point our examples of the dither were only ±OS, however, it is possible to use
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more value for the pseudo random signal. Thus after sorting the raw output of

the ADC according to the value of the pseudo random, the output of the ADC is

fed to a different accumulator/average block. From the relationship between the

outputs of the “average” blocks, bitweights of the LSB capacitors can be calcu-

lated. The calculations can be substantially simplified if the possible values of the

dither is designed to be only powers of two. In this case, matrix A has only two

nonzero values at each row: value “1” on the dignal of maxtrix A and value of

“-1” of the colum associated with the dither zero. This makes the implementation

of matrix A very simple.

Figure 2.14: Block diagram of the estimation block of the proposed calibration;

Inputs are (on the left) ADC raw output codes and dither. The outputs of this

block diagram are the error in the MSB bitweights and the value of the LSB

bitweights (on the right)
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It is a very important condition for NBW to be large enough to cover all of

the discontinuity as shown in Figure 2.15. Although, the larger the NBW, the

lesser the accuracy of the estimator. Thus it is beneficial to have an estimate of

the statistics of the possible errors in the ADC to make sure that the NBW is just

large enough to cover the discontinuities at the worst case.

Figure 2.15: NBW must be large enough to cover all of the discontinuity at each

point

Since the error of the lower MSBs are used in all the higher MSBs, any inac-

curacy in the detection of the error propagates up to the rest. It is beneficial to

use smaller NBW for lower MSBs to increase the accuracy.

2.6 Implementation of Correction

As was mentioned previously, after the estimation block detects the errors in the

bitweights and the decision has been made to do the correction at the back-end,

there are two options to follow: doing the correction in feedforward or in feedback

as shown in Figure 2.16.

Feedback has the advantage of being less sensitive to the accuracy of the dither

signal or if the PDF of the signal has sharp transitions. However, because of the

method of the detection proposed in Figure 2.16 (that the errors of MSBs depend

on error of the smaller capacitors), the feedback topology results in many loops
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Figure 2.16: Feedforward implementation of the back-end calibration uses the

raw outputs of the ADC as the input of the estimation block (top) while feedback

implementation uses the corrected codes at the output of the correction block as

the input of the estimation engine (bottom)

inside each other, which makes it very hard to stabilize the system. To compound

the problem, the time index of each of the loops are random too, which makes

it extra difficult to control. This arises from the fact that occurrence of output

within each bin associated to different bitweights are random,

Feedforward method is stable, but care should be taken to make sure his-

togram bins of two neighbors and therfore the pieces of the PWL approximation

do not overlap. Also, large variations of PDF near the discontinuity point can

compromise the accuracy of the detection. However, since the PDF of thermal

noise is convolved with the PDF of the input signal it is realistic to assume the

PDF has small and smooth variations within a couple of LSBs.

A Matlab simulation on a random capacitive 12-bit SAR-ADC shown in Figure

2.17 shows the difference between the convergence of the feedforward and feedback

implementation of the back-end correction. In practice, stability issue of the

feedback scheme occur when the denominator counter of the lower MSBs fills up at
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Figure 2.17: Convergance of the back-end calibration in an EVM test over time

for feedback implementation (bottom) and feedforward implementation (top)

a much faster rate than the larger MSBs. Since every time the lower MSBs update

their bitweight the MSBs should restart their counters to count with the updated

lower bitweights, the MSBs never have a chance to be updated. These issues can be

controlled by imposing constraints of how often each bitweight updates compared

to the rest of the bitweights which in essence is the famous gain-bandwidth tradeoff

27



of feedback loops.

Figure 2.18 shows a Monte Carlo simulation of 400 ADCs with 6% accuracy of

the unit capacitor. The input of the ADCs is a simulated samples of an 802.11ac

256-QAM including the preambles. Effectiveness of the calibration process can be

observed by noticing that the far end of the distribution of the EVM is improved

about 10dB.

Figure 2.18: Monte Carlo simulation result of 400 SAR-ADC with 12-bit resolution

and gaussian random mismatch with σ =6% in the unit capacitor

Since the calibration process depends on the support of the input signal to

detect the nonlinearities, a valid concern, is “What if the input signal does not

cover all of the transfer function of the ADC?” The answer is to this concern is

pretty simple: “If it rarely happens it barely matters.”

For example, if the support of the input signal is around the mid-point of the

ADC (experiencing the nonlinearity of the MSB capacitor) but not large enough

to cover more than half of the ADC dynamic range (the discontinuity points of
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second MSB are not covered) the calibration does not correct the bitweight of

the second MSB independantly. Instead, any error in the bitweight of the second

MSB will be added to the first MSB. In other words, MSB capacitor and second

MSB are not switching independently and as far as the calibration is concerned,

their lumped weight is being calibrated.

Anywhere the signal has higher probability, the calibration converges faster

and more accurately and anywhere that the input signal is less probable the

calibration is slower and less accurate. This is acceptable since the lower the

probability of the signal, the lower the probability of error at that point, hence

the lower impact on the signal to noise ratio.
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CHAPTER 3

Circuit Implementation

3.1 Digital to Analog Converter

Figure 3.1 shows the high level circuit implementation of the SAR-ADC prototype

that has been fabricated in CMOS TSMC 65nm GP to evaluate the effectiveness

of the proposed calibration. The architecture is an asynchronous 12-bit split

capacitor DAC with one bit redundancy (inspired by [9]) at 64 LSB. Dither is a

6 bit code that is generated from a 16-bit linear feedback pseudo random (LFSR)

generator. The length of the LFSR is chosen long so in case the dither is not

removed completely from the output the remaining leakage does not introduce a

tone in the output spectrum.

During the sampling Phase (Figure 3.1(a)), the input is sampled on all MSB

capacitors while the LSB capacitors are charged with the value of the dither. This

way the dither offset necessary for the calibration of MSBs is introduced to the

ADCs transfer function and the bitweight of the LSBs also can be extracted. It

should be mentioned that there is a penalty in the dynamic range of the ADC

which in this case is 64 LSB, only -0.14dB.

Figure 3.1(b) shows the configuration of the capacitors for the first MSB com-

parison. All the MSB capacitors are connected according to the split capacitor

architecture while the LSB capacitors are connected according to monotonic ar-

chitecture [10]. In monotonic architecture, if the output of the comparator is

high, both halves of the corresponding capacitor at the positive side of the DAC,

30



Figure 3.1: Sampling phase (a) and MSB comparison phase (b) of the proposed

ADC. Dither signal is injected to the input of the ADC by controlling the LSB

capacitors

switch from GND to Ref. If the output of the comparator is low, corresponding

capacitors at the negative side switch from GND to Ref.

Monotonic architecture is used in LSBs to reduce the logic delay in the LSB

conversion. The well-known drawback of the monotonic architecture is variations

of the common mode voltage at the input of the comparator that can result in

different comparator offset in different offsets. This mechanism of error results in

31



similar error to ∆S in Figure 2.5. Since these errors happen after the redundant

cycle, they won’t be corrected. Since this method is only used in LSB capacitors,

the change in the common mode is only 32 LSBs which will not result in significant

errors.

3.2 Comparator and SAR-Logic

Figure 3.2 shows the connection between the comparator, the SAR-Logic, and

Asynchronous clock generator. The output of the comparator is connected to

the input of all the latches (in this case 13 latches). Since the SAR-ADC is

implemented with asynchronous architecture, a valid signal from the comparator

also indicates when the data at the output of the comparator is valid. This signal

is used as the clock for the latches to pick up the result of the comparison.

Figure 3.2: Connection between the comparator, latches, and the asynchronous

clock generator in the proposed ADC

3.2.1 Latches

Circuit implementation of the clocked latches is shown in Figure 3.3. The latches

fulfil both duties of storing the output of the comparator for the DAC and trig-

gering the next latch similar to a one-hot state machine.
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During the sampling cycle of the ADC both outputs of the latch are reset

to VDD. After the sampling is done the output of each latch remains in this

state (‘11’), which through a simple decoder connects half of the capacitor of the

corresponding bit to Ref and the other half to GND. At each moment only the

select signal (Sel) of one latch is high, which makes this latch fetch the output

of the comparator at the rising edge of valid. Depending on the output of the

comparator either the state of the latch converts to ‘10’ or ‘01’, which decodes

to proper switching in the DAC. Meanwhile, a done signal is generated which is

used to create the asynchronous clock of the comparator. Done signal also makes

the latch opaque to the comparator for the rest of the comparisons. After the

asynchronous clock propagates through the comparator, valid signal goes low and

the current latch signals the Sel input of the next latch to take the turn of fetching

the output of the comparator. This handshaking procedure guarantees that only

one latch at a time is transparent to the output of the comparator and saves power

by eliminating the need for a separate state machine to control the latches.

3.2.2 Comparator

As seen in Figure 3.2, the outputs of the comparator are connected to many latches

which results in a large capacitor at these nodes. As it has been pointed out in

literature [4][11][12] in a dynamic latch (e.g. Strong-ARM showin in 3.4) this

capacitor is actually useful in reducing the input referred noise of the comparator.

However, in a Strong-ARM latch comparator two distinct duties with contrasting

tradeoffs are carried at the same time: amplifying the input to increase the signal-

to-noise-ratio (SNR) and regenerating to full swing digital values at the output.

Strong-ARM does not consume static power, which is the reason that it became

so popular compared to other comparator architectures. However, because of the

large voltage swing at the output nodes that need to have large capacitors, the

dynamic power consumption (fCV 2) is large.
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Figure 3.3: Architecture of the proposed latch, including the logic for handshaking

with other latches, comparator and the asynchronous clk generator

Figure 3.4: Strong-ARM Latch [4]

Figure 3.5 from [4] shows a the signal trends in a dynamic comparator which

is the main inspiration of the proposed comparator in this work. Since Impulse

Sensitivity Function (ISF) of the comparator (also explained in detail in [13]) is
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limited in time it means that it is not necessary for the input differential pair

to consume any more power after ISF returns to zero. Also the Bit Error Rate

(BER) of the comparator, which eventually determines the input referred noise

of the comparator, depends on the SNR and the end of sampling phase when ISF

returns to zero. After this time regeneration starts that does not affect the input

referred noise of the comparator [12]. Since the latch of Figure 3.3 completes the

regeneration process and ensures digital full swing levels at the output suitable for

the DAC, there is no need for the comparator to consume energy to regenerate the

voltages to full swing on the heavily capacitive nodes of its output. We propose the

comparator of Figure 3.6 which can also be considered as a dynamic preamplifier

rather than comparator since the output is a high SNR signal but not a full swing

digital signal.

The outputs of the comparator are reset to VDD during the reset phase. After

the rise of the CLK signal, the outputs of the comparator (with large capaci-

tors due to input capacitors of the latches, routing, and noise considerations)

experience similar trends of common mode and differential as [12]. When output

common mode reaches one PMOS threshold voltage below VDD, the cross couple

turns on and regeneration starts. At this time a common-mode sensing circuit

detects the drop in the common-mode voltage and turns off the tail of the differ-

ential input. The same signal with some delay can also be used as valid signal for

the latches. Figure 3.7 (from top to bottom respectively) shows differential input

of the comparator, common mode of the input of the comparator, Asynchronous

CLK, comparator outputs, and valid signal. As can be seen in this figure, the

voltage swing at the outputs of the comparator (especially at LSBs) are reduced

which results in significant dynamic power savings. The common mode of the

output nodes returns toward VDD after the tail is turned off which is desirable

since it reduces the required reset time to avoid the hysteresis in the comparator.

But, the differential mode of the outputs keeps growing which is due to the fact
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Figure 3.5: Simulated waveforms of the strong-ARM comparator [4]

that PMOS cross couple is regenerating, though this regeneration phase does not

impose power penalty.

In low frequency application, this power free regeneration phase can be ex-

ploited to further reduce the shoot-through power of the latches since when latches

drive with larger inputs, they remain less time at metastable phase which means

less power consumption. In high frequency application, care must be taken to

insure the comparator increases SNR to an acceptable value so that the noise
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Figure 3.6: Proposed comparator

of the latches do not become significant contributor to the input referred noise.

In addition, the proposed comparator has much less kickback owing to the low

voltage swings.

3.3 Clock Generator

The asynchronous clock generator is shown in Figure 3.8. The “done” signal of

each latch generates a pulse that pulls down the gate of a tri-state inverter that

consequently pulls down the asynchronous CLK of the comparator. As described

before in the comparator circuit when the CLK of the comparator is low, it will

be in reset mode thus the valid signal falls. At the falling edge of the valid signal

the corresponding latch that just finished fetching the output of the comparator

and its “done” raised up will generate the “Sel next” signal. “Sel next” serves two

purposes, first, it enables the next latch and second, it generates a positive pulse

to the pull down NMOS of the tri-state inverter in the CLK generator circuit. As

can be seen all the outputs of the tri-state inverters are wired-OR together and

each latch subsequently triggers the comparator. Figure 3.9 shows an example of

the timing signals between the comparator and two consecutive latches (m and
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Figure 3.7: Simulated waveforms of the proposed comparator (from top to bottom

respectively) differential input of the comparator, common mode of the input of

the comparator, Asynchronous CLK, comparator outputs, and valid signal

m+1).
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Figure 3.8: Asynchronous clock generator

Figure 3.9: Timing diagram of handshaking between comparator and latches
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CHAPTER 4

Measurement Results

The SAR-ADC architecture explained in the previous chapter has been fabricated

in CMOS tsmc65 nm GP. Figure 4.1 shows the layout of the fabricated chip and

Figure 4.2 shows the chip micrograph of the ADC core on the fabricated die. The

unit capacitor is 1fF to satisfy the KT
C

noise requirement of the sampling capacitor.

To be able to show the effectiveness of the proposed calibration against mismatch

of the capacitors, the unit capacitor of the LSBs are implemented with lateral

field between “metal2” traces. However, the unit capacitor for MSBs consist of

both “metal2” and “metal3”.

Figure 4.3 shows the Power Spectral Density (PSD) and histogram of the

output of the ADC under dynamic characterization test without calibration or

dithering. In this figure, there are many harmonics in the PSD of the output

which degrades the Signal to Noise and Distortion (SNDR) of the ADC to 58 dB,

equivalent to the Effective Number of bits (ENOB) of 9.34 bits. Spurious Free

Dynamic Rage (SFDR) of the ADC in this setup is about 62.6 which is the result of

mismatch in the capacitors of the DAC. Figure 4.4 shows the dynamic performance

of the ADC after just the dithering is turned on but not the calibration. In this

case the dithering is Detrimental rather than helpful as it actually degrades the

SNDR of the ADC to 55 dB. This occurs because the dithering signal used in the

ADC is very small and dithering cannot result in enough averaging. Also, since

the bitweights of the LSBs (the capacitors which inject the dither to the ADC)

are unknown, subtraction of dithered signal is not complete. Thus the power
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Figure 4.1: Layout of the impelemented SAR-ADC

of the remaining dither adds to the noise of the ADC. Larger dithering is not

desirable since it will significantly reduce the dynamic range of the ADC even if

it is completely subtracted from the output.

Figure 4.5 exhibits the effectiveness of the calibration. This figure shows PSD

of the output of the ADC in presence of dithering and calibration together. It is

noticeable that the SNDR of the ADC improves to 67.2 dB equivalent to ENOB

of 10.9 bits. Also the SFDR improves to more than 81 dB.

Figure 4.6 shows the PSD of the output of the ADC when the calibration is

done but the dithering is turned off after calibration. A small improvement in
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Figure 4.2: Chip micrograph of the SAR-ADC core

Figure 4.3: PSD of the output of the ADC under test with 20MHz sampling rate

and 487KHz input signal with no calibration and no dithering

the SNDR compared to Figure 4.5 can be observed in the SNDR (from 67.2 to

67.5). However, some spurs in the PSD are now apparent. This is because of the
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Figure 4.4: PSD of the output of the ADC under test with 20MHz sampling rate

and 487KHz input signal with only dithering and no calibration

Figure 4.5: PSD of the output of the ADC under test with 20MHz sampling rate

and 487KHz input signal with both calibration and dithering

fact that the redundant cycle of the ADC is at 64LSB thus the temporary errors

similar to 2.5(c) that happen in the LSBs will not be corrected. Dithering can

help these errors to be averaged, hence it improves the small spurs in the PSD.

Static performance of the ADC without calibration of dithering is shown in
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Figure 4.6: PSD of the output of the ADC under test with 20MHz sampling rate

and 487KHz input signal with calibration, but turning off the dithering

Figure 4.7. As can be seen in this figure, DNL is as large as 3.1 LSB and maximum

INL is 5.9 LSB. From this figure the error in the bitweight of the MSB is clearly

visible.

Figure 4.8 shows the static performance of the ADC when calibration detects

the correct bitweights but dithering has been turn off after calibration (similar

scenario to the test condition of Figure 4.6). The calibration improves the DNL

to 2.6 LSB but more importantly the INL improves to 2.1 LSB which is the reason

that the SNDR and the SFDR of the ADC improved so much in the dynamic test

as explained in section 2.3.

Figure 4.5 shows INL and DNL of the ADC when both calibration and dither-

ing are on. It can be seen that the averaging feature of the dithering helps reduce

the maximum of DNL to 1.4 LSB.

A valid concern about any algorithm that relies on PDF of the input signal is

how it behaves in a practical scenarios. In order to test the performance of the

proposed ADC in practical scenario, samples of a 802.11ac signal with 256-QAM

modulation is used as the input of the ADC to measure the EVM of the output
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Figure 4.7: INL and DNL plots of the ADC when no calibration and no dithering

is used

signal. In order to use the same ADC for both channels I&Q, an Arbitrary Wave-

form Generator feeds the ADCs input with samples of channel I and channel Q

serially. Figure 4.10 shows the EVM of the output of the ADC without calibration

(a) and with calibration (b). As can be seen in this figure, the EVM improves

from -41.9 dB to -50.2 dB.

The pie chart of Figure 4.11 shows the percentage distribution of the power

consumption in the ADC. As can be seen in the chart, the comparator consumes

30% of the energy of the ADC which is mainly noise limited. The latches and
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Figure 4.8: INL and DNL plots of the ADC when calibration is used but no

dithering

digital circuitry of the DAC consume 60% of the total energy, which is digital

switching power. Analog power of the DAC is the power of the switching of the

capacitors of the DAC that draw necessary charge from reference voltage for the

SAR algorithm to operate which is also noise limited. The power consumption

of the calibration algorithm (except for the LFSR pseudo random generator) is

not included in the pie chart of Figure 4.11 since it has been implemented in

MATLAB. Our estimate for the calibration circuits by the count of the necessary

registers is 150 µW which is about 16% of the total power consumption.
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Figure 4.9: INL and DNL plots of the ADC when both calibration and dithering

are used

Finally, Figure 4.12 compares the proposed ADC with the prior art from ADC

survey of [5].

Table 4.1 lists the summary of the specifications of the prototype SAR-ADC

in this research.

47



Table 4.1: Summary of the specifications
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Figure 4.10: EVM measurement of a 256-QAM at the output of the ADC (a) when

there is no calibration applied to the ADC and (b) when the proposed calibration

is used
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Figure 4.11: Pie diagram of the power consumption of different blocks of the ADC
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Figure 4.12: Prototype SAR-ADC of this work compared to the prior art, plot

obtained from [5]
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CHAPTER 5

Conclusion and Future Work

In this research a new calibration technique is introduced. The effectiveness of

the proposed calibration has been successfully demonstrated by improving the

performance of the fabricated SAR-ADC prototype. The prototype is a 12-bit

SAR-ADC with 1 bit redundancy. The SNDR of the ADC before calibration is 58

dB which is equivalent to the ENOB of 9.3 bits and SFDR of the ADC is 62.6 dB.

The proposed calibration improves the SNDR of the ADC to 67.2 dB (equivalent

to 10.9 bits) and enhances the SFDR to over 81 dB. The effectiveness of the ADC

is also tested on a practical situation with a 256-QAM modulated signal samples

and it has been shown that the calibration improves the EVM of output from 42

dB to 50 dB.

The implementation of the calibration has been done in MATLAB. However,

it has been shown that the implementation of the logic can be simplified by wise

choices of the dither signal and NBW.

In addition, a new architecture for the comparator and SAR logic has been

introduced. In this architecture redundant attempts of generating high swing

voltages, which result in waste of power, have been avoided. The output of the

comparator has been kept with low swing signals and the regeneration task is

done by the SAR latches.

For future work, we believe the proposed calibration has a greater potential

to be implemented on other ADC architectures. Pipeline ADC is a great candi-

date to take advantage of this calibration. Since this calibration is a background
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calibration, it can track any drift in the gain of the gain-stages of pipeline ADC

which is useful in architectures with open-loop amplifiers or amplifiers with low

gain that are sensitive to PVT.

It is also beneficial to investigate use of the proposed estimation technique to

detect the nonlinearity of systems other that ADC. The only necessary conditions

needed to use the proposed estimation on any system is the ability to introduce

an offset to the input of the system and with use of a handful of comparators,

generate a histogram of the output signal.
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