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ABSTRACT
Human mobility trajectories provide valuable information for de-

veloping mobility applications, as they contain diverse and rich

information about the users. User mobility data is valuable for vari-

ous applications such as intelligent transportation systems (ITS),

commercial business models, and disease-spread models. However,

such spatio-temporal traces may pose a threat to user privacy. GPS

trajectories in their raw form are not suitable for transportation

studies, as they require matching locations with nearest road links

— a process called map-matching. This paper presents a differential

privacy (DP)-based map-matching algorithm, called DPMM, that

generates link-level location trajectories in a privacy-preserving

manner to protect users’ origin destinations (OD) and travel paths.

OD privacy is achieved by injecting Planar Laplace noise to the user

OD GPS points. Travel-path privacy is provided with randomized

travel path construction using exponential DP mechanism. The

injected noise level is selected adaptively, by considering the link

density of the location and the functional category of the localized

links. For path privacy, our mechanism samples waypoints and se-

lects candidate paths between waypoints. DPMM provides privacy

effectively with respect to link density instead of other trajectory

samples in the database compared to other privacy mechanisms.

Compared to the different baseline models our DP-based privacy

model offers closer query responses to the raw data in terms of

individual and aggregate trajectory-level statistics with an average

36% at absolute deviation from the baseline for individual statistics

on 𝜖 = 1.0. Beyond individual trajectory statistics, the DPMM out-

performs the other benchmark DP-based mechanisms on different

aggregate statistics with up to 8x improvement in utility.

KEYWORDS
Differential privacy, Map matching, Data privacy, Trajectory pri-

vacy, Mobility dataset
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1 INTRODUCTION
The pervasive use of location tracking devices and navigation tools

generate a huge amount of spatio-temporal data associated with

user mobility patterns. These collected user mobilities or trajec-

tory data can be used for variety of purposes, such as advertising,

transportation analysis, and personalized recommendation. How-

ever, mining such user movement information can reveal sensi-

tive information, hence posing a legitimate privacy threat. Recent

studies show that anonymized user trajectories are vulnerable to

re-identification attacks even with just a few spatio-temporal points

[10].

There have been several proposed privacy mechanisms for tra-

jectory datasets based on two main concepts: indistinguishability

and uninformativeness. The former approach via k-anonymity en-

sures that every trajectory is similar to one another. On the other

hand, uninformativeness is achieved via differential privacy, where

adversaries cannot retrieve extra information after accessing the

dataset [17]. While indistinguishability privacy is achieved through

suppression or generalization methods [19, 41], uninformativeness

privacy is, in general, achieved by perturbation and noise injection

[1, 20, 24, 44]. However, the existing privacy methods result in high

utility loss when trajectory queries are performed on the protected

mobility data due to several reasons, such as unreasonable location

sequences or geospatial mismatches.

Most techniques in the literature protect the privacy of individ-

ual user trajectories with respect to other trajectory samples in

database [3, 24]. However, this approach cannot guarantee user

privacy in low-density datasets. This paper attempts to protect the

privacy of every individual trajectory regardless of the rest of the

data by masking origin and destinations (OD) with noise injec-

tion and protecting travel paths with randomized path selection.

Another limitation of existing privacy-preserving methods is the

higher mismatches of geospatial location sequences. Discretization

of locations through grids or zones does not consider practical im-

plications of the "private location". We propose to incorporate the

road segment densities, which intrinsically imply population densi-

ties, instead of grid or zone structures in designing our differential

privacy mechanism.

Differential privacy (DP) provides statistical privacy protection

by applying randomization techniques to the database and masking

the personalized identifiers [13]. DP assures that an adversary with

background knowledge about the dataset cannot extract private

information from the dataset. The goal of this work is to design a DP-

based privacy mechanism with deterministic constraints in order

to have a lower bound for both location privacy and travel path

https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX
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privacy. The proposed scheme outputs a set of privacy-preserved

trajectories at the road segment level.

Injecting a fixed level of noise to all geo-spatial positioning

(GPS) samples cannot guarantee the privacy of locations. We have

achieved promising results applying adaptive noise injection to

origin destinations conditioned on the travel intensities of the asso-

ciated road segments to protect the privacy of aggregated mobility

networks [23].

In this study, we propose a two-stage differential privacy method

for map-matching, called DPMM, to protect the privacy of indi-

vidual trajectories. First we apply adaptive noise injection to OD

locations. Second we match the GPS points to the road segments

privately and select randomized paths between selected road seg-

ments to generate private user trajectories. Our contributions are

listed below:

• We expanded our prior work [23] to protect user OD location

privacy for individual trajectories by injecting Planar Laplace

noise to the user OD GPS points.

• We employ the exponential DP mechanism to randomize

travel path construction to protect individual user trajecto-

ries.

• Both the injected noise level and path selection are adapted

based on link density of the location and the functional

category of the localized links.

• Our experimental evaluations show that our DPMM scheme

can protect user location and trajectory privacy while main-

taining high utility by providing accurate query responses

compared to raw data.

2 BACKGROUND AND RELATEDWORK
The privacy risk associated with trajectory datasets is at every level,

including single location sample, whole trajectory level, and set

of trajectories (community) level. There are two privacy concerns

associated with user mobility data this paper addresses: location

privacy and trajectory privacy. Location privacy refers to protecting

individual user’s true locations at any point in time. On the other

hand, trajectory privacy protects the knowledge of specific path or

route (a sequence of spatial-temporal samples) taken by a user [4, 9,

26]. Our goal is to apply DP to achieve both location and trajectory

privacy without compromising the utility of the dataset (in terms of

providing accurate response to a subset of fine-granularity queries).

Location Privacy: There are several DP-based location privacy

studies in literature. One way of achieving location privacy is per-

turbation by injecting controlled noise to the location coordinates

[1, 15]. Laplace noise [1] and circular noise methods [15] are the

two well-known perturbation-based location privacy models in

DP community. Another approach for location privacy is forming

location grids with lower resolution depending on the density, then

sampling fake locations from the private grids [35, 42]. Studies

show that sampling fake locations cannot guarantee hiding the true

locations due to statistical data correlations [27]. Hence, for OD

location privacy, we employ adaptive noise injection methodology

from [23] by considering the road segment density with the Laplace

noise mechanism presented in [1]. Neither of these prior studies

protect trajectory privacy.

We have previously introduced a location privacy mechanism

for aggregated mobility datasets [23]. We propose selecting the

magnitude of noise for ODs based on the road segment densities

and the functional category of roads to form an aggregated mobility

network. The noise injection is only applied to a subset of trajectory

ODs if the road segment they belong to has less than a set density

threshold. This work applies the idea of the adaptive noise injection

approach to all trajectory ODs.

Trajectory Privacy: Privacy-preserving trajectory data publish-

ing has been studied in literature extensively [27]. Compared to

location privacy, trajectory privacy generally uses generative meth-

ods instead of location perturbation. Prefix-tree and humanmobility

model extraction approaches are the two main directions for trajec-

tory privacy methods for DP. Researchers, in [6], apply DP with a

prefix-tree data structure to user trajectory datasets by injecting

noise to the count queries. A case study extension of this work

with a real public transportation dataset is presented in [7]. More

recently, several synthetic trajectory generation methods based on

prefix-tree data structures with adaptive generalization approaches

have been proposed [24, 45].

Another line of synthetic trajectory generation is based on mod-

eling human movements [20, 32]. This approach extracts features

from user trajectories and injects controlled noise to the mobility

distributions to make them private. However, human mobility char-

acteristics are highly complicated, and the model-based methods do

not capture the real mobility dynamics all the time [33]. Recently,

synthetic data generation models with machine learning, especially

deep learning, are attracting attention for either lack of available

data or privacy concerns [16, 37]. Deep generative models-based

privacy mechanisms have been proposed in literature to extract

human mobility features with non-linear learners [18].

Instead of trajectory generation, several studies target different

directions for the privacy of mobility trajectories. For example,

dummy location injection [30], location swapping in themixed zone

[40], location generalization [28], and trajectory reconstruction [8]

are some of the proposed approaches for trajectory privacy.

Since dealing with location sequences is challenging in the con-

tinuous domain, proposed schemes are generally in the discretized

grid domain. However, having a grid-like discrete representation

cannot prevent geospatial mismatching. For instance, when a lo-

cation is randomly sampled from a grid where the road network

is sparse, mostly generated sample points to a non-sense location.

This restriction practically results in higher utility loss. So instead,

DPMM discretizes the locations to road segments, resulting in more

realistic trajectories.

3 METHODOLOGY OVERVIEW
Protecting personally identifiable information is crucial before pub-

lishing the user mobility data. Differential privacy is a probabilis-

tic approach that provides privacy through noise injection and/or

randomized selection. We propose a method for generating differ-

entially private mobility trajectories with map-matching, called

DPMM, to protect personal identifiers. This section summarizes the

notations and definitions that are required for the proposed DPMM

privacy model.
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3.1 Notations and Metrics
Let 𝐷 (𝑉 , 𝐸) represent the road network as a weighted digraph,

where the set of nodes 𝑉 correspond to a road intersection, the set

of edges 𝐸 to roads, and weights that represent link metrics, such

as length of the link or traffic volume. A link 𝜙 ∈ 𝐸 connects inter-

sections 𝑢 and 𝑣 where specific link attributes, such as the number

of lanes, and speed limit, are stored in the link description. We have

two sets of trajectories: GPS trajectories and link trajectories. Let

us define the GPS trajectories and then link trajectories:

1) GPS Trajectories: A sequence of GPS coordinates with 𝑙

number of samples p ∈ 𝑇 = {p1, p2, ..., p𝑙 } form a GPS trajectory

that reflects the continuous motion of the object. The set of all GPS

trajectories are Ψ where 𝑇 ∈ Ψ.
2) Link Trajectories: Given 𝑚 number of vehicles Φ ∈ Λ =

{Φ1,Φ1, ...,Φ𝑚} on the road network, each vehicle travels between

ODs using an ordered link path generating a user travel path known

as amicro-graph Φ𝑖 ∈ 𝐷 . Every link trajectory has𝑛 number of links

𝜙 ∈ Φ = {𝜙1, 𝜙2, ..., 𝜙𝑖 , ..., 𝜙𝑛} and Φ ⊂ 𝐸. The raw link trajectory is

Λ and the privacy preserved link trajectory is Σ. The goal of our
research is to release the privacy preserved link trajectories using

the raw trajectories Λ→ Σ. Every link in network𝐷 (𝑉 , 𝐸) includes
the road characteristics. Each link 𝜙 is classified into one of five

classes in terms of the capacity and functional role of the road, called

a functional class. Arterial roads have lower functional classes,

rural streets have higher functional classes. Next, we introduce the

general concept of map matching algorithms.

3)Map-Matching: GPS coordinates are an estimate of a device’s

location using satellite broadcast information. However, these loca-

tions do not always represent the exact travel path due to several

intrinsic and environmental errors such as satellite geometry, sig-

nal blockage, tree cover, or urban canyons [2]. Consequently, GPS

locations may not match a link on the road network. Map-matching

generates an ordered set of road network links describing the user’s

trajectory considering the road network 𝐷 (𝑉 , 𝐸) and GPS points

[36].

Map-matching algorithms play an essential role for transporta-

tion engineers as part of trajectory processing to minimize trajec-

tory errors [5]. Since most GPS trajectories already require map-

matching as a pre-processing before using them in transportation

applications, DPMM eases the burden of map matching by generat-

ing privacy preserved link trajectories given raw GPS trajectories.

3.2 Differential Privacy
Location privacy and path privacy are the two main notion of

privacy for trajectories in this work. We require that the output

of a query statistically guarantees the privacy of individual user

locations independent of the background knowledge. Differential

privacy (DP) [14] guarantees that modifying the single input value

has a negligible effect on the output statistical query. In this section,

we summarize the general definitions and metrics of DP that are

applicable to our problem.

We introduce the privacy concerning data X ∈ 𝒳 as vehicular

mobility information in query 𝑞 ∈ 𝒬. The data holder wants a

mechanism that hides the sensitive information and reports the pri-

vacy preserved version of sensitive information using a randomized

algorithm 𝒜 : X ×𝒬 → 𝒟 where 𝒬 is the query space and 𝒟 is

the output space. DP promises that the algorithm𝒜 is differentially

private such that participation or removal of a record results in

minimal changes to the output of a query.

Let us first define the neighboring datasets:

Definition 1. [Neighboring Dataset] Considering two databases
X and X′, if they differ by only one element xi → xi ′ corresponding
to a link trajectory, they are neighboring datasets.

The above definition formalizes the adjacent or neighboring

dataset that plays a crucial role in differential privacy.

Definition 2. [𝜖-Differential Privacy] Given for every neighbor-
ing sets 𝑑 ⊂ 𝒟, a randomized algorithm 𝒜 is 𝜖-differentially private
if

𝑃𝑟 (𝒜(𝑋 ) ∈ 𝑑) ≤ 𝑒𝜖𝑃𝑟 (𝒜(𝑋 ′) ∈ 𝑑) (1)

where 𝜖 is a positive real number and probability comes from the
randomness of the algorithm. 𝑃𝑟 (𝒜(𝑋 ) ∈𝑑)

𝑃𝑟 (𝒜(𝑋 ′) ∈𝑑) is the privacy leakage risk
for the randomized algorithm 𝒜.

𝜖-differential privacy is known as randomized response where

adding or removing a single element from the database results in a

similar probability. The smaller value of 𝜖 represents higher privacy

guarantee and provides in-distinguishability.

An appropriate epsilon, in DP, is typically determined based on

the sensitivity of the underlying data. The definition of sensitivity

is given in [13] as follows:

Definition 3. [Sensitivity] For any query function 𝑓 : 𝐷 → 𝑅𝑛

that maps the dataset 𝐷 to fixed sized real numbers, the sensitivity of
𝑓 is defined as

Δ𝑓 = max

X,X′



𝑓 (X) − 𝑓 (X′)



1

(2)

for all neighboring datasets X and X′.

Definition 4. [Composition] Let a set of randomized algorithms
𝒜1, ...,𝒜𝑘 that each 𝒜𝑖 satisfies 𝜖𝑖 -DP.

• Sequential Composition: Let𝒜 be another randomized mecha-
nism that executes 𝒜1, ...,𝒜𝑘 with independent randomness
for each 𝒜𝑖 , then 𝒜 satisfies (

∑
𝑖 𝜖𝑖 )-DP.

• Parallel Composition: Let dataset X is partitioned deptermin-
istically to different subsets X1, ...,X𝑘 and executing each 𝒜𝑖

with a different disjoint set X𝑖 satisfies max𝑖 (𝜖𝑖 )-DP.
• Post-processing a randomized algorithm 𝒜 that satisfies 𝜖-DP
does not break or consume any privacy budget.

Given the composition properties and total 𝜖 privacy budget,

the proposed DPMM builds different blocks carefully according

to composition properties to achieve a DP satisfied randomized

algorithm 𝒜.

DP guarantees privacy for both numerical and non-numerical

queries. While noise injection is a leading method for numerical

queries, exponential mechanism is a mainly used mechanism for

non-numerical queries [13, 31].

Input perturbation and output perturbation are the two ways to

implement DP. When we want to achieve OD location privacy on

trajectories, one way to do is through input perturbation, where

noise is injected into the GPS points. Using noise function 𝐿(𝜖, 𝑅),
the GPS points are perturbed based on the below definition.
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Figure 1: Differentially private link trajectory generation
scheme.

Definition 5. [Laplace Mechanism] For any function 𝑓 :𝐷 → 𝑅𝑛 ,
the mechanism 𝒜 gives 𝜖-DP as follows:

𝒜(𝐷) = 𝑓 (𝐷) + 𝐿𝑎𝑝𝑙𝑎𝑐𝑒 (𝜖, 𝑅) (3)

Noise injection to the input can be done with different noise

functions depending on the application requirements. Section 4.2

describes the additive noise method in detail. By injecting noise into

the input GPS points, the method guarantees that the OD locations

of trajectories are differentially private.

For privacy on non-numerical queries, exponential mechanism

selects an output from input domain taking into consideration of

a score function 𝑞(X, 𝑟 ) where 𝑟 is the discrete output from the

domain. Exponential mechanism assigns higher probabilities for

the higher score to incentivize the higher utility outcomes.

Definition 6. [Exponential Mechanism] Let 𝑞 : (X,R) → 𝑅 be a
score function for a database X and domain specific discrete outputs
𝑅, the algorithm 𝒜,

𝒜(𝐷,𝑞) =
{
return 𝑟 ∈ 𝑅 with probability ∝ exp

𝜖𝑞(𝐷, 𝑟 )
2Δ𝑞

}
(4)

satisfies 𝜖-DP.

4 PRIVATE MAP MATCHING
This section describes the components of the proposed DP-based

map-matching algorithm for trajectory privacy that generates syn-

thetic link-level user trajectories. DPMM guarantees statistical pri-

vacy protection for link trajectories with noisy ODs and randomized

travel paths. Figure 1 shows the flowchart of our DPMM mecha-

nism. We transform the point-wise GPS trajectories into an ordered

series of road network links and enforce privacy on trajectories

with the road segment.

4.1 Trajectories with Waypoints
Trajectories are time-ordered sequential location samples, and the

sampling rate varies depending on the device. Before private path

construction, we represent the trajectories with fewer GPS way-

points that retain the movement characteristics. This waypoint ap-

proach only preserves the critical locations enough for movement

representation by removing insignificant locations. For example,

in a higher sampling rate trajectory, sequential path construction

may result in redundant extra paths due to frequent path findings

(see Section 4.4 for more details). Furthermore, the frequent path

p1

p2

p3 p4

p5

p6

p7

p8

p9 p10

p11

p12

p13

p14

p15

T̃

T

T̃

T

Figure 2: Trajectory Simplification

selection also consumes more privacy budget 𝜖 . In summary, the

waypoint representation enhances the path quality and decreases

the computational complexity by dealing with fewer location pairs.

For a trajectory 𝑇 , let 𝑛 coordinates be 𝑝1, 𝑝2, ..., 𝑝𝑛 where every

𝑝𝑖 is representedwith (𝑥𝑖 , 𝑦𝑖 ) and𝑛−1 line segments be 𝑝1𝑝2, ..., 𝑝𝑛−1𝑝𝑛 .
Figure 2 shows a toy trajectory simplification example from the orig-

inal trajectory 𝑇 to simplified trajectory 𝑇 . Original trajectory has

15 coordinate points 𝑝1, 𝑝2, ..., 𝑝15. Using trajectory simplification,

we can represent trajectory 𝑇 with waypoints 𝑝1, 𝑝4, 𝑝9, 𝑝12, 𝑝15,

which allow us to find approximate paths between distant points.

The first step of the proposed DP mechanism is to represent trajec-

tory with fewer waypoints.

In literature, there are several algorithms to decimate curves that

are composed of line segments as we have in trajectories. We con-

sider non-parametric Ramer–Douglas–Peucker (RDP) algorithm

for representing higher sampling rate trajectories with sample way-

points [12]. RDP is a heuristic method that we attached to the

DPMM to retain important GPS waypoints in the randomization

process and help generate more practical travel paths.

RDP recursively approximates the whole trajectory to fewer

points representation starting from 𝑝1𝑝𝑛 line segment and an er-

ror bound 𝜎 , which also known as simplification error. RDP then

calculates distance offset of each point coordinate from 𝑝2 to 𝑝𝑛−1
with perpendicular distance. Let 𝑝𝑘 be the point with maximum

of perpendicular distances from 𝑝1𝑝𝑛 . If 𝜎𝑘 > 𝜎 , RDP splits the

line segment into two sub-segments 𝑝1𝑝𝑘 and 𝑝𝑘𝑝𝑛 where 𝜎𝑘 is the

offset distance from 𝑝𝑘 to 𝑝1𝑝𝑛 . The simplification continues recur-

sively for 𝑝1𝑝𝑘 and 𝑝𝑘𝑝𝑛 . The RDP terminates if 𝜎𝑘 ≤ 𝜎 or 𝑝𝑖𝑝 𝑗
is a consecutive segment with 𝑗 − 𝑖 = 1. It worth mentioning that

RDP only removes the unnecessary middle points of trajectories by

keeping the OD points in 𝑇 . The time complexity of RDP is 𝒪(𝑛2).
4.2 Private Origin-Destinations
Traveling from one geographical location called the origin to an-

other geographical location called the destination is sensitive in-

formation that must be protected. The map-matching algorithm

infers the ordered set of road segments (links) using GPS locations

from the 𝐷 (𝑉 , 𝐸) network and finds paths for each pair of user’s

GPS points.

We recently propose an adaptive noise injection model for lo-

cation privacy on aggregated mobility networks in [23]. DPMM

employs the previous noise injection methodology for trajectory

privacy on ODs. This method injects adaptive Planar Laplace noise

to the GPS points before matching them with an appropriate link

to provide OD privacy on the map-matching algorithm.

The OD GPS points are obfuscated based on the network density

with noise injection and they are matched with a new link. The

two key parameters used for noise sampling are 𝜖 and 𝑅. While 𝜖
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Figure 3: Buffer range for determining link density

is responsible for the noise level, 𝑅 is the distance parameter for

moving the center of the noise in the geospatial domain. The output

of the noise function is a new randomized GPS location in the same

space.

Geo-indistinguishibility is one of the noise injection methods

for hiding GPS locations [1]. The Laplace noise is sampled from a

bounded probability density function on polar coordinate systems

instead of Cartesian space as follows:

𝐷𝜖 (𝑟, 𝜃 ) =
𝜖2

2𝜋
𝑟𝑒−𝜖𝑟 (5)

where 𝑟 is the distance of x from x0, 𝜃 is the angle and
𝜖2

2𝜋 is a

normalization factor. While 𝜃 is random uniformly drawn from

[0, 2𝜋), 𝜖 is direct user input and 𝑟 is scaled with given radius 𝑅

from the input. We refer readers to the original study for the details

of noise sampling [1].

The experimented geo-indistinguishability provides location pri-

vacy by adding controlled noise 𝐿(𝜖, 𝑅) to the OD GPS points 𝑥𝑖
within a certain range 𝑅 in order to mask the actual locations using

density based noise range selection method 𝑅.

ALGORITHM 1: Adaptive noise magnitude selection

Input ℎ1 for the number of links in the buffer range ;

Input ℎ2 for the number of links in the buffer range that

belong to the same functional class ;

Input 𝑍 initial buffer range ;

𝐿𝑖𝑛𝑘𝑆𝑒𝑡 ← empty set ;

𝐿𝑖𝑛𝑘𝑆𝑒𝑡𝐹𝐶 ← empty set ;

while Size of 𝐿𝑖𝑛𝑘𝑆𝑒𝑡 ≤ ℎ1 or Size of 𝐿𝑖𝑛𝑘𝑆𝑒𝑡𝐹𝐶 ≤ ℎ2 do
Find the 𝐿𝑖𝑛𝑘𝑆𝑒𝑡 links within buffer zone ;

Find the 𝐿𝑖𝑛𝑘𝑆𝑒𝑡𝐹𝐶 links within buffer zone ;

Z+=10 meters ;

end
𝑅 ← 1

2
𝑍 ;

return 𝑅 and 𝐿𝑖𝑛𝑘𝑆𝑒𝑡𝐹𝐶

Density-Aware Noise Injection: This section explains the density-

aware structure of the noise injection approach using Planar Laplace

noise proposed in [1]. Randomly injecting noise without consider-

ing the network’s density would not achieve the desired privacy

level all the time. The DPMM provides location privacy for tra-

jectories even for outliers by selecting noise level adaptively with

respect to the link density of network 𝐷 (𝑉 , 𝐸)
The ODs of trajectories are the most vulnerable parts due to

revealing users’ start and end locations, such as home or office

addresses. Therefore, providing privacy for ODs requires much

attention. In this work, we consider the link density around the OD

of trajectories to define the level of noise that needs to be injected.

Aswementioned earlier, every link has functional class information,

and DPMMmoves the GPS point to a place that matches a new link

with the same functional class of the original link.

Link density in the road network quantifies the populations in

general. While central areas have more streets and intersections,

which implies more population, the rural places have fewer road

segment connections due to limited populations. Therefore, it is

easier to provide privacy for the people who live in central areas.

On the other hand, it is hard for the rural areas since location traces

are unique in the outskirts of the communities. We define a density

function for noise injection as follows:

Definition 7. [Density Function] Given the 𝜖 value, radius 𝑅 of
the noise function 𝐿(𝜖, 𝑅) is selected with respect to 𝑅 = 𝑓 (𝜃 ) where 𝜃
is the network density in terms of the number of links (road segments).

For each trajectory, OD GPS points are perturbed with the noise

injection model. The DPMM adjusts the noise using the link density

around the GPS point with respect to a cloaking region (see Fig. 3).

To do so, starting from an initial radius 𝑍 , the proposed mechanism

increases the radius 𝑍 until finding a certain number of links and

the same functional class links. The number of all links, ℎ1, and

the number of the same functional class links, ℎ2, are user-defined

parameters based on the geographical region and density of the

network 𝐷 (𝑉 , 𝐸). Sparse vs dense structured regions or shapely

vs end-to-end intersection-based network would require different

hyperparameters. For example, this project considers shapely road

network, which divides the end-to-end intersection road link to

the small links based on the road curves and doing map-matching

with a different road network requires different ℎ1 and ℎ2 hyper-

parameters. Once the number of all links and the same functional

class links reach the thresholds ℎ1 and ℎ2, the center of the final

radius 𝑍 , which satisfies the two thresholds, is selected as the input

for noise function 𝐿(𝜖, 𝑅) where 𝑅 = 1

2
𝑍 . As the Laplace noise is

2-dimensional, we select the half of distance value 𝑍 for this noise

model and sample a GPS point with given parameters (see Algo-

rithm 1). After the noisy GPS point is returned from 𝐿(𝜖, 𝑅), all the
nodes belonging to the same function class links are selected as

candidate nodes for path construction.

4.3 Candidate Nodes
To construct the path of a trajectory using the network 𝐷 (𝑉 , 𝐸),
map-matching first needs to have candidate nodes for each GPS

point. However, due to geospatial constraints, selecting a single

candidate node given the GPS point does not guarantee to match

with the correct node. For instance, if the GPS is close to a one-way

road and a two-way street with a similar distance, the GPS point

may belong to both. Selecting the best node depends on the direction

and the next GPS point. To mitigate the geospatial constraints, we

propose to choose a set of candidate nodes to find paths. Besides,
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selecting a travel path randomly using multiple candidate paths

increases the privacy (see Section 3.2).

While we select candidate nodes for OD GPS points from the

same functional class links using threshold ℎ2, for waypoints, we

find candidate nodes from all the links using the threshold ℎ1. For

every waypoint, we follow the same cloaking-region approach we

followed for noise injection to find candidate nodes (see Fig. 3).

However, we do not restrict candidate links to have the same func-

tional class criteria for waypoints to increase the randomization

in the path construction. The cloaking region method takes the

following inputs for each waypoint from𝑇 : threshold ℎ1 for search-

ing the number of links, initial radius 𝑍 , and road network 𝐷 (𝑉 , 𝐸).
The output is ℎ1 number of links, and the nodes that belongs to

those links are collected as a candidate node-set. Candidate nodes

for each waypoint are stored in separate containers. For our ex-

periments, we prefer to use the same threshold ℎ1 for ODs and

waypoints. Still, the parameters can be adjusted depending on the

geographical region and network 𝐷 (𝑉 , 𝐸) structure. Algorithm 2

summarises the candidate node selection.

ALGORITHM 2: Candidate node selection
Input ℎ1 for the number of links in the buffer range;

Input 𝑍 initial buffer range;

𝐿𝑖𝑛𝑘𝑆𝑒𝑡 ← empty set;

while Size of 𝐿𝑖𝑛𝑘𝑆𝑒𝑡 ≤ ℎ1 do
Find the 𝐿𝑖𝑛𝑘𝑆𝑒𝑡 links within buffer zone Z;

Z+=10 meters;

end
return Candidate Nodes from 𝐿𝑖𝑛𝑘𝑆𝑒𝑡

4.4 Private Paths
A user’s travel path could allow an adversary to infer further in-

formation about the user’s identity by linking other available in-

formation to the user path. For instance, the adversary may know

several locations of a user, such as home or office location and spe-

cific automatic toll booths that the user passed through. If a path

matches with known locations, the adversary may identify the user.

Since locations are sensitive and easy to link with user identities,

minimizing the actual travel paths of a user reduces the risk of re-

identification by adversaries. Instead of revealing the true path of a

trajectory, randomizing the paths in the same trajectory direction

using waypoints limits the true travel path while providing similar

travel within the same vicinity.

DPMM selects the travel routes for the sequence of waypoints

randomly to construct privacy-preserving paths. First, for a sim-

plified trajectory 𝑇 , the proposed method finds candidate paths

between waypoints using the candidate node-set, which is con-

structed using Algorithm 2. Then, since we do not intend to find

the shortest path, we implement 𝐴∗ path finding algorithm with

the euclidean distance between nodes as heuristics [21]. 𝐴∗ algo-
rithm combines the Dijkstra shortest path algorithm with greedy

search methods [11] and finds reasonable paths by using heuristics

to guide the path finding direction.

For every pair of points 𝑝𝑖 and 𝑝 𝑗 in𝑇 , candidate paths are stored

with the corresponding travel distance. The proposed DPMM selects

a travel path randomly with probability proportional to the travel

distance. The shorter travel distance has a higher chance of being

traveled by the user. Therefore, the selection mechanism assigns a

higher probability to the shorter travel distance path. To achieve

this, we inversely normalized the distances between 0 and 1. Then,

we select the path privately using DP exponential mechanism. Note

that our model’s sensitivity Δ𝑝 is 1 because maximum travel dis-

tance is always bounded to 1 due to normalization. DPMM follows

this procedure sequentially, and the final private link trajectory

protects the user travel paths along with OD privacy.

4.5 Travel Path Adjustment
The network used for map-matching is a directed graph. Depending

on the road traffic direction, network 𝐷 (𝑉 , 𝐸) has separate links for
incoming and outgoing links. Randomized path selection sometimes

may result in unreasonable travel paths that go reverse and make a

u-turn or o-turn reaching the same node visited before. We remove

the travel loops after private path selection to prevent redundant

paths taken by the private map-matching. Our experimental analy-

sis shows that the loops on raw trajectories are less than 1% in our

dataset; removing the loops after private path selection decreases

utility loss. Note that the 𝜖-DP privacy guarantee still holds with

post-processing.

4.6 Complete Trajectory Construction
The proposed private map-matching algorithm combines noise in-

jection and private selection DP methods, as we discussed in sepa-

rate sections above. Algorithm 3 summarizes the privacy protection

mechanism. First, the algorithm creates a waypoints trajectory 𝑇

by keeping the OD as it is. Next, it injects the proposed adaptive

Laplace noise to the ODGPS points and forms candidate nodes from

the same functional class links. The third step of the proposed algo-

rithm finds candidate nodes for every waypoint in 𝑇 . In the fourth

step, the proposed mechanism finds candidate paths between every

consecutive node-set using 𝐴∗ routing algorithm. Then, it selects

paths privately from the candidate paths using the exponential-DP

method. Finally, it connects selected candidate paths and removes

the travel loops. The algorithm terminates after generating all the

private link trajectories from GPS trajectories.

5 SYSTEM ANALYSIS
5.1 Differential Privacy Analysis
The DPMM distributes the privacy budget 𝜖 evenly to the sub-

processes while guaranteeing 𝜖-DP. Representing the raw GPS

trajectory with 𝑠 + 1 waypoints including ODs results in 𝑠 paths

that needs to be private. Total 𝜖 budget divided to 𝜖𝑖 for OD noise

injection and number of waypoints such that

∑
2+𝑠
𝑖=1 𝜖𝑖 . While OD

noise injection provides privacy with the property of parallel com-

position, private path construction provides privacy with sequential

composition. Post-processing on map-matched trajectories, such

as removing the travel loops, does not violate the 𝜖-DP privacy.

The smaller value of 𝜖 represents higher privacy and indistin-

guishability, whereas higher 𝜖 gives more accuracy to the output

trajectory. Due to the geospatial and temporal nature of user move-

ments, it is also essential to preserve the accuracy of the generated

trajectories while achieving a reasonable privacy guarantee. The
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ALGORITHM 3: Privacy Preserving Map-Matching

Input Λ,Ψ, 𝐷 (𝑉 , 𝐸), ℎ1 for number of links in the buffer

range, ℎ2 for number of same functional class links in the

buffer range, 𝑍 initial buffer range ;

for 𝑇 ∈ Ψ do
Build waypoints trajectory 𝑇 from 𝑇 using RDP ;

for 𝑝 ∈ 𝑇 do
if 𝑝 is Origin or Destination then

Select 𝑅 and 𝐵𝑢𝑓 𝑓 𝑒𝑟𝑆𝑒𝑡𝐹𝐶 using Algorithm 1 ;

Inject adaptive noise to the GPS point 𝑝 using

𝐿(𝜖, 𝑅) ;
Form candidate nodes set from 𝐵𝑢𝑓 𝑓 𝑒𝑟𝑆𝑒𝑡𝐹𝐶

links ;

end
else

Form candidate nodes from Algorithm 2 ;

end
end
Find candidate paths with 𝐴∗ for candidate nodes ;
Select private paths with exponential-DP mechanism ;

Connect privately selected paths ;

Remove the node loops as in Section 4.5 ;

Build the noisy link matched trajectory with connected

links ;

end
return Noisy link trajectories Σ

data owner can adjust the privacy budget with respect to the sen-

sitivity for both OD and path privacy. If the data owner wants to

hide the ODs more, he/she can select a smaller 𝜖 value for noise

injection to the ODs, which increases the perturbation. The same

analogy can be applied to path privacy too. In summary, we left

privacy budged distribution to the data owner, and this aspect is

out of the scope of this work.

5.2 Attack Resilience
Outlier Leakage. A trajectorymay haveODpoints that are unique

in a sense and reveal vulnerable information about user identity

[20]. Threat on outlier trajectories mainly applies to rural areas,

such as travel between a hospital and a farmhouse. Injecting the

same noise magnitude to all GPS points cannot provide privacy for

every GPS point. Moving GPS points slightly can provide privacy

in central locations. However, repositioning locations in an outlier

area at the same level as in central areas may not offer the same

privacy. The proposed privacy mechanism deals with outlier tra-

jectory ODs by perturbing them adaptively with respect to road

segment density.

Partial Sniffing. An adversarymay have access to a sub-trajectory

of a user that participated in the trajectory dataset through physical

tracking or social networking. Then, an adversary may try to infer

the rest of the user travel that passes through the locations in the

sub-trajectory. Let a user’s sub-trajectory𝑇𝑠𝑢𝑏 be known by the ad-

versary; there is a high chance to reveal the user’s rest of the travel

if the adversary can find a matching 𝑇 from trajectory database

[20]. DPMM prevents adversaries from making such inferences

with two concepts: OD privacy and path privacy. For example, a

true trajectory may travel from a local street to a hospital. When an

adversary gets access to a partial trajectory 𝑇𝑠𝑢𝑏 of user trajectory

𝑇 , he/she may try to infer the home address and the purpose of

the travel. However, since the proposed privacy mechanism does

not disclose the true ODs and travel path, the adversary cannot

correctly identify the user information from the privacy preserved

trajectory 𝑇𝑝 ∈ Σ.

6 EVALUATION
6.1 Dataset Description
This project uses a real-world dataset collected in the San Francisco

Bay area in California with fleet and consumer GPS trajectories.

We process one day one hour of trajectories (between 1 pm and 2

pm) from the city of San Francisco. In total, the experiments apply

DPMM to 833 user trajectories. The dataset is created from various

location-sharing applications and GPS tracking devices. When the

tracking device is active, location (lat, lon), speed, and heading are

collected along with a unique device identifier. Trajectories have

varying sampling rates due to being collected from different sources.

However, most of the trajectories have sampling rates of less than

1-minute.

6.2 Comparisons to Alternate Approaches
We compared the proposed privacy mechanism with two well-

known DP-based private trajectory generators: AdaTrace [20], and

DPT [24]. While AdaTrace generates synthetic trajectories by learn-

ing the mobility patterns, DPT constructs prefix-tree to generate

private user trajectories. We acquired the original implementations

from respective authors. Both AdaTrace and DPT models generate

synthetic GPS trajectories instead of link trajectories. For a fair

comparison between the proposed DPMM and benchmark models,

we applied map matching to AdaTrace’s and DPT’s GPS trajectories

to generate equivalent link-level trajectories for our analysis. This

is referred to as DP-free version of our map-matching algorithm.

The utility is closely related to the size of the database for bench-

mark AdaTrace [20] and DPT [24] models. However, the utility for

DPMM is bounded by the density of the road network. Therefore,

to achieve better utility for the benchmark models, we trained their

respective implementations with a whole day of trajectories within

the region. The total number of GPS trajectories for one day in San

Francisco city in our database is 9249.

Along with other studies in the literature, we also compare

DPMM method with different variants:

• DPMM-No-WP: This version performs the same privacy

mechanism for OD while selecting paths from trajectory 𝑇

without waypoint sampling and not experimenting trajec-

tory post-processing (removing the loops).

• DPMM-A*-WP: Based on DPMM-No-WP, DPMM-A*-Way

adds waypoint sampling to base model in order to provide

more privacy and less utility loss. This version does not

perform trajectory post-processing (removing the loops).

• DPMM-D-WP: Following the DPMM-A*-Way, this method

uses Dijkstra path finding algorithm instead of 𝐴∗. Dijkstra
guarantees to find the shortest path while 𝐴∗ does not.
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Figure 4: Comparison of different 𝜖 values and the change
of OD-links for different for 1 hour period of trajectories
between 1pm and 2pm.

6.3 Utility Metrics
We have chosen utility metrics commonly used in transportation

studies including individual trajectory level and aggregated level

queries. In this section, we explain the importance of the utility

metrics and present some use-case examples as we define the met-

rics. The goal is to have a higher similarity in the utility metrics

between original and privacy-preserved trajectories given the same

level of privacy protection.

Individual Utility Metrics: Mobility trajectories are complicated,

and evaluating the quality of privacy-preserved trajectories with

aggregated statistics alone is not sufficient. For example, the OD

Similarity metric for AdaTrace when compared to original trajec-

tories (Table 1) indicates high level of OD similarity between the

two. However, their respective actual trajectories show distinct

differences (as shown in Figure 8a). Since the proposed DPMM

perturbs only the OD GPS points, its distortion on the trajectory

and geographical mismatch is limited.

We evaluate the utility of the proposed DPMM model at the

individual trajectory level with different variants of the DPMM

mechanisms. The relative trip length change of the link trajectories

before and after applying DPMM is proposed as a utility metric

in this study. Without DPMM, the base map-matching algorithm

matches the GPS points with the nearest links and connects such

links with the shortest path algorithms. Using the same relative

change formulation, we compared the change of the privacy pre-

served trajectories with clean link trajectories and GPS trajectories.

The trip length of the GPS trajectories is calculated using the eu-

clidean distance between the sequence of the GPS points.

Aggregated Utility Metrics: Spacial density analysis plays a key

role in understanding human mobility [22]. Our first aggregated

utility metric, mainly used for graph data, is the query error that

quantifies the error in the characteristics of most visited places.

Minimizing the query error makes output privatized data more use-

ful [6, 20, 43]. For this metric, 500 road links are sampled uniformly

across all regions from the network 𝐷 (𝑉 , 𝐸). Then, the normal-

ized absolute difference between the number of real and synthetic

trajectories passing through each link is computed by the following:

error(𝑄 (Σ)) = |𝑄 (Ψ) −𝑄 (Σ) |
max {𝑄 (Ψ), 𝑠} , (6)

where 𝑄 (Ψ) and 𝑄 (Σ) are the number of trajectories that pass the

certain links for the set of original trajectories vs privacy preserved

trajectories, respectively, and 𝑠 is sanity bound for mitigating the

effect of the extremely small selective queries. We specified the

sanity bound 𝑠 as 1% of the users.

The travel characteristics of moving objects, such as personal

vehicles and public transportation for spatio-temporal analysis

can provide valuable insights for transportation analysts [34, 39].

The second aggregated utility metrics measures the similarity of

the OD distributions, called OD Similarity. This metric evaluates

how much the overall characteristics are preserved in terms of OD

links. Jensen-Shannon divergence (JSD) is a well-known similarity

metric mainly used for measuring the similarity of two probability

distributions [29]. We employ JSD for OD similarity.

The third metric measures the changes of the Vehicle Miles

Traveled (VMT), which can be useful for different purposes, such as

ride-sharing [25] and land use [38], for link trajectories, called VMT

Change. Link count refers to the number of times a link occurs

on the aggregated link trajectory network. The last utility metric

compares link count distribution between original and privacy

preserved link trajectories.

6.4 Numerical Results
We evaluate the performance of DPMM with benchmark studies

and other DPMM variants from two different aspects: change in the

privacy preserved trajectories at the individual level and aggregated

level. When we apply the DPMM method to the trajectory data-

base, depending on the privacy level 𝜖 , the utility varies in terms

of the privatized OD link ratio and trip lengths. In addition, the

experiments quantify the query similarity metrics at an aggregated

level with respect to other trajectory privacy methods and compare

the results with other studies in the literature. We use a range of

𝜖 values between 0.05 and 20 to evaluate the performance of the

DPMM. The 𝜖 values are selected to reflect the lower and upper

limits of the impact of the DPMM privacy mechanism.

Individual Trajectory-level Analysis: Regardless of the other user’s
movements, every OD link may have privacy concerns, and match-

ing an OD with a different link hides the true end location of the

user. We inspect the fraction of OD links that are different from the

original raw trajectory after the proposed noise injection, which

we refer to as the privatized link ratio. Depending on the noise level

and the road network density 𝐷 (𝑉 , 𝐸), DPMM may still match the

links with the same link after the noise injection. To quantify the

privacy of our method, we inspect the privatized link ratio over

the total number of OD links with respect to different 𝜖 values. For

833 trajectories, we have 1666 OD links. Fig. 4 shows the perfor-

mance of DPMM in terms of OD privacy. The goal of the proposed

mechanism is to move OD links to different links. Therefore the

output is expected to have higher ratios for the lower level of 𝜖 .

The highest level of the privatized link ratio is observed with the

lowest 𝜖 = 0.05 with an average of 98.7%.
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(a) DPMM vs original link trajectories (b) DPMM vs GPS trajectories

Figure 5: Performance of DPMM is compared with the different 𝜖 values with respect to original link and GPS trajectories.

(a) DPMM vs original link trajectories (b) DPMM vs GPS trajectories

Figure 6: Performance of DPMM is compared with different methods with respect to original link and GPS trajectories on
𝜖 = 1.0.

Next, Figure 5 quantifies the absolute trip length change with

different 𝜖 values at the trajectory level. Figure 5a and Figure 5b il-

lustrate the comparison of DPMM link trajectories with original link

trajectories and GPS trajectories, respectively. The goal is to retain

higher utility with a lower 𝜖 value. The lowest value of 𝜖 = 0.05 gen-

erates the highest dissimilarity between privacy-preserved DPMM

link trajectories and original link and GPS trajectories. The dis-

tortion in DPMM link trajectories is sensitive to the geographical

region, road link density, and the link functional class. The aver-

age trip length change varies between 89% and 30% for original

link trajectories and between 107% and 27% for GPS trajectories

on different 𝜖 values. For instance, for 𝜖 = 1, the absolute average

distortion on trip lengths is 36.8% and 38.1% for original link trajec-

tories and GPS trajectories, respectively. Since the sequence of GPS

trajectories do not reflect the actual trip length, having a higher

trip length error regarding link trajectory is expected. Increasing

the 𝜖 noise value decreases distortion and the level of privacy that

DPMM guarantees.

The last individual-level utility metric compares the proposed

DPMM with other variants in terms of the change in the trajectory

trip length (see Figure 6). The 𝜖 is selected as 1.0 for this part of the

experiments. Figure 6a and Figure 6b illustrates the change in the

trip length of different DPMM variants where DPMM outperforms

the others with the lowest mean difference. The results clearly show

the impact of the trajectory sampling from𝑇 to𝑇 and removing the

loop in the trips regarding the utility with the same privacy level.

Another interesting observation is that the Dijkstra algorithm has

very close similarity with 𝐴∗ routing algorithm. While 𝐴∗ does not
guarantee the shortest path, the Dijkstra algorithm guarantees to

find the shortest path. Since the users do not take the shortest path

all the time, selecting a candidate path using 𝐴∗ routing algorithm

is a more reasonable choice due to the unpredictability of user

behaviors.

Table 1: Comparison of the aggregated utility metrics with
benchmark studies for 𝜖 = 1. The lower value is the better
for Querry Error and OD Similarity metrics. For VMT Error,
value closer to zero is better. The bold and green results show
the best performance and the second best performance, re-
spectively.

DPMM AdaTrace DPT

Query Error 0.146 0.353 0.264

OD Similarity 0.065 0.081 0.068

VMT Change −0.072 0.164 −0.641
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(a) DPMM (b) AdaTrace (c) DPT

Figure 7: Link count densities on aggregated network level for DPMM with baseline comparisons using 𝜖 = 1

Aggregate-level Analysis: Table 1 presents the aggregated util-

ity results of different metrics for 𝜖 = 1.0. The proposed DPMM

performs better for all metrics due to its ability to handle each tra-

jectory separately. On the other hand, AdaTrace and DPT achieve

varying performance on different metrics. While DPT outperforms

the AdaTrace in terms of the most visited places (Query Error) and
origin-destination densities (OD Similarity), AdaTrace produces

more similar trajectories to proposed DPMM in terms of the trip

length, as shown with the VMT Change statistics. In summary, the

DPMM succeeds in keeping the trajectory patterns in the same re-

gion while hiding true OD locations and travel paths. Therefore, the

results in Table 1 reflect the superiority of the proposed algorithm.

Next, we evaluate the proposed DPMM and benchmarks with

original link trajectories in terms of link count distribution to un-

derstand how link counts changes as a function of privacy. Figure

7 shows the link count distribution with respect to the original

trajectories for different privacy mechanism with 𝜖 = 1, the ideal

privacy level. The results illustrate that DPMM preserves the link

densities compared to baseline models AdaTrace and DPT.

Finally, we compare the spatial densities of the benchmark mod-

els with the original trajectories using the same number of samples.

Figure 8 shows the visual representation of spatial densities for

the raw GPS points, AdaTrace [20] and DPT [24]. The population

densities and major routes are clearly observed in raw GPS dis-

tributions. However, AdaTrace and DPT has some sort of density

awareness while missing the major routes. Note that since Ada-

Trace and DPT do not consider geospatial constraints, resulting

trajectories are sampled in traffic-free areas such as city-parks and

national-preserve areas. Compared to these baselines, the proposed

(a) AdaTrace (b) DPT (c) Original Trajectories

Figure 8: Visual representation of the original trajectories
vs privacy preserved trajectory densities for benchmark
models. Proposed DPMM does not produce GPS trajectories,
hence, it does not have visual comparisonwith benchmarks.

DPMM model provides privacy-protected trajectories at the road

network level that prevents to have such unrealistic trajectories.

7 CONCLUSION
In this paper, we present a differentially-private map-matching

algorithm for the privacy of mobility trajectories. Proposed mecha-

nism protects individual OD locations with adaptive noise injection

model and travel paths with exponential DP method. The DPMM

injects planar Laplace noise to the individual OD GPS points by

considering the density of the localized road network and the func-

tional class of the links. The actual perturbation level for each GPS

point is adjusted by considering the localized link density. Next,

proposed DPMM uses a waypoint sampling method for construct-

ing travel paths privately. We evaluate our DPMM method for a

variety of noise levels by comparing it with several comparative

privacy models at individual trajectory and aggregated statistics.

The advantage over the literature of DPMM does not rely on

population density with respect to other samples in the database,

rather it considers link density in the road network. Due to map-

matching, DPMM prevent geographical mismatches with the road

structures which is a common problem for other baseline models.

While this project provides OD location privacy with travel path

privacy for individual user trajectories, DPMM does not guarantee

the generation of the repeated trajectories due to the randomized

nature of the mechanism. This resulting distortion is a form of the

utility trade-off. Future work will include extending this investiga-

tion to different types of mobility datasets while also addressing

the aforementioned limitations.
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