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ABSTRACT OF THE DISSERTATION

Effective Learning of Descriptive and Generator Models and Learning Representations for Grid

Cells and V1 Cells

by

Ruiqi Gao

Doctor of Philosophy in Statistics

University of California, Los Angeles, 2021

Professor Song-Chun Zhu, Chair

In recent decades, deep learning has achieved tremendous successes in supervised learning; how-

ever, unsupervised learning and representation learning, i.e., learning the hidden structure of the

data without requiring expensive and time-consuming human annotation, remains a fundamental

challenge, which probably underlies the gap between current artificial intelligence and the intel-

ligence of a biological brain. In this thesis, we propose novel solutions to the problems in this

area. Specifically, we work on deep generative modeling, an important approach of unsupervised

learning, and representation learning inspired by structures in the brain.

• We propose efficient algorithms for learning descriptive models, which are also known

as energy-based models (EBMs). Despite an appealing class of generative models with a

number of desirable properties, the learning of descriptive models on high-dimensional space

remains challenging, which involves computationally expensive Markov chain Monte Carlo

(MCMC). To tackle this problem, we propose a multi-grid modeling and sampling method,

which learns descriptive models at multiple scales or resolutions and the MCMC sampling

follows a coarse-to-fine scheme. This approach enables efficient learning and sampling of
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descriptive models from large-scale image datasets with small-budget MCMC. Later on, we

extend this method to an improved version named diffusion recovery likelihood, where a

sequence of descriptive models are proposed and learned on increasingly noisy versions of

a dataset. Each descriptive model is trained by sampling from the conditional probability

of the data at a certain noise level given their noisy versions at a higher noise level, which

further releases the burden of MCMC.

• We develop dynamic and motion-based generator models which learn semantically mean-

ingful vector representations for spatial-temporal processes such as dynamic textures and

action sequences in video data. The models are capable of learning disentangled representa-

tions of appearance, trackable motion and intrackable motion in spatial-temporal processes

in a fully unsupervised manner. We also propose an efficient learning algorithm named al-

ternating back-propagation through time, which learns the proposed models using online

MCMC inference without resorting to auxiliary networks.

• We propose hybrid generative models that integrate the advantages of different classes

of generative models. Specifically, we propose a training algorithm flow contrastive esti-

mation to jointly estimate a descriptive model and a flow-based model, in which the two

models are iteratively updated based on a shared adversarial value function. The algorithm

is an extension of noise contrastive estimation (NCE) and combines the flexibility of descrip-

tive models and the tractability of flow-based models. We also study another hybrid model

where the descriptive model serves as a correction or an exponential tilting of the flow-based

model. We show that this model has a particularly simple form in the space of the latent vari-

ables of the flow-based model, and MCMC sampling of the descriptive model in the latent

space mixes well and traverses modes in the data space.

• We propose an optimization-based representational model of grid cells. Grid cells ex-

ist in the mammalian medial entorhinal cortex (mEC) and are so named because individual

neurons exhibit striking firing patterns that form hexagonal grids when the agent (such as
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a rat) navigates in a 2D open field. To understand how grid cells perform path integration,

we conduct theoretical analysis of a general representational model of grid cells where the

2D self-position of the agent is represented by a higher-dimensional vector and the 2D self-

motion is represented by a general transformation of the vector. We identify two conditions

for the general transformation and demonstrate an important geometric property of the gen-

eral transformation, i.e., local conformal embedding. We further investigate the simplest

transformation, i.e., the linear transformation, and uncover its explicit algebraic and geomet-

ric structure as a matrix Lie group of rotation. The model learns significant hexagon patterns

of grid cells and is capable of accurate path integration.

• We extend the representational model of grid cells to an optimization-based representa-

tional model of V1 simple cells. V1 stands for the primary visual cortex in the mammalian

brain, and V1 simple cells are highly specialized for low-level motion perception and pat-

tern recognition. We propose a representational model of V1 simple cells which couples the

following two components: (1) the vector representations of local contents of images and

(2) the matrix representations of local pixel displacements caused by the relative motions

between the agent and the objects in the 3D scene. The model can learn Gabor-like tun-

ings of V1 simple cells and similar to V1 simple cells, the learned adjacent neurons have

quadrature-phase relations.
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CHAPTER 1

Introduction

Learning representations of data is an important problem in statistics and machine learning. While

the origin of learning representations can be traced back to factor analysis and multidimensional

scaling in statistics, it has become a central theme in deep learning with important applications

in computer vision and computational neuroscience. However, two challenges remain for repre-

sentation learning in the field of machine learning and deep learning: (1) data efficiency or label

efficiency, the ability to learn from few datapoints or data with few labels; (2) generalization, the

ability to transfer the learned knowledge to new tasks or environments. The goal of this thesis is to

propose novel solutions to tackle these challenges.

Generative modeling, as an important unsupervised learning approach, has the promise of

learning meaningful representations of the input while requiring little or no human annotations.

Since such representations can be learned from large-scale unlabeled datasets and are not task-

specific, downstream solutions based on the learned representations can potentially be more data-

efficient and robust to change of tasks or environments. In this thesis, we work on developing and

advancing various types of generative models, with the ultimate goal of learning better representa-

tions and intermediate applications such as image/video generations.

On the other hand, human is good at learning from few datapoints and can adapt to new tasks

or environments quickly thanks to the biological brain. Understanding structures and function-

alities of the brain can potentially inspire more human-like models in machine learning. To this

end, in this thesis, we propose generic optimization-based representational models with the same

functionality of the certain types of neurons in the brain, with the hope that the artificial neurons
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can share similar activities or activation patterns to the biological neurons.

1.1 Generative modeling

One theme of this thesis is deep generative modeling. As the name suggests, generative models can

generate examples such as images, texts, and speeches. Equipped with deep neural networks as

powerful function approximators, modern generative models can generate highly realistic images

and texts. Such generative models are consistent with the brain’s ability to imagine and fantasize.

In more technical terms, such models provide a unified framework for supervised, unsupervised

and semi-supervised learning, the last of which is about learning from a large amount of unlabeled

data and a small amount of labeled data. In this thesis, we focus on developing and advancing the

descriptive models and generator models, which represent two major directions in the area of deep

generative models.

1.1.1 Descriptive model

The descriptive model, also known as the energy-based model (EBM), defines an unnormalized

probability density on high dimensional input examples such as images via an energy function so

that examples with low energies have high probabilities to be observed. This model can be traced

back to the Gibbs distribution in statistical mechanics. Compared to other types of generative

models, the descriptive model enjoys several distinct advantages, such as the free-form energy

function with almost no constraints, which can be parametrized by any existing network structure,

and direct correspondence to discriminative models, which can therefore unify supervised learning

and unsupervised learning in an elegant way. The learning of such a model follows an “analysis by

synthesis” scheme, which involves sampling data from the current model, and then updating the

model parameters based on the difference between the sampled data and the observed data. The

challenge lies in the fact that the sampling step usually requires iterative Markov chain Monte Carlo

(MCMC), such as Langevin dynamics or Hamiltonian Monte Carlo, which can be time-consuming
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and difficult to converge on high-dimensional data space.

To solve this problem, We propose a multi-grid modeling and sampling method that achieves

efficient learning of descriptive models on large-scale image datasets. The idea is to learn descrip-

tive models at a sequence of resolutions and the sampling follows a progressively coarse-to-fine

scheme. The learning scheme has a similar effect to simulated annealing where the temperature of

the model decreases gradually, and therefore makes MCMC more efficient.

More recently, we further extend this method to an algorithm named diffusion recovery like-

lihood, where a sequence of descriptive models are proposed and learned on increasingly noisy

versions of a dataset. Each marginal descriptive model is trained with recovery likelihood, which

maximizes the conditional probability of the data at a certain noise level given their noisy versions

at a higher noise level. Optimizing recovery likelihood is more tractable than marginal likelihood,

as sampling from the conditional distributions is much easier than sampling from the marginal dis-

tributions. That is, we learn marginal descriptive models at different noise levels and use sequential

conditional distributions to ease the sampling. Using this method, we push descriptive models to

the state-of-the-art of generative models in terms of both sample quality and density estimation.

1.1.2 Generator model

A generator model assumes latent structure behind the input signals, usually in the form of a latent

vector, and maps the latent vector to the high-dimensional example such as an image by a non-

linear transformation parametrized by a deep neural network. The challenge is to infer such latent

variables given observed examples during training. We aim at developing an efficient learning

method and meanwhile learning disentangled latent representations for different components of

the data, such as the appearance and motion in videos.

To this end, we develop a dynamic generator model for spatial-temporal processes, where

the latent vector follows a transition model and the transition is parametrized by a feedforward

neural network or in general a recurrent neural network, and the latent vector generates the video
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frame by a deep network as the emission model. We also propose a maximum likelihood learning

algorithm called alternating back-propagation through time, which alternates between inferring

the latent noise vectors by Langevin dynamics and updating the parameters by gradient descent

on a reconstruction error. The gradient computations in both steps can be accomplished by back-

propagation through time. Unlike VAE [KW13] or GAN [GPM14], our method can learn generator

models without auxiliary networks.

More recently, we further generalize the model to explicitly incorporate trackable and intrack-

able motion, which can be inferred automatically from the video data in an unsupervised manner.

Such models can be useful for learning intuitive physics, and can serve as the dynamic model for

model-based reinforcement learning.

1.1.3 Hybrid model

We also work on integrating or jointly training different families of generative models to combine

the best of their worlds. Specifically, we develop a flow contrastive estimation method to jointly

learn a descriptive model and a flow-based model in a discriminative manner, without resorting to

MCMC. A flow-based model transforms a latent vector to the image via a sequence or a flow of

transformations. Unlike the generator model, the latent vector of the flow-based model is of the

same dimension as the image, and the transformations are invertible and the probability density

of the data is analytically tractable. However, due to the highly constrained form of the trans-

formations, one usually needs to compose a large number of transformations in order to model

complex signals such as images. Our joint training method combines the tractability of the flow-

based model and the flexibility of the descriptive model. We also adapt the proposed method to

semi-supervised learning and achieve competitive performance on this task.

Besides, we propose a tight coupling of a descriptive model and a flow-based model, by learn-

ing a descriptive model with a flow-based model serving as a backbone, so that the descriptive

model is a correction or an exponential tilting of the flow-based model. We show that the model
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has a particularly simple form in the space of the latent variables of the flow-based model, and

MCMC sampling of the descriptive model in the latent space mixes well and traverses modes in

the data space. This enables proper sampling and learning of descriptive models. To the best

of our knowledge, our work is the first where MCMC sampling is mixing for descriptive models

parametrized by modern convolution neural networks.

1.2 Biological plausible representational models

For advancing representation learning in machine learning, it is appealing to borrow inspirations

from the biological brain and develop representational models that can meaningfully approximate

and explain the structure and activities in the brain. This is the second theme of this thesis. The

hope is that by learning and approximating the brain, we would end up with more powerful and

meaningful representational models in machine learning. In the first theme of generative modeling,

the vector representation in generator models has been widely used and explored especially after

the development of deep learning. Sometimes the vector is colloquially called “thought vector”.

In this theme, we show that it is also of fundamental importance to learn matrix representation for

continuous motions or transformations.

1.2.1 Representational models of grid cells

Grid cells, together with place cells, are two types of neurons widely existing in mammalian brains

and are in charge of an agent’s self-navigation. The discovery of grid cells and place cells was

honored by the Nobel prize in physiology and medicine in 2014. Place cells, located in the hip-

pocampus, fire at a single position when the agent (e.g., a rat) moves within an environment, while

more surprisingly, grid cells, located in the medial entorhinal cortex (mEC), fire at regular hexagon

grids of positions as the agent moves. It is desirable to study representational models that can learn

and explain such hexagon grid patterns of grid cells as well as the connection between grid cells

and place cells.
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To this end, we develop a representational model for grid cells, where the grid cells form a

vector representation of the self-position of the agent, and when the agent moves, the vector is

rotated by a matrix that represents the displacement. This model gives a natural explanation of

the hexagon grid patterns observed in grid cells. Interestingly, it is similar to the mathematical

formulation of quantum physics, where the position of a particle is represented by a vector and the

displacement is represented by a matrix or an operator acting on the vector. Matrix representation

of group is also of fundamental importance in modern mathematics.

More recently, we conduct a theoretical analysis of a more general representation model of

path integration by grid cells, where the 2D self-position is encoded as a high dimensional vector,

and the 2D self-motion is represented by a general transformation of the vector. We identify two

conditions for the transformation. One is a group representation condition that is necessary for path

integration. The other is an isotropic scaling condition that ensures locally conformal embedding,

so that the error in the vector representation translates proportionally to the error in the 2D self-

position. Then we investigate the simplest transformation, i.e., the linear transformation, uncover

its explicit algebraic and geometric structure as matrix Lie group of rotation, and integrate the

path integration model of grid cells and the basis expansion model connecting grid cells and place

cells. Finally, with our optimization-based approach, we manage to learn hexagon grid patterns

that share similar properties of the grid cells in the rodent brain. The learned model is capable of

accurate long-distance path integration.

1.2.2 Representational models of V1 simple cells

V1 stands for the primary visual cortex in the mammalian brain, and it is highly specialized for

motion perception and pattern recognition. It is known that V1 simple cells exhibit Gabor-like

tunings and adjacent simple cells have quadrature-phase relations (e.g., sine and cosine pairs). The

study of V1 simple cells motivates one of the most prominent models in machine learning, sparse

coding. Different from sparse coding, we develop a representational model of V1 simple cells

by incorporating the representation of perceived motions, where we learn a vector representation
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for the local content received from sensory, and a matrix representation for the local displacement

caused by the relative motions between the agent and the objects in the 3D scenes. This model

naturally learns and explains patterns of V1 simple cells, and can be used for motion inference.

1.2.3 Unified and general framework

Summarizing the representational models of grid cells and V1 simple cells, while vector represen-

tation may be considered a “noun”, matrix representation may be considered a “verb”. In terms

of neuroscience, the vector representation corresponds to the activities of neurons, and the matrix

representation corresponds to synaptic connections. This general framework may be applicable to

more activities in brain and machine intelligence. We also apply this idea to modeling the change

of images under ego-motion, which is an important problem in computer vision and human vision.

It may shed light on how the brain represents the three-dimensional environment.

1.3 Research questions and contributions

We formulate the research questions and contributions in this thesis as follows.

Research question 1: Is it possible to achieve efficient learning and proper sampling of deep

descriptive models by maximum likelihood type of algorithms?

In Chapter 2 and [GLZ18], we propose multi-grid modeling and sampling algorithm that

achieves efficient learning of deep descriptive models on large image datasets. After training,

we can generate realistic samples from the learned models with a small budget MCMC.

Despite being able to learn and generate realistic samples, MCMC is still computationally

expensive and generally not converging, in the sense that samples from long-run Markov chains can

differ greatly from observed samples. Thus in Chapter 2 and [GSP20], we propose a more efficient

training algorithm, diffusion recovery likelihood, to tractably learn and sample from a sequence

of descriptive models trained on increasingly noisy versions of a dataset. With this approach, we
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push descriptive models to state-of-the-art generative models in terms of both sample quality and

likelihood estimation. Moreover, we demonstrate that the long-run MCMC samples do not diverge

and still represent realistic images.

To further encourage MCMC mixing, in Chapter 4 and [NGS20], we propose to learn a de-

scriptive model with a flow-based model serving as a backbone. We show that the model has

a particularly simple form in the latent space of the flow-based model, and sampling of the de-

scriptive model by neural transport MCMC mixes well and is able to traverse modes in the data

space.

Research question 2: Is it possible to estimate deep descriptive models in a completely

MCMC-free manner?

In Chapter 4 and [GNK20], we answer this question in the affirmative. Specifically, we propose

a training method to jointly estimate a descriptive model and a flow-based model, in which the two

models are iteratively updated based on a shared value function. The update of the descriptive

model is based on noise contrastive estimation (NCE), with the flow-based model serving as an

adaptively updated strong noise distribution. With this NCE-based framework, we can totally avoid

MCMC sampling. We show the efficacy of the learned descriptive model via unsupervised feature

learning. Furthermore, the proposed training method can be easily adapted to semi-supervised

learning, using the direct correspondence of the descriptive model to a discriminative model. We

achieve competitive results to the state-of-the-art semi-supervised learning methods.

Research question 3: How can we propose a generator model for modeling spatial-temporal

processes and develop the corresponding learning algorithm?

In Chapter 3 and [XGZ19], we propose a dynamic generator that contains two components:

(1) an emission model which is a generator network that maps the state vector to the frame im-

age, and (2) a transition model which is a recurrent neural network in the state space. We also

develop an efficient learning algorithm for the dynamic generator model, namely alternating back-

propagation through time. This algorithm does not require any auxiliary network. In Chapter 3 and
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[XGZ20], we further generalize the model by introducing latent state vectors that explicitly model

trackable and intrackable motion. This generalized model can learn disentangled representations

of appearance, trackable and intrackable motion in a fully unsupervised manner.

Research question 4: Can we develop optimization-based representational models with min-

imally simple assumptions that can meaningfully approximate activities of neurons in biological

brains?

We answer this question by studying two types of neurons in mammalian brains: (1) grid cells

in the medial entorhinal cortex (mEC), which is hypothesized to participate in the path integra-

tion process, and (2) V1 simple cells in the primary visual cortex, which is essential to motion

perception and pattern recognition.

In Chapter 5 and [GXZ18a, GXW20], we conduct a theoretical analysis of a general repre-

sentational model of path integration by grid cells, where the 2D self-position is encoded as a

higher dimensional vector, and the 2D self-motion is represented by a general transformation of

the vector. We identify two minimally simple conditions on the transformation, under which we

derive the clear local geometric structure of the vector representation in the neural space and a nat-

ural explanation to the error correction by grid cells. By investigating the simplest special case of

the transformation, i.e., the linear transformation, we uncover its explicit algebraic and geometric

structure as a matrix Lie group of rotation. With our optimization-based approach, we can learn

significant hexagon grid patterns that share similar properties of the grid cells in the rodent brain.

The learned model is capable of accurate long-distance path integration.

In Chapter 6 and [GXZ18b], we propose a representational model that may shed light on

V1 simple cells. This model shares a similar idea to the representational model of grid cells in

[GXZ18a]. Given an image pair such as consecutive video frames that are related by local dis-

placements, the local contents of images are represented by vectors and the local displacements

of the images are represented by matrices operating on the vectors. With this simple model, we

are able to learn Gabor-like filter pairs of quadrature phases, which match the profile of Macaque

V1 simple cells. We also achieve competitive results on optical flow estimation with the learned
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model.
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CHAPTER 2

Descriptive models

2.1 Deep descriptive models

This chapter studies the problem of learning deep descriptive models, also known as deep energy-

based models (EBMs) [LCH06, Hin02a, HOW06, HOT06, SH09, LGR09, NCK11, LZW16, XLZ16,

XZW17a, JLT17] of images 1. EBMs define an unnormalized density that is the exponential of the

negative energy function. The energy function is directly defined as a (learned) scalar function of

the input, and is often parameterized by a neural network. Specifically, let x ∼ pdata(x) denote a

training example, and pθ (x) denote a model’s probability density function that aims to approxi-

mates pdata(x). An EBM is defined as:

pθ (x) =
1

Zθ

exp( fθ (x)), (2.1)

where Zθ =
∫

exp( fθ (x))dx is the partition function, which is analytically intractable for high-

dimensional x. For images, we parameterize fθ (x) with a convolutional neural network with a

scalar output.

2.1.1 Maximum likelihood estimation

The energy-based model can be estimated from unlabeled data by maximum likelihood estimation

(MLE). Suppose we observe training examples {xi, i = 1, ...,n} from unknown true distribution

pdata(x). We can view this dataset as forming empirical data distribution, and thus expectation

1The main contributions in this chapter were first described in [GLZ18, GSP20].
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with respect to pdata(x) can be approximated by averaging over the training examples. In MLE, we

seek to maximize the log-likelihood function

L (θ) =
1
n

n

∑
i=1

log pθ (xi)
.
= Ex∼pdata[log pθ (x)]. (2.2)

Maximizing the log-likelihood function is equivalent to minimizing the Kullback-Leibler diver-

gence KL(pdata||pθ ) for large n. Its gradient can be written as:

− ∂

∂θ
KL(pdata||pθ ) = Epdata

[
∂

∂θ
fθ (x)

]
−Epθ

[
∂

∂θ
fθ (x)

]
, (2.3)

which is the difference between the expectations of the gradient of fθ (x) under pdata and pθ re-

spectively. The expectations can be approximated by averaging over the observed examples and

synthesized samples generated from the current model pθ (x) respectively. Generating synthesized

samples from pθ (x) can be done with Markov Chain Monte Carlo (MCMC) such as Langevin

dynamics (or Hamiltonian Monte Carlo [GC11]), which iterates

xτ+1 = xτ +
δ 2

2
∇x fθ (xτ)+δετ , (2.4)

where τ indexes the time, δ is the step size, and ετ ∼N (0,I). The MLE of pθ (x) seeks to cover

all the models of pdata(x). Given the flexibility of model form of fθ (x), the MLE of pθ (x) has the

chance to approximate pdata(x) reasonably well.

Challenge of learning EBMs. The difficulty lies in the fact that the probability distribution or

the energy function of the learned model is likely to be multi-modal if the training data are high

dimensional and highly varied. The MCMC may have difficulty traversing different modes and

may take a long time to converge.

2.1.2 Modifications of maximum likelihood estimation

In this subsection, we review modifications of maximum likelihood estimation (MLE) for learning

energy-based models.
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Contrastive divergence. The MCMC sampling of pθ may take a long time to converge, espe-

cially if the learned pθ is multi-modal, which is often the case because pdata is usually multi-modal.

In order to learn from large datasets, we can only afford small budget MCMC, i.e., within each

learning iteration, we can only run MCMC for a small number of steps. To meet such a challenge,

[Hin02a] proposed the contrastive divergence (CD) method, where within each learning iteration,

we initialize the finite-step MCMC from each x in the current training batch to obtain a synthesized

example x̃. The parameters are then updated according to the learning gradient (2.3).

Let Mθ be the transition kernel of the finite-step MCMC that samples from pθ (x). For any

probability distribution p(x) and any Markov transition kernel M, let Mp(x′) =
∫

p(x)M(x,x′)dx

denote the marginal distribution obtained after running M starting from p. The learning gradient

of CD approximately follows the gradient of the difference between two Kullback-Leibler (KL)

divergences:

KL(pdata‖pθ )−KL(Mθ pdata‖pθ ), (2.5)

thus the name “contrastive divergence”. If Mθ pdata is close to pθ , then the second divergence is

small, and the CD estimate is close to maximum likelihood which minimizes the first divergence.

However, it is likely that pdata and the learned pθ are multi-modal. It is expected that pθ is smoother

than pdata, i.e., pdata is “colder” than pθ in the language of simulated annealing [KGV83]. If pdata

is different from pθ , it is unlikely that Mθ pdata becomes much closer to pθ due to the trapping of

local modes. This may lead to bias in the CD estimate.

A persistent version of CD [Tie08] is to initialize the MCMC from the observed xi in the

beginning, and then in each learning epoch, the MCMC is initialized from the synthesized x̃i

obtained in the previous epoch. The persistent CD may still face the challenge of traversing and

exploring different local energy minima.

Modified and adversarial CDs. The original CD initializes MCMC sampling from the data

distribution pdata. We may modify it by initializing MCMC sampling from a given distribution p0,
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in the hope that Mθ p0 is closer to pθ than Mθ pdata. The learning gradient approximately follows

the gradient of

KL(pdata‖pθ )−KL(Mθ p0‖pθ ). (2.6)

That is, we run a finite-step MCMC from a given initial distribution P0, and use the resulting

samples as synthesized examples to approximate the expectation in (2.3). The approximation

can be made more accurate using annealed importance sampling [Nea01a]. Following the idea

of simulated annealing, p0 should be a “smoother” distribution than pθ (the extreme case is to

start from white noise p0). Unlike persistent CD, here the finite-step MCMC is non-persistent,

sometimes also referred to as “cold start”, where the MCMC is initialized from a given p0 within

each learning iteration, instead of from the examples synthesized by the previous learning epoch.

The cold start version is easier to implement for mini-batch learning.

With the multi-grid method (to be introduced in the next section), at each grid, p0 is the dis-

tribution of the images generated by the previous coarser grid. At the smallest grid, p0 is the

one-dimensional histogram of the 1×1 versions of the training images.

Another possibility is to recruit a generator network qα(x) as an approximated direct sampler

[KB16, DAB17], so that pθ and qα can be jointly learned by the adversarial CD:

min
pθ

max
qα

[KL(pdata‖pθ )−KL(qα‖pθ )] . (2.7)

That is, the learning of pθ is modified CD with qα supplying synthesized examples, and the learn-

ing of qα is based on minqα
KL(qα‖pθ ), which is a variational approximation. The adversarial

CD is related to Wasserstein GAN [ACB17b], except that the former regularizes the entropy of the

generator, while the latter regularizes the critic.

[XLG17] also studied the problem of joint learning of the energy-based model and the genera-

tor model. The learning of the energy-based model is based on the modified CD:

KL(pdata‖pθ )−KL(Mθ qα‖pθ ), (2.8)
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with qα taking the role of P0, whereas the learning of the generator is based on how Mθ qα mod-

ifies qα , and is accomplished by at+1 = argminα KL(Mθ qαt‖qα), i.e., qα accumulates MCMC

transitions to be close to the stationary distribution of Mθ , which is pθ .

In this chapter, we would not consider recruiting a generator network, so that we do not need

to worry about the mismatch between the generator model and the energy-based model. In other

words, instead of relying on a learned approximate direct sampler, we endeavor to develop a small

budget MCMC for sampling.

2.1.3 Correspondence to discriminative models

The energy-based model corresponds to a discriminative model or a classifier in the following sense

[DLW14, XLZ16, Tu07, LJT17, JLT17]. Suppose there are K categories and for each category k,

the data is modeled by an EBM pθk(x) with parameters θk, in addition to the background category

p0(x). The neural networks fθk(x) for k = 1, ...,K may share common lower layers. Let ρk be

the prior probability of category k, k = 0, ...,K. Then by Bayes rule, the posterior probability for

classifying an example x to the category k is a softmax multi-class classifier

p(k|x) =
exp( fθk(x)+bk)

∑
K
k=0 exp( fθk(x)+bk)

, (2.9)

where bk = log(ρk/ρ0)− logZ(θk), and for k = 0, fθ0(x) = 0, b0 = 0. Conversely, if we have the

softmax classifier (2.9), then the distribution of each category is pθk(x) of the form (2.1).

That is to say, an EBM can be derived from the commonly used discriminative model, but

unlike the discriminative model, an EBM is endowed with the gift of imagination in that it can

generate images by sampling from the probability distribution of the model. As a result, the EBM

can be learned in an unsupervised setting without requiring class labels. Conversely, a class-

conditional EBM can also be turned into a discriminative model for classification.
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2.2 Multi-grid modeling and sampling

To address the challenge of learning energy-based models under the constraint of finite budget

MCMC, we propose a multi-grid method to learn EBMs at multiple scales or grids [GLZ18].

Specifically, for each training image, we obtain its multi-grid versions by repeated down-scaling.

Our method learns a separate EBM at each grid. Within each iteration of our learning algorithm,

for each observed training image, we generate the corresponding synthesized images at multiple

grids. Specifically, we initialize the finite-step MCMC sampling from the minimal 1×1 version of

the training image, and the synthesized image at each grid serves to initialize the finite-step MCMC

that samples from the model of the subsequent finer grid. See Figure 2.1 for an illustration, where

we sample images sequentially at 3 grids, with 30 steps of the Langevin dynamics at each grid.

After obtaining the synthesized images at the multiple grids, the models at the multiple grids are

updated separately and simultaneously based on the differences between the synthesized images

and the observed training images at different grids.

Figure 2.1: Synthesized images at multi-grids. From left to right: 4× 4 grid, 16× 16 grid and

64×64 grid. Synthesized image at each grid is obtained by 30 step Langevin sampling initialized

from the synthesized image at the previous coarser grid, beginning with the 1×1 grid.

The advantages of the proposed method are as follows.

(1) The finite-step MCMC is initialized from the 1×1 version of the observed image, instead

of the original observed image. Thus the synthesized image is much less biased by the observed
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image compared to the original CD.

(2) The learned models at coarser grids are expected to be smoother than the models at finer

grids. Sampling the models at increasingly finer grids sequentially is like a simulated annealing

process [KGV83] that helps the MCMC to mix.

(3) Unlike the original CD or persistent CD, the learned models are equipped with a fixed

budget MCMC to generate new synthesized images from scratch, because we only need to initialize

the MCMC by sampling from the one-dimensional histogram of the 1× 1 version of the training

images.

We show that the proposed method can learn realistic models of images. The learned models

can be used for image processing such as image inpainting. The learned feature maps can be used

for subsequent tasks such as classification.

The contributions of this section are as follows. We propose a multi-grid method for learning

energy-based models. We show empirically that the proposed method outperforms the original

CD, persistent CD, as well as single-grid learning. More importantly, we show that a small budget

MCMC is capable of generating diverse and realistic patterns.

2.2.1 Related work

Our method is related to CD [Hin02a] for training energy-based models. In general, both the

data distribution of the observed training examples and the learned model distribution can be

multi-modal, and the data distribution can be even more multi-modal than the model distribu-

tion. The finite-step MCMC of CD initialized from the data distribution may only explore local

modes around the training examples, thus the finite-step MCMC may not get close to the model

distribution. This can also be the case with persistent CD [Tie08]. In contrast, our method initial-

izes the finite-step MCMC from the minimal 1×1 version of the original image, and the sampling

of the model at each grid is initialized from the image sampled from the model at the previous

coarser grid. The model distribution at the coarser grid is expected to be smoother than the model
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distribution at the finer grid, and the coarse to fine MCMC is likely to generate varied samples

from the learned models. As a result, the learned models obtained by our method can be closer to

the maximum likelihood estimate than the original CD.

The multi-grid Monte Carlo method originated from statistical physics [GS89]. The motivation

for multi-grid Monte Carlo is that reducing the scale or resolution leads to a smoother or less multi-

modal distribution. Our work is perhaps the first to apply multi-grid sampling to the learning of

deep energy-based models. The difference between our method and the multi-grid MCMC in

statistical physics is that in the latter, the distribution of the lower resolution is obtained from the

distribution of the higher resolution. In our work, the models at different grids are learned from

training images at different resolutions directly and separately.

Our learning method is based on maximum likelihood. Building on the early work of [Tu07],

[JLT17, LJT17] have developed an introspective learning method to learn the energy-based model,

where the energy function is discriminatively learned. It is possible to apply multi-grid learning

and sampling to their method.

2.2.2 Proposed algorithm

For an image x, let (x(s),s = 0, ...,S) be the multi-grid versions of x, with x(0) being the minimal

1×1 version of x, and x(S) = x. For each x(s), we can divide the image grid into squared blocks of

d×d pixels. We can reduce each d×d block into a single pixel by averaging the intensity values

of the d× d pixels. Such a down-scaling operation maps x(s) to x(s−1). Conversely, we can also

define an up-scaling operation, by expanding each pixel of x(s−1) into a d× d block of constant

intensity to obtain an up-scaled version x̂(s) of x(s−1). The up-scaled x̂(s) is not identical to the

original x(s) because the high resolution details are lost. The mapping from x(s) to x(s−1) is a linear

projection onto a set of orthogonal basis vectors, each of which corresponds to a d×d block. The

up-scaling operation is a pseudo-inverse of this linear mapping. In general, d does not even need

to be an integer (e.g., d = 1.5) for the existence of the linear mapping and its pseudo-inverse.
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Let p(s)
θ (s)(x(s)) be the energy-based model at grid s. p(0) can be simply modeled by a one-

dimensional histogram of x(0) pooled from the 1×1 versions of the training images.

Within each learning iteration, for each training image xi in the current learning batch, we

initialize the finite-step MCMC from the 1× 1 image x(0)i . For s = 1, ...,S, we sample from the

current p(s)
θ (s)(x(s)) by running l steps of the Langevin dynamics from the up-scaled version of x̃(s−1)

i

sampled at the previous coaser grid. After that, for s = 1, ...,S, we update the model parameters

θ (s) based on the difference between the synthesized {x̃(s)i } and the observed {x(s)i } according to

Eq. (2.3).

Algorithm 1 provides the details of the multi-grid method.

In the above sampling scheme, p(0) can be sampled directly because it is a one-dimensional

histogram. Each p(s) is expected to be smoother than p(s+1). Thus the sampling scheme is sim-

ilar to simulated annealing, where we run finite-step MCMC through a sequence of probability

distributions that are increasingly multimodal (or cold), in the hope of reaching and exploring ma-

jor modes of the model distributions. The learning process then shifts these major modes toward

the observed examples, while sharpening these modes along the way, in order to memorize the

observed examples with these major modes of the model distributions.

Let p(s)data be the data distribution of {x(s)i }. Let p(s)
θ (s) be the model at grid s. Let P(s)

θ (s−1) be the

up-scaled version of the model p(s−1)
θ (s−1) . Specifically, let x(s−1) ∼ p(s−1)

θ (s−1) be a random example at

grid s−1, and let x̂(s) be the up-scaled version of x(s−1), then P(s)
θ (s−1) is the distribution of x̂(s). Let

M(s)
θ (s) be the Markov transition kernel of l-step Langevin dynamics that samples p(s)

θ (s) . The learning

gradient of the multi-grid method at grid s approximately follows the gradient of the difference

between two KL divergences:

KL
(

p(s)data‖p(s)
θ (s)

)
−KL

(
M(s)

θ (s)P
(s)
θ (s−1)‖p(s)

θ (s)

)
. (2.10)

P(s)
θ (s−1) is smoother than p(s)

θ (s) , and M(s)
θ (s) will evolve P(s)

θ (s−1) to a distribution close to p(s)
θ (s) by creating

details at the current resolution. If we use the original CD by initializing MCMC from p(s)data, then

we are sampling a multi-modal (cold) distribution p(s)
θ (s) by initializing from a presumably even
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Algorithm 1 Multi-grid sampling and learning
Input:

(1) training examples {x(s)i ,s = 1, ...,S, i = 1, ...,n},

(2) number of Langevin steps l,

(3) number of learning iterations T .

Output:

(1) estimated parameters (θ (s),s = 1, ...,S),

(2) synthesized examples {x̃(s)i ,s = 1, ...,S, i = 1, ...,n}.

1: Let t← 0, initialize θ (s),s = 1, ...,S.

2: repeat

3: For i = 1, ...,n, initialize x̃(0)i = x(0)i .

4: For s = 1, ...,S, initialize x̃(s)i as the up-scaled version of x̃(s−1)
i , and run l steps of the

Langevin dynamics to evolve x̃(s)i , each step following Eq. (2.4).

5: For s = 1, ...,S, update θ
(s)
t+1 = θ

(s)
t +γtL′(θ

(s)
t ), with step size γt , where L′(θ (s)

t ) is computed

according to equation (2.3).

6: Let t← t +1.

7: until t = T

more multi-modal (or colder) distribution p(s)data, and we may not expect the resulting distribution

to be close to the target p(s)
θ (s) .

2.2.3 Experiments

Project page: The code and more results can be found at http://www.stat.ucla.edu/

˜ruiqigao/multigrid/main.html.

We learn the models at 3 grids: 4× 4, 16× 16 and 64× 64, which we refer to as grid1, grid2
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and grid3, respectively. That is, we set S = 3 (number of grids), d = 4 (reducing each 4×4 block

to a pixel in the down-scaling operation).

We conduct qualitative and quantitative experiments to evaluate our method with respect to

several baseline methods. The first baseline is the single-grid method: starting from a 1×1 image,

we directly upscale it to 64×64 and sample a 64×64 image using a single EBM. The other two

baselines are CD1 (running 1 step Langevin dynamics from the observed images) and persistent

CD. Both CD baselines initialize the MCMC sampling from the observed images. See [GLZ18]

for more details.

2.2.3.1 Synthesis

Observed DCGAN single-grid method multi-grid method

Figure 2.2: Synthesized images from models learned from the CelebA dataset. From left to right:

observed images, images synthesized by DCGAN [RMC15], single-grid method and multi-grid

method. CD1 and persistent CD cannot synthesize realistic images and their results are not shown.

We learn multi-grid models from five datasets: CelebA [LLW15], Large-scale Scene Under-

standing (LSUN) [SX15], CIFAR-10 [KH09], Street View Housing Numbers (SVHN) [NWC11]

and MIT places205 [ZLX14]. In the CelebA dataset, we randomly sample 10,000 images for train-

ing. Figure 2.2 show synthesized images generated by models learned from CelebA dataset. We

also show synthesized images generated by models learned by DCGAN [RMC15] and the single-

grid method. CD1 and persistent CD cannot synthesize realistic images, thus we do not bother

21



(a) Original images (b) Synthesized images

Figure 2.3: Synthesized images generated by the multi-grid models learned from the LSUN bed-

rooms dataset.

to show their synthesis results. Compared with the single-grid method, images generated by the

multi-grid method are more realistic. The results from multi-grid models are comparable to the

results from DCGAN. Figure 2.3 shows synthesized images from models learned from the LSUN

bedrooms dataset, which contains more than 3 million training images. The SVHN dataset con-

sists of color images of house numbers collected by Google Street View. The training set consists

of 73,257 images and the testing set has 26,032 images. We learn the models in an unsupervised

manner. MIT places205 contains images of 205 scene categories. We learn from a single category.

Table 2.1: Inception scores on CIFAR-10.

Real images DCGAN multi-grid method

Inception score 11.237 6.581 6.565

CIFAR-10 includes various object categories and has 50,000 training examples. Figure 2.A.1

shows the synthesized images generated by models learned by the multi-grid method conditional

on each category. In this experiment, we run 40 steps of the Langevin dynamics for each grid, and

in the final synthesis after learning, we disable the noise term in the Langevin dynamics, which
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Figure 2.4: Synthesized images generated by the multi-grid models learned from the CIFAR-10

dataset. Each row illustrates a category, and the multi-grid models are learned conditional on the

category. From top to bottom: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck.

slightly improves the synthesis quality. We evaluate the quality of synthesized images quanti-

tatively using the average inception score [SGZ16] in Table 2.1. The multi-grid method gets a

comparable inception score as DCGAN as reported in [LW17].

To check the diversity of Langevin dynamics sampling, we synthesize images by initializing

the Langevin dynamics from the same 1× 1 image. As shown in Figure 2.5, after 90 steps of

Langevin dynamics, the sampled images from the same 1×1 image are different from each other.

Figure 2.5: Synthesized images by initializing the Langevin dynamics sampling from the same

1×1 image. Each block of 4 images are generated from the same 1×1 image.
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2.2.3.2 Unsupervised feature learning for classfication

Table 2.2: Classification error of L2-SVM trained on the features learned from SVHN.

Test error rate with # of labeled images 1,000 2,000 4,000

Persistent CD [Tie08] 45.74 39.47 34.18

One-step CD [Hin02a] 44.38 35.87 30.45

Wasserstein GAN [ACB17b] 43.15 38.00 32.56

Deep directed generative models [KB16] 44.99 34.26 27.44

DCGAN[RMC15] 38.59 32.51 29.37

single-grid method 36.69 30.87 25.60

multi-grid method 30.23 26.54 22.83

To evaluate the features learned by the multi-grid method, we perform a semi-supervised clas-

sification experiment by following the same procedure outlined in [RMC15]. That is, we use the

multi-grid method as a feature extractor. We first train a multi-grid model on the combination of

SVHN training and testing sets in an unsupervised way. Then we train a regularized L2-SVM on

the learned representations of grid 3. For a fair comparison, we adopt the discriminator structure

of [RMC15] for grid 3, which has 4 convolutional layers of 5× 5 filters with 64, 128, 256 and

512 channels respectively. The features from all the convolutional layers are max pooled and con-

catenated to form a 15,360-dimensional vector. We randomly sample 1000, 2000 and 4000 labeled

examples from the training dataset to train the SVM and test on the testing dataset. Within the same

setting, we compare the learned features of the multi-grid method with the single-grid method, per-

sistent CD [Tie08], one-step CD [Hin02a], Wasserstein GAN [ACB17b], deep directed generative

models [KB16] and DCGAN [RMC15]. Table 2.2 shows the classification results, indicating that

the multi-grid method learns strong features.
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Table 2.3: Classification error of CNN classifier trained on the features of three grids learned from

SVHN.

Test error rate with # of labeled images 1,000 2,000 4,000

DGN [KMR14] 36.02 - -

Virtual adversarial [MMK15] 24.63 - -

Auxiliary deep generative model [MSS16] 22.86 - -

Supervised CNN with the same structure 39.04 22.26 15.24

multi-grid method + CNN classifier 19.73 15.86 12.71

Next, we try to combine the learned features of three grids together. Specifically, we build a

two-layer classification CNN on top of the top layer feature maps of three grids. The first layer is a

3×3 stride 1 convolutional layer with 64 channels operated separately on the feature maps of the

three grids. Then the outputs from the three grids are concatenated to form a 34,624-dimensional

vector. A fully connected layer is added on top of the vector. We train this classifier using 1000,

2000 and 4000 labeled examples that are randomly sampled from the training set. As shown in

Table 2.3, our method achieves a test error rate of 19.73% for 1,000 labeled images. For com-

parison, we train a classification network from scratch with the same structure (three networks as

used in the multi-grid method plus two layers for classification) on the same labeled training data.

It has a significantly higher error rate of 39.04% for 1,000 labeled training images. Our method

also outperforms some methods that are specifically designed for semi-supervised learning, such

as DGN [KMR14], virtual adversarial [MMK15] and auxiliary deep generative model [MSS16].
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2.2.3.3 Image inpainting

We further test our method on image inpainting. In this task, we try to learn the conditional

distribution pθ (xM|xM̄) by our models, where M consists of pixels to be masked, and M̄ consists of

pixels not to be masked. In the training stage, we randomly place the mask on each training image,

but we assume xM is observed in training. We follow the same learning and sampling algorithm as

in Algorithm 1, except that in the sampling step (i.e., step 4 in Algorithm 1), in each Langevin step,

only the masked part of the image is updated, and the unmasked part remains fixed as observed.

This is a generalization of the pseudo-likelihood estimation [Bes74], which corresponds to the case

where M consists of one pixel. It can also be considered a form of associative memory [Hop82].

After learning pθ (xM|xM̄) from the fully observed training images, we then use it to inpaint the

masked testing images, where the masked parts are not observed.

Figure 2.6: Inpainting examples on CelebA dataset. In each block from left to right: the original

image, masked input, inpainted image by the multi-grid method.

We use 10,000 face images randomly sampled from CelebA dataset to train the model. We set

the mask size at 32×32 for training. During training, the size of the mask is fixed but the position

is randomly selected for each training image. Another 1,000 face images are randomly selected
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Table 2.4: Quantitative evaluations for three types of masks. Lower values of error are better.

Higher values of PSNR are better. PCD, CD1, SG, CE and MG indicate persistent CD, one-step

CD, single-grid method, ContextEncoder and multi-grid method, respectively.

Mask PCD CD1 SG CE MG

Mask 0.056 0.081 0.066 0.045 0.042

Error Doodle 0.055 0.078 0.055 0.050 0.045

Pepper 0.069 0.084 0.054 0.060 0.036

Mask 12.81 12.66 15.97 17.37 16.42

PSNR Doodle 12.92 12.68 14.79 15.40 16.98

Pepper 14.93 15.00 15.36 17.04 19.34

from CelebA dataset for testing. We find that during the testing, the mask does not need to be

restricted to 32× 32 square mask. So we test three different shapes of masks: 1) 32× 32 square

mask, 2) doodle mask with approximately 25% missing pixels, and 3) pepper and salt mask with

approximately 60% missing pixels. Figure 2.6 shows some inpainting examples.

We perform quantitative evaluations using two metrics: 1) reconstruction error measured by

the per-pixel difference and 2) peak signal-to-noise ratio (PSNR). Metrics are computed between

the inpainting results obtained by different methods and the original face images on the masked

pixels. We compare with persistent CD, CD1 and the single-grid method. We also compare with

the ContextEncoder [PKD16] (CE). We re-train the CE model on 10,000 training face images for

a fair comparison. As our tested masks are not in the image center, we use the “inpaintRandom”

version of the CE code and randomly place a 32× 32 mask in each image during training. The

results are shown in Table 2.4. It shows that the multi-grid method works well for the inpainting

task.

27



2.2.4 Conclusion

This section seeks to address the fundamental question of whether we can learn energy-based

models purely by themselves without recruiting extra networks such as generator networks. This

question is important both conceptually and practically because the energy-based models corre-

spond directly to discriminative classifiers. Being able to learn and sample from such models also

provides us a valuable alternative to GAN methods, by relieving us from the concerns with issues

such as mismatch between two different classes of models, as well as instability in learning.

To answer the above question, we propose a multi-grid method for learning energy-based mod-

els. Our work seeks to facilitate the learning of such models by developing small budget MCMC

initialized from a simple distribution for sampling from the learned models. We show that our

method can learn realistic models of images and the learned models can be useful for tasks such as

image processing and classification.

2.3 Diffusion recovery likelihood

For the previous section, we demonstrate that it is indeed possible to learn deep energy-based

models (EBMs) and generate realistic samples on large image datasets with finite budget MCMC.

However, learning EBMs on high-resolution image datasets still remains challenging. Moreover,

we observe another challenge of learning EBMs. As demonstrated in Figure 2.7, training EBMs

with finite budget MCMC results in malformed energy landscapes [NHZ19], even if the sam-

ples from the model look reasonable. The reason is that the sampling chains with finite budget

MCMC is still not converging, leading to biased synthesized samples when estimating gradients

for updating the model. For image datasets, the energy potentials learned with non-convergent

MCMC even do not have a valid steady-state, in the sense that samples from long-run Markov

chains can differ greatly from observed samples, making it difficult to evaluate the learned energy

potentials.
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Figure 2.7: Comparison of learning EBMs by diffusion recovery likelihood (Ours) versus marginal

likelihood (Short-run).

The root reason for the non-convergent MCMC is still that the energy landscape of the EBMs is

too complicated. Hence we would like to answer a question: can we simplify the energy potentials

when doing sampling to make it more MCMC friendly? This is the motivation of the work in this

section.

Our method is inspired by another line of work, diffusion probabilistic models. Originating

from [SWM15], such a model is to learn from a diffused version of the data, which are obtained

from the original data via a diffusion process that sequentially adds Gaussian white noise. From

such diffusion data, one can learn the conditional model of the data at a certain noise level given

their noisy versions at the higher noise level of the diffusion process. After learning the sequence

of conditional models that invert the diffusion process, one can then generate synthesized images

from Gaussian white noise images by ancestral sampling. Building on [SWM15], [HJA20] further

developed the method, obtaining strong image synthesis results.

Inspired by [SWM15] and [HJA20], we propose a diffusion recovery likelihood method to

tackle the challenge of training EBMs directly on a dataset by instead learning a sequence of EBMs

for the marginal distributions of the diffusion process [GSP20]. The sequence of marginal EBMs

is learned with recovery likelihoods that are defined as the conditional distributions that invert the

diffusion process. Compared to standard maximum likelihood estimation (MLE) of EBMs, learn-

ing marginal EBMs by diffusion recovery likelihood only requires sampling from the conditional
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distributions, which is much easier than sampling from the marginal distributions. After learning

the marginal EBMs, we can generate synthesized images by a sequence of conditional samples

initialized from the Gaussian white noise distribution. Unlike [HJA20] that approximates the re-

verse process by normal distributions, in our case the conditional distributions are derived from the

marginal EBMs, which are more flexible. The framework of recovery likelihood was originally

proposed in [BYA13]. In our work, we adapt it to learning the sequence of marginal EBMs from

the diffusion data.

We would like to emphasize that our goal is still to learn marginal EBMs at different noise

levels, and we use sequential conditional distributions to ease the sampling, which is similar to

simulated annealing sampling.

Our work is also related to the denoising score matching method of [Vin11], which was fur-

ther developed by [SE19, SE20] for learning from diffusion data. The training objective used for

diffusion probabilistic models is a weighted version of the denoising score matching objective, as

revealed by [HJA20]. These methods learn the score functions (the gradients of the energy func-

tions) directly, instead of using the gradients of learned energy functions as in EBMs. On the other

hand, [SMS18] parametrizes the score function as the gradient of an MLP energy function, and

[SH19] further unifies denoising score matching and neural empirical Bayes.

We demonstrate the efficacy of diffusion recovery likelihood on CIFAR-10, CelebA and LSUN

datasets. The generated samples are of high fidelity and comparable to GAN-based methods. On

CIFAR-10, we achieve FID 9.58 and inception score 8.30, exceeding existing methods of learning

explicit EBMs to a large extent. We also demonstrate that diffusion recovery likelihood outper-

forms denoising score matching from diffusion data if we naively take the gradients of explicit en-

ergy functions as the score functions. More interestingly, by using a thousand diffusion time steps,

we demonstrate that even very long MCMC chains from the sequence of conditional distributions

produce samples that represent realistic images. With the faithful long-run MCMC samples from

the conditional distributions, we can accurately estimate the marginal partition function at zero

noise level by importance sampling, and thus evaluate the normalized density of data under the
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Figure 2.8: Generated samples on LSUN 1282 church outdoor (left), LSUN 1282 bedroom (center)

and CelebA 642 (right).

EBM.

2.3.1 From marginal to conditional

Given the difficulty of sampling from the marginal density pθ (x), we use the recovery likelihood

defined by the density of the observed sample conditional on a noisy sample perturbed by isotropic

Gaussian noise. Specifically, let x̃ = x+σε be the noisy observation of x, where ε ∼N (0,I).

Suppose pθ (x) is defined by the EBM in Eq. (2.1), then the conditional EBM can be derived as

pθ (x|x̃) =
1

Z̃θ (x̃)
exp
(

fθ (x)−
1

2σ2‖x̃−x‖2
)
, (2.11)

where Z̃θ (x̃) =
∫

exp
(

fθ (x)− 1
2σ2‖x̃−x‖2

)
dx is the partition function of this conditional EBM.

Compared to pθ (x) (Eq. (2.1)), the extra quadratic term 1
2σ2‖x̃− x‖2 in pθ (x|x̃) constrains the

energy landscape to be localized around x̃, making the latter less multi-modal and easier to sample

from. As we will show later, when σ is small, pθ (x|x̃) is approximately a single mode Gaussian
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Figure 2.9: Illustration of diffusion recovery likelihood on 2D checkerboard example. Top: pro-

gressively generated samples. Bottom: estimated marginal densities.

distribution, which greatly reduces the burden of MCMC.

A more general formulation is x̃ = ax+σε, where a is a positive constant. In that case, we can

let y = ax, and treat y as the observed sample. Assume pθ (y) = 1
Zθ

exp( fθ (y)), then by change of

variable, the density function of x can be derived as gθ (x) = apθ (ax).

2.3.2 Maximizing recovery likelihood

With the conditional EBM, assume we have observed samples xi ∼ pdata(x) and the corresponding

perturbed samples x̃i = xi +σεi for i = 1, ...,n. We define the recovery log-likelihood function as

J (θ) =
1
n

n

∑
i=1

log pθ (xi|x̃i). (2.12)

The term recovery indicates that we attempt to recover the clean sample xi from the noisy sample

x̃i. Thus, instead of maximizing L (θ) in Eq. (2.2), we can maximize J (θ), whose distributions

are easier to sample from. Specifically, we generate synthesized samples by K steps of Langevin

dynamics that iterates

xτ+1 = xτ +
δ 2

2
(∇x fθ (xτ)+

1
σ2 (x̃−xτ))+δετ . (2.13)

The model is then updated following the same learning gradients as MLE (Eq. (2.3)), because the

quadratic term − 1
2σ2‖x̃−x‖2 is not related to θ . Following the classical analysis of MLE, we can

show that the point estimate given by maximizing recovery likelihood is an unbiased estimator of
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the true parameters, which means that given enough data, a rich enough model and exact synthesis,

maximizing the recovery likelihood learns θ such that pdata(x) = pθ (x).

2.3.2.1 Normal Approximation to Conditional

When the variance of perturbed noise σ2 is small, pθ (x|x̃) can be approximated by a normal

distribution via a first order Taylor expansion at x̃. Specifically, the negative conditional energy is

−Eθ (x|x̃) = fθ (x)−
1

2σ2‖x̃−x‖2 (2.14)

.
= fθ (x̃)+ 〈∇x fθ (x̃),x− x̃〉− 1

2σ2‖x̃−x‖2 (2.15)

=− 1
2σ2

[
‖x− (x̃+σ

2
∇x fθ (x̃))‖2]+ c, (2.16)

where c include terms irrelevant of x In the above approximation, we do not perform second-order

Taylor expansion because σ2 is small, and ‖x̃−x‖2/2σ2 will dominate all the second-order terms

from Taylor expansion. Thus we can approximate pθ (x|x̃) by a Gaussian approximation p̃θ (x|x̃):

p̃θ (x|x̃) = N
(
x; x̃+σ

2
∇x fθ (x̃),σ2) . (2.17)

We can sample from this distribution using:

xgen = x̃+σ
2
∇x fθ (x̃)+σε, (2.18)

where ε∼N (0, I). This resembles a single step of Langevin dynamics, except that σε is replaced

by
√

2σε in Langevin dynamics. This normal approximation has two traits: (1) it verifies the fact

that the conditional density pθ (x|x̃) can be generally easier to sample from when σ is small; (2) it

provides hints of choosing the step size of Langevin dynamics, as discussed in section 2.3.4.

2.3.3 Connection to variational inference and score matching

The normal approximation to the conditional distribution leads to a natural connection to diffu-

sion probabilistic models [SWM15, HJA20] and denoising score matching [Vin11, SE19, SE20,
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SMS18, SH19]. Specifically, in diffusion probabilistic models, instead of modeling pθ (x) as an

energy-based model, it recruits variational inference and directly models the conditional density as

pθ (x|x̃)∼N
(
x̃+σ

2sθ (x̃),σ2) , (2.19)

which is in agreement with the normal approximation (Eq. (2.17)), with sθ (x) = ∇x fθ (x). On the

other hand, the training objective of denoising score matching is to minimize

1
2σ2 Ep(x,x̃)[‖x− (x̃+σ

2sθ (x̃))‖2], (2.20)

where sθ (x) is the score of the density of x̃. This objective is in agreement with the objective of

maximizing log-likelihood of the normal approximation (Eq. (2.16)), except that for normal ap-

proximation, ∇x fθ (·) is the score of density of x, instead of x̃. However, the difference between

the scores of density of x and x̃ is of O(σ2), which is negligible when σ is sufficiently small. We

can further show that the learning gradient of maximizing log-likelihood of the normal approx-

imation is approximately the same as the learning gradient of maximizing the original recovery

log-likelihood with one step of Langevin dynamics. It indicates that the training process of max-

imizing recovery likelihood agrees with the one of diffusion probabilistic models and denoising

score matching when σ is small.

As the normal approximation is accurate only when σ is small, it requires many time steps in

the diffusion process for this approximation to work well, which is also reported in [HJA20] and

[SE20]. In contrast, the diffusion recovery likelihood framework can be more flexible in choosing

the number of time steps and the magnitude of σ .

2.3.4 Diffusion recovery likelihood

As we discuss, sampling from pθ (x|x̃) becomes simple only when σ is small. In the extreme case

when σ → ∞, pθ (x|x̃) converges to the marginal distribution pθ (x), which is again highly multi-

modal and difficult to sample from. To keep σ small and meanwhile equip the model with the

ability to generate new samples initialized from white noise, inspired by [SWM15] and [HJA20],
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we propose to learn a sequence of recovery likelihoods, on gradually perturbed observed data based

on a diffusion process. Specifically, assume a sequence of perturbed observations x0,x1, ...,xT such

that

x0 ∼ pdata(x); xt+1 =
√

1−σ2
t+1xt +σt+1εt+1, t = 0,1, ...T −1. (2.21)

The scaling factor
√

1−σ2
t+1 ensures that the sequence is a spherical interpolation between the

observed sample and Gaussian white noise. Let yt =
√

1−σ2
t+1xt , and we assume a sequence of

conditional EBMs

pθ (yt |xt+1) =
1

Z̃θ ,t(xt+1)
exp

(
fθ (yt , t)−

1
2σ2

t+1
‖xt+1−yt‖2

)
, t = 0,1, ...,T −1, (2.22)

where fθ (yt , t) is defined by a neural network conditioned on t.

We follow the learning algorithm in Section 2.3.2. A question is how to determine the step

size schedule δt of Langevin dynamics. Inspired by the sampling procedure of the normal approx-

imation (Eq. (2.18)), we set the step size δt = bσt , where b < 1 is a tuned hyperparameter. This

schedule turns out to work well in practice. Thus the K steps of Langevin dynamics iterates

yτ+1
t = yτ

t +
b2σ2

t
2

(∇y fθ (yτ
t , t)+

1
σ2

t
(xt+1−yτ

t ))+bσtε
τ . (2.23)

Algorithm 2 summarizes the training procedure. After training, we initialize the MCMC sampling

from Gaussian white noise, and the synthesized sample at each time step serves to initialize the

MCMC that samples from the model of the previous time step. See algorithm 3. To show the

efficacy of our method, Figures 2.9 and 2.7 display several 2D toy examples learned by diffusion

recovery likelihood.
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Algorithm 2 Training
repeat

Sample t ∼ Unif({0, ...,T −1}).

Sample pairs (yt ,xt+1).

Set synthesized sample y−t = xt+1.

for τ ← 1 to K do

Update y−t according to Eq. (2.23).

end for

Update θ following the gradients
∂

∂θ
fθ (yt , t)− ∂

∂θ
fθ (y−t , t).

until converged.

Algorithm 3 Progressive sampling

Sample xT ∼N (0,I).

for t← T −1 to 0 do

yt = xt+1.

for τ ← 1 to K do

Update yt according to Eq. (2.23).

end for

xt = yt/
√

1−σ2
t+1.

end for

return x0.

2.3.5 Experiments

To show that diffusion recovery likelihood is flexible for diffusion process of various magnitudes

of noise, we test the method under two settings: (1) T = 6, with K = 30 steps of Langevin dynamic

per time step; (2) T = 1000, with sampling from normal approximation. (2) resembles the noise

schedule of [HJA20] and the magnitude of noise added at each time step is much smaller compared

to (1). For both settings, we set σ2
t to increase linearly. The network structure of fθ (x, t) is based on

Wide ResNet [ZK16] and we remove weight normalization. t is encoded by Transformer sinusoidal

position embedding as in [HJA20]. For (1), we find that including another scaling factor ct to the

step size δt helps. Henceforth we simply refer to the two settings as T6 and T1k.

2.3.5.1 Image generation

Figures 2.8 and 2.10 display uncurated samples generated from learned models on CIFAR-10,

CelebA 64×64, LSUN 64×64 and 128×128 datasets under T6 setting. The samples are of high

fidelity and comparable to GAN-based methods. See chapter appendix for more generated sam-
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ples. Tables 2.5 and 2.7 summarize the quantitative evaluations on CIFAR-10 and CelebA datasets,

in terms of Frechet Inception Distance (FID) [HRU17] and inception scores [SGZ16]. On CIFAR-

10, our model achieves a FID score of 9.58 and an inception score of 8.30, which outperforms

existing methods of learning explicit energy-based models to a large extent, and is superior to

a majority of GAN-based methods. On CelebA, our model obtains results comparable with the

state-of-the-art GAN-based methods, and outperforms score-based methods [SE19, SE20]. Note

that the score-based methods [SE19, SE20] and diffusion probabilistic models [HJA20] directly

parametrize and learn the score of data distribution, whereas our goal is to learn explicit energy-

based models.

Figure 2.10: Generated samples on unconditional CIFAR-10 (left) and LSUN 642 church outdoor

(center) and LSUN 642 bedroom (right).
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Table 2.5: FID and inception scores on CIFAR-10.

Model FID↓ Inception↑

GAN-based

WGAN-GP [GAA17] 36.4 7.86 ± .07

SNGAN [MKK18] 21.7 8.22 ± .05

SNGAN-DDLS [CZS20] 15.42 9.09 ± .10

StyleGAN2-ADA [KAH20] 3.26 9.74 ± .05

Score-based

NCSN [SE19] 25.32 8.87 ± .12

NCSN-v2 [SE20] 10.87 8.40 ± .07

DDPM [HJA20] 3.17 9.46 ± .11

Explicit EBM-conditional

CoopNets [XZF19] - 7.30

EBM-IG [DM19] 37.9 8.30

JEM [GWJ19] 38.4 8.76

Explicit EBM

Muli-grid [GLZ18] 40.01 6.56

CoopNets [XLG16] 33.61 6.55

EBM-SR [NHZ19] - 6.21

EBM-IG [DM19] 38.2 6.78

Ours (T6) 9.58 8.30 ± .11

Table 2.6: Ablation of training objectives,

time steps T and sampling steps K on

CIFAR-10. K = 0 indicates that we sam-

ple from the normal approximation.

Setting / Objective FID↓ Inception↑

T = 1, K = 180 32.12 6.72 ± 0.12

T = 1000, K = 0 22.58 7.71 ± 0.08

T = 1000, K = 0 (DSM) 21.76 7.76 ± 0.11

T = 6, K = 10 - -

T = 6, K = 30 9.58 8.30 ± 0.11

T = 6, K = 50 9.36 8.46 ± 0.13

Table 2.7: FID scores on CelebA 642.

Model FID↓

QA-GAN [PC19] 6.42

COCO-GAN [LCC19] 4.0

NVAE [VK20] 14.74

NCSN [SE19] 25.30

NCSN-v2 [SE20] 10.23

EBM-SR [NHZ19] 23.02

EBM-Triangle [HNZ20] 24.70

Ours (T6) 5.98
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Figure 2.11: Interpolation results between the leftmost and rightmost generated samples. For top

to bottom: LSUN church outdoor 1282, LSUN bedroom 1282 and CelebA 642.

Table 2.8: Test bits per dimension on CIFAR-

10. † indicates that we estimate the bit per di-

mension with the approximated log partition

function instead of analytically computing it.

See section 2.3.5.2.

Model BPD↓

DDPM [HJA20] 3.70

Glow [KD18] 3.35

Flow++ [HCS19] 3.08

GPixelCNN [OKE16] 3.03

Sparse Transformer [CGR19] 2.80

DistAug [JCC20] 2.56

Ours† (T1k) 3.18

Figure 2.12: Image inpainting on LSUN

church outdoor 1282 (left) and CelebA 642

(right). With each block, the top row are mask

images while the bottom row are inpainted images.

Interpolation. As shown in Figure 2.11, our model is capable of smooth interpolation between

two generated samples. Specifically, for two samples x(0)0 and x(1)0 , we do a sphere interpolation

between the initial white noise images x(0)T and x(1)T and the noise terms of Langevin dynamics ε(0)t,τ

and ε(1)t,τ for every sampling step at every time step.
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Image inpainting. A promising application of energy-based models is to use the learned model

as a prior model for image processing, such as image inpainting, denoising and super-resolution

[GLZ18, DM19, SE19]. In Figure 2.12, we demonstrate that the learned models by maximiz-

ing recovery likelihoods are capable of realistic and semantically meaningful image inpainting.

Specifically, given a masked image and the corresponding mask, we first obtain a sequence of per-

turbed masked images at different noise levels. The inpainting can be easily achieved by running

Langevin dynamics progressively on the masked pixels while keeping the observed pixels fixed at

decreasingly lower noise levels.

Ablation study. Table 2.6 summarizes the results of ablation study on CIFAR-10. We investigate

the effect of changing the numbers of time steps T and sampling steps K. First, to show that it

is beneficial to learn by diffusion recovery likelihood, we compare against a baseline approach

(T = 1,K = 180) where we use only one-time step, so that the recovery likelihood becomes a

marginal likelihood. The approach is adopted by [NHZ19] and [DM19]. For a fair comparison,

we equip the baseline method with the same budget of MCMC sampling as our T6 setting (i.e.,

180 sampling steps). Our method outperforms this baseline method by a large margin. Also, the

models are trained more efficiently as the number of sampling steps per iteration is reduced and

amortized by time steps.

Next, we report the sample quality of setting T1k. We test two training objectives for this

setting: (1) maximizing recovery likelihoods (T = 1000, K = 0) and (2) maximizing the approxi-

mated normal distributions (T=1000, K=0 (DSM)). As mentioned in section 2.3.3, (2) is equivalent

to the training objectives of denoising score matching [SE19, SE20] and diffusion probabilistic

model [HJA20], except that the score functions are taken as the gradients of explicit energy func-

tions. In practice, for a direct comparison, (2) follows the same implementation as in [HJA20],

except that the score function is parameterized as the gradients of the explicit energy function used

in our method. (1) and (2) achieve similar sample quality in terms of quantitative metrics, where

(2) results in a slightly better FID score yet a slightly worse inception score. This verifies the fact
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that the training objectives of (1) and (2) are consistent. Both (1) and (2) performs worse than set-

ting T6. A possible explanation is that the sampling error may accumulate with many time steps,

so that a more flexible schedule of time steps accompanied by a certain amount of sampling steps

is preferred.

Last, we examine the influence of varying the number of sampling steps while fixing the num-

ber of time steps. The training becomes unstable when the number of sampling steps is not enough

(T = 6,K = 10), and more sampling steps lead to better sample quality. However, since K = 50

does not gain significant improvement versus K = 30, yet of much higher computational cost, we

keep K = 30 for image generation on all datasets.

2.3.5.2 Long-run chain analysis

Besides achieving high-quality generation, a perhaps equally important aspect of learning EBMs is

to obtain a faithful energy potential. A principal way to check the validity of the learned potential

is to perform long-run sampling chains and see if the samples still remain realistic. However, as

pointed out in [NHH19], almost all existing methods of learning EBMs fail in getting realistic long-

run chain samples. In this subsection, we demonstrate that by composing a thousand diffusion time

steps (T1k setting), we can form steady long-run MCMC chains for the conditional distributions.

Figure 2.13: Left: Adjusted step size of HMC over time step. Center: Acceptance rate over time

step. Right: Estimated log partition function over number of samples with different number of

sampling steps per time step. The x axis is plotted in log scale.
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First, we prepare a faithful sampler for conducting long-run sampling. Specifically, after train-

ing the model under T 1k setting by maximizing diffusion recovery likelihood, for each time step,

we first sample from the normal approximation and count it as one sampling step, and then use

Hamiltonian Monte Carlo (HMC) [Nea11] with 2 leapfrog steps to perform the consecutive sam-

pling steps. To obtain a reasonable schedule of sampling step size, for each time step we adap-

tively adjust the step size of HMC to make the average acceptance rate range in [0.6,0.9], which

is computed over 1000 chains for 100 steps. Figure 2.13 displays the adjusted step size (left) and

acceptance rate (center) over time step. The adjusted step size increases logarithmically. With this

step size schedule, we generate long-run chains from the learned sequence of conditional distribu-

tions. As shown in Figure 2.14, images remain realistic for even 100k sampling steps in total (i.e.,

100 sampling steps per time step), resulting in FID 24.89. This score is close to the one computed

on samples generated by 1k steps (i.e., sampled from normal approximation), which is 25.12. As a

further check, we recruit a No-U-Turn Sampler [HG14] with the same step size schedule as HMC

to perform long-run sampling, where the samples also remain realistic.

Figure 2.14: Long-run chain samples from model-T1k with different total amount of HMC steps.

From left to right: 1k steps, 10k steps and 100k steps.

More interestingly, given the faithful long-run MCMC samples from the conditional distribu-

tions, we can estimate the log ratio of the partition functions of the marginal distributions, and

further estimate the partition function of pθ (y0). The strategy is based on annealed importance

sampling [Nea01b]. The right subfigure of Figure 2.13 depicts the estimated log partition function

of pθ (y0) over the number of MCMC samples used. To verify the estimation strategy and again

check the long-run chain samples, we conduct multiple runs using samples generated with different
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numbers of HMC steps and display the estimation curves. All the curves saturate to values close

to each other at the end, indicating the stability of long-run chain samples and the effectiveness

of the estimation strategy. With the estimated partition function, by change of variable, we can

estimate the normalized density of data as gθ (x0) =
√

1−σ2
1 pθ (

√
1−σ2

1 x0). We report test bits

per dimension on CIFAR-10 in Table 2.8. Note that the result should be taken with a grain of salt,

because the partition function is estimated by samples and it is a stochastic lower bound of the true

value, that will converge to the true value when the number of samples grows large.

2.3.6 Conclusion

In this section, we propose to learn EBMs by diffusion recovery likelihood, a variant of MLE

applied to diffusion processes. We achieve high-quality image synthesis, and with a thousand

noise levels, we obtain faithful long-run MCMC samples that indicate the validity of the learned

energy potentials. Since this method can learn EBMs efficiently with a small budget of MCMC,

we are also interested in scaling it up to higher resolution images and investigating this method in

other data modalities in the future.
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CHAPTER APPENDIX

2.A Additional uncurated samples

Figures 2.A.1, 2.A.2, 2.A.3, 2.A.4, 2.A.5 and 2.A.6 show uncurated samples from the learned mod-

els by diffusion recovery likelihood under T6 setting on CIFAR-10, CelebA 642, LSUN church outdoor

1282, LSUN bedroom 1282, LSUN church outdoor 642 and LSUN bedroom 642 datasets.
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Figure 2.A.1: Generated samples on CIFAR-10.
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Figure 2.A.2: Generated samples on CelebA 64×64.
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Figure 2.A.3: Generated samples on LSUN church outdoor 128×128. FID=9.76
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Figure 2.A.4: Generated samples on LSUN bedroom 128×128. FID=11.27
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Figure 2.A.5: Generated samples on LSUN church outdoor 64×64. FID=7.02
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Figure 2.A.6: Generated samples on LSUN bedroom 64×64. FID=8.98
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CHAPTER 3

Dynamic generator model

3.1 Introduction

The model

Most physical phenomena in our visual environments are spatial-temporal processes. In this chap-

ter, we study a generative model for spatial-temporal processes such as dynamic textures and action

sequences in video data1. The model is a non-linear generalization of the linear state-space model

proposed by [DCW03] for dynamic textures. The model of [DCW03] is a hidden Markov model,

which consists of a transition model that governs the transition probability distribution in the state

space, and an emission model that generates the observed signal by a mapping from the state space

to the signal space. In the model of [DCW03], the transition model is an auto-regressive model in

the d-dimensional state space, and the emission model is a linear mapping from the d-dimensional

state vector to the D-dimensional image. In [DCW03], the emission model is learned by treating

all the frames of the input video sequence as independent observations, and the linear mapping

is learned by principal component analysis via singular value decomposition. This reduces the

D-dimensional image to a d-dimensional state vector. The transition model is then learned on the

sequence of d-dimensional state vectors by a first-order linear autoregressive model.

Given the high approximation capacity of the modern deep neural networks, it is natural to

replace the linear structures in the transition and emission models of [DCW03] by the neural net-

works. This leads to the following dynamic generator model that has the following two com-

1The main contributions in this chapter were first described in [XGZ19, XGZ20].
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ponents. (1) The emission model, which is a generator network that maps the d-dimensional

state vector to the D-dimensional image via a top-down deconvolution network. (2) The transi-

tion model, where the state vector of the next frame is obtained by a non-linear transformation of

the state vector of the current frame as well as an independent Gaussian white noise vector that

provides randomness in the transition. The non-linear transformation can be parametrized by a

feedforward neural network or multi-layer perceptron. In this model, the latent random vectors

that generate the observed data are the independent Gaussian noise vectors, also called innovation

vectors in [DCW03]. The state vectors and the images can be deterministically computed from

these noise vectors.

Learning algorithm

Such dynamic models have been studied in the computer vision literature recently, notably [TLY17].

However, the models are usually trained by the generative adversarial networks (GAN) [GPM14]

with an extra discriminator network that seeks to distinguish between the observed data and the

synthesized data generated by the dynamic model. Such a model may also be learned by vari-

ational auto-encoder (VAE) [KW13] together with an inference model that infers the sequence

of noise vectors from the sequence of observed frames. Such an inference model may require a

sophisticated design.

In this chapter, we show that it is possible to learn the model on its own using an alternating

back-propagation through time (ABPTT) algorithm, without recruiting a separate discriminator

model or an inference model. The ABPTT algorithm iterates the following two steps. (1) In-

ferential back-propagation through time, which samples the sequence of noise vectors given the

observed video sequence using the Langevin dynamics, where the gradient of the log posterior

distribution of the noise vectors can be calculated by back-propagation through time. (2) Learn-

ing back-propagation through time, which updates the parameters of the transition model and the

emission model by gradient ascent, where the gradient of the log-likelihood with respect to the

model parameters can again be calculated by back-propagation through time.
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The alternating back-propagation (ABP) algorithm was originally proposed for the static gen-

erator network [HLZ17]. We show that it can be generalized to the dynamic generator model.

In our experiments, we show that we can learn the dynamic generator models using the ABPTT

algorithm for dynamic textures and action sequences.

Two advantages of the ABPTT algorithm for the dynamic generator models are convenience

and efficiency. The algorithm can be easily implemented without designing an extra network.

Because it only involves back-propagation through time with respect to a single model, the com-

putation is very efficient.

Disentangled representations

On the other hand, a fundamental challenge in understanding dynamic patterns is learning disen-

tangled representations to separate the underlying factorial components of the observations without

supervision [BCV13, MZZ16]. For example, given a video dataset of human facial expressions,

a disentangled representation can include the face’s appearance attributes (such as color, identity,

and gender), the trackable motion attributes (such as movements of eyes, lip, and noise), and the

intrackable motion attributes (such as illumination change). A disentangled representation of dy-

namic patterns is useful in manipulable video generation and calculating video statistics. The goal

of this chapter is not only to provide a representational model for video generation, but also for

video understanding by disentangling appearance, trackable and intrackable motions in an unsu-

pervised manner. In terms of the underlying physical processes and the perception of the dynamic

patterns, they are largely about motions, i.e., movements of pixels or constituent elements, and it

is desirable to have a model that is based explicitly on the motions.

To this end, we further generalize the dynamic generator model to a motion-based dynamic

generator model. Specifically, in the emission model, we let the hidden state generate the displace-

ment field, which warps the trackable component in the previous image frame to generate the next

frame while adding a simultaneously emitted residual image to account for the change that cannot
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be explained by the deformation. Thus, each image frame is decomposed into a trackable compo-

nent that is obtained by warping the previous frame and an intrackable component in the form of

the simultaneously generated residual image.

Related work

The proposed learning method is related to the following themes of research.

Dynamic textures. The original dynamic texture model [DCW03] is linear in both the transition

model and the emission model. Our work is concerned with a dynamic model with non-linear

transition and emission models. See also [TBD18] and references therein for some recent work on

dynamic textures.

Chaos modeling. The non-linear dynamic generator model has been used to approximate chaos

in a recent work [PLH17]. In the chaos model, the innovation vectors are given as inputs, and the

model is deterministic. In contrast, in the model studied in this chapter, the innovation vectors are

independent Gaussian noise vectors, and the model is stochastic.

GAN and VAE. The dynamic generator model can also be learned by GAN or VAE. See

[TLY17] [SMS17] and [VPT16] for recent video generative models based on GAN. However,

GAN does not infer the latent noise vectors. In VAE [KW13], one needs to design an inference

model for the sequence of noise vectors, which is a non-trivial task due to the complex depen-

dency structure. Our method does not require an extra model such as a discriminator in GAN or

an inference model in VAE.

Models based on spatial-temporal filters or kernels. The patterns in the video data can also

be modeled by spatial-temporal filters by treating the data as 3D (2 spatial dimensions and 1

temporal dimension), such as a 3D energy-based model [XZW17b] where the energy function

is parametrized by a 3D bottom-up ConvNet, or a 3D generator model [HLX19] where a top-down

3D ConvNet maps a latent random vector to the observed video data. Such models do not have a

dynamic structure defined by a transition model, and they are not convenient for predicting future
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frames.

Contribution

The main contribution of this chapter lies in the combination of the dynamic generator model and

the alternating back-propagation through time algorithm, as well as a novel generalization of the

dynamic generator model to disentangle the appearance, trackable and intrackable motions. Both

the model and algorithm are simple and natural, and their combination can be very useful for

modeling and analyzing spatial-temporal processes. The model is one-piece in the sense that (1)

the transition model and emission model are integrated into a single latent variable model. (2) The

learning of the dynamic model is end-to-end, which is different from [HLZ17]’s treatment. (3) The

learning of our model does not need to recruit a discriminative network (like GAN) or an inference

network (like VAE), which makes our method simple and efficient in terms of computational cost

and model parameter size. (4) The generalized model can learn disentangled representations in

a purely unsupervised settings without ground truth or pre-inferred displacement fields or optical

flows.

3.2 Model and learning algorithm

3.2.1 Dynamic generator model

Let x= (xt , t = 1, ...,T ) be the observed video sequence, where xt is a frame at time t. The dynamic

generator model consists of the following two components [XGZ19]:

st = fα(st−1,ξt), (3.1)

xt = gβ (st)+εt , (3.2)

where t = 1, ...,T . (3.15) is the transition model, and (3.19) is the emission model. st is the

d-dimensional hidden state vector. ξt ∼ N (0,I) is the noise vector of a certain dimensional-

ity. The Gaussian noise vectors (ξt , t = 1, ...,T ) are independent of each other. The sequence of
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(st , t = 1, ...,T ) follows a non-linear auto-regressive model, where the noise vector ξt encodes the

randomness in the transition from st−1 to st in the d-dimensional state space. fα is a feedforward

neural network or multi-layer perceptron, where α denotes the weight and bias parameters of the

network. We can adopt a residual form [HZR16a] for fα to model the change of the state vector. xt

is the D-dimensional image, which is generated by the d-dimensional hidden state vector st . gβ is a

top-down convolutional network (sometimes also called deconvolution network), where β denotes

the weight and bias parameters of this top-down network. εt ∼N (0,σ2ID) is the residual error.

We let θ = (α,β ) denote all the model parameters.

Let ξ = (ξt , t = 1, ...,T ). ξ consists of the latent random vectors that need to be inferred from

x. Although xt is generated by the state vector st , s = (st , t = 1, ...,T ) are generated by ξ. In fact,

we can write x = hθ (ξ)+ ε, where hθ composes fα and gβ over time, and ε = (εt , t = 1, ...,T )

denotes the observation errors.

3.2.2 Learning and inference algorithm

Let p(ξ) be the prior distribution of ξ. Let pθ (x|ξ)∼N (hθ (ξ),σ
2I) be the conditional distribu-

tion of x given ξ, where I is the identity matrix whose dimension matches that of x. The marginal

distribution is pθ (x) =
∫

p(ξ)pθ (x|ξ)dξ with the latent variable ξ integrated out. We estimate

the model parameter θ by the maximum likelihood method that maximizes the observed-data log-

likelihood log pθ (x), which is analytically intractable. In contrast, the complete-data log-likelihood

log pθ (ξ,x), where pθ (ξ,x) = p(ξ)pθ (x|ξ), is analytically tractable. The following identity links

the gradient of the observed-data log-likelihood log pθ (x) to the gradient of the complete-data

log-likelihood log pθ (ξ,x):
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∂

∂θ
log pθ (x) =

1
pθ (x)

∂

∂θ
pθ (x)

=
1

pθ (x)

∫ [
∂

∂θ
log pθ (ξ,x)

]
pθ (ξ,x)dξ

= Epθ (ξ|x)

[
∂

∂θ
log pθ (ξ,x)

]
, (3.3)

where pθ (ξ|x) = pθ (ξ,x)/pθ (x) is the posterior distribution of the latent ξ given the observed

x. The above expectation can be approximated by Monte Carlo average. Specifically, we sample

from the posterior distribution pθ (ξ|x) using the Langevin dynamics:

ξ(τ+1) = ξ(τ)+
δ 2

2
∂

∂ξ
log pθ (ξ

(τ)|x)+δzτ , (3.4)

where τ indexes the time step of the Langevin dynamics (not to be confused with the time step of

the dynamics model, t), zτ ∼N (0,I) where I is the identity matrix whose dimension matches

that of ξ, and ξ(τ) = (ξ
(τ)
t , t = 1, ...,T ) denotes all the sampled latent noise vectors at time step

τ . δ is the step size of the Langevin dynamics. We can correct for the finite step size by adding

a Metropolis-Hastings acceptance-rejection step. After sampling ξ ∼ pθ (ξ|x) using the Langevin

dynamics, we can update θ by stochastic gradient ascent

∆θ ∝
∂

∂θ
log pθ (ξ,x), (3.5)

where the stochasticity of the gradient ascent comes from the fact that we use Monte Carlo to

approximate the expectation in (5.2). The learning algorithm iterates the following two steps. (1)

Inference step: Given the current θ , sample ξ from pθ (ξ|x) according to (3.4). (2) Learning step:

Given ξ, update θ according to (3.5). We can use a warm start scheme for sampling in step (1).

Specifically, when running the Langevin dynamics, we start from the current ξ, and run a finite

number of steps. Then we update θ in step (2) using the sampled ξ. Such a stochastic gradient

ascent algorithm has been analyzed by [You99].

Since ∂

∂ξ log pθ (ξ|x) = ∂

∂ξ log pθ (ξ,x), both steps (1) and (2) involve derivatives of

log pθ (ξ,x) =−
1
2

[
‖ξ‖2 +

1
σ2‖x−hθ (ξ)‖2

]
+ const,
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where the constant term does not depend on ξ or θ . Step (1) needs to compute the derivative

of log pθ (ξ,x) with respect to ξ. Step (2) needs to compute the derivative of log pθ (ξ,x) with

respect to θ . Both can be computed by back-propagation through time. Therefore the algorithm

is an alternating back-propagation through time algorithm. Step (1) can be called inferential back-

propagation through time. Step (2) can be called learning back-propagation through time.

To be more specific, the complete-data log-likelihood log pθ (ξ,x) can be written as (up to an

additive constant, assuming σ2 = 1)

L(θ ,ξ) =−1
2

T

∑
t=1

[
‖xt−gβ (st)‖2 +‖ξt‖2] . (3.6)

The derivative with respect to β is

∂L
∂β

=
T

∑
t=1

(xt−gβ (st))
∂gβ (st)

∂β
. (3.7)

The derivative with respect to α is

∂L
∂α

=
T

∑
t=1

(xt−gβ (st))
∂gβ (st)

∂ st

∂ st

∂α
, (3.8)

where ∂ st
∂α

can be computed recursively. To infer ξ, for any fixed time point t0,

∂L
∂ξt0

=
T

∑
t=t0+1

(xt−gβ (st))
∂gβ (st)

∂ st

∂ st

∂ξt0
−ξt0, (3.9)

where ∂ st
∂ξt0

can again be computed recursively.

A minor issue is the initialization of the transition model. We may assume that s0 ∼N (0,I).

In the inference step, we can sample s0 together with ξ using the Langevin dynamics.

It is worth mentioning the difference between our algorithm and the variational inference.

While variational inference is convenient for learning a regular generator network, for the dynamic

generator model studied in this chapter, it is not a simple task to design an inference model that

infers the sequence of latent vectors ξ= (ξt , t = 1, ...,T ) from the sequence of x = (xt , t = 1, ...,T ).

In contrast, our learning method does not require such an inference model and can be easily im-

plemented. The inference step in our model can be done via directly sampling from the posterior
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distribution pθ (ξ|x), which is powered by back-propagation through time. Additionally, our model

directly targets maximum likelihood, while model learning via variational inference is to maximize

a lower bound.

3.2.3 Learning from multiple sequences

We can learn the model from multiple sequences of different appearances but of similar motion

patterns. Let x(i) = (x(i)t , t = 1, ...,T ) be the i-th training sequence, i = 1, ...,n. We can use an

appearance (or content) vector a(i) for each sequence to account for the variation in appearance.

The model is of the following form

s(i)t = fα(s
(i)
t−1,ξ

(i)
t ), (3.10)

x(i)t = gβ (s
(i)
t ,a(i))+ε(i)t , (3.11)

where a(i) ∼N (0,I), and a(i) is fixed over time for each sequence i. To learn from such training

data, we only need to add the Langevin sampling of a(i). If the motion sequences are of different

motion patterns, we can also introduce another vector m(i) ∼N (0,I) to account for the variations

of motion patterns, so that the transition model becomes s(i)t = fα(s
(i)
t−1,ξ

(i)
t ,m(i)) with m(i) fixed

for the sequence i.

Recently [TLY17] studies a similar model where the transition model is modeled by a recurrent

neural network (RNN) with another layer of hidden vectors. [TLY17] learns the model using GAN.

In comparison, we use a simpler Markov transition model and we learn the model by alternating

back-propagation through time. Even though the latent state vectors follow a Markovian model,

the observed sequence is non-Markovian.

Algorithm 1 summarizes the learning and inference algorithm for multiple sequences with

appearance vectors. If we learn from a single sequence such as dynamic texture, we can remove

the appearance vector a(i), or simply fix it to a zero vector.
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Algorithm 4 Learning and inference by alternating back-propagation through time (ABPTT)

Require: (1) training sequences {x(i) = (x(i)t , t = 1, ...,T ), i = 1, ...,n}

(2) number of Langevin steps l

(3) number of learning iterations N.

Ensure: (1) learned parameters θ = (α,β )

(2) inferred noise vectors ξ(i) = (ξ
(i)
t , t = 1, ...,T ).

1: Initialize θ = (α,β ). Initialize ξ(i) and a(i). Initialize k = 0.

2: repeat

3: Inferential back-propagation through time: For i = 1, ...,n, sample ξ(i) and a(i) by run-

ning l steps of Langevin dynamics according to (3.4), starting from their current values.

4: Learning back-propagation through time: Update α and β by gradient ascent according

to (3.8) and (3.7).

5: Let k← k+1

6: until k = N
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3.3 Experiments

Learn to generate dynamic textures

We first learn the model for dynamic textures, which are sequences of images of moving scenes

that exhibit stationarity in time. We learn a separate model from each example. The video clips

for training are collected from DynTex++ dataset of [GA10] and the Internet. Each observed

video clip is prepared to be of the size 64 pixels × 64 pixels × 60 frames. Check [XGZ19] for

implementation details. We can synthesize dynamic textures from the learned model by firstly

randomly initializing the initial hidden state s0, and then following Equation (3.15) and (3.19) to

generate a sequence of images with a sequence of innovation vectors {ξt} sampled from Gaussian

distribution. In practice, we use ”burn-in” to throw away some iterations at the beginning of the

dynamic process to ensure the transition model enters the high probability region (i.e., the state

sequence {st} converges to stationarity), no matter where s0 starts from.

Figure 3.3.1 shows several generation results. For each example, the first row displays 6 frames

of the observed 60-frame sequence, while the second and third rows display 6 frames of two

synthesized sequences of 120 frames in length, which are generated by the learned model.

Similar to [TBD18], we perform a human perceptual study to evaluate the perceived realism of

the synthesized examples. We randomly select 20 different human users. Each user has sequen-

tially presented a pair of synthesized and real dynamic textures in a random order, and asked to

select which one is fake after viewing them for a specified exposure time. The “fooling” rate, which

is the user error rate in discriminating real versus synthesized dynamic textures, is calculated to

measure the realism of the synthesized results. Higher “fooling” rate indicates more realistic and

convincing synthesized dynamic textures. “Perfect” synthesized results correspond to a fooling

rate of 50% (i.e., random guess), meaning that the users are unable to distinguish between the syn-

thesized and real examples. The number of pairwise comparisons presented to each user is 36 (12

categories × 3 examples). The exposure time is chosen from discrete durations between 0.3 and

3.6 seconds.
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Figure 3.3.1: Generating dynamic textures. For each category, the first row displays 6 frames

of the observed sequence, and the second and third rows show the corresponding frames of two

synthesized sequences generated by the learned model.
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Figure 3.3.2: Limited time pairwise comparison results. Each curve shows the “fooling” rates

(realism) over different exposure times.

We compare our model with three baseline methods, such as LDS (linear dynamic system)

[DCW03], TwoStream [TBD18] and MoCoGAN [TLY17], for dynamic texture synthesis in terms

of “fooling” rate on 12 dynamic texture videos (e.g., waterfall, burning fire, waving flag, etc).

Figure 3.3.2 summarizes the comparative result by showing the “fooling” rate as a function

of exposure time across methods. We can find that as the given exposure time becomes longer, it

becomes easier for the users to observe the difference between the real and synthesized dynamic

textures. More specifically, the “fooling” rate decreases as exposure time increases, and then

remains at the same level for longer exposures. Overall, our method can generate more realistic

dynamic textures than other baseline methods. The result also shows that the linear model (i.e.,

LDS) outperforms the more sophisticated baselines (i.e., TwoStream and MoCoGAN). The reason

is that when learning from a single example, the MoCoGAN may not fit the training data very

well due to the unstable and complicated adversarial training scheme as well as a large number of

parameters to be learned, and the TwoStream method has a limitation that it cannot handle dynamic

textures that have structured background (e.g., burning fire heating a pot).
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Learn to generate action patterns with appearance consistency

We learn the model from multiple examples with different appearances by using a 100-dimensional

appearance vector. We infer the appearance vector and the initial state via a 15-step Langevin

dynamics within each iteration of the learning process. We learn the model using the Weizmann

action dataset [GBS07], which contains 81 videos of 9 people performing 9 actions, including

jacking, jumping, walking, etc, as well as an animal action dataset that includes 20 videos of 10

animals performing running and walking collected from the Internet. Each video is scaled to 64×

64 pixels ×30 frames. We adopt the same structure of the model as the one in Section 3.3, except

that the emission model takes the concatenation of the appearance vector and the hidden state as

input. For each experiment, a single model is trained on the whole dataset without annotations.

The dimensions of the hidden state s and the Gaussian noise ξ are set to be 100 and 50 respectively

for the Weizmann action dataset, and 3 and 100 for the animal action dataset.

Figure 3.3.3 shows some synthesized results for each experiment. To synthesize video, we

randomly pick an appearance vector inferred from the observed video and generate a new mo-

tion pattern for that specified appearance vector by the learned model with a noise sequence of

{ξt , t = 1, ..,T} and an initial state s0 sampled from Gaussian white noise. We show two different

synthesized motions for each appearance vector. With a fixed appearance, the learned model can

generate diverse motions with a consistent appearance.

Figure 3.3.4 shows two examples of video interpolation by interpolating between appearance

vectors of videos at the two ends. We conduct these experiments on some videos selected from

categories “blooming” and “melting” in the dataset of [ZB16]. For each example, the videos at the

two ends are generated with the appearance vectors inferred from the two observed videos. Each

video in the middle is obtained by first interpolating the appearance vectors of the two end videos,

and then generating the videos using the dynamic generator. All the generated videos use the

same set of noise sequence {ξt} and s0 randomly sampled from Gaussian white noise. We observe

smooth transitions in contents and motions of all the generated videos and that the intermediate
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Figure 3.3.3: Generated action patterns. For each inferred appearance vector, two synthesized

videos are displayed.

videos are also physically plausible.

We compare with MoCoGAN and TGAN [SMS17] by training on 9 selected categories (e.g.,

PlayingCello, PlayingDaf, PlayingDhol, PlayingFlute, PlayingGuitar, PlayingPiano, PlayingSi-

65



(a) blooming

(b) melting

Figure 3.3.4: Video interpolation by interpolating between appearance latent vectors of videos at

the two ends. For each example, each column is one synthesized video. We show 3 frames for

each video in each column.

tar, PlayingTabla, and PlayingViolin) of videos in the UCF101 [SZS12] database and following

[SMS17] to compute the inception score. Table 3.3.1 shows comparison results. Our model out-

performs the MoCoGAN and TGAN in terms of inception score.

Table 3.3.1: Inception score for models trained on 9 classes of videos in UCF101 database.

Reference ours MoCoGAN TGAN

11.05±0.16 8.21±0.09 4.40±0.04 5.48±0.06

Learn from incomplete data

Our model can learn from videos with occluded pixels and frames. We adapt our algorithm to this

task with minimal modification involving the computation of ∑
T
t=1 ‖xt−gβ (st)‖2. In the setting of
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(a) ocean

(b) playing

(c) windmill

(d) flag

Figure 3.3.5: Learning from occluded videos. (a,b) For each experiment, the first row displays a

segment of the occluded sequence with black masks. The second row shows the corresponding

segment of the recovered sequence. (c,d) The 3 frames with red bounding box are recovered by

the learning algorithm, and they are occluded in the training stage. Each video has 70 frames and

50% frames are randomly occluded.

learning from fully observed videos, it is computed by summing over all the pixels of the video

frames, while in the setting of learning from partially visible videos, we compute it by summing

over only the visible pixels of the video frames. Then we can continue to use the alternating back-

67



propagation through time (ABPTT) algorithm to infer {ξt , t = 1, ...,T} and s0, and then learn β

and α . With inferred {ξt} and s0, and learned β and α , the video with occluded pixels or frames

can be automatically recovered by gβ (st), where the hidden state can be recursively computed by

st = fα(st−1,ξt).

Eventually, our model can achieve the following tasks: (1) recover the occluded pixels of

training videos. (2) synthesize new videos by the learned model. (3) recover the occluded pixels

of testing videos using the learned model. Different from those inpainting methods where the prior

model has already been given or learned from fully observed training data, our recovery experiment

is about an unsupervised learning task, where the ground truths of the occluded pixels are unknown

in training the model for recovery. It is also worth mentioning that learning from incomplete data

can be difficult for GANs (e.g., MoCoGAN), because of their lack of an adaptive inference process

in the training stage. Here “adaptive” means the inference can be performed on input images with

different sets of occluded pixels. We test our recovery algorithm on 6 video sequences collected

from DynTex++ dataset.

We have two types of occlusions: (1) single region mask occlusion, where a 60× 60 mask is

randomly placed on each 150×150 image frame of each video. (2) missing image frames, where

50% of the image frames are randomly blocked in each video. For each type of occlusion exper-

iment, we measure the recovery errors by the average per-pixel difference between the recovered

video sequences and the original ones (The range of pixel intensities is [0, 255]), and compare

with STGCN [XZW17b], which is a spatial-temporal deep convolutional energy-based model that

can recover missing pixels of videos by synthesis during the learning process. We also report re-

sults obtained by generic spatial-temporal Markov random field models with potentials that are `1

or `2 difference between pixels of nearest neighbors that are defined in both spatial and temporal

domains, and the recovery is accomplished by synthesizing missing pixels via Gibbs sampling.

Table 3.3.2 shows the comparison results. Some qualitative results for recovery by our models are

displayed in Figure 3.3.5.
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Table 3.3.2: Recovery errors in occlusion experiments

(a) single region masks

ours STGCN MRF-`1 MRF-`2

flag 7.8782 8.1636 10.6586 12.5300

fountain 5.6988 6.0323 11.8299 12.1696

ocean 3.3966 3.4842 8.7498 9.8078

playing 4.9251 6.1575 15.6296 15.7085

sea world 5.6596 5.8850 12.0297 12.2868

windmill 6.6827 7.8858 11.7355 13.2036

Avg. 5.7068 6.2681 11.7722 12.6177

(b) 50% missing frames

ours STGCN MRF-`1 MRF-`2

flag 5.0874 5.5992 10.7171 12.6317

fountain 5.5669 8.0531 19.4331 13.2251

ocean 3.3666 4.0428 9.0838 9.8913

playing 5.2563 7.6103 22.2827 17.5692

sea world 4.0682 5.4348 13.5101 12.9305

windmill 6.9267 7.5346 13.3364 12.9911

Avg. 5.0454 6.3791 14.7272 13.2065

Learn to animate static image

A conditional version of the dynamic generator model can be used for video prediction given a

static image. Specifically, we learn a mapping from a static image frame to the subsequent frames.

We incorporate an extra encoder eγ , where γ denotes the weight and bias parameters of the encoder,

to map the first image frame x(i)0 into its appearance or content vector a(i) and state vector s(i)0 . The

dynamic generator takes the state vector s(i)0 as the initial state and uses the appearance vector

a(i) to generate the subsequent video frames {x(i)t , t = 1, ...,T} for the i-th video. The conditional
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model is of the following form

[s(i)0 ,a(i)] = eγ(x
(i)
0 ), (3.12)

s(i)t = fα(s
(i)
t−1,ξ

(i)
t ), (3.13)

x(i)t = gβ (s
(i)
t ,a(i))+ε(i)t . (3.14)

We learn both the encoder and the dynamic generator (i.e., transition model and emission model)

together by alternating back-propagation through time. The appearance vector and the initial state

are no longer hidden variables that need to be inferred in training. Once the model is learned, given

a testing static image, the learned encoder eγ extracts from it the appearance vector and the initial

state vector, which generate a sequence of images by the dynamic generator.

We test our model on burning fire dataset [XZW17b], and MUG Facial Expression dataset

[ND10]. The encoder has 3 convolutional layers with numbers of channels {64,128,256}, filter

sizes {5,3,3} and sub-sampling factors {2,2,1} at different layers, and one fully connected layer

with the output size equal to the dimension of the appearance vector (100) plus the dimension of

the hidden state (80). The dimension of ξ is 20. The other configurations are similar to what we

used in Section 3.3. We qualitatively display some results in Figure 3.3.6, where each row is one

example of image-to-video prediction. For each example, the left image is the static image frame

for testing, and the rest are 6 frames of the predicted video sequence. The results show that the

predicted frames by our method have fairly plausible motions.

3.4 Motion-based dynamic generator model

In this section, we generalize the dynamic generator model to further represent motion explic-

itly [XGZ20]. Specifically, Let X = (Xt , t = 0,1, ...,T ) be the observed video sequence of dy-

namic pattern, where Xt is a frame at time t, and Xt is defined on the 2D rectangle lattice D. The
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(a) burning fire

(b) facial expression

Figure 3.3.6: Image-to-video prediction. For each example, the first image is the static image

frame, and the rest are 6 frames of the predicted sequence.
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motion-based model for the dynamic patterns consists of the following components:

st = (sM
t ,sR

t ) = f1(st−1,ht), (3.15)

Mt = (δ (x,y),∀(x,y) ∈ D) = f2(sM
t ), (3.16)

Rt = f3(sR
t ), (3.17)

It = f4(It−1,Mt), (3.18)

Xt = It +Rt +εt , (3.19)

where t = 1, ...,T .

In the above model, f = (fi, i = 0,1,2,3) are neural networks parameterized by θ = (θi, i =

0,1,2,3).

Equation (3.15) is the transition model, where st is the state vector at time t, ht ∼N (0,I) is

a hidden Gaussian white noise vector, where I is the identity matrix. ht are independent over t. f1

defines the transition from st−1 to st .

The state vector st consists of two sub-vectors. One is sM
t for motion. The other is sR

t for

residual. While sM
t generates the motion of the trackable part of the image frame Xt−1, sR

t generates

the non-trackable part of Xt .

Specifically, in Equation (3.16), sM
t generates the field of pixel displacement Mt , which consists

of the displacement δ (x,y) of pixel (x,y) in the image domain D. Mt is a 2D image, because the

displacement δ = (δx,δy) is 2D. f2 defines the mapping from sM
t to Mt . In Equation (3.18), Mt is

used to warp the trackable part It−1 of the previous image frame Xt−1 by a warping function f4,

which is given by bilinear interpolation. There is no unknown parameter in f4. In Equation (3.17),

sR
t generates the residual image Rt . f3 defines the mapping from sR

t to Rt . In Equation (3.19),

the image frame Xt is the sum of the warped image It and the residual image Rt , plus a Gaussian

white noise error εt ∼N (0,σ2I). We assume the variance σ2 is given. In Equation (3.20), the

initial trackable frame I0 is generated by an generator f0 from an appearance hidden variable c that
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follows Gaussian distribution. To initialize the first frame X0, we use the following method:

I0 = f0(c), R0 = f3(sR
0 ), X0 = I0 +R0 +ε0. (3.20)

Multiple sequences. Similar to the dynamic generator, this motion-based dynamic genera-

tor model can be easily generalized to handle multiple sequences. We only need to introduce

a sequence-specific vector a, sampled from a Gaussian white noise prior distribution. For each

video sequence, this vector a is fixed, and it can be concatenated to the state vector st in both the

transition model and the emission model. We may also let a = (aM,aR), so that aM is concatenated

to sM
t to generate Mt , and aR is concatenated to sR

t to generate Rt . This enables us to disentangle

motion patterns and appearance patterns in the video sequence.

Intrackability. For the image Xt , we define It to be the trackable part because it is obtained

by the movements of pixels, and we define Rt to be the non-trackable part. The intrackability of

the sequence can be defined as the ratio between the average of the `2 norm of the non-trackable

part Rt and the norm of the image Xt , where the average is over the time frames.

Summarized form. Let h = (ht , t = 1, ...,T ). h consist of the hidden random vectors that

need to be inferred from X = (Xt , t = 0,1, ...,T ). We can also include the latent variable c into h

for notation simplicity. Although Xt is generated by the state vector st , s = (st , t = 0,1, ...,T ) are

generated by h. In fact, we can write X = fθ (h)+ ε, where fθ composes f0, f1, f2, f3 and f4 over

time t, and ε= (εt , t = 0,1, ...,T ) denotes the observation errors.

We use the same alternating back-propagation through time (ABPTT) algorithm to learn this

model as for the dynamic generator model.

3.4.1 Unsupervised disentanglement of appearance and motion

To study the performance of the proposed model for disentanglement of appearance and motion,

we perform a motion transfer experiment. Figure 3.4.1 demonstrates the results. Figure 3.4.1 (a)

displays some image frames of one observed video where a woman is performing a surprise ex-

pression. We first learn a model from the observed video. Figure 3.4.1 (b) visualizes the learned
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motion. We then fix the inferred appearance latent vector and synthesize new surprise facial ex-

pressions by randomly sampling the latent vectors of the learned model. Two new synthesized

“surprise” expressions on the same women are shown in Figure 3.4.1 (c). We further study trans-

ferring the learned motion to some unseen appearances. We select two unseen faces from the

testing set. We apply the learned motion (i.e., the learned warping sequence) to the first frame of

each testing video, and generate new image sequences, as shown in Figure 3.4.1 (d). We can also

apply the learned motion to some faces from other domains. Figure 3.4.1 (e) shows two examples

of transferring the learned motion to the cartoon face images. In each example, the image frame

shown in the first column is the input appearance, and the rest image frames are generated when we

apply the learned warping sequence to the input appearance. We can even apply the learned human

facial expression motion to non-human appearances, such as animal faces (see Figure 3.4.1(f)).

3.4.2 Unsupervised disentanglement of trackable and intrackable components

Intrackability (or trackability) is an important concept of motion patterns, which has been stud-

ied in [GZ12]. It was demonstrated in [WZG08, GZ12, HXZ15] that trackability changes over

scales, densities, and stochasticity of the dynamics. For example, the trackability of a video of the

waterfall will depend on the distance between the observed target and the observer. Besides, the

observer’s preference for interpreting dynamic motions via tracking appearance details is a sub-

jective factor to affect the perceived trackability of a dynamic pattern in the visual system of the

brain.

In the context of our model, we can define intractability as the ratio between the average of `2

norm of the non-tractable residual image Rt and the average of the `2 norm of the observed image

Xt . This ratio depends on the penalty parameter λ1 of the `2 norm of Rt used in the learning stage.

This penalty parameter corresponds to the subjective preference mentioned above. The larger the

preference λ1 is, the larger extent to which we interpret a video by trackable contents, the less the

residuals, and the less intrackability score.
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Our model can unsupervised disentangle the trackable and intrackable components of the train-

ing videos. The intrackability can be directly obtained as a result of learning the model, where we

do not need the ground truth or pre-inferred optical flows. In addition, the intrackability is defined

in terms of the coherent motion pattern learned from the whole video sequence by our model.

Figure 3.4.2 shows a curve of intrackability scores under different preference rates (λ1 =

0.5,1,2 and 5) for each of 10 different dynamic patterns. One typical image frame is illustrated for

each of the video clips that we used. The penalty parameter for smoothness is fixed to be 0.005.

The results are reasonable and consistent with our empirical observations and intuitions. For ex-

ample, under the same subjective preference, a video with structured background and slow-motion

tends to have a lower intrackability score because one can track the elements in motion easily (e.g.,

a video clip exhibiting boiling water in a static pot), while a video with fast and random motion

tends to have a higher intrackability score due to the loss of track of the elements in the video (e.g.,

a video clip exhibiting burning flame or flowing water). Moreover, we find that as the preference

λ1 increases, the intrackability of all videos decreases, because the model seeks to interpret each

video using more trackable motion.

3.5 Conclusion

This chapter studies a dynamic generator model for spatial-temporal processes. The model is

a non-linear generalization of the linear state-space model where the non-linear transformations

in the transition and emission models are parameterized by neural networks. The model can be

conveniently and efficiently learned by an alternating back-propagation through time (ABPTT)

algorithm that alternatively samples from the posterior distribution of the latent noise vectors and

then updates the model parameters.

The model can be generalized to a motion-based dynamic generator model by including ran-

dom vectors to account for trackable and intrackable motions explicitly, and the learning algorithm

can still apply to the generalized models. The generalized model is capable of disentangling the
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image sequence into appearance, trackable and intrackable motions and we can learn the model

without ground truth or pre-inference of the movements of the pixels or the optical flows. They are

automatically inferred in the learning process.
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Figure 3.4.1: Transferring motion to new appearance. (a) observed facial motion video. (b) The

learned motion. (c) The synthesized new “surprise” motions on the same appearance. (d) Motion

transfer to some new appearances in the testing set. (e) Motion transfer to some cartoon appearance

collected from Internet. (f) Motion transfer to some animal faces collected from Internet.
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Figure 3.4.2: The intrackability score vs the preference rate λ1 (the penalty parameter for the norm

of the residual image). The penalty parameter for smoothness is 0.005.
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CHAPTER 4

Hybrid models

4.1 Introduction

In this chapter, we introduce two hybrid models which couple a descriptive model, also known

as an energy-based model (EBM), and a flow-based model to combine the best of two worlds1.

The first one is a loose coupling where we jointly estimate an energy-based model and a flow-

based model based on a shared value function, while the second one is a tight coupling where we

learn EBM with a flow-based model serving as a backbone, so that the EBM is a correction or an

exponential tilting of the flow-based model. In this section, we begin by introducing the flow-based

model and the motivation to combine the two families of models.

4.1.1 Motivation

Recently, flow-based models (henceforth simply called flow models) have gained popularity as a

type of deep generative model [DKB14, DSB16, GCB18, BDJ18, KBE19, TVA19, DBM19] and

for use in variational inference [KW13, RM15, KSJ16].

Flow models have two properties that set them apart from other types of deep generative mod-

els: (1) they allow for efficient evaluation of the density function, and (2) they allow for efficient

sampling from the model. See the next subsection for the detailed formulation of a flow-based

model. Efficient evaluation of the log-density allows flow models to be directly optimized towards

the log-likelihood objective, unlike variational autoencoders (VAEs) [KW13, RMW14], which are

1The main contributions in this chapter were first described in [GNK20, NGS20]
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optimized towards a bound on the log-likelihood, and generative adversarial networks (GANs)

[GPM14]. Auto-regressive models [Gra13, ODZ16, SKC17], on the other hand, are (in princi-

ple) inefficient to sample from, since synthesis requires computation that is proportional to the

dimensionality of the data.

These properties of efficient density evaluation and efficient sampling are typically viewed as

advantageous. However, they have a potential downside: these properties also act as assumptions

on the true data distribution that they are trying to model. By choosing a flow model, one is making

the assumption that the true data distribution is one that is in principle simple to sample from, and is

computationally efficient to normalize. In addition, flow models assume that the data is generated

by a finite sequence of invertible functions. If these assumptions do not hold, flow-based models

can result in a poor fit.

On the other end of the spectrum of deep generative models lies the family of descriptive

models, also known as energy-based models (EBMs). As introduced in Chapter 2, energy-based

models define an unnormalized density that is the exponential of the negative energy function.

The energy function is directly defined as a (learned) scalar function of the input, and is often

parameterized by a neural network, such as a convolutional network [LBB98, KSH12]. Evaluation

of the density function for a given data point involves calculating a normalizing constant, which

requires an intractable integral. Sampling from EBMs is expensive and requires approximation as

well, such as computationally expensive Markov Chain Monte Carlo (MCMC) sampling. EBMs,

therefore, do not make any of the two assumptions above: they do not assume that the density

of data is easily normalized, and they do not assume efficient synthesis. Moreover, they do not

constrain the data distribution by invertible functions.

Contrasting an EBM with a flow model, the former is on the side of representation where

different layers represent features of different complexities, whereas the latter is on the side of

learned computation, where each layer, or each transformation, is like a step in the computation.

The EBM is like an objective function or a target distribution whereas the flow model is like a finite

step iterative algorithm or a learned sampler. Borrowing language from reinforcement learning
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[FCA16], the flow model is like an actor whereas the EBM is like a critic or an evaluator. The

EBM can be simpler and more flexible in form than the flow model which is highly constrained,

and thus the EBM may capture the modes of the data distribution more accurately than the flow

model. In contrast, the flow model is capable of direct generation via ancestral sampling, which is

sorely lacking in an EBM. It may thus be desirable to couple the two models together, combining

the tractability of the flow model and the flexibility of EBM. This is the goal of this chapter.

4.1.2 Flow-based model

A flow model is of the form

x = gα(z); z∼ q0(z), (4.1)

where q0 is a known noise distribution. gα is a composition of a sequence of invertible transforma-

tions where the log-determinants of the Jacobians of the transformations can be explicitly obtained.

α denotes the parameters. Let qα(x) be the probability density of the model given a datapoint x

with parameter α . Then under the change of variables qα(x) can be expressed as

qα(x) = q0(g−1
α (x))|det(∂g−1

α (x)/∂x)|. (4.2)

More specifically, suppose gα is composed of a sequence of transformations gα = gα1 ◦ · · · ◦

gαm . The relation between z and x can be written as z↔ h1↔ ··· ↔ hm−1↔ x. And thus we have

qα(x) = q0(g−1
α (x))Πm

i=1|det(∂hi−1/∂hi)|, (4.3)

where we define z := h0 and x := hm for conciseness. With carefully designed transformations,

as explored in flow-based methods, the determinant of the Jacobian matrix (∂hi−1/∂hi) can be

incredibly simple to compute. The key idea is to choose transformations whose Jacobian is a

triangle matrix, so that the determinant becomes

|det(∂hi−1/∂hi)|= Π|diag(∂hi−1/∂hi)|. (4.4)

The following are the two scenarios for estimating qα :

81



(1) Generative modeling by MLE [DKB14, DSB16, KD18, GCB18, BDJ18, KBE19, TVA19],

based on minα KL(pdata‖qα), where again Epdata can be approximated by average over observed

examples.

(2) Variational approximation to an unnormalized target density p [KW13, RM15, KSJ16,

KW14, KKH19], based on minα KL(qα‖p), where

KL(qα‖p) = Eqα
[logqα(x)]−Eqα

[log p(x)] (4.5)

= Ez[logq0(z)− log |det(g′α(z))|]−Eqα
[log p(x)]. (4.6)

KL(qα‖p) is the difference between energy and entropy, i.e., we want qα to have low energy but

high entropy. KL(qα‖p) can be calculated without inversion of gα .

When qα appears on the right of KL-divergence, as in (1), it is forced to cover most of the

modes of pdata, When qα appears on the left of KL-divergence, as in (2), it tends to chase the

major modes of p while ignoring the minor modes [Mur12, FR12]. As shown in the following

section, our proposed method learns a flow model by combining (1) and (2).

4.2 Flow contrastive estimation

In this section, we study a training method to jointly estimate an energy-based model and a flow-

based model, in which the two models are iteratively updated based on a shared adversarial value

function [GNK20]. Our joint training method is inspired by the noise contrastive estimation (NCE)

of [GH10], where an EBM is learned discriminatively by classifying the real data and the data

generated by a noise model. In NCE, the noise model must have an explicit normalized density

function. Moreover, it is desirable for the noise distribution to be close to the data distribution

for accurate estimation of the EBM. However, the noise distribution can be far away from the

data distribution. The flow model can potentially transform or transport the noise distribution to a

distribution closer to the data distribution. With the advent of strong flow-based generative models

[DKB14, DSB16, KD18], it is natural to recruit the flow model as the contrast distribution for
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noise contrastive estimation of the EBM.

However, even with the flow-based model pre-trained by maximum likelihood estimation (MLE)

on the data distribution, it may still not be strong enough as a contrast distribution, in the sense that

the synthesized examples generated by the pre-trained flow model may still be distinguished from

the real examples by a classifier based on an EBM. Thus, we want the flow model to be a stronger

contrast or a stronger training opponent for EBM. To achieve this goal, we can simply use the same

objective function of NCE, which is the log-likelihood of the logistic regression for classification.

While NCE updates the EBM by maximizing this objective function, we can also update the flow

model by minimizing the same objective function to make the classification task harder for the

EBM. Such update of the flow model combines MLE and variational approximation, and helps

correct the over-dispersion of MLE. If the EBM is close to the data distribution, this amounts to

minimizing the Jensen-Shannon divergence (JSD) [GPM14] between the data distribution and the

flow model. In this sense, the learning scheme relates closely to GANs [GPM14]. However, unlike

GANs, which learns a generator model that defines an implicit probability density function via a

low-dimensional latent vector, our method learns two probabilistic models with explicit probability

densities (a normalized one and an unnormalized one).

The contributions of this section are as follows. We explore a parameter estimation method that

couples the estimation of an EBM and a flow model using a shared objective function. It improves

NCE with a flow-transformed noise distribution, and modifies the MLE of the flow model to ap-

proximate JSD minimization, and helps correct the over-dispersion of MLE. Experiments on 2D

synthetic data show that the learned EBM achieves accurate density estimation with a much sim-

pler network structure than the flow model. On real image datasets, we demonstrate a significant

improvement in the synthesis quality of the flow model, and the effectiveness of unsupervised fea-

ture learning by the energy-based model. Furthermore, we show that the proposed method can be

easily adapted to semi-supervised learning, achieving performance comparable to state-of-the-art

semi-supervised methods.
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4.2.1 Noise contrastive estimation

Noise contrastive estimation (NCE) can be used to learn the EBM, by including the normaliz-

ing constant as another learnable parameter. Specifically, for an energy-based model pθ (x) =
1

Z(θ) exp[ fθ (x)], we define pθ (x) = exp[ fθ (x)− c], where c = logZ(θ). c is now treated as a free

parameter, and is included into θ . Suppose we observe training examples {xi, i = 1, ...,n}, and we

have generated examples {x̃i, i = 1, ...,n} from a noise distribution q(x). Then θ can be estimated

by maximizing the following objective function:

J(θ) = Epdata

[
log

pθ (x)
pθ (x)+q(x)

]
+Eq

[
log

q(x)
pθ (x)+q(x)

]
, (4.7)

which transforms estimation of EBM into a classification problem.

The objective function connects to logistic regression in supervised learning in the following

sense. Suppose for each training or generated examples we assign a binary class label y: y = 1 if x

is from training dataset and y = 0 if x is generated from q(x). In logistic regression, the posterior

probabilities of classes given the data x are estimated. As the data distribution pdata(x) is unknown,

the class-conditional probability p(·|y = 1) is modeled with pθ (x). And p(·|y = 0) is modeled by

q(x). Suppose we assume equal probabilities for the two class labels, i.e., p(y = 1) = p(y = 0) =

0.5. Then we obtain the posterior probabilities:

pθ (y = 1|x) = pθ (x)
pθ (x)+q(x)

:= u(x,θ). (4.8)

The class-labels y are Bernoulli-distributed, so that the log-likelihood of the parameter θ becomes

l(θ) =
n

∑
i=1

logu(xi;θ)+
n

∑
i=1

log(1−u(x̃i;θ)), (4.9)

which is, up to a factor of 1/n, an approximation of eqn. 4.7.

The choice of the noise distribution q(x) is a design issue. Generally speaking, we expect q(x)

to satisfy the following: (1) analytically tractable expression of normalized density; (2) easy to

draw samples from; (3) close to data distribution. In practice, (3) is important for learning a model

over high-dimensional data. If q(x) is not close to the data distribution, the classification problem

would be too easy and would not require pθ to learn much about the modality of the data.
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4.2.2 Flow contrastive estimation

A natural improvement to NCE is to transform the noise so that the resulting distribution is closer to

the data distribution. This is exactly what the flow model achieves. That is, a flow model transforms

a known noise distribution q0(z) by a composition of a sequence of invertible transformations

gα(·). It also fulfills (1) and (2) of the requirements of NCE. However, in practice, we find that

a pre-trained qα(x), such as learned by MLE, is not strong enough for learning an EBM pθ (x)

because the synthesized data from the MLE of qα(x) can still be easily distinguished from the real

data by an EBM. Thus, we propose to iteratively train the EBM and flow model, in which case the

flow model is adaptively adjusted to become a stronger contrast distribution or a stronger training

opponent for EBM. This is achieved by a parameter estimation scheme similar to GAN, where

pθ (x) and qα(x) play a minimax game with a unified value function: minα maxθ V (θ ,α),

V (θ ,α) = Epdata

[
log

pθ (x)
pθ (x)+qα(x)

]
+Ez

[
log

qα(gα(z))
pθ (gα(z))+qα(gα(z))

]
, (4.10)

where Epdata is approximated by averaging over observed samples {xi, i = 1, ...,n}, while Ez is

approximated by averaging over negative samples {x̃i, i = 1, ...,n} drawn from qα(x), with zi ∼

q0(z) independently for i = 1, ...,n. In the experiments, we choose Glow [KD18] as the flow-based

model. The algorithm can either start from a randomly initialized Glow model or a pre-trained one

by MLE. Here we assume equal prior probabilities for observed samples and negative samples. It

can be easily modified to the situation where we assign a higher prior probability to the negative

samples, given the fact we have access to infinite amount of free negative samples.

The objective function can be interpreted from the following perspectives:

(1) Noise contrastive estimation for EBM. The update of θ can be seen as noise contrastive esti-

mation of pθ (x), but with a flow-transformed noise distribution qα(x) which is adaptively updated.

The training is essentially a logistic regression. However, unlike regular logistic regression for

classification, for each xi or x̃i, we must include logqα(xi) or logqα(x̃i) as an example-dependent

bias term. This forces pθ (x) to replicate qα(x) in addition to distinguishing between ppdata(x) and

qα(x), so that pθ (xi) is in general larger than qα(xi), and pθ (x̃i) is in general smaller than qα(x̃i).
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(2) Minimization of Jensen-Shannon divergence for the flow model. If pθ (x) is close to the

data distribution, then the update of α is approximately minimizing the Jensen-Shannon divergence

between the flow model qα and data distribution pdata:

JSD(qα‖pdata) = KL(pdata‖(pdata +qα)/2)+KL(qα‖(pdata +qα)/2). (4.11)

Its gradient w.r.t. α equals the gradient of −Epdata[log((pθ +qα)/2)]+KL(qα‖(pθ +qα)/2). The

gradient of the first term resembles MLE, which forces qα to cover the modes of data distribution,

and tends to lead to an over-dispersed model, which is also pointed out in [KD18]. The gradient of

the second term is similar to reverse Kullback-Leibler divergence between qα and pθ , or variational

approximation of pθ by qα , which forces qα to chase the modes of pθ [Mur12, FR12]. This may

help correct the over-dispersion of MLE, and combines the two scenarios of estimating the flow-

based model qα as described in subsection 4.1.2.

(3) Connection with GAN. Our parameter estimation scheme is closely related to GAN. In

GAN, the discriminator D and generator G play a minimax game: minG maxDV (G,D),

V (G,D) = Epdata [logD(x)]+Ez [log(1−D(G(zi)))] . (4.12)

The discriminator D(x) is learning the probability ratio pdata(x)/(pdata(x)+ pG(x)), which is about

the difference between pdata and pG [FCA16]. In the end, if the generator G learns to perfectly

replicate pdata, then the discriminator D ends up with a random guess. However, in our method,

the ratio is explicitly modeled by pθ and qα . pθ must contain all the learned knowledge in qα ,

in addition to the difference between pdata and qα . In the end, we learn two explicit probability

distributions pθ and qα as approximations to pdata.

Henceforth we simply refer to the proposed method as flow contrastive estimation, or FCE.

4.2.3 Semi-supervised learning

A class-conditional energy-based model can be transformed into a discriminative model in the

following sense. Suppose there are K categories k = 1, ...,K, and the model learns a distinct density
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pθk(x) for each k. The networks fθk(x) for k = 1, ...,K may share common lower layers, but with

different top layers. Let ρk be the prior probability of category k, for k = 1, ...,K. Then the posterior

probability for classifying x to the category k is a softmax multi-class classifier

P(k|x) =
exp( fθk(x)+bk)

∑
K
l=1 exp( fθl(x)+bl)

, (4.13)

where bk = log(ρk)− logZ(θk).

Given this correspondence, we can modify FCE to do semi-supervised learning. Specifically,

assume {(xi,yi), i = 1, ...,m} are observed examples with labels known, and {xi, i = m+1, ...,m+

n} are observed unlabeled examples. For each category k, we can assume that class-conditional

EBM is in the form

pθk(x) =
1

Z(θk)
exp[ fθk(x)] = exp[ fθk(x)− ck], (4.14)

where fθk(x) share all the weights except for the top layer. And we assume equal prior probability

for each category. Let θ denotes all the parameters from class-conditional EBMs {θk,k = 1, ...,K}.

For labeled examples, we can maximize the conditional posterior probability of label y, given x

and the fact that x is an observed example (instead of a generated example from qα ). By Bayes

rule, this leads to maximizing the following objective function over θ :

Llabel(θ) = Epdata(x,y) [log pθ (y|x,y ∈ {1, ...,K})]

= Epdata(x,y)

[
log

pθy(x)

∑
K
k=1 pθk(x)

]
,

(4.15)

which is similar to a classifier in the form.

For unlabeled examples, the probability can be defined by an unconditional EBM, which is in

the form of a mixture model:

pθ (x) =
K

∑
i=1

pθ (x|y = k)p(y = k) =
1
K

K

∑
i=1

pθk(x), (4.16)

Together with the generated examples from qα(x), we can define the same value function V (θ ,α)

as eqn. 4.10 for the unlabeled examples. The joint estimation algorithm alternate the following

two steps: (1) update θ by maxθ Llabel(θ) +V (θ ,α); (2) update α by minα V (θ ,α). Due to
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the flexibility of EBM, fθk(x) can be defined by any existing state-of-the-art network structures

designed for semi-supervised learning.

4.2.4 Experiments

For FCE, we adaptively adjust the numbers of updates for EBM and Glow: we first update EBM

for a few iterations until the classification accuracy is above 0.5, and then we update Glow until the

classification accuracy is below 0.5. We use Adam [KB14] with learning rate α = 0.0003 for the

EBM and Adamax [KB14] with learning rate α = 0.00001 for the Glow model. Code and more

results can be found at http://www.stat.ucla.edu/˜ruiqigao/fce/main.html

4.2.4.1 Density estimation on 2D synthetic data

Figure 4.2.1 demonstrates the results of FCE on several 2D distributions, where FCE starts from

a randomly initialized Glow. The learned EBM can fit multi-modal distributions accurately, and

forms a better fit than Glow learned by either FCE or MLE. Notably, the EBM is defined by a much

simpler network structure than Glow: for Glow we use 10 affine coupling layers, which amount

to 30 fully-connected layers, while the energy-based model is defined by a 4-layer fully-connected

network with the same width as Glow. Another interesting finding is that the EBM can fit the

distributions well, even if the flow model is not a perfect contrastive distribution.

For the distribution depicted in the first row of Figure 4.2.1, which is a mixture of eight Gaus-

sian distributions, we can compare the estimated densities by the learned models with the ground

truth densities. Figure 4.2.2 shows the mean squared error of the estimated log-density over num-

bers of training iterations of EBMs. We show the results of FCE either starting from a randomly

initialized Glow (’rand’) or a Glow model pre-trained by MLE (’trained’), and compare with NCE

with a Gaussian noise distribution. FCE starting from a randomly initialized Glow converges in

fewer iterations. Both settings of FCE achieve a lower error rate than NCE.
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Data Glow-MLE Glow-FCE EBM-FCE

Figure 4.2.1: Comparison of trained EBM and Glow models on 2-dimensional data distributions.

Figure 4.2.2: Density estimation accuracy in 2D examples of a mixture of 8 Gaussian distributions.
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Figure 4.2.3: Synthesized examples from the Glow model learned by FCE. From left to right panels

are from SVHN, CIFAR-10 and CelebA datasets, respectively. The image size is 32×32.

4.2.4.2 Learning on real image datasets

We conduct experiments on the Street View House Numbers (SVHN) [NWC11], CIFAR-10 [KH09]

and CelebA [LLW18] datasets. We resized the CelebA images to 32×32 pixels, and used 20,000

images as a test set. We initialize FCE with a pre-trained Glow model, trained by MLE, for the

sake of efficiency. We again emphasize the simplicity of the EBM model structure compared to

Glow. For Glow, depth per level [KD18] is set as 8, 16, 32 for SVHN, CelebA and CIFAR-10

respectively. Figure 4.2.3 depicts synthesized examples from learned Glow models. To evaluate

the fidelity of synthesized examples, Table 4.2.1 summarizes the Fréchet Inception Distance (FID)

[HRU17] of the synthesized examples computed with the Inception V3 [SVI16] classifier. The

fidelity is significantly improved compared to Glow trained by MLE, and is competitive to the

other generative models. In Table 4.2.2, we report the average negative log-likelihood (bits per

dimension) on the testing sets. The log-likelihood of the learned EBM is based on the estimated

normalizing constant (i.e., a parameter of the model) and should be taken with a grain of salt.

For the learned Glow model, the log-likelihood of the Glow model estimated with FCE is slightly

lower than the log-likelihood of the Glow model trained with MLE.
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Table 4.2.1: FID scores for generated samples. For our method, we evaluate generative samples

from the learned Glow model.

Method SVHN CIFAR-10 CelebA

VAE [KW13] 57.25 78.41 38.76

DCGAN [RMC15] 21.40 37.70 12.50

Glow [KD18] 41.70 45.99 23.32

FCE (Ours) 20.19 37.30 12.21

Table 4.2.2: Bits per dimension on testing data. † indicates that the log-likelihood is computed

based on models with estimated normalizing constant, and should be taken with a grain of salt.

Model SVHN CIFAR-10 CelebA

Glow-MLE 2.17 3.35 3.49

Glow-FCE (Ours) 2.25 3.45 3.54

EBM-FCE (Ours) †2.15 †3.27 †3.40
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4.2.4.3 Unsupervised feature learning

To further explore the EBM learned with FCE, we perform unsupervised feature learning with

features from a learned EBM. Specifically, we first conduct FCE on the entire training set of SVHN

in an unsupervised way. Then, we extract the top layer feature maps from the learned EBM, and

train a linear classifier on top of the extracted features using only a subset of the training images

and their corresponding labels. Figure 4.2.4 shows the classification accuracy as a function of the

number of labeled examples. Meanwhile, we compare our method with a supervised model with

the same model structure as the EBM, and is trained only on the same subset of labeled examples

each time. We observe that FCE outperforms the supervised model when the number of labeled

examples is small (less than 2000).

Figure 4.2.4: SVHN test-set classification accuracy as a function of number of labeled examples.

The features from top layer feature maps are extracted and a linear classifier is learned on the

extracted features.

Next, we try to combine features from multiple layers together. Specifically, following the

same procedure outlined in [RMC15], the features from the top three convolutional layers are max

pooled and concatenated to form a 14,336-dimensional vector of feature. A regularized L2-SVM

is then trained on these features with a subset of training examples and the corresponding labels.
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Table 4.2.3: Test set classification error of L2-SVM classifier trained on the concatenated features

learned from SVHN. DDGM stands for Deep Directed Generative Models. For fair comparison,

all the energy-based models or discriminative models are trained with the same model structure.

Method
# of labeled data

1000 2000 4000

WGAN [ACB17a] 43.15 38.00 32.56

WGAN-GP [GAA17] 40.12 32.24 30.63

DDGM [KB16] 44.99 34.26 27.44

DCGAN [RMC15] 38.59 32.51 29.37

SN-GAN [MKK18] 40.82 31.24 28.69

MMD-GAN-rep [WSH18] 36.74 29.12 25.23

Persistent CD [Tie08] 45.74 39.47 34.18

One-step CD [Hin02b] 44.38 35.87 30.45

Multigrid sampling [GLZ18] 30.23 26.54 22.83

FCE (Ours) 27.07 24.12 22.05

Table 4.2.3 summarizes the results of using 1,000, 2,000 and 4,000 labeled examples from the

training set. At the top part of the table, we compare with methods that estimate an EBM or

a discriminative model coupled with a generator network. At the middle part of the table, we

compare with methods that learn an EBM with contrastive divergence (CD) and modified versions

of CD. For a fair comparison, we use the same model structure for the EBMs or discriminative

models used in all the methods. The results indicate that FCE outperforms these methods in terms

of the effectiveness of learned features.

4.2.4.4 Semi-supervised learning

In section 4.2.3 we show that FCE can be generalized to perform semi-supervised learning. We

emphasize that for semi-supervised learning, FCE not only learns a classification boundary or a

93



Figure 4.2.5: Illustration of FCE for semi-supervised learning on a 2D example, where the data

distribution is two spirals belonging to two categories. Within each panel, the top left is the learned

unconditional EBM. The top right is the learned Glow model. The bottom is two class-conditional

EBMs. For observed data, seven labeled points are provided for each category.

posterior label distribution p(y|x). Instead, the algorithm ends up with K estimated probabilistic

distributions p(x|y = k),k = 1, ...K for observed examples belonging to K categories. Figure 4.2.5

illustrates this point by showing the learning process on a 2D example, where the data distribution

consists of two twisted spirals belonging to two categories. Seven labeled points are provided for

each category. As the training goes, the unconditional EBM pθ (x) learns to capture all the modes

of the data distribution, which is in the form of a mixture of class-conditional EBMs pθ1(x) and

pθ2(x). Meanwhile, by maximizing the objective function Llabel(θ) (eqn. 4.15), pθ (x) is forced to

project the learned modes into different spaces, resulting in two well-separated class-conditional

EBMs. As shown in Figure 4.2.5, within a single mode of one category, the EBM tends to learn a

smoothly connected cluster, which is often what we desire in semi-supervised learning.

Then we test the proposed method on a dataset of real images. Following the setting in

[MMK18], we use two types of CNN structures (‘Conv-smallqand ‘Conv-largeq) for EBMs, which

are commonly used in state-of-the-art semi-supervised learning methods. Before the joint train-

ing starts, EBMs are firstly trained for 50,000 iterations with the Glow model fixed. In practice,

this helps EBMs keep pace with the pre-trained Glow model, and equips EBMs with reasonable

classification ability. We report the performance at this stage as ‘FCE-init’. Also, since virtual
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adversarial training (VAT) [MMK18] has been demonstrated as an effective regularization method

for semi-supervised learning, we consider adopting it as an additional loss for learning the EBMs.

More specifically, the loss is defined as the robustness of the conditional label distribution around

each input data point against local perturbations. ‘FCE + VAT’ indicates the training with VAT.

Table 4.2.4 summarizes the results of semi-supervised learning on the SVHN dataset. We

report the mean error rates and standard deviations over three runs. All the methods listed in the

table belong to the family of semi-supervised learning methods. Our method achieves competitive

performance to these state-of-the-art methods. ‘FCE + VAT’ results show that the effectiveness

of FCE does not overlap much with the existing semi-supervised methods, and thus they can be

combined to further boost the performance.

4.2.5 Conclusion

This section explores joint training of an energy-based model with a flow-based model, by com-

bining the representational flexibility of the energy-based model and the computational tractability

of the flow-based model. We may consider the learned energy-based model as the learned rep-

resentation, while the learned flow-based model as the learned computation. This method can be

considered as an adaptive version of noise contrastive estimation where the noise is transformed by

a flow model to make its distribution closer to the data distribution and to make it a stronger con-

trast to the energy-based model. Meanwhile, the flow-based model is updated adaptively through

the learning process, under the same adversarial value function.

In future work, we intend to generalize the joint training method by combining the energy-

based model with other normalized probabilistic models, such as auto-regressive models. We

also intend to explore other joint training methods such as those based on adversarial contrastive

divergence [KB16, DAB17, HNF18] or divergence triangle [HNF18].
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4.3 Descriptive model with flow-based backbone

As mentioned in Chapter 2, the maximum likelihood estimation of the descriptive model, also

known as the energy-based model (EBM), follows an “analysis by synthesis” scheme. In the

synthesis step, synthesized examples are generated by sampling from the current model. In the

analysis step, the model parameters are updated based on the statistical difference between the

synthesized examples and the observed examples. The synthesis step usually requires Markov

chain Monte Carlo (MCMC) sampling, such as Langevin dynamics [Lan08] or Hamiltonian Monte

Carlo (HMC) [Nea11].

However, gradient-based MCMC sampling in high dimensional data space, such as image

space, generally does not mix (unless we instead sample from conditional distribution as in dif-

fusion recovery likelihood), which is a fundamental issue from a statistical perspective. Without

being able to generate fair examples from the model, the estimated gradient of the maximum likeli-

hood learning can be highly biased, and the learned model parameters can be far from the unbiased

estimator given by MLE. Even if we can learn the model by other means without resorting to

MCMC sampling, e.g., by flow contrastive estimation (FCE) [GH10, GNK19], it is still necessary

to be able to draw fair examples from the learned model for the purpose of model checking or

downstream applications based on the learned model.

To tackle this problem, we propose to learn an EBM with a flow-based model as a backbone

model or base measure, so that the EBM is in the form of a correction, or an exponential tilting, of

the flow-based model [NGS20]. Specifically, we learn an EBM by correcting a relatively simple

flow-based model with a relatively simple energy function parameterized by a free-form convo-

lutional neural network. We show that the resulting EBM has a particularly simple form in the

space of the latent variables of the flow-based model. MCMC sampling of the EBM in the latent

space, which is a simple special case of neural transport MCMC [HSD19], mixes well and is able

to traverse modes in the data space. This enables proper sampling and learning of EBMs. Please

refer to [NGS20] for more details.
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Table 4.2.4: Semi-supervised classification error (%) on the SVHN test set. † indicates that we

derive the results by running the released code. ∗ indicates that the method uses data augmentation.

The other cited results are provided by the original papers. Our results are averaged over three runs.

Method
# of labeled data

500 1000

SWWAE [ZMG15] 23.56

Skip DGM [MSS16] 16.61 (±0.24)

Auxiliary DGM [MSS16] 22.86

GAN with FM [SGZ16] 18.44 (±4.8) 8.11 (±1.3)

VAT-Conv-small [MMK18] 6.83 (±0.24)

on Conv-small used in [SGZ16, MMK18]

FCE-init 9.42 (±0.24) 8.50 (±0.26)

FCE 7.05 (±0.28) 6.35 (±0.12)

Π model [LA16] 7.05 (±0.30) 5.43 (±0.25)

VAT-Conv-large [MMK18] †8.98 (±0.26) 5.77 (±0.32)

Mean Teacher [TV17] 5.45 (±0.14) 5.21 (±0.21)

Π model∗ [LA16] 6.83 (±0.66) 4.95 (±0.26)

Temporal ensembling∗ [LA16] 5.12 (±0.13) 4.42 (±0.16)

on Conv-large used in [LA16, MMK18]

FCE-init 8.86 (±0.26) 7.60 (±0.23)

FCE 6.86 (±0.18) 5.54 (±0.18)

FCE + VAT 4.47 (±0.23) 3.87 (±0.14)
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CHAPTER 5

A representational model of grid cells

5.1 Introduction

Imagine walking in the darkness. Purely based on the sense of self-motion, one can gain a

sense of self-position by integrating the self-motion - a process often referred to as path inte-

gration [Dar73, EJ04, HFM05, FBB08, MBJ06]. While the exact neural underpinning of path in-

tegration remains unclear, it has been hypothesized that the grid cells [HFM05, FHW08, YWU11,

KJB12, JWM13, DBB10] in the mammalian medial entorhinal cortex (mEC) may be involved in

this process [GAS18, RWP19, HBZ16]. The grid cells are so named because individual neurons

exhibit striking firing patterns that form hexagonal grids when the agent (such as a rat) navigates in

a 2D open field [FMW04, HFM05, FT06, BF09, SF11, BWZ07, CWZ13, AIL09, PSR13, AB20].

The grid cells also interact with the place cells in the hippocampus [OK79]. Unlike a grid cell that

fires at the vertices of a lattice, a place cell often fires at a single (or a few) locations.

The purpose of this chapter is to understand how the grid cells may perform path integration

calculations1. We study a general optimization-based representational model in which the 2D self-

position is represented by a higher-dimensional vector and the 2D self-motion is represented by

a transformation of the vector. The vector representation can be considered position encoding

or position embedding, where the elements of the vector may be interpreted as activities of a

population of grid cells. The transformation can be realized by a recurrent network that acts on the

vector. Our focus is to study the properties of the transformation.

1The main contributions in this chapter were first described in [GXZ18a, GXW20]

98



Specifically, we identify two conditions for the transformation: a group representation condi-

tion and an isotropic scaling condition, under which we demonstrate that the local neighborhood

around a self-position in the 2D physical space is embedded conformally as a 2D neighborhood

around the vector representation of the self-position in the neural space.

We then investigate the simplest special case of the transformation, i.e., linear transformation,

that forms a matrix Lie group of rotation, under which case we show that the isotropic scaling

condition is connected to the hexagonal grid patterns of the grid cells. Our numerical experiments

demonstrate that our model learns clear hexagon grid patterns of multiple scales which share ob-

served properties of the grid cells in the rodent brain, by optimizing a simple loss function. The

learned model is also capable of accurate long-distance path integration.

Contributions. Our work contributes to understanding the grid cells from the perspective of

representation learning. We conduct novel theoretical analysis of (1) general transformation for

path integration by identifying two key conditions and a local conformal embedding property,

(2) linear transformation by revealing the algebraic and geometric structure and connecting the

isotropic scaling condition and the hexagon grid patterns, and (3) integration of linear transfor-

mation model and basis expansion model. Experimentally we learn clear hexagon grid patterns

that are consistent with biological observations, and the learned model is capable of accurate path

integration.

5.2 General transformation

5.2.1 Position embedding

Consider an agent (e.g., a rat) navigating within a 2D open field. Let x = (x1,x2) be the self-

position of the agent. We assume that the self-position x in the 2D physical space is represented

by the response activities of a population of d neurons (e.g., d = 200), which form a vector v(x) =

(vi(x), i = 1, ...,d)> in the d-dimensional “neural space”, with each element vi(x) representing the
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(a) physical space (b) neural space

Figure 5.2.1: The local 2D polar system around self-position x in the 2D physical space (a) is embedded

conformally as a 2D polar system around vector v(x) in the d-dimensional neural space (b), with a scaling

factor s (so that δ r in the physical space becomes sδ r in the neural space).

firing rate of one neuron when the animal is at location x.

v(x) can be called position encoding or position embedding. Collectively, (v(x),∀x) forms

a codebook of x ∈ R2, and (v(x),∀x) is a 2D manifold in the d-dimensional neural space, i.e.,

globally we embed R2 as a 2D manifold in the neural space. Locally, we identify two conditions

under which the 2D local neighborhood around x is embedded conformally as a 2D neighborhood

around v(x) with a scaling factor. See Fig. 5.2.1. As shown in Section 5.3.3, the conformal

embedding is connected to the hexagon grid patterns.

5.2.2 Transformation and path integration

At self-position x, if the agent makes a self-motion ∆x = (∆x1,∆x2), then it moves to x+∆x.

Correspondingly, the vector representation v(x) is transformed to v(x+∆x). The general form

of the transformation can be formulated as:

v(x+∆x) = F(v(x),∆x). (5.1)

The transformation F(·,∆x) can be considered a representation of ∆x, which forms a 2D additive

group. We call Eq. (5.1) the transformation model. It can be implemented by a recurrent network

to derive a path integration model: if we start from x0, and make a sequence of moves (∆xt , t =

1, ...,T ), then the vector is updated by vt = F(vt−1,∆xt), where v0 = v(x0), and t = 1, ...,T .
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5.2.3 Group representation condition

The solution to the transformation model (Eq. (5.1)) should satisfy the following condition.

Condition 1. (Group representation condition) (v(x),∀x) and (F(v,∆x),∀∆x) form a represen-

tation of the 2D additive Euclidean group R2 in the sense that

F(v(x),∆x1 +∆x2) = F(F(v(x),∆x1),∆x2), (5.2)

for any ∆x1 and ∆x2, and for any x.

The reason is that the agent can move in one step by ∆x1+∆x2, or first move by ∆x1, and then

move by ∆x2. Both paths would end up at the same x+∆x1 +∆x2, which is represented by the

same v(x+∆x1 +∆x2). It is a necessary self-consistent condition for the transformation model

(Eq. (5.1)).

5.2.4 Egocentric self-motion

Self-motion can also parametrized egocentrically as (∆r,θ), where ∆r is the displacement along

the direction θ ∈ [0,2π], so that ∆x= (∆x1 = ∆r cosθ ,∆x2 = ∆r sinθ). The egocentric self-motion

could be more biologically plausible where θ is encoded by head direction, and ∆r can be inter-

preted as the speed along direction θ . The transformation model then becomes

v(x+∆x) = F(v(x),∆r,θ), (5.3)

where we continue to use F(·) for the transformation (with slight abuse of notation). (∆r,θ) form

a polar coordinate system around x.

5.2.5 Infinitesimal self-motion and directional derivative

In this subsection, we derive the transformation model for infinitesimal self-motion. While we use

∆x or ∆r to denote finite (non-infinitesimal) self-motion, we use δx or δ r to denote infinitesimal
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self-motion. At self-position x, for an infinitesimal displacement δ r along direction θ , δx =

(δx1 = δ r cosθ ,δx2 = δ r sinθ). See Fig. 5.2.1 (a) for an illustration. Given that δ r is infinitesimal,

a first order Taylor expansion of F(v(x),δ r,θ) with respect to δ r gives us

v(x+δx) = F(v(x),δ r,θ) = F(v(x),0,θ)+F ′(v(x),0,θ)δ r+o(δ r)

= v(x)+ fθ (v(x))δ r+o(δ r), (5.4)

where F(v(x),0,θ) = v(x) because zero displacement does not change v(x), and fθ (v(x)) :=

F ′(v(x),0,θ) is the first derivative of F(v(x),∆r,θ) with respect to ∆r at ∆r = 0. fθ (v(x)) is the

directional derivative of F(·) at self-position x and direction θ .

5.2.6 Isotropic scaling condition

With the directional derivative, we define the second condition as follows, which leads to locally

conformal embedding and is connected to hexagon grid pattern.

Condition 2. (Isotropic scaling condition) For any fixed x, ‖ fθ (v(x))‖ is constant over θ .

Let f0(v(x)) denote fθ (v(x)) for θ = 0, and fπ/2(v(x)) denote fθ (v(x)) for θ = π/2. Then

we have the following theorem: .

Theorem 1. Assume group representation condition 1 and isotropic scaling condition 2. At any

fixed x, for the local motion δx = (δ r cosθ ,δ r sinθ) around x, let δv = v(x+ δx)−v(x) be

the change of vector and s = ‖ fθ (v(x))‖, then we have ‖δv‖= s‖δx‖. Moreover,

δv = fθ (v(x))δ r+o(δ r) = f0(v(x))δ r cosθ + fπ/2(v(x))δ r sinθ +o(δ r), (5.5)

where f0(v(x)) and fπ/2(v(x)) are two orthogonal basis vectors of equal norm s.

See chapter appendix for a proof and Fig. 5.2.1(b) for an illustration. Theorem 1 indicates that

the local 2D polar system around self-position x in the 2D physical space is embedded conformally

as a 2D polar system around vector v(x) in the d-dimensional neural space, with a scaling factor

s (our analysis is local for any fixed x, and s may depend on x).
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Why isotropic scaling and conformal embedding? The neurons are intrinsically noisy. Dur-

ing path integration, the errors may accumulate in v. Moreover, when inferring self-position from

a visual image, it is possible the v is inferred first with error, and then x is decoded from the

inferred v. Due to isotropic scaling and conformal embedding, locally we have ‖δv‖ = s‖δx‖,

which guarantees that the `2 error in v translates proportionally to the `2 error in x, so that there

will not be adversarial perturbations in v(x) that cause excessively big errors in x. Section 5.3.2

presents explicit analysis on error correction.

5.3 Linear transformation

After studying the general transformation, we now investigate the linear transformation of v(x),

for the following reasons. (1) It is the simplest transformation for which we can derive explicit

algebraic and geometric results. (2) It enables us to connect the isotropic scaling condition to

hexagon grid patterns. (3) In Section 5.4, we integrate it with the basis expansion model, which is

also linear in v(x).

For finite (non-infinitesimal) self-motion, the linear transformation model is:

v(x+∆x) = F(v(x),∆x) =M(∆x)v(x), (5.6)

whereM(∆x) is a matrix. The group representation condition becomes

M(∆x1 +∆x2) =M(∆x2)M(∆x1), (5.7)

i.e., M(∆x) is a matrix representation of self-motion ∆x. For egocentric parametrization of self-

motion (∆r,θ), we can further write M(∆x) =Mθ (∆r) for ∆x = (∆r cosθ ,∆r sinθ), and the

linear model becomes v(x+∆x) = F(v(x),∆r,θ) =Mθ (∆r)v(x).

5.3.1 Algebraic structure: matrix Lie algebra and Lie group

For the linear model (Eq. (5.6)), the directional derivative can be expressed as: fθ (v(x)) =

F ′(v(x),0,θ) = B(θ)v(x), where B(θ) is a d× d matrix only depending on the direction θ .
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For infinitesimal self-motion, the transformation model in Eq. (5.4) becomes

v(x+δx) = (I+B(θ)δ r)v(x)+o(δ r), (5.8)

where I is the identity matrix. It can be considered a linear recurrent network where B(θ) is the

learnable weight matrix. We have the following theorem for the algebraic structure of the linear

transformation.

Theorem 2. Assume the linear transformation model so that for infinitesimal self-motion (δ r,θ),

the model is in the form of Eq. (5.8), then for finite displacement ∆r,

v(x+∆x) =Mθ (∆r)v(x) = exp(B(θ)∆r)v(x). (5.9)

Proof. We can divide ∆r into N steps, so that δ r = ∆r/N→ 0 as N→ ∞, and

v(x+∆x) = (I+B(θ)(∆r/N)+o(1/N))Nv(x)→ exp(B(θ)∆r)v(x) (5.10)

as N→ ∞. The matrix exponential map is defined by exp(A) = ∑
∞
n=0 An/n!.

The above math underlies the relationship between matrix Lie algebra and matrix Lie group [Tay02].

For a fixed θ , the set of Mθ (∆r) = exp(B(θ)∆r) for ∆r ∈ R forms a matrix Lie group, which is

both a group and a manifold. The tangent space of Mθ (∆r) at identity I is called matrix Lie

algebra. B(θ) is the basis of this tangent space, and is often referred to as the generator matrix.

Path integration. The path integration model then becomes as follows. If the agent starts

from x0, and make a sequence of moves ((∆rt ,θt), t = 1, ...,T ), then the vector representation of

self-position is updated by

vt = exp(B(θt)∆rt)vt−1, (5.11)

where v0 = v(x0), and t = 1, ...,T .

Approximation to exponential map. For a finite but small ∆r, exp(B(θ)∆r) can be approxi-

mated by a second-order (or higher-order) Taylor expansion

exp(B(θ)∆r) = I+B(θ)∆r+B(θ)2
∆r2/2+o(∆r2). (5.12)
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5.3.2 Geometric structure: rotation, periodicity, metic and error correction

If we assume B(θ) = −B(θ)>, i.e., skew-symmetric, then I+B(θ)δ r in Eq. (5.8) is approxi-

mately a rotation matrix operating on v(x), due to the fact that (I+B(θ)δ r)(I+B(θ)δ r)> =

I+O(δ r2). For finite ∆r, exp(B(θ)∆r) is also a rotation matrix, as it equals to the product of N

matrices I +B(θ)(∆r/N) (Eq. (5.10)). The geometric interpretation is that, if the agent moves

along the direction θ in the physical space, the vector v(x) is rotated by the matrix B(θ) in the

neural space, while the `2 norm ‖v(x)‖2 remains fixed. We may interpret ‖v(x)‖2 = ∑
d
i=1 vi(x)

2

as the total energy of grid cells. See Fig. 5.2.1(b).

The angle of rotation is given by ‖B(θ)v(x)‖δ r/‖v(x)‖, because ‖B(θ)v(x)‖δ r is the arc

length and ‖v(x)‖ is the radius. If we further assume the isotropic scaling condition, which be-

comes that ‖ fθ (v(x))‖ = ‖B(θ)v(x)‖ is constant over θ for the linear model, then the angle of

rotation can be written as µδ r, where µ = ‖B(θ)v(x)‖/‖v(x)‖ is independent of θ . Geometri-

cally, µ tells us how fast the vector rotates in the neural space as the agent moves in the physical

space. In practice, µ can be much bigger than 1 for the learned model, thus the vector rotates back

to itself in a short distance, causing the periodic patterns in the elements of v(x). µ captures the

notion of metric.

For µ� 1, the conformal embedding in Fig. 5.2.1 (b) magnifies the local motion in Fig. 5.2.1

(a), and this enables error correction [SF11]. More specifically, we have the following explicit

result.

Theorem 3. Assume the linear transformation model (Eq. (5.8)) and the isotropic scaling con-

dition 2. For any fixed x, let µ = ‖B(θ)v(x)‖/‖v(x)‖. Suppose the neurons are noisy: v =

v(x)+ ε, where ε ∼N (0,τ2Id) and τ2 = α2(‖v(x)‖2/d), so that α2 measures the variance of

noise relative to the average magnitude of (vi(x)
2, i = 1, ...,d). Suppose the agent infers its 2D

position x̂ from v by x̂ = argminx′ ‖v− v(x′)‖2, i.e., v(x̂) is the projection of v onto the 2D

manifold formed by (v(x′),∀x′). Then we have

E‖x̂−x‖2 = 2α
2/(µ2d). (5.13)
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See chapter appendix for proof. A similar result can be obtained for the general transformation

model. By the above theorem, error correction of grid cells is due to two factors: (1) higher

dimensionality d of v(x) for encoding 2D x, and (2) a magnifying µ� 1 (our analysis is local for

any fixed x, and µ may depend on x).

5.3.3 Isotropic scaling condition and hexagon grid patterns

In this subsection, we make the connection between the isotropic scaling condition 2 in the linear

model and the emergence of hexagon grid patterns, which can be created by linearly mixing three

Fourier plane waves whose directions are 2π/3 apart. We show such linear mixing satisfies the

linear model and the isotropic scaling condition.

Theorem 4. Let e(x) = (exp(i〈a j,x〉), j = 1,2,3)>, where (a j, j = 1,2,3) are three 2D vectors of

equal norm, and the angle between every pair of them is 2π/3. Let v(x) =Ue(x), whereU is an

arbitrary unitary matrix. Let B(θ) = U ∗D(θ)U , where D(θ) = diag(i〈a j,q(θ)〉, j = 1,2,3),

with q(θ) = (cosθ ,sinθ)>. Then (v(x),B(θ)) satisfies the linear transformation model (Eq.

(5.8)) and the isotropic scaling condition 2. Moreover,B(θ) is skew-symmetric.

See chapter appendix for proof. We would like to emphasize that the above theorem is to give

a solution to our model, but our optimization-based model does not assume any superposition

of Fourier basis functions as in the theorem. Our experimental results are learned purely by

optimizing a loss function based on the simple assumptions of our model with generic vectors and

matrices.

5.3.4 Modules

Biologically, it is well established that grid cells are organized in discrete modules [BHB07,

SSS12] or blocks. We thus partition the vector v(x) into K blocks, v(x) = (vk(x),k = 1, ...,K).

Correspondingly the generator matrices B(θ) = diag(Bk(θ),k = 1, ...,K) are block diagonal, so

that each sub-vector vk(x) is rotated by a sub-matrixBk(θ). For the general transformation model,

106



each sub-vector is transformed by a separate sub-network. By the same argument as in subsection

5.3.2, let µk = ‖Bkvk(x)‖/‖vk(x)‖, then µk is the metric of module k.

5.4 Interaction with place cells

5.4.1 Place cells

For each v(x), we need to uniquely decode x globally. This can be accomplished with place

cells. Specifically, each place cell fires when the agent is at a specific position. Let A(x,x′)

be the response map for the place cell associated with position x′. It measures the adjacency

between x and x′. A commonly used form of A(x,x′) is the Gaussian adjacency kernel A(x,x′) =

exp(−‖x−x′‖2/(2σ2)).

5.4.2 Basis expansion

Figure 5.4.1: Illustration of basis expansion model A(x,x′) = ∑
d
i=1 ui,x′vi(x), where vi(x) is the response

map of i-th grid cell, shown at the bottom, which shows 5 different i. A(x,x′) is the response map of place

cell associated with x′, shown at the top, which shows 3 different x′. ui,x′ is the connection weight.

A popular model that connects place cells and grid cells is the following basis expansion model

(or PCA-based model) [DSM16]:

A(x,x′) = 〈v(x),u(x′)〉=
d

∑
i=1

ui,x′vi(x), (5.14)
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where v(x) = (vi(x), i = 1, ...,d)>, and u(x′) = (ui,x′, i = 1, ...,d)>. Here (vi(x), i = 1, ...,d)

forms a set of d basis functions (which are functions of x) for expanding A(x,x′) (which is a

function of x for each place x′), while u(x′) is the read-out weight vector for place cell at x′, and

needs to be learned. See Fig. 5.4.1 for an illustration. Experimental results on biological brains

have shown that the connections from grid cells to place cells are excitatory [ZYM13, ROS18].

We thus assume that ui,x′ ≥ 0 for all i and x′.

5.4.3 From group representation to basis functions

The vector representation v(x) generated (or constrained) by the linear transformation model (Eq.

(5.6)) can serve as basis functions of the PCA-based basis expansion model (Eq. (5.14)), due to the

fundamental theorems of Schur [Zee16] and Peter-Weyl [Tay02], which reveal the root of Fourier

analysis and generalize it to general groups. Specifically, if M(∆x) is an irreducible unitary

representation of ∆x that forms a compact Lie group, then the elements {Mi j(∆x)} form a set of

orthogonal basis functions of ∆x. Let v(x) =M(x)v(0) (where we choose the origin 0 as the

reference point). The elements of v(x), i.e., (vi(x), i = 1, ...,d), are linear mixings of the basis

functions {Mi j(x)}, so that they themselves form a new set of basis functions that serve to expand

(A(x,x′),∀x′) that parametrizes the place cells.

The basis expansion model (or PCA-based model) (Eq. 5.14) assumes that the basis functions

are orthogonal, while in our work, we do not make the orthogonality assumption. Interestingly,

the learned transformation model generates basis functions that are close to being orthogonal au-

tomatically. See chapter appendix for more detailed explanation and experimental result.

5.4.4 Decoding and re-encoding

For a neural response vector v, such as vt in Eq. (5.11), the response of the place cell associated

with location x′ is 〈v,u(x′)〉. We can decode the position x̂ by examining which place cell has
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the maximal response, i.e.,

x̂= argmax
x′
〈v,u(x′)〉. (5.15)

After decoding x̂, we can re-encode v← v(x̂) for error correction. Decoding and re-encoding can

also be done by directly projecting v onto the manifold (v(x),∀x), which gives similar results.

See chapter appendix for more analysis and experimental results.

5.5 Learning

We learn the model by optimizing a loss function defined based on three model assumptions dis-

cussed above: (1) the basis expansion model (Eq. (5.14)), (2) the linear transformation model

(Eq. (5.9)) and (3) the isotropic scaling condition 2. The input is the set of adjacency kernels

A(x,x′),∀x,x′. The unknown parameters to be learned are (1) (v(x) = (vk(x),k = 1, ...,K),∀x),

(2) (u(x′),∀x′) and (3) (B(θ),∀θ). We assume that there are K modules or blocks and B(θ) is

skew-symmetric, so thatB(θ) are parametrized as block-diagonal matrices (Bk(θ),k= 1, ...,K),∀θ)

and only the lower triangle parts of the matrices need to be learned. The loss function is de-

fined as a weighted sum of simple `2 loss terms constraining the three model assumptions: L =

L0 +λ1L1 +λ2L2, where

L0 = Ex,x′[A(x,x
′)−〈v(x),u(x′)〉]2, (basis expansion) (5.16)

L1 =
K

∑
k=1

Ex,∆x‖vk(x+∆x)− exp(Bk(θ)∆r)vk(x)‖2, (transformation) (5.17)

L2 =
K

∑
k=1

Ex,θ ,∆θ [‖Bk(θ +∆θ)vk(x)‖−‖Bk(θ)vk(x)‖]2. (isotropic scaling) (5.18)

λ1 and λ2 are chosen so that the three loss terms are of similar magnitudes. A(x,x′) are given as

Gaussian adjacency kernels. For regularization, we add a penalty on ‖u(x′)‖2, and further assume

u(x′) ≥ 0 so that the connections from grid cells to place cells are excitatory [ZYM13, ROS18].

However, note that u(x′)≥ 0 is not necessary for the emergence of hexagon grid patterns as shown

in the ablation studies.
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Expectations in L0, L1 and L2 are approximated by Monte Carlo samples. L is minimized by

Adam [KB14] optimizer. See chapter appendix for implementation details.

5.6 Experiments

Figure 5.6.1: Hexagonal grid firing patterns emerge in the learned network. Every response map shows

the firing pattern of one neuron (i.e, one element of v) in the 2D environment. Every row shows the firing

patterns of the neurons within the same block or module.

We conduct numerical experiments to learn the representations as described in Section 5.5.

Specifically, we use a square environment with size 1m × 1m, which is discretized into a 40×40

lattice. For direction, we discretize the circle [0,2π] into 144 directions and use nearest neighbor

linear interpolations for values in between. We use the second-order Taylor expansion (5.12) to

approximate the exponential map exp(B(θ)∆r). The self displacement ∆r are sampled within a

small range, i.e., ∆r is smaller than 3 grids on the lattice. For A(x,x′), we use a Gaussian adjacency

kernel with σ = 0.07. v(x) is of d = 192 dimensions, which is partitioned into K = 16 modules,

each of which has 12 cells.
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5.6.1 Hexagon grid patterns

Fig. 5.B.10 shows the learned firing patterns of v(x) = (vi(x), i = 1, ...,d) over the 40×40 lattice

of x. Every row shows the learned units belonging to the same block or module. Regular hexagon

grid patterns emerge. Within each block or module, the scales and orientations are roughly the

same, but with different phases or spatial shifts. For the learnedB(θ), each element shows regular

sine/cosine tuning over θ . See to chapter appendix for more learned patterns.

We further investigate the characteristics of the learned firing rate patterns (i.e., v(x)) using

measures adopted from the grid cell literature. Specifically, the hexagonal regularity, scale and

orientation of grid-like patterns are quantified using the gridness score, grid scale and grid orien-

tation [LAC10, SFH06], which are determined by taking a circular sample of the autocorrelogram

of the response map. Table 5.6.1 summarizes the results of gridness scores and comparisons with

other optimization-based approaches [BBU18, SMG19]. We apply the same threshold to deter-

mine whether a learned neuron can be considered a grid cell as in [BBU18] (i.e., gridness score

¿ 0.37). For our model, 73.10% of the learned neurons exhibit significant hexagonal periodicity

in terms of gridness scores. Fig. 5.6.2 shows the histogram of grid scales of learned grid cell

neurons (mean 0.33, range 0.21 to 0.49), which follows a multi-modal distribution. The ratio

between neighboring modes is roughly 1.52 and 1.51, which closely match the theoretical predic-

tions [WPB15, SMH15] and also the empirical results from rodent grid cells [SSS12]. Collectively,

these results reveal striking, quantitative correspondence between the properties of our model neu-

rons and those of the grid cells in the brain.
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Figure 5.6.2: Multi-modal distribution

of grid scales of the learned model grid

cells. The scale ratios closely match the

real data [SSS12].

Table 5.6.1: Summary of gridness scores of the units

learned from different models. To determine the valid

grid cells, we apply the same threshold of gridness score

as in [BBU18], i.e., gridness score ¿ 0.37. For our model,

we run 5 trials and report the average and standard devi-

ation.

Model Gridness score % of grid cells

[BBU18] (LSTM) 0.18 25.20

[SMG19] (RNN) 0.48 56.10

Ours 0.90 ± 0.044 73.10 ± 1.33

Ablation studies. We conduct ablation studies to examine whether certain model assumptions

are empirically important for the emergence of hexagon grid patterns. The conclusions are high-

lighted as follows: (1) The loss term L2 in Eq. (5.18) for isotropic scaling is necessary for learning

hexagon grid patterns. (2) The constraint u(x′)≥ 0 is not necessary for learning hexagon patterns,

but the activations can be either excitatory or inhibitory without the constraint. (3) The skew-

symmetric assumption on B(θ) is not important for learning hexagon grid patterns. (4) Hexagon

patterns always emerge regardless of the choice of block size and number of blocks. (5) Multiple

blocks or modules are necessary for the emergence of hexagon grid patterns of multiple scales.

See Fig. 5.6.3 for several learned patterns and chapter appendix for the full studies.

5.6.2 Path integration

We then examine the ability of the learned model on performing multi-step path integration, which

can be accomplished by recurrently updating vt (Eq. (5.11)) and decoding vt to xt for t = 1, ...,T

(Eq. (5.15)). Re-encoding vt ← v(xt) after decoding is adopted. Fig. 5.6.4(a) shows an example

trajectory of accurate path integration for number of time steps T = 30. As shown in Fig. 5.6.4(b),

with re-encoding, the path integration error remains close to zero over a duration of 500 time steps
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(a) without L2 (b) without u(x′)≥ 0 (c) without skew-symmetry

Figure 5.6.3: Learned response maps in ablation studies where a certain model assumption is removed.

(a) Remove the loss term L2. (b) Remove the assumption u(x′) ≥ 0. (c) Remove the skew-symmetric

assumption onB(θ).

(< 0.01 cm, averaged over 1,000 episodes), even if the model is trained with the single-time-step

transformation model (Eq. (5.17)). Without re-encoding, the error goes slightly higher but still

remains small (ranging from 0.0 to 4.2 cm, mean 1.9 cm in the 1m × 1m environment). Fig.

5.6.4(c) summarizes the path integration performance by fixing the number of blocks and altering

the block size. The performance of path integration would be improved as the block size becomes

larger, i.e., more units or cells in each module. When block size is larger than 16, path integration

is very accurate for the time steps tested.

Error correction. See chapter appendix for numerical experiments on error correction, which

show that the learned model is still capable of path integration when we apply Gaussian white

noise errors or Bernoulli drop-out errors to vt .

5.7 Related work

Our work is related to several lines of previous research on modeling grid cells. First, RNN

models have been used to model grid cells and path integration. The traditional approach uses

simulation-based models with hand-crafted connectivity, known as Continuous Attractor Neural

Network (CAN) [AA92, BF09, CWZ13, PSR13, AB20]. On the other hand, more recently two

pioneering works [CW18, BBU18] developed optimization-based RNN approaches to learn the
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Figure 5.6.4: The learned model can perform accurate path integration. (a) Black: example trajectory. Red:

inferred trajectory. (b) Path integration error over the number of time steps, for procedures with re-encoding

and without re-encoding. (c) Path integration error with fixed number of blocks and different block sizes,

for 50 and 100 time steps. The error band in (b) and error bar in (c) are standard deviations computed over

1,000 episodes.

path integration model and discovered that grid-like response patterns could emerge in the opti-

mized networks. These results are further substantiated in [SMG19, CWC20]. Our work analyzes

the properties of the general recurrent model for path integration, and our method belongs to the

scheme of optimization-based approaches.

Second, our work differs from the PCA-based basis expansion models [DSM16, SMG19,

SBG17] in that, unlike PCA, we make no assumption about the orthogonality between the ba-

sis functions, and the basis functions are generated by the transformation model. Furthermore, in

previous basis expansion models [DSM16, SMG19], place fields with Mexican-hat patterns (with

balanced excitatory center and inhibitory surround) had to be assumed in order to obtain hexago-

nal grid firing patterns. However, experimentally measured place fields in biological brains were

instead well-characterized by Gaussian functions. Crucially, in our model, hexagonal grids emerge

from learning with Gaussian place fields, and there is no need to assume any additional surround

mechanisms or difference of Gaussian kernels.

In earlier work, we propose matrix representation of 2D self-motion [GXZ18a], while this

chapter analyzes general transformation, and our investigation of the special case of the linear

model reveals matrix Lie algebra and matrix Lie group structure, and connects the isotropic scaling
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condition to hexagon grid patterns. Our work also connects the linear transformation model to the

basis expansion model.

5.8 Conclusion and discussion

This chapter analyzes the recurrent model for path integration calculations by grid cells. We iden-

tify a group representation condition and an isotropic scaling condition that give rise to the locally

conformal embedding of the self-motion. We study a linear prototype model that has a matrix

Lie algebra and matrix Lie group structure, and connect the isotropic scaling condition to hexagon

grid patterns. In addition to these theoretical investigations, our numerical experiments demon-

strate that our model can learn hexagon grid patterns for the response maps of grid cells, and the

learned model is capable of accurate path integration.
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CHAPTER APPENDIX

5.A Theoretical analysis

5.A.1 Graphical illustrations of key equations

Fig. 5.A.1 illustrates key equations in the main text as well as in the chapter appendix.

5.A.2 Proof of Theorem 1 on conformal embedding

Proof: See Fig. 5.A.1(a) and (b) for an illustration. Consider the self-motion δx=(δ r cosθ ,δ r sinθ),

v(x+δx) = F(v(x),δ r,θ) = v(x)+ fθ (v(x))δ r+o(δ r). (5.19)

We can decompose the self-motion δx into two steps. First move along the direction 0 by δ r cosθ ,

and then move along the direction π/2 by δ r sinθ . Then under the group representation condi-

tion:

v(x+δx) = F [F(v(x),δ r cosθ ,0),δ r sinθ ,π/2)]

= F [v(x)+ f0(v(x))δ r cosθ +o(δ r),δ r sinθ ,π/2]

= [v(x)+ f0(v(x))δ r cosθ ]+ fπ/2[v(x)+ f0(v(x))δ r cosθ +o(δ r)]δ r sinθ +o(δ r)

= v(x)+ f0(v(x))δ r cosθ + fπ/2(v(x))δ r sinθ +o(δ r), (5.20)

The last equation holds because assuming the derivative f ′
π/2(v(x)) exists, then by first-order

Taylor expansion,

fπ/2[v(x)+ f0(v(x))δ r cosθ +o(δ r)]δ r sinθ (5.21)

=[ fπ/2(v(x))+ f ′
π/2(v(x)) f0(v(x))δ r cosθ +o(δ r)]δ r sinθ (5.22)

= fπ/2(v(x))δ r sinθ +o(δ r). (5.23)

Since v(x+δx)=v(x)+ fθ (v(x))δ r+o(δ r), by Eq. (5.20) we have fθ (v(x))= f0(v(x))cosθ +
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(a) physical space (b) neural space

(c) linear transformation (d) as rotation

Figure 5.A.1: Color-coded illustration. (a) In the 2D physical space, the agent moves from x to x+

δx, where δx = (δ r cosθ ,δ r sinθ), i.e., the agent moves by δ r along the direction θ . We also show a

displacement of δ r in a different direction. (b) In the d-dimensional neural space, the vector v(x) is changed

to v(x+ δx) = F(v(x),δ r,θ) = v(x)+ fθ (v(x))δ r + o(δ r), where the displacement is fθ (v(x))δ r =

f0(v(x))δ r cosθ + fπ/2(v(x))δ r sinθ . Under the isotropic condition that ‖ fθ (v(x))‖ is constant over θ ,

the local 2D self-motion δx at x in the 2D physical space is embedded conformally into the neural space as

a 2D subspace around v(x). (c) Linear transformation, where fθ (v(x)) =B(θ)v(x). (d) 3D perspective

view of linear transformation as a rotation: v(x+δx) is a rotation of v(x), and the angle of rotation is µδ r,

where µ = ‖B(θ)v(x)‖/‖v(x))‖ (µ may depend on x).

fπ/2(v(x))sinθ , which is a 2D basis expansion. We are yet to prove that the two basis vectors

f0(v(x)) and fπ/2(v(x)) are orthogonal with equal norm.

For notational simplicity, let v1 = f0(v(x)) and v2 = fπ/2(v(x)). Then under the isotropic

scaling condition, ‖v1‖= ‖v2‖= ‖ fθ (v(x))‖= s, and fθ (v(x)) = v1 cosθ +v2 sinθ for any θ .
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Then we have that for any θ ,

s2 = ‖ fθ (v(x))‖2 = ‖v1 cosθ +v2 sinθ‖2 = s2 +2〈v1,v2〉cosθ sinθ . (5.24)

Thus 〈v1,v2〉= 0, i.e., f0(v(x))⊥ fπ/2(v(x)). This leads to the conformal embedding of the local

2D polar system in the physical space as a 2D polar system in the d-dimensional neural space, with

a scaling factor s (which may depend on x). �

5.A.3 Proof of Theorem 3 on error correction

We first prove the following result about the general transformation.

Proposition 1. Assume the general transformation model (Eq. (5.19)) and the isotropic scaling

condition. For any fixed x, let s = ‖ fθ (v(x))‖, which is independent of θ . Suppose the neurons

are noisy: v = v(x)+ ε, where ε ∼N (0,τ2Id), and d is the dimensionality of v. Suppose the

agent infers its 2D position x̂ from v by x̂= argminx′ ‖v−v(x′)‖2, i.e., v(x̂) is the projection of

v onto the 2D manifold formed by (v(x′),∀x′). Then we have

E‖x̂−x‖2 = 2τ
2/s2. (5.25)

Proof: By theorem 1, for a fixed self-position x, we embed the 2D local neighborhood around

x as a local 2D plane around v(x) in the d-dimensional neural space. A local perturbation in

self-position, δx, is translated into a local perturbation in v(v+δx), so that

‖δv‖2 = ‖ fθ (v(x))δ r+o(δ r)‖2 = s2‖δx‖2, (5.26)

where δv = v(x+δx)−v(x).

Suppose the agent infers its 2D position x̂ by x̂ = argminx′ ‖v−v(x′)‖2, which amounts to

projecting v onto the local 2D plane around v(x). The projected vector v(x̂) on the local 2D

plane is v(x) + δv, where δv is the projection of ε onto the 2D plane. More specifically, let

(v1,v2) be an orthonormal basis of the local 2D plane centered at v(x). Then δv can be written
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as e1v1 + e2v2, where

e= (e1,e2)
> = (v1,v2)

>
ε ∼N (0,τ2I2). (5.27)

Let δx= x̂−x. Due to isotropic scaling and conformal embedding, the `2 squared error trans-

late according to

‖δx‖2 = ‖δv‖2/s2 = (e2
1 + e2

2)/s2, (5.28)

whose expectation is 2τ2/s2. Thus E‖x̂−x‖2 = 2τ2/s2.�

Proof of Theorem 3: It is reasonable to assume τ2 = α2(‖v(x)‖2/d), where α2 measures the

variance of noise relative to ‖v(x)‖2/d, which is the average of (vi(x)
2, i = 1, ...,d). In other

words, α2 measures the noise level.

In the linear case, the metric is

µ = ‖ fθ (v(x))‖/‖v(x)‖= ‖B(θ)v(x))‖/‖v(x)‖= s/‖v(x)‖, (5.29)

which measures how fast v(x) rotates in the neural space as x changes. Then

E‖δx‖2 = 2α
2/(µ2d). (5.30)

The above scaling shows that error correction depends on two factors. One is the metric µ , and the

other is the dimensionality d, i.e., the number of neurons. These correspond to two phases of error

correction. One is to project the d-dimensional ε to the 2-dimensional δv. The bigger d is, the

bigger the error correction. The other is to translate ‖δv‖2 to ‖δx‖2. The bigger µ is, the bigger

the error correction. �

5.A.4 Proof of Theorem 4 on hexagon grid patterns

Proof: Let e(x) = (exp(i〈a j,x〉), j = 1,2,3)>, where (a j, j = 1,2,3) are three 2D vectors of

equal norm, and the angle between every pair of them is 2π/3. Let v(x) =Ue(x), whereU is an
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arbitrary unitary matrix, i.e., U ∗U = I . Then ‖v(x)‖2 = ‖e(x)‖2 = 3 ∀x, and e(x) =U ∗v(x).

For self-motion δx= (δ r cosθ ,δ r sinθ) = q(θ)δ r, let

Λ(δx,θ) = diag(exp(〈a j,δx〉), j = 1,2,3)

= diag(exp(〈a j,q(θ)〉δ r), j = 1,2,3)

= I+diag(i〈a j,q(θ)〉), j = 1,2,3)δ r+o(δ r)

= I+D(θ)δ r+o(δ r). (5.31)

Then

v(x+δx) =Ue(x+δx)

=UΛ(δx,θ)e(x)

=UΛ(δx,θ)U ∗v(x)

= (I+UD(θ)U ∗v(x)δ r)v(x)+o(δ r)

= (I+B(θ)δ r)v(x)+o(δ r), (5.32)

whereB(θ) =UD(θ)U ∗, andB(θ) =−B(θ)∗. For isotropic condition,

‖B(θ)v(x)‖2 = ‖D(θ)e(x)‖2

=
3

∑
j=1
〈a j,q(θ)〉2

= const‖a j‖2‖q(θ)‖2 = const‖a j‖2, (5.33)

which is independent of θ , because (a j, j = 1,2,3) forms a tight frame in 2D.

One example of U is the following matrix:

1√
3


1 1 1

1 exp(i2π/3) exp(−i2π/3)

1 exp(−i2π/3) exp(i2π/3)

 (5.34)

The resulting (vi(x), i= 1,2,3) have the same orientation but different phases, i.e., they are spatially

shifted versions of each other. �
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The limitation of Theorem 4 is that we only show v(x) =Ue(x) satisfies the linear model and

the isotropic scaling condition, but we did not show that linear model with the isotropic condition

only has solutions that are hexagon grid patterns.

5.A.5 From group representation to orthogonal basis functions

Group representation is a central theme in modern mathematics. In particular, it leads to a deep

understanding and generalization of Fourier analysis or harmonic analysis.

For the set of {∆x} that form a group, a matrix representationM(∆x) is equivalent to another

representation M̃(∆x) if there exists an invertible matrix P such that M̃(∆x) = PM(∆x)P−1

for each x. A matrix representation is reducible if it is equivalent to a block diagonal matrix

representation, i.e., we can find a matrix P , such that PM(∆x)P−1 is block diagonal for every

∆x. Suppose the group is a finite group or a compact Lie group, and M is a unitary represen-

tation, i.e., M(∆x) is a unitary matrix. If M is block-diagonal, M = diag(Mk,k = 1, ...,K),

with non-equivalent blocks, and each block Mk cannot be further reduced, then the matrix ele-

ments (Mki j(∆x)) are orthogonal basis functions of ∆x. Such orthogonality relations are proved

by Schur [Zee16] for finite group, and by Peter-Weyl for compact Lie group [Tay02]. For our case,

theoretically the group of displacements ∆x in the 2D domain is R2, but we learn our model within

a finite range, and we further discretize the range into a lattice. Thus the above orthogonal relations

hold.

In our model, we also assume block diagonal M , and we call each block a module. However,

we do not assume each module is irreducible, i.e., each module itself may be further diagonalized

into a block diagonal matrix of irreducible sub-blocks. Thus the elements within the same module

vk(x) may be linear mixings of orthogonal basis functions of the irreducible sub-blocks, and the

linear mixings themselves are not necessarily orthogonal.

Fig. 5.A.2 visualizes the correlation between pairs of the learned vi(x) and v j(x), i, j = 1, ...,d.

For different i and j, the correlations between different vi(x) and v j(x) are close to zero; i.e., they
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Figure 5.A.2: Correlation heatmap for each pair of the learned vi(x) and v j(x). The correlations are

computed over 40×40 lattice of x.

are nearly orthogonal to each other. The average absolute value of correlation is 0.09, and the

within-block average value is about the same as the between-block average value.

Unlike previous work on learning basis expansion model (or PCA-based model [DSM16]), we

do not constrain the basis functions v(x) = (vi(x), i = 1, ...,d) to be orthogonal to each other.

Instead, we constrain them by our path integration model via the loss term L1. Nonetheless, the

learned vi(x) are close to being orthogonal in our experiments.

5.A.6 Decoding and re-encoding

In the above analysis, the projection of v onto the local 2D plane around v(x) is x̂= argminx′ ‖v−

v(x′)‖2, which, for the linear model, amounts to decoding v to x̂ via

x̂= argmax
x′
〈v,v(x′)〉, (5.35)

because ‖v(x′)‖2 is constant. We project v to v(x̂), which is an re-encoding of v.

We can also perform decoding via the learned u(x′):

x̂= argmax
x′
〈v,u(x′)〉, (5.36)
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and re-encoding v← v(x̂). For the above decoding, the heat map

h(x′) = 〈v,u(x′)〉= 〈v(x),u(x′)〉+ 〈ε,u(x′)〉= A(x,x′)+e(x′), (5.37)

where e(x′)= 〈ε,u(x′)〉∼N (0,α2‖v(x)‖2‖u(x′)‖2/d). For A(x,x′)= exp(−‖x−x′‖2/(2σ2))=

〈v(x),u(x′)〉, if σ2 is small, A(x,x′) decreases to 0 quickly, i.e., if ‖x′−x‖> c, then A(x,x′)<

exp(−c2/(2σ2)), and the chance for the maximum of h(x′) to be achieved at an x′ so that

‖x′−x‖ > c can be very small. The above analysis also provides a justification for regulariz-

ing ‖u(x′)‖2 in learning.

For error correction, we want to use small σ2. However, for path planning, we need large σ2

so that we can assess the adjacency as well as the change of the adjacency between the position on

the path and the target position even if they are far apart.

Figure 5.A.3: Path integration error over number of time steps. The mean and standard deviation band is

computed over 1,000 episodes. “v” means decoding by Eq. (5.35), and “u” means decoding by Eq. (5.36).

The squared domain is 1m × 1m.

In the experiments in the main text, we use Eq. (5.36) for decoding. In Fig. 5.A.3, we also

show the results of path integration using Eq. (5.35) for decoding, whose performance is even

better than Eq. (5.36). Especially the error would remain 0 over 300 time steps and 1,000 episodes

using Eq. (5.35) with re-encoding. The advantage of (5.35) is that error correction is achieved

within the grid cells system itself without interacting with the place cells.
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5.B Experiments

5.B.1 Implementation details

Monte Carlo samples. The expectations in loss terms are approximated by Monte Carlo sam-

ples. Here we detail the generation of Monte Carlo samples. For (x,x′) used in L0 =Ex,x′ [A(x,x′)−

〈v(x),u(x′)〉]2, x is first sampled uniformly within the entire domain, and then the displacement

dx between x and x′ is sampled from a normal distribution N (0,σ2I2), where σ = 0.48. This

is to ensure that nearby samples are given more emphasis. We let x′ = x+ dx, and those pairs

(x,x′) within the range of domain (i.e., 1m × 1m, 40× 40 lattice) are kept as valid data. For

(x,∆x) used in L1 = Ex,∆x|v(x+∆x)− exp(B(θ)∆r)v(x)|2, ∆x is sampled uniformly within a

circular domain with radius equal to 3 grids and (0,0) as the center. Specifically, ∆r2, the squared

length of ∆x, is sampled uniformly from [0,3] grids, and θ is sampled uniformly from [0,2π]. We

take the square root of the sampled ∆r2 as ∆r and let ∆x= (∆r cosθ ,∆r sinθ). Then x is uniformly

sampled from the region such that both x and x+∆x are within the range of domain. For (θ ,∆θ)

used in L2 = ∑
K
k=1 Ex,θ ,∆θ [‖Bk(θ +∆θ)vk(x)‖−‖Bk(θ)vk(x)‖]2, we uniformly sample θ and

θ +∆θ from discretized angles, i.e., 144 directions discretized for circle [0,2π]. We will study

sampling only small ∆θ in the future.

Training details. The model is trained for 14,000 iterations. At each iteration, the samples are

generated online. For the first 8,000 iterations, we update all learnable parameters, while for the

following iterations, we fix the learned v(x) and update the other learnable parameters. The initial

learning rate is set as 0.003 and is decreased by a factor of 0.5 every 500 iterations after 8,000

iterations. We use Adam [KB14] optimizer. The model is trained on a single Titan XP GPU. We

apply the maximum batch size that can fit into the single GPU, which is 90,000. It takes about 3.5

hours to train the model on a single Titan XP GPU.

124



5.B.2 Learned patterns

Fig. 5.B.1 displays the autocorrelograms of learned patterns of v(x).

Figure 5.B.1: Autocorrelograms of the learned patterns of v(x).

Fig. 5.B.2 shows the learned patterns of u(x) with 16 blocks of 12 cells in each block. Regular

hexagon patterns also emerge.

Figure 5.B.2: Learned patterns of u(x) with 16 blocks of size 12 cells in each block. Every row shows the

learned patterns within the same block.

Because A(x,x′) is a sharp Gaussian kernel, it contains a whole range of frequencies in the 2D

Fourier domain. The learned response maps of the grid cells span a range of frequencies or scales

too. Each module or block focuses on a certain frequency band, or a ring in the 2D Fourier domain,
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which corresponds to the metric of the module. The isotropic condition serves to constrain each

module to be within a ring of 2D frequencies. Different modules collectively pave the whole range

of frequencies.

It is worth noting that, consistent with the experiential observations, we assume individual

place field A(x,x′) to exhibit a Gaussian shape, rather than a Mexican-hat pattern (with bal-

anced excitatory center and inhibitory surround) as assumed in previous basis expansion models

[DSM16, SMG19] of grid cells. The Mexican-hat difference of Gaussians pattern occupies a ring

in the 2D Fourier domain. It corresponds to a module in our model. But we use isotropic condition

to enforce each module to be within a ring, and we use different modules to pave the whole Fourier

domain.

For learned firing patterns of v(x), we also display the histogram of grid orientations in Fig.

5.B.3, where we do not observe clear clusters.

Figure 5.B.3: Histogram of grid orientations of the learned firing patterns of v(x).

In Fig. 5.B.4, we show the learned patterns of a block ofB(θ). Each element shows significant

sine/cosine tuning over θ . For the other blocks, the patterns are all similar.

5.B.3 Error correction

We begin by aessing the ability of error correction of the learned system following the setting in

Theorem 3. Specifically, for a given location x, suppose the neurons are perturbed by Gaussian

noise: v = v(x)+ ε, where ε ∼N (0,τ2Id) and τ2 = α2(‖v(x)‖2/d), so that α2 measures the
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Figure 5.B.4: Learned patterns of a block ofB(θ). Each subfigure shows the value of an element inB(θ)

(vertical axis) over θ (horizontal axis).

variance of noise relative to the average magnitude of (vi(x)
2, i = 1, ...,d) and α measures the

relative standard deviation. We infer the 2D position x̂ from v by x̂ = argminx′ ‖v− v(x′)‖2.

Fig. 5.B.5 displays the inference error over the relative standard deviation α of the added Gaussian

noise. We also show the results using the learned u(x′) for inference (Eq. (5.36)). The system

works remarkably well even if α = 2.

We further assess the ability of error correction in long-distance path integration. Specifically,

along the way of path integration, at every time step t, two types of errors are introduced to vt : (1)

Gaussian noise or (2) dropout masks, i.e., a certain percentage of units are randomly set to zero.

Fig. 5.B.6 summarizes the path integration performance with different levels of injected errors
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Figure 5.B.5: Error correction results following the setting in Theorem 3. The error bar stands for the

standard deviation over 1,000 trials. “v” means decoding by Eq. (5.35), and “u” means decoding by Eq.

(5.36). The squared domain is 1m × 1m.

for T = 100, using v(x′) (Eq. (5.35)) or u(x′) (Eq. (5.36)) for decoding. The results show that

re-encoding at each step helps error correction, especially for dropout masks. For Gaussian noise,

even without decoding and re-encoding at each step, decoding at the final step alone is capable of

removing much of the noise. Notably, with re-encoding, the path integration works well even if

Gaussian noise with α = 1 is added or 50% units are randomly dropped out at each step, indicating

that the learned system is robust to different sources of errors.

5.B.4 Ablation studies

Isotropic scaling condition is necessary for hexagon grid patterns. A natural question is

whether the isotropic scaling condition (condition 2) is important to learn hexagon grid patterns.

To verify this, we learn the model by removing the loss term L2 (equation 14 in the main text)

from the loss function, which constrains the model to meet condition 2. As shown in Fig. 5.B.7,

more strip-like patterns emerge without L2, indicating that condition 2 is important for isotropic

grid-like patterns to emerge.

128



Figure 5.B.6: Path integration results with different levels of injected errors. Left: Gaussian noise. The

magnitude of noise is measured using the average of the squared magnitudes of the units in v(x) as the

reference. Right: dropout masks. Certain percentage of units are randomly set to zero at each step. “v”

means decoding by Eq. (5.35), and “u” means decoding by Eq. (5.36). The squared domain is 1m × 1m.

Assumption of u(x′) ≥ 0 is not necessary for hexagon grid patterns. During training, we

make an assumption of u(x′) ≥ 0 to make sure the connections from grid cells to place cells

are excitatory [ZYM13, ROS18]. However, we want to emphasize this is not a key assumption

leading to hexagon patterns in our model. Fig. 5.B.8 demonstrates the learned neurons in the

network without assuming u(x′) ≥ 0, where hexagonal grid firing patterns also emerge. The

average gridness score is 0.82 and the percentage of grid cells is 87.50%. However, the grid

activations could be either positive/excitatory (in red color) or negative/inhibitory (in blue color).

Skew-symmetric assumption ofB(θ) is not important for hexagon grid patterns. To derive

the clear geometric structure of the linear transformation model, we have assumed that B(θ) is

skew-symmetric, i.e., B(θ) = −B(θ)>. Nonetheless, this assumption is not important for the

emergence of hexagon grid patterns. Fig. 5.B.9 demonstrates the learned neurons without assum-

ing that B(θ) is skew-symmetric. Hexagon grid firing patterns emerge in most of the neurons,

with only one block of square grid firing patterns.
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Figure 5.B.7: Learned neurons without loss term L2, which is the constraint on isotropic scaling condition.

More strip-like firing patterns emerge.

Number and sizes of blocks do not matter. It is worthwhile to mention that the emergence of

hexagonal grid firing patterns in the learned neurons are not due to the specific design of the block

size or the number of blocks. Fig. 5.B.10 visualizes the learned neurons by fixing the total amount

of neurons at 192 and altering the block size and number of blocks. Hexagon patterns emerge in

all the settings.

Multiple blocks or modules are necessary for learning grid patterns of multiple scales. We

further try to fully remove the assumption of blocks or modules; i.e., we learn a single block of

B(θ). Fig. 5.B.11 shows the learned neurons and the corresponding autocorrelograms. All the

learned neurons share similar large scales, which indicates that the high-frequency part of A(x,x′)

may not be fitted very well.
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Figure 5.B.8: Learned neurons without the assumption of u(x′) ≥ 0. Hexagonal grid firing patterns also

emerge, with the grid activations being either positive/excitatory (in red color) or negative/inhibitory (in blue

color).

Figure 5.B.9: Learned neurons without skew-symmetric assumption of B(θ). Hexagonal grid firing pat-

terns emerge in most of the neurons, with a block of square grid firing patterns.
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(a) Block size = 16

(b) Block size = 24

(c) Block size = 32

(d) Block size = 64

Figure 5.B.10: Learned patterns of v(x) with different block sizes. The total number of units is fixed at

192. Every row shows the learned patterns within the same block.
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Figure 5.B.11: Left: learned neurons with a single block of B(θ). The firing patterns has a single large

scale, meaning that the high frequency part of A(x,x′) is not fitted very well. Right: autocorrelograms of

the learned neurons. Some exhibit clear hexagon grid patterns, while the other do not, probably because the

scale of those grid patterns are beyond the scope of the whole area.
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CHAPTER 6

A representational model of V1 simple cells

6.1 Introduction

Our understanding of the primary visual cortex or V1 [HW59] is still very limited [OF05]. In par-

ticular, mathematical and representational models for V1 are still in short supply. Two prominent

examples of such models are sparse coding [OF97] and independent component analysis (ICA)

[BS97]. Although such models do not provide detailed explanations of V1 at the level of neuronal

dynamics, they help us understand the computational problems being solved by V1.

Figure 6.1.1: Scheme of representation

Inspired by the representational model of grid cells in the last chapter, we propose a represen-

tational model towards understanding V1, which is to model image pairs that are related by local

pixel displacements1. The image pair can be consecutive frames of a video sequence, where the

1The main contributions in this chapter were first described in [GXZ18b].
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local pixel displacements are caused by the relative motions between the agent and the objects in

the 3D environment. Perceiving such local motions can be crucial for inferring ego-motion, object

motions, and 3D depth information.

As is the case with existing models, we expect our model to explain only limited aspects of V1,

some of which are: (1) The receptive fields of V1 simple cells resemble Gabor filters [Dau85]. (2)

Adjacent simple cells have quadrature phase relationship [PR81]. (3) The V1 cells are capable of

perceiving local motions. While existing models can all explain (1), our model can also account

for (2) and (3) naturally. Compared to models such as sparse coding and ICA, our model serves a

more direct purpose of perceiving local motions.

Our model consists of the following two components.

(1) Vector representation of local image content. The local content around each pixel is repre-

sented by a high-dimensional vector. Each unit in the vector is obtained by a linear filter. These

local filters or wavelets are assumed to form a normalized tight frame, i.e., the image can be recon-

structed from the vectors using the linear filters as the basis functions.

(2) Matrix representation of local displacement. The change of the image from the current

time frame to the next time frame is caused by the displacements of the pixels. Each possible

displacement is represented by a matrix that acts on the vector. When the image changes according

to the displacements, the vector at each pixel is multiplied by the matrix that represents the local

displacement, in other words, the vector at each pixel is rotated by the matrix representation of the

displacement of this pixel.

See Figure 6.1.1 for an illustration, where the image is illustrated by the big rectangle. A pixel

is illustrated by a dot. The local image content is illustrated by a small square around it. The

displacement of the pixel is illustrated by a short arrow, which is within the small square. The

vector representation of the local image content is represented by a long vector, which rotates as

the image undergoes deformation due to the pixel displacements. Section 6.2 explains the notation.

One motivation of our work comes from Fourier analysis. An image patch I can be expressed
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by the Fourier decomposition I = ∑k ckei〈ωk,x〉. Assuming the image patch undergoes a smooth

motion so that all the pixels are shifted by a constant displacement dx, the shifted image patch

J(x) = I(x−dx) = ∑k cke−i〈ωk,dx〉ei〈ωk,x〉. The change from the complex number ck to cke−i〈ωk,dx〉

corresponds to rotating a 2D vector by a 2× 2 matrix. We emphasize that our model does not

assume Fourier basis or its localized version such as Gabor filters. The model figures it out with

generic vector and matrix representations.

We train this representational model on image pairs where in each pair, the second image is a

deformed version of the first image, and the deformation is either known or inferred. We learn the

encoding matrices for vector representation and the matrices that represent the pixel displacements

from the training data.

Our experiments show that our method learns V1-like units that can be well approximated by

Gabor filters with quadrature phase relationships. The profile of learned units matches one of the

simple cells in Macaque V1 very well. After learning the encoding matrices for vector representa-

tion and the matrix representations of the displacements, we can infer the displacement field using

the learned model. Compared to current optical flow estimation methods [DFI15, IMS17], which

use complex deep neural networks to predict the optical flow, our model is much simpler and is

based on explicit vector and matrix representations. We also demonstrate comparable results to

these methods, in terms of the inference of the displacement field.

In terms of biological interpretation, the vectors can be interpreted as activities of groups of

neurons, and the matrices can be interpreted as synaptic connections. See subsections 6.3.4 and

6.3.5 for details.
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6.2 Representational model

6.2.1 Vector representation

Let {I(x),x ∈ D} be an image observed at a certain instant, where x = (x1,x2) ∈ D is the 2D

coordinates of pixel. D is the image domain (e.g., 128×128). We represent the image I by vectors

{v(x),x ∈ D−}, where each v(x) is a vector defined at pixel x, and D− may consist of a sub-

sampled set of pixels in D (e.g., sub-sampled every 8 pixels). V = {v(x),x ∈D−} forms a vector

representation of the whole image.

We assume the vector encoding is linear and convolutional. Specifically, let I[x] be a squared

patch (e.g., 16× 16) of I centered at x. We can make I[x] into a vector (e.g., 256 dimensional).

Let

v(x) =W I[x], x ∈ D−, (6.1)

be the linear encoder, whereW is the encoding matrix that encodes I[x] into a vector v(x), andW

is the same for all x, i.e., convolutional. The rows ofW are the linear filters and can be displayed

as local image patches of the same size as the image patch I[x]. We can write V =W I, if we treat

I as a vector, and the rows ofW are the shifted or translated versions ofW .

Tight frame and isometry. We assume that W is an auto-encoding normalized tight frame.

Specifically, let W (x) denote the translation of filter W to pixel x and zero-padding the pixels

outside the filters. Each column ofW (x) is of the same dimension as I, then

I =W>V = ∑
x

W>(x)v(x), (6.2)

Thus, the linear filters for bottom-up encoding also serve as basis functions for top-down decoding.

Both the encoder and decoder can be implemented by convolutional linear neural networks.

The normalized tight frame assumption can be justified by the fact that for two images I and

J, we have 〈W I,W J〉= I>W>W J = 〈I,J〉, that is, the vector representation preserves the inner
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product. As a result, ‖W I‖= ‖I‖, ‖W J‖= ‖J‖, thus the vector representation also preserves the

angle and has the isometry property.

When the image I changes from It to It+1, its vector representation V changes from Vt to Vt+1,

and the angle between It and It+1 is the same as the angle between Vt and Vt+1.

Sub-vectors. The vector v(x) can be high-dimensional. We further divide v(x) into K sub-

vectors, v(x) = (v(k)(x),k = 1, ...,K). Each sub-vector is obtained by an encoding sub-matrix

W (k), i.e., v(k)(x) =W (k)I[x], k = 1, ...,K, where W (k) consists of the rows of W that corre-

spond to v(k). According to the normalized tight frame assumption, we have

I = ∑
x∈D−

K

∑
k=1
W (k)>v(k)(x). (6.3)

In practice, we find that this assumption is necessary for the emergence of the V1-like receptive

field.

6.2.2 Matrix representation

Let It be the image at time frame t. Suppose the pixels of It undergo local displacements, where

the displacement at pixel x is δ (x). We assume that δ (x) is within a squared range ∆ (e.g.,

[−6,6]× [−6,6] pixels) that is inside the range of It [x] (e.g., 16×16 pixels). We assume the dis-

placement field (δ (x),∀x) is locally smooth, i.e., pixels within each local path undergoes similar

displacements. Let It+1 be the resulting image. Let vt(x) be the vector representation of It [x],

and let vt+1(x) be the vector representation of It+1[x]. Then vt(x) = (v
(k)
t (x),k = 1, ...,K), and

vt+1(x) = (v
(k)
t+1(x),k = 1, ...,K).
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The transition from It to It+1 is illustrated by the following diagram:

v
(k)
t (x)

M (k)(δ (x))×
−−−−→ v

(k)
t+1(x)

W (k) ↑ ↑ ↑W (k)

It
δ (x)

−−−−→ It+1

(6.4)

Specifically, we assume that

v
(k)
t+1(x) =M

(k)(δ (x))v
(k)
t (x), ∀x ∈ D−,k = 1, ...,K. (6.5)

That is, when I changes from It to It+1, v(k)(x) undergoes a linear transformation, driven by

a matrix M (k)(δ (x)), which depends on the local displacement δ (x). In terms of the whole

vector v(x) = (v(k)(x),k = 1, ...,K), we have vt+1(x) =M(δ (x))vt(x), where M(δ (x)) =

diag(M (k)(δ (x)),k = 1, ...,K) is the matrix representation of the local displacement δ (x).

Disentangled rotations. The linear transformations of the sub-vectors v(k)(x) can be considered

as rotations. Here we use the word “rotation” in the loose sense without strictly enforcingM (k)(δ )

to be orthogonal. v(x) is like a multi-arm clock, with each arm v(k)(x) rotated by M (k)(δ (x)).

The rotations of v(k)(x) for different k and x are disentangled. Here disentanglement means that

the rotation of a sub-vector does not depend on other sub-vectors. This enables the agent to sense

the displacement of a pixel only by sensing the rotations of the sub-vectors at this pixel without

having to establish the correspondences between the pixels of consecutive frames.

Parametrization. We can discretize the displacement δ (x) into a finite set of possible val-

ues {δ}, and we learn a separate M (k)(δ ) for each δ . We can also learn a parametric version

of M (k)(δ ) as the second order Taylor expansion of a matrix-valued function of δ = (δ1,δ2),

M (k)(δ ) = I +B
(k)
1 δ1 +B

(k)
2 δ2 +B

(k)
11 δ 2

1 +B
(k)
22 δ 2

2 +B
(k)
12 δ1δ2, where I is the identity matrix,

and B(k) = (B
(k)
1 ,B

(k)
2 ,B

(k)
11 ,B

(k)
22 ,B

(k)
12 ) are matrices of coefficients of the same dimensionality

asM (k)(δ ).
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Local mixing. If δ (x) is large, v(k)t+1(x) may contain information from adjacent image patches of

It in addition to It [x]. We can generalize the motion model in Equation (6.5) to allow local mixing

of encoded vectors. Let S be a local support centered at 0. We assume that

v
(k)
t+1(x) = ∑

dx∈S
M(k)(δ (x),dx)v(k)t (x+dx) (6.6)

In the learning algorithm, we discretize dx and learn a separate M(k)(δ ,dx) for each dx.

6.3 Learning and Inference

The input data consist of the triplets (It ,(δ (x),x∈D−),It+1), where (δ (x)) is the given displace-

ment field. The learned model consists of matrices (W (k),M (k)(δ ),k = 1, ...,K,δ ∈ ∆), where ∆

is the range of δ . In the case of parametric M (k), we learn the B matrices in the second order

Taylor expansion in subsection 6.2.2.

6.3.1 Loss functions for learning

We use the following loss functions:

(1) Rotation loss

L1,x,k =
∥∥∥W (k)It+1[x]−M (k)(δ (x))W (k)It [x]

∥∥∥2
. (6.7)

For local mixing generalization,

L1,x,k =
∥∥∥W (k)It+1[x]−∑dx∈S M

(k)(δ (x),dx)W (k)It(x+dx)
∥∥∥2

. (6.8)

(2) Reconstruction loss

L2 =
∥∥∥It−∑x∈D−

W>W It [x]
∥∥∥2

+
∥∥∥It+1−∑x∈D−

W>W It+1[x]
∥∥∥2

. (6.9)

In practice, we learn the model by a weighted sum of the expectations of ∑
K
k=1 ∑x∈D− L1,x,k

and L2, where the expectations are taken over the training pairs of images and the corresponding

displacement fields.
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6.3.2 Inference of motion

After learning (W (k),M(k)(δ ),∀k,∀δ ), for a testing pair (It ,It+1), we can infer the pixel displace-

ment field (δ (x),x ∈ D−) by minimizing the rotation loss: δ (x) = argmaxδ∈∆ L1,x(δ ), where

L1,x(δ ) = ∑
K
k=1

∥∥∥W (k)It+1[x]−M (k)(δ )W (k)It [x]
∥∥∥2

= ‖W It+1[x]−M(δ )W It [x]‖2. (6.10)

This algorithm is efficient because it can be parallelized for all x ∈ D− and for all δ ∈ ∆.

If we learn a parametric model for (M (k)(δ )), we can infer the displacement field (δ (x),∀x)

by minimizing ∑xL1,x(δ (x)) using gradient descent with an initialization of (δ (x)) from random

small values. To encourage the smoothness of the displacement field, we add the penalty term

‖Oδ (x)‖2.

6.3.3 Unsupervised learning

We can easily adapt the learning of the model to an unsupervised manner, without knowing the

pixel displacement field (δ (x),x ∈ D−). Specifically, we can iterate the following two steps: (1)

update model parameters by loss functions defined in section 6.3.1; (2) infer the displacement field

as described in 6.3.2. To eliminate the ambiguity of the representation of (M (k)(δ )) with respect

to δ , we use a parametric model for (M (k)(δ )), and add a regularization term ‖It+1−ω(It ,δ )‖2

in the inference step, where ω(·, ·) is a differentiable warping function. To summarize, we infer

the displacement field (δ (x),x ∈ D−) by minimizing:

∑x
L1,x(δ )+‖Oδ‖2 +‖It+1−ω(It ,δ )‖2 . (6.11)

In practice, for each image pair at each iteration, we start the inference by running gradient descent

on the inferred displacement field from the last iteration.

6.3.4 Biological interpretations of cells and synaptic connections

The learned (W (k),M (k)(δ )),∀k,δ ) can be interpreted as synaptic connections. For each k,W (k)

corresponds to one set of connection weights. Suppose δ ∈ ∆ is discretized, then for each δ ,
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M(k)(δ ) corresponds to one set of connection weights, and (M (k)(δ ),δ ∈ ∆) corresponds to mul-

tiple sets of connection weights. After computing v(k)t,x =W (k)It [x], M (k)(δ )v
(k)
t,x is computed

simultaneously for every δ ∈ ∆. Then δ (x) is inferred by max pooling according to Equation

(6.10).

v
(k)
t,x can be interpreted as activities of simple cells, and ‖v(k)t,x‖2 can be interpreted as activity

of a complex cell. If M (k)(δ ) is close to a rotation matrix, then we have norm stability so that

‖v(k)t,x‖ ≈ ‖v
(k)
t+1,x‖, which is related to the slowness property [HHV03, WS02].

6.3.5 Spatiotemporal filters and recurrent implementation

If we enforce norm stability or the orthogonality ofM (k)(δ ), then minimizing ‖vt+1,x−M(δ )vt,x‖2

over δ ∈ ∆ is equivalent to maximizing 〈vt+1,x,M(δ )vt,x〉, which in turn is equivalent to maxi-

mizing ‖vt+1,x+M(δ )vt,x‖2 so that vt+1,x and M(δ )vt,x are aligned. This alignment criterion

can be conveniently generalized to multiple consecutive frames, so that we can estimate the veloc-

ity at x by maximizing the m-step alignment score ‖u‖2, where

u=
m

∑
i=0
M(δ )m−ivt+i,x =

m

∑
i=0
M(δ )m−iW It+i[x] (6.12)

consists of responses of spatiotemporal filters, and ‖u‖2 corresponds to the energy of motion δ in

the motion energy model [AB85] for direction selective cells. Thus our model is connected with

the motion energy model. Moreover, our model enables a recurrent network for computing u by

ui =vt+i,x+M(δ )ui−1 for i= 0, ...,m, withu−1 = 0, andu=um. This recurrent implementation

is much more efficient and biologically plausible than the plain implementation of spatiotemporal

filtering which requires memorizing all the It+i for i = 0, ...,m. See [PS17] for a discussion of

biological plausibility of recurrent implementation of spatiotemporal filtering in general.
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6.4 Experiments

We learn our model (W (k),M (k)(δ ),k = 1, ...,K) from image pairs (It ,It+1) with its displacement

field (δ (x)). The number of sub-vectors K = 40, and the number of units in each sub-vector

v(k)(x) is 2. We use Adam [KB14] with learning rate lr = 0.0008 for updating the models. We

conduct experiments on two synthetic datasets and two public datasets to demonstrate the efficacy

of the proposed model. We also analyze the effects of the sub-vector dimensionality and sub-

sampling rate in the ablation study.

Synthetic and public datasets

For the proposed model, we want to learn from local motions within local contents. However, exist-

ing datasets such as Flying Chairs [DFI15], FlyingThings3D [MIH16], and KITTI flow [GLU12]

contain image pairs with large motions, which are unlikely consecutive frames of motion percep-

tion. To this end, we generate two synthetic datasets:

V1Deform. For this dataset, we consider random smooth deformations for natural images.

Specifically, We obtain the training data by collecting static images for (It) and simulate the dis-

placement field (δ (x)). The simulated displacement field is then used to transform It to obtain

It+1. We retrieve natural images as It from MIT places365 dataset [ZKL16]. The images are

scaled to 128 × 128. We sub-sample the pixels of images into a m×m grid (m = 4 in the experi-

ments), and randomly generate displacements on the grid points, which serve as the control points

for deformation. Then δ (x) for x∈D can be obtained by spline interpolation of the displacements

on the control points. We get It+1 by warping It using δ (x) [JSZ15]. When generating a displace-

ment δ = (δ1,δ2), both δ1 and δ2 are randomly sampled from a range of [−6,+6]. We synthesize

20,000 pairs for training and 3,000 pairs for testing.

V1FlyingObjects. For this dataset, we consider separating the displacement field into mo-

tions of the background and foreground, to jointly simulate the self-motion of the agent and the

motion of the objects in the natural 3D scenes. To this end, we apply affine transformations to
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background images collected from MIT places365 [ZKL16] and foreground objects from a public

2D object dataset COIL-100 [NNM96]. The background images are scaled to 128×128, and the

foreground images are randomly rescaled. To generate motion, we randomly sample affine pa-

rameters of translation, rotation, and scaling for both the foreground and background images. The

motions of the foreground objects are relative to the background images, which can be explained

as the relative motion between the moving object and agent. We tune the distribution of the affine

parameters to keep the range of the displacement fields within [−6,+6], which is consistent with

the V1Deform dataset. Together with the mask of the foreground object and the sampled transfor-

mation parameters, we render the image pair (It ,It+1) and its displacement field (δ (x)) for each

pair of the background image and foreground image.

For the foreground objects, we obtain the estimated masks from [tev06], resulting in 96 objects

with 72 views per object available. We generate 14,411 synthetic image pairs with their corre-

sponding displacement fields and further split 12,411 pairs for training and 2,000 pairs for testing.

Compared with previous optical flow datasets like Flying Chairs [DFI15] and scene flow datasets

like FlyingThings3D [MIH16], the proposed V1FlyingObjects dataset has various foreground ob-

jects with more realistic texture and smoother displacement fields, which simulates more realistic

environments.

We shall release the two synthetic datasets, which are suitable for studying local motions and

perceptions. Besides, we also use two public datasets:

MPI-Sintel. MPI-Sintel [BWS12, WBS12] is a public dataset designed for the evaluation

of optical flow derived from rendered artificial scenes, with special attention to realistic image

properties. Since MPI-Sintel is relatively small, which contains around a thousand image pairs,

we use it only for testing the learned models in the inference of the displacement field. We use the

final version of MPI-Sintel and resize each frame into a size of 128× 128. We select frame pairs

whose motions are within the range of [−6,+6], resulting in 384 frame pairs in total.

MUG Facial Expression. MUG Facial Expression dataset [APD10] records natural facial

expression videos of 86 subjects sitting in front of one camera. This dataset has no ground truth
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of the displacement field, which we use for unsupervised learning. 200 videos with 30 frames are

randomly selected for training, and another 100 videos are sampled for testing.

Learned Gabor-like units with quadrature phase relationship

In this section, we show and analyze the learned units. The size of the filter is 16× 16, with a

sub-sampling rate of 8 pixels. Figure 6.4.1(a) displays the learned units, i.e., rows of W (k), on

V1Deform. The units are learned with non-parametric M(δ ), i.e., we learn a separate M(δ ) for

each displacement. δ (x) is discretized with an interval of 0.5. Similar patterns can be obtained by

using a parametric version of M(δ ). V1-like patterns emerge from the learned units. Moreover,

within each sub-vector, the orientations and frequencies of learned units are similar, while the

phases are different.

To further analyze the spatial profile of the learned units, we fit every unit by a two di-

mensional Gabor function [JP87]: h(x′,y′) = Aexp(−(x′/
√

2σx′)
2− (y′/

√
2σy′))cos(2π f x′+φ),

where (x′,y′) is obtained by translating and rotating the original coordinate system (x0,y0): x′ =

(x− x0)cosθ +(y− y0)sinθ ,y′ = −(x− x0)sinθ +(y− y0)cosθ . The fitted Gabor patterns are

shown in Figure 6.4.1(b), with the average fitting r2 equal to 0.96 (std = 0.04). The average

spatial-frequency bandwidth is 1.13 octaves, with range of 0.12 to 4.67. Figure 6.4.1(c) shows the

distribution of the spatial-frequency bandwidth, where the majority falls within range of 0.5 to 2.5.

The characteristics are reasonably similar to those of simple-cell receptive fields in the cat [ITS00]

(weighted mean 1.32 octaves, range of 0.5 to 2.5) and the macaque monkey [FGN85] (median

1.4 octaves, range of 0.4 to 2.6). To analyze the distribution of the spatial phase φ , we follow the

method in [Rin02] to transform the parameter φ into an effective range of 0 to π/2, and plot the

histogram of the transformed φ in Figure 6.4.1(c). The strong bimodal with phases clustering near

0 and π/2 is consistent with those of the macaque monkey [Rin02].

In the above experiment, we fix the size of the convolutional filters (16× 16 pixels). A more

reasonable model is to have different sizes of convolutional filters, with small size filters capturing
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(a) Learned units (b) Fitted Gabors (c) Frequency and phase

Figure 6.4.1: Learned results on V1Deform. (a) Learned units. Each block shows two learned units within

the same sub-vector. (b) Fitted Gabor patterns. (c) Distributions of spatial-frequency bandwidth (in octaves)

and spatial phase φ .

high-frequency content and large size filters capturing low-frequency content. For fixed-size filters,

they should only account for the image content within a frequency band. To this end, we smooth

every image by two Gaussian smoothing kernels (kernel size 8, σ = 1,4), and take the difference

between the two smoothed images as the input image of the model. The effect of the two smoothing

kernels is similar to a bandpass filter so that the input images are constrained within a certain

range of frequencies. The learned filters on V1Deform are shown in Figure 6.4.2(a). Again for

every unit, we fit it by a two dimensional Gabor function, resulting in an average fitting r2 = 0.83

(std = 0.12). Following the analysis of [Rin02, RS07], a scatter plot of nx = σx f versus ny = σy f is

constructed in Figure 6.4.2(b) based on the fitted parameters, where nx and ny represent the width

and length of the Gabor envelopes measured in periods of the cosine waves. Compared to Sparsenet

[OF96, OF97], the units learned by our model have more similar structure to the receptive fields

of simples cells of Macaque monkey.

We also compare the learned units within each sub-vector in Figure 6.4.2(c). Within each sub-

vector, the frequency f and orientation θ of the paired units tend to be the same. More importantly,
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most of the paired units differ in phase φ by approximately π/2, consistent with the quadratic phase

relationship between adjacent simple cells [PR81, EH97].

(a) Learned units

(b) Gabor envelope shapes of the learned units

(c) Profile of paired units within each sub-vector

Figure 6.4.2: Learned results on band-pass image pairs from V1Deform. (a) Learned units. Each block

shows two learned units within the same sub-vector. (b) Distribution of the Gabor envelope shapes in the

width and length 2D-plane. (c) Difference of frequency f , orientation θ and phase φ of paired units within

each sub-vector.

Inference of displacement field

We test the learned representations in terms of inferring the displacement field (δ (x)) between

pairs of frames (It ,It+1). To get valid image patches for inference, we leave out those displace-

ments at image border (8 pixels at each side).

We use non-parametric M(δ ) and the local mixing motion model (Equation (6.6)), where

the local support S is in a range of [−4,+4], and dx is taken with a sub-sampling rate of 2.

After obtaining the inferred displacement field (δ (x)) by the learned model, we also train a

CNN model with ResNet blocks [HZR16b] to refine the inferred displacement field. In train-

ing this CNN, the input is the inferred displacement field, and the output is the ground truth
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displacement field, with least-squares regression loss. This refinement CNN is to approximate

the processing in visual areas V2-V6 that integrates and refines the motion perception in V1

[GIM02, LK02, MD85, BB05, AK75]. We learn the models from the training sets of V1Deform

and V1FlyingObjects datasets respectively, and test on the corresponding test sets. We also test the

model learned from V1FlyingObjects on MPI-Sintel.

Table 6.4.1 summarizes the average endpoint error (AEE) of the inferred results. We compare

with several baseline methods, including FlowNet 2.0 and its variants [DFI15, IMS17], for which

we test both the trained models (’trained’) on our datasets and the released models pre-trained on

large scale datasets (’pre-trained’). Note that for MPI-Sintel, a pre-trained baseline model gives

better performance compared to the one trained on V1FlyingObjects, probably because these meth-

ods train deep and complicated neural networks with a large amount of parameters to predict opti-

cal flows in supervised manners, which may require large scale data to fit and transfer to different

domains. On the other hand, our model can be treated as a simple one-layer auto-encoder network,

accompanied by weight matrices representing motions. As shown in Table 6.4.1, our model has

about 88 times fewer parameters than FlowNet 2.0 and 21 times fewer parameters than the light

FlowNet2-C model. We achieve competitive performance compared to these baseline methods.

Figure 6.4.3 displays several examples of the inferred displacement field. Inferred results from the

FlowNet 2.0 models are shown as a qualitative comparison. For each dataset, we show the result

of the FlowNet 2.0 model with lower AEE among the pre-trained and trained ones.

Unsupervised learning

We further test the unsupervised learning of the proposed method. For unsupervised learning, we

scale the images to size 64× 64. The size of the filter is 8× 8, with a sub-sampling rate of 4

pixels. Displacements at the image border (4 pixels at each side) are left out. We train the model

on MUG Facial Expression and V1FlyingObjects datasets. Figure 6.4.4 shows some examples of

inferred displacement fields on the testing set of MUG Facial Expression. The inference results

are reasonable, which capture the motions around eyes, eyebrows, chin, or mouth. For the model
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It It+1 Gt FN2 Ours It It+1 Gt FN2 Ours

Figure 6.4.3: Examples of inferred displacement field on V1Deform, V1FlyingObjects and MPI-Sintel.

For each block, from left to right are It , It+1, ground truth displacement field and inferred displacement field

by FlowNet 2.0 model and our learned model respectively. For each dataset, we show the result of FlowNet

2.0 model with lower AEE among the pre-trained and trained ones. The displacement fields are color coded

[LYT10].

trained on V1FlyingObjects, we test on the testing set of V1FlyingObjects and MPI-Sintel. Table

6.4.2 summarizes the quantitative results. We include comparisons with several baseline methods

for unsupervised optical flow estimation: Unsup [JHD16] and UnFlow [MHR18] and its variants,

which are also trained on V1FlyingObjects. The proposed model achieves better performance

compared with baseline models.
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Table 6.4.1: Average endpoint error of the inferred displacement and number of paramters. (Abbreviation

FN2 refers to FlowNet 2.0.)

V1Deform V1FlyingObjects MPI-Sintel
# param. (M)

pre-trained trained pre-trained trained pre-trained trained

FN2-C 1.324 1.130 0.852 1.034 0.363 0.524 39.18

FN2-S 1.316 0.213 0.865 0.261 0.410 0.422 38.68

FN2-CS 0.713 0.264 0.362 0.243 0.266 0.346 77.87

FN2-CSS 0.629 0.301 0.299 0.303 0.234 0.450 116.57

FN2 0.686 0.205 0.285 0.265 0.146 0.278 162.52

Ours - 0.258 - 0.442 - 0.337 1.82

Ours-ref - 0.156 - 0.202 - 0.140 1.84

Figure 6.4.4: Examples of inferred displacement fields by unsupervised learning. Within each block, the

top row shows the observed image frames, while the bottom row shows the inferred color-coded displace-

ment fields [LYT10].

Ablation Study

We perform ablation studies to analyze the effect of two components of the proposed model: (1)

dimensionality of sub-vectors; (2) sub-sampling rate. Besides comparing AEE of motion infer-

ence, we also test if the learned model can make multi-step animations of image frames given the

sequence of displacement fields, by predicting the vector representation consecutively and decod-
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Table 6.4.2: Average endpoint error of the inferred displacement in unsupervised learning.

Unsup UnFlow-C UnFlow-CS UnFlow-CSS Ours

V1FlyingObjects (train) 0.379 0.336 0.374 0.347 0.245

V1FlyingObjects (test) 0.811 0.399 0.394 0.453 0.316

MPI-Sintel 0.440 0.198 0.248 0.202 0.101

ing to image frames. Per-pixel mean squared error (MSE) of the predicted next five image frames

is reported. Table 6.4.3 summarizes the results learned from V1Deform. The dimensionality of

sub-vectors controls the complexity of the motion matrices, which is set to a minimum of 2 in

the experiments. As the dimensionality of sub-vectors increases, the error rates of the two tasks

decrease first and then increase. We emphasize that with higher dimensionality of sub-vectors,

e.g., 4 or 6, Gabor-like patterns still emerge. On the other hand, the sub-sampling rate can be

changed to make the adjacent image patches connect with each other more loosely or tightly. As

shown in Table 6.4.3, a sub-sampling rate of 8, which is half of the filter size, leads to the optimal

performance.

Table 6.4.3: Ablation study measured by AEEs of motion inference and MSEs of multi-step animation,

learned from V1Deform dataset.

Sub-vector dimension

2 4 6 8 12

Infer AEE 0.44 0.421 0.406 0.412 0.420

Animation MSE 8.122 7.986 7.125 7. 586 8.017

Sub-sampling rate

4 8 16

Infer AEE 0.654 0.444 0.532

Animation MSE 11.139 8.122 10.293

6.5 Conclusion

In this chapter we propose a simple representational model that couples vector representations of

local image contents and matrix representations of local motions. Our model learns Gabor-like
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units with quadrature phases. We also give biological interpretations of the learned model and

connect it to the spatiotemporal energy model. Our model is novel, and it is our hope that it adds

to our understanding of motion perception in V1 in terms of modeling and inference.
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CHAPTER 7

Conclusion

Unsupervised learning and representation learning form an important aspect of modern machine

learning. With the development of deep learning and advance in computational efficiency, the

models in this area become incredibly flexible leading to important applications in computer vision

and computational neuroscience. In this thesis, we demonstrate novel models and algorithms to

push the development of unsupervised learning and representation learning.

One theme of this thesis is deep generative models, which is an important family of models

in unsupervised learning. We are mainly interested in developing efficient and scalable learning

algorithms of the descriptive model and generator model. Our contributions include: (1) with

multi-grid modeling and sampling, we show that it is possible to train and sample from a deep

descriptive model by maximum likelihood type learning algorithm, with small budget MCMC. (2)

By optimizing diffusion recovery likelihoods, we further improve the learning of descriptive mod-

els by improving the sampling as sequential conditional sampling. Moreover, our long-run MCMC

samples do not diverge and still represent realistic images, allowing us to accurately estimate the

normalized density of data even for high-dimensional datasets. (3) We propose a dynamic gen-

erator model for spatial-temporal processes, and develop an efficient learning algorithm, namely

alternating back-propagation through time. Such an algorithm is capable of estimating the dynamic

generator model without recruiting any auxiliary model like in VAE or GAN. The model is further

generalized to a motion-based dynamic generator model to learn disentangled representations of

appearance, trackable and intrackable motion in a fully unsupervised manner. (4) We propose two

hybrid models that couple a descriptive model and a flow-based model to combine the best of two
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worlds. The first one (flow contrastive estimation) is to jointly estimate a descriptive model and a

flow-based model by optimizing a shared adversarial value function. Such a model enables effi-

cient estimation of descriptive models without MCMC, and achieves competitive performance on

semi-supervised learning. The second one is to learn a descriptive model with a flow-based model

serving as a backbone, so that the descriptive model is a correction or an exponential tilting of the

flow-based model. With this model, we show that sampling of the descriptive model can mix well

and traverse different modes by neural transport MCMC.

The other theme of this thesis is representation learning that is inspired by and can meaning-

fully approximate structures and activities in the brain. We are particularly interested in two types

of neurons: (1) grid cells in the mammalian medial entorhinal cortex (mEC) which is hypothe-

sized to be involved in mental navigation, or more precisely the path integration process. (2) V1

simple cells in the mammalian primary visual cortex, which is essential for low-level motion per-

ception and pattern recognition. Our contributions include: (1) we conduct theoretical analysis of

a general representation model of path integration by grid cells. We identify two conditions on

the transformation under which we demonstrate that the local geometry of the neural space is a

conformal embedding of the 2D physical space. Then we investigate the simplest transformation,

i.e., the linear transformation, and uncover its explicit algebraic and geometric structure as a matrix

Lie group of rotation. With our optimization-based approach, we manage to learn hexagon grid

patterns that share similar properties of the grid cells in the rodent brain. The learned model is ca-

pable of accurate long-distance path integration. (2) We propose a representational model to shed

light on V1 simple cells. The local contents of images are presented by vectors, and the local pixel

displacements are represented by matrices operated on the vectors. We show that by training on

consecutive video frames, our model can learn Gabor-like filter pairs of quadrature phases, which

closely match the profile of Macaques V1 simple cells. The learned model achieves competitive

performance on optical flow estimation.
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