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Abstract

Electronic instability in the kagome materials

by

Farnaz Kaboudvand

The discovery of AV3Sb5 (A = K, Rb, Cs) compounds with a kagome net structure has

unveiled their intriguing properties including superconductivity and unique topological charac-

teristics in their electronic structure. These materials also exhibit charge density wave (CDW)

ordering, which manifests as a distortion known as a breathing mode in the kagome layers. It

has been proposed that this CDW ordering arises from nesting effects between saddle points on

the Fermi surface.

To contribute to the evolving understanding of this fascinating class of materials, this

thesis presents a comprehensive exploration of diverse kagome materials. The focus lies on

conducting calculations that delve into the Fermi surface nesting and Lindhard susceptibility

of CsV3Sb5, a prominent member of the AV3Sb5 family. Furthermore, the thesis thoroughly

investigates the coupling between CDW and superconducting (SC) states through experimental

and computational approaches, particularly by introducing hole doping into the systems. The

resulting phase diagrams for AV3Sb5 unveil the profound impact of slight carrier doping on

the SC and CDW orders in these materials. In addition, this thesis presents a comprehensive

study of other kagome-based materials, such as the members of the AM3X4 family, including

a focused analysis of YbV3Sb4 and EuV3Sb4. The research also delves into the properties of

the RV6Sn6 compounds, characterized by a vanadium kagome-based structure, and investigates

the intriguing characteristics of the RM3Pn3 family featuring a triangular lattice, which shares

similar signatures of instabilities.

Throughout the thesis, a spotlight is cast on various aspects, including Fermi surface

viii



nesting-driven instabilities, CDW phenomena, and magnetic behaviors within these materials.

Meticulous experimental investigations and advanced theoretical analyses offer valuable insights

into the complex interplay between electronic structures, CDW ordering, and superconductivity.

The findings challenge previous assumptions and classifications, emphasizing the critical role

of electron-phonon interactions and complex electronic correlations in shaping the observed

behaviors of these materials. Overall, this dissertation contributes to a deeper understanding

of the kagome materials and underscores the potential of these materials for realizing exotic

electronic states and offers new avenues for exploring their unique physical phenomena.
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Chapter 1

Introduction

The central focus of this dissertation is to equip researchers with indispensable tools and chemi-

cal insights necessary for the prediction and synthesis of quantum materials using sophisticated

ab-initio calculations. Despite the notable advancements in first-principles methods over the past

decades, which have considerably popularized density functional theory calculations in the realm

of materials exploration, the practical implementation of these computational developments

in experimental contexts has been somewhat limited. While recent investigations have made

significant strides in unraveling the properties of quantum materials through systematic analyses,

the first principle study could help to better understand the physics behind the instabilities in

these materials. Some relatively recent studies[1, 2], have contributed significantly to the com-

prehensive understanding of quantum materials without always incorporating crucial chemical

insights. It is crucial to recognize that simplified bonding models, widely acknowledged by

solid-state chemists and physicists, continue to provide invaluable insights in experimental

research.

This dissertation serves as a bridge between the intricate mathematical concepts governing

quantum properties and their practical implications for experimental investigations. By studying

and perturbing the electronic structures of different kagome materials, this work aims to help

1



Introduction Chapter 1

find and improve quantum materials with specific properties. Through this contribution, the

field of materials science can be advanced, leading to the discovery of novel materials with

unique applications. With this objective in mind, the dissertation presents a series of careful

computational studies focusing on a comprehensive exploration of the intriguing properties and

diverse behaviors exhibited by kagome-based materials, including the notable AV3Sb5 (A = K,

Rb, Cs) compounds, celebrated for their unique topological characteristics and superconductivity.

The captivating discovery of a breathing mode attributed to charge density wave (CDW) ordering

has sparked interest in understanding the underlying Fermi surface nesting effects that drive

these phenomena [3, 4, 5, 6].

To investigate the origins of charge density waves and the Fermi surface in CsV3Sb5, we

conducted Lindhard response calculations, detailed in Chapter 2. Expanding our examination of

the Fermi surface, we tuned the band structure of CsV3Sb5 via Sn doping, as outlined in Chapter

3. Additionally, to provide a comprehensive understanding and comparison of the properties

within the broader AV3Sb5 family, we explored the tuning of charge density wave ordering and

superconductivity with Sn doping, which is discussed in Chapter 4.

Beyond the AV3Sb5 family, the dissertation delves into the investigation of other families

exhibiting the kagome structure. In Chapter 5, we present a detailed analysis of YbV3Sb4

and EuV3Sb4, two newly discovered vanadium-based kagome metals. Additionally, Chapter

6 explores the properties of ScV6Sn6 from the AB6X6 family, which has garnered significant

attention due to its electronic instabilities. Furthermore, we provide an insightful comparison of

CsTi3Bi5 and CsV3Sb5.

In Chapter 7, we present our findings on LaCd3P3, a member of the RM3Pn3 family, also

known as the 133 family. Due to its unique two-dimensional triangular lattices, LaCd3P3

represents a promising candidate for the study of electronic instabilities. We hope that these

comprehensive studies shed light on the intricate physics behind the instabilities observed in

these materials, paving the way for a deeper understanding of their underlying mechanisms.

2



Introduction Chapter 1

1.1 Motivation

The prospect of achieving room temperature superconductivity stands as one of the most

compelling and sought-after goals in the realm of scientific research. The concept of materials

that can conduct electricity with zero resistance at temperatures easily attainable and sustainable

in everyday environments is nothing short of a dream for scientists and engineers alike. Room

temperature superconductors would fundamentally transform power transmission grids, allowing

for nearly lossless electricity transfer over vast distances, thus reducing energy wastage and

enhancing overall energy efficiency. This breakthrough could significantly alleviate global

energy demands and bolster the transition to more sustainable energy sources. Moreover,

the development of superconducting electronics operating at room temperature would open

the door to an entirely new generation of ultra-fast and energy-efficient computing devices,

revolutionizing information technology and data processing capabilities. The pathways to

achieving room-temperature superconductivity remain unclear, underscoring the significance

of exploring the fundamental physics of superconductors. A particular focus on electronic

behavior, accessible through comprehensive ab-initio methods like Density Functional Theory

(DFT), holds key insights into unraveling this phenomenon.

Following that, the discovery of kagome metals AV3Sb5 (A = K, Rb, Cs)[3] has sparked

significant interest. These materials serving as a new family of superconductors that additionally

exhibit unique electronic structure topology. While their practical application in devices is

currently limited by the requirement for extremely low temperatures for superconductivity

to occur, the exploration of these kagome metals holds promise for uncovering new physics

phenomena. Initial calculations and collaborative experimental efforts have suggested that

these materials could provide insights into the mechanisms governing superconductivity and

its interplay with proposed topological surface states. As presented in Figure 1.1(a), we have

magnetization frustration in equilateral triangles. If we corner share the triangles, we will ended

3



Introduction Chapter 1

Figure 1.1: (a) Frustration in equilateral triangles lattice. (b) Corner share triangles leads to
kagome network, and (c) edge sharing triangles will make a triangular structure.

4



Introduction Chapter 1

up with kagome network.(Figure 1.1) The specific arrangement of this lattice means that the

electronic structure naturally features a flat band, inflection points corresponding to singularities

in the density of states called van Hove singularities and Dirac cones[7, 8, 9, 10, 11]. The flat

band 1 arises due to the cancellation of quantum interference from localized states. Alongside

the presence of van Hove singularities 2, this facilitates the system to persist within the realm of

strong interactions. Simultaneously, the existence of Dirac cones 3 fosters non-trivial topological

properties. While kagome insulators have traditionally been sought as potential hosts of quantum

spin liquid states and laboratories for highly frustrated magnetism[12,13,14,15], kagome metals

have also captured significant attention due to their unique electronic structures. Depending on

the electron filling in their lattices, these materials can exhibit a range of instabilities, including

superconductivity, spin liquid states, and charge density waves[16, 17]. Consequently, the

kagome network serves as an excellent framework for investigating the intricate interplay

between frustrated geometry, correlations, and topology.

To deepen our understanding of kagome systems and elucidate their electronic structures,

this study employs first principles techniques. During my Ph.D., I focused on applying first-

principles techniques specifically under the framework of density functional theory (DFT)

calculations, to investigate the Fermi surface and the underlying origins of charge density

waves in kagome systems. Additionally, we examine the evolution of the Fermi level and band

structure as electrons or holes are introduced through elemental substitution in each system. By

correlating our DFT-simulated data with experimental observations, we aim to elucidate the

physical mechanisms responsible for the observed effects in kagome materials. By contributing

1Flat band refers to a band structure in which the energy dispersion relation is relatively flat. This typically
indicates that the energy of the electronic states is nearly independent of the momentum. Such flat bands can lead
to the emergence of exotic electronic and magnetic properties in materials.

2which are points of maximum or minimum in the density of states of a material. These singularities can
significantly influence the electronic and optical properties of materials, leading to various interesting phenomena,
such as the enhancement of certain physical properties at these specific energy levels.

3Dirac cone refers to the shape of the energy dispersion relation near the Fermi level in certain materials. It
resembles a cone-like structure, indicating linear dispersion of energy as a function of momentum. Dirac cones are
a signature feature of materials with linear band crossings, often associated with the presence of massless fermions.

5
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to the expanding knowledge base on electronic instability in kagome materials, this report strives

to shed light on their fascinating properties and their potential applications in emerging quantum

technologies.

1.2 Kagome materials

Kagome metals represent a captivating frontier in the pursuit of stabilizing unique correlated

and topological electronic states. The electron filling within the kagome network plays a

crucial role in determining the diverse range of instabilities observed in these materials. These

instabilities encompass phenomena such as spin liquid states [18], charge density waves (CDW)

[17] , and superconductivity (SC) [9, 19]. Moreover, the kagome structural motif offers the

possibility of hosting topologically nontrivial electronic structures, wherein the coexistence

of Dirac cones and flat bands can give rise to strong correlation effects, potentially leading

to the emergence of correlated topological states. Recently, a novel family of non-magnetic

kagome metals has been discovered, characterized by the AV3Sb5 (A = K, Rb, Cs) structure

with a P6/mmm space group [3, 4, 5, 6, 20] which we called them as short "135 family". These

compounds consist of V cations coordinated by octahedral Sb, forming a kagome network,

while layers of A-site ions separate the kagome planes, resulting in a two-dimensional metallic

appearance. Notably, CsV3Sb5, a member of the AV3Sb5 family, exhibits superconductivity

with a critical temperature (Tc) of 2.5 K. As presented in Figure 2.1, the crystal structure

and temperature-dependent resistivity of CsV3Sb5 have been investigated, revealing a phase

transition at TCDW = 94 K, accompanied by anomalies in magnetic susceptibility, electrical

resistivity, and heat capacity [4]. Previous studies have attributed this phase transition to charge

density waves and a Peierls-like nesting-driven instability [20].

The search for electronic instabilities in two-dimensional kagome networks has led to

significant interest in the formation of a superconducting ground state. However, layered

6
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Figure 1.2: Kagome structure of CsV3Sb5 (used with permission from the authors)[4]. (a)
Crystal structure of layered CsV3Sb5, (b) Resistivity as a function of temperature with the
CDW transition temperature indicated. The out-of-plane resistivity is nearly 600 times larger
than in a plane, emphasizing the two-dimensional nature of the Fermi surface.

kagome metals that exhibit superconductivity are rare. The intriguing interplay between the

nontrivial topology accessible through their electronic band structures and the emergence of

an intrinsic superconducting state makes the study of kagome materials particularly enticing

for realizing exotic ground states and quasiparticles. Theoretical predictions suggest that

unconventional superconductivity can arise in heavily doped kagome networks through nesting-

driven interactions [8]. This mechanism, initially proposed for doped graphene due to its

hexagonal symmetry akin to the kagome network, relies on scattering between saddle points

of a band located at the M points of the two-dimensional Brillouin zone. In the chapter 2 with

applying the Lindhard and DFT calculations we will explore the origin of the CDW and it’s

relation to M points in these compounds[21].

7



Introduction Chapter 1

1.3 Charge density wave

In a metal, the electron density is highly uniform, and the equilibrium positions of the ions

usually form a perfectly periodic lattice. At low temperatures though, the electronic structures

of metals become unstable, and in some metals, the Fermi surface instability leads to the

redistribution of the charge density, forming a periodic spatial modulation. The modulation

of the electron density is called a charge density wave (CDW) and the transition temperature

is known as TCDW [22, 23]. The existence of charge density waves was first predicted in

1930 by Rudolf Peierls [24]. In summary, Peierls’ theory predicts that a Fermi surface of a

one-dimensional (1D) metal chain is unstable against any external perturbations at very low

temperature, and the formation of a static lattice distortion is one of the possible scenarios. In

fact, he showed that an electronic disturbance with the wave vector q = 2kF can change the

atomic periodicity of the chain to 2a, where kF and a are the Fermi wave number and the lattice

constant respectively, and open a gap at the zone boundary (k = π/2a) of the new unit cell

containing two atoms.

An illustration of the Peierls picture is presented in Figure 1.3. An atomic model of such a

1D chain with one electron per atomic site above TCDW , and the corresponding free electron band

structure illustrated in Figure 1.3(a). As it can be seen in Figure 1.3(b), two neighbor ions have

moved toward each other, forming dimers of ions below TCDW . The corresponding electronic

band structure in the new zone is shown. We can clearly see that the transition spontaneously

breaks the translational symmetry of the crystal and modifies the electronic structure. Therefore,

in the Peierls model there is usually a metal-to-insulator transition at TCDW , which is known as

Peierls transition[22, 23, 24].

For years, the Peierls picture was the most common method to interpret CDWs in metals

connecting the presence of CDWs in metals to the observation of the Fermi surface nesting

(FSN). A very important contribution of Mazin and Johannes[25] casts doubt on whether, in

8
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Figure 1.3: Demonstration of the Peierls picture. (a) Atomic model of a 1D chain with lattice
constant a, and the free electron band of the 1D chain above Tc. (b) Atomic model of the 1D
chain below Tc, with the lattice constant changed to 2a. The free electron band of the 1D chain
below Tc with a gap opening at kF is also presented.

anything other than one-dimension, FSN could be responsible for the formation of CDWs.

Although the Peierls description of nesting-driven distortions often succeeds in 1D materials

[22, 23, 26], for higher-dimensional materials with 2D or 3D connectivity, this model must

be extended. One way to understand whether the electron response can drive a Peierls phase

transition is to calculate the susceptibility, χ(q,ω), for a given electronic configuration and to

use the zero-energy value of the Lindhard response function, χ0(q,ω = 0) [22, 23, 25, 26]. In

the constant matrix element approximation, the real part, χ
′
(q), and the imaginary part, χ

′′
(q),

can be written as:

χ
′
(q) = ∑

k
( f (εk)− f (εk+q))/(εk − εk+q) (1.1)

lim
ω→0

χ
′′
(q,ω)

ω
= ∑

k
δ (εk − εF)δ (εk+q − εF) (1.2)

9



Introduction Chapter 1

where ε is the electron’s energy and f denotes the electron’s Fermi distribution function.

The imaginary part, χ
′′
(q,ω → 0), has been used in first-principles studies as a comparative test

of FSN. As mentioned above, there was a common misconception that FSN is almost always

responsible for a CDW. The idea was that if Fermi surface contours match when shifted along

the observed CDW wave vector, then the CDW is nesting derived. However, by investigating

prototypical CDW materials like NbSe2, TaSe2, and CeTe3, Johannes and Mazin argued that

only a tiny fraction, if any, of the observed charge ordering phase transitions are true analogs

of the Peierls instability and FSN derived [25, 27]. Based on the literatures, there are several

requirements that a system should satisfy to be considered a Peierls system:

- There must be substantial nesting of the Fermi Surface, which can be reflected by calculat-

ing the imaginary part, χ ′′
0 (q).

- The nesting-derived peak must carry over into the real part of the susceptibility, χ ′
0(q), at

the same wavevector.

- The peak in χ ′
0(q) must translate into a divergence in the full electronic susceptibility to

cause the electronic subsystem to be unstable.

- All phonons must soften at the CDW’s wavevector.

Johannes et al. cleared the divergence in the imaginary part of susceptibility, reflecting the

Fermi surface topology, and the real part, induced electronic CDW instability [25, 27].

Johannes et al. used density functional calculation and Lindhard function in a case study of

NbSe2 as a classic CDW materials to provide a clear example of the lack of influence of FSN on

CDWs. NbSe2 is a quasi-2D material with hexagonal layered structure that undergoes a CDW

transition at TCDW = 33.5 K, and superconducting transition at Tc = 7.2 K [26, 27, 28, 29, 30].

Figure 1.4 displays the crystal structure of NbSe2 visualized with Vesta [31] and its measured

resistivity versus temperature. The first calculated electronic structure for NbSe2 by Mattheiss

[29] were generated using a non-self-consistent potential which is in reasonable agreement

with later self-consistent calculations[28]. This earlier work led to suggestions that the charge

10
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Figure 1.4: The structure of NbSe2. (a) Unit cell of layered NbSe2 (left) and top view of single
layer (right). (b) Resistivity as function of temperature. Superconducting and CDW transition
temperatures marked[26].

density wave (CDW) transition in this material was driven by FSN[29]. However, Johannes et

al.[27] later provided a quantitative analysis of the non-interacting susceptibility, χ ′′(q,ω = 0),

revealing that the momentum space structure is considerably weak, and that FSN does not

play a significant role in driving CDW transitions. Comparison between the crystal structures

of CsV3Sb5 and NbSe2, see Figure 1.2 and Figure 1.4, reveals notable similarities, reflecting

analogous features in their resistivity versus temperature plots. Motivated by these similarities,

we conducted Lindhard calculations on the CsV3Sb5, the results of which are discussed in detail

in Chapter 2.

1.4 Computational techniques

Certainly, the past 70 years have witnessed remarkable progress in our understanding of

the electronic structures of materials, largely owing to the development of computationally

efficient and increasingly accurate simulation techniques. Density functional theory (DFT) has
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been a cornerstone of this progress, providing a powerful framework for studying the electronic

properties of atoms, molecules, and solids. This approach allows researchers to calculate

the electronic structure of a system by solving the many-body Schrödinger equation, which

describes the behavior of quantum particles. The evolution of quantum mechanical theory has

been instrumental in revolutionizing our understanding of the fundamental nature of matter,

leading to breakthroughs in fields such as condensed matter physics, chemistry, and materials

science. Through the application of DFT, researchers can now explore the behavior of electrons

within materials, gaining insights into their energies, wave functions, and interactions, thereby

unraveling the intricate properties and behaviors of a wide range of substances, from simple

atomic systems to complex solid-state materials. Equation 1.3 shows the Schrodinger equation.

Ĥψ(r) = Eψ(r) (1.3)

provided here in the time-independent form where Ĥ is the Hamiltonian, E is the system

energy, and ψ is the wavefunction, which can depend on position, r. While ψ itself is not

a physical observable, Max Born demonstrated in his work on quantum mechanics that the

modulus squared of this quantity, |ψ|2, can be interpreted as a probability density [32]. For

example, the modulus square of a single electron wavefunction represents the probability of

finding the electron in a given state within the system. Born’s interpretation of the wavefunction

laid the groundwork for the probabilistic interpretation of quantum mechanics, fundamentally

shaping our understanding of the behavior of subatomic particles and their interactions within

physical systems.

While the equation 1.3 serves as the foundation of quantum mechanics, it does not readily

offer guidance on the practical means of solving for the wavefunction within an actual material.

Extending the discussion to a system of electrons within a material, the Schrödinger equation

can be further expressed as:
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[
− h̄2

2m
∇

2 +Vext(r)+Vint(r)
]

ψ(r) = Eψ(r) (1.4)

where h̄ is the reduced Planck constant, m represents the effective mass of the electron, ∇2

denotes the Laplacian operator, Vext(r) signifies the energy associated with the interaction of

electrons with an external potential, Vint(r) represents the energy associated with the interaction

between electrons, and ψ(r) is the wavefunction depending on the position vector r. The

term E represents the energy of the system. This equation is fundamental in describing the

behavior of electrons in various materials, considering the influence of both external potentials

and interactions between electrons.

In the majority of materials, the movement of atoms occurs at a significantly slower rate

compared to the speed of the electrons that envelop them, establishing bonds in between.

Hence, quantum mechanical simulations of materials generally adopt the Born-Oppenheimer

assumption [33], which asserts that atomic nuclei remain static with fixed positions. These

simulations primarily concentrate on modeling the behavior of electrons and their reactions

to the atomic potentials. Equation 1.4 incorporates the Born-Oppenheimer approximation by

integrating the ionic potentials associated with atomic nuclei, as part of the total potentials,

while the explicit treatment of the nuclear wavefunctions is omitted. However, it is important

to note that due to computational constraints, it is challenging to fully account for electron

interactions in these simulations. Even the modeling of individual atoms with three or more

electrons continues to be an active area of research due to the intricacy involved in directly

computing many-body interactions.

Hohenberg and Kohn established two significant theorems that served as the foundation for

contemporary density functional theory (DFT) approaches to solving the Schrödinger equation

[34, 35, 36]. Hohenberg and Kohn proved fundamental properties of the functional E[n(r)],

which takes an electron density n(r) as input to compute the corresponding energy E. The H-K
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theorems can be summarized as follows:

1. For any system of interacting particles in an external potential Vext(r), the potential is

uniquely determined by the ground state electron density, n0(r).

2. There exists a universal functional for the energy, E[n(r)], that is valid for any choice

of external potential. For any given Vext(r), the global minimum of this functional is

the ground state energy, and the electron density that minimizes this functional, n0(r),

represents the ground state electron density.

As per the first theorem, it is known that the Hamiltonian of a system is uniquely determined

by n0(r). Consequently, all properties of a material, including ground and excited states, are

determined based on the ground state electron density. The second theorem indicates that

understanding the functional E[n] and external potential Vext(r) is sufficient to determine the

ground state of a system, though not its excited states. In the context of materials simulation,

the external potential is primarily contributed by the periodic potential originating from the

atomic lattice of nuclei. Selecting the appropriate functional allows precise determination of

the ground state properties, given a material with a known crystalline structure and associated

periodic potential. Nevertheless, despite the H-K theorems suggesting the existence of an exact

energy functional, the true functional remains unknown.

While Hohenberg and Kohn provided a theoretical framework for density functional methods,

the H-K theorems themselves do not provide immediate insight into how one can simplify the

many-body problem of inter-electron interactions into a computationally tractable form. Kohn

and Sham introduced the ansatz that a material can be modeled with completely independent

electrons and that the effect of electron interaction and correlation can be accounted for by an

exchange-correlation functional, Exc[n(r)] [35]. The Kohn-Sham equation for the ground state

energy functional can be written as:
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EKS = Ts[n]+
∫

drVext(r)n(r)+EH [n]+EII +Exc[n] (1.5)

where Ts[n] is the kinetic energy, Vext(r) represents the external potential, experienced by the

electrons due to the atomic nuclei as well as any applied fields, n(r) is the electron density,

EH [n] is the Hartree energy, associated with coulomb interactions between the electron and

surrounding. EII denotes the ion-ion interaction energy, and Exc[n] is the exchange-correlation

energy functional. Given the appropriate choice of the exchange-correlation functional, the

determination of a system’s ground state involves minimizing the Kohn-Sham energy. While

the precise exchange-correlation functional remains elusive, the Kohn-Sham assumption is

effective in practical scenarios due to the screening of electron correlations in many materials.

In compounds with a substantial electron density, particularly metals, the electron system is

well described by the assumption that each electron predominantly interacts with the collective

potential of the remaining electrons rather than with each electron individually. Ongoing

extensive research is dedicated to identifying increasingly accurate options for Exc[n].

Another significant simplifying assumption in many contemporary DFT codes is the local-

ization of core electrons, which are considered to have minimal impact on chemical bonding

and are, therefore, treated as part of the external potential, Vext(r). Consequently, simulations

typically focus solely on the wavefunctions of valence electrons, while the influences of core

electrons are approximated using pseudopotentials [37] or PAW potentials [38] localized at the

atomic sites.

Given the previous discussion, we can outline both technical and fundamental challenges

associated with the Kohn-Sham DFT calculations employed in this dissertation. Two practical

issues are limitations on the system size and accuracy of approximate choices of Exc[n]. Despite

remarkable progress in computing hardware and algorithmic efficiency, systems with hundreds

or thousands of atoms are not currently computationally tractable for most DFT users. DFT is
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generally most accurate in describing crystalline solids, which are well approximated by a small

(periodic) unit cell with a small number of atoms.

Our incomplete knowledge of Exc[n] can make it challenging to accurately simulate materials

with strong electron correlations based on Kohn-Sham DFT. Standard functional such as the

local density approximation (LDA) [39,40] and generalized gradient approximation (GGA) [41]

methods employed here often fail spectacularly when simulating strongly-correlated systems.

This is a particular challenge for work on topological superconductors since the superconducting

phase itself, which involves strong interactions such as Cooper-pairing of electrons, cannot be

simulated with standard DFT methods. In practice, however, DFT can provide useful information

about the electronic properties in the metallic phase of a material that has a low-temperature

superconducting transition. Extensive DFT calculations are employed in this dissertation to

understand the metallic phases of superconducting metals.

A fundamental issue is the treatment of thermal properties and excited states. Even with

knowledge of the exact functional, Exc[n], the H-K theorems only guarantee an exact solution for

the ground state properties of a material at 0 K. While progress has been made in modeling ther-

mal transport via phonon calculations and adjusting for temperature effects via thermodynamic

sampling ans Monte Carlo simulations, simulating excited states is a very present challenge.

Both fundamental and technical issues contribute to inaccuracy in the prediction of elec-

tronic band gaps using standard DFT methods, which is a particular challenge for the field of

topological materials since an accurate prediction of band inversion is necessary to correctly

classify the topology in a material. The experimentally measured band gap of a material is

the energy required to excite an electron from an initial state in the highest occupied state of

the valence band to the lowest unoccupied state in the conduction band. Consequently, the

DFT band gap is typically calculated by determining the separation between the highest energy

eigenvalue in the valence band and the lowest energy eigenvalue of the conduction band based

on the calculated (Kohn-Sham approximated) ground state configuration. However, it is known
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that even an exact Kohn-Sham density functional theory solution will not provide an exact band

gap using this method. Furthermore, in addition to the fundamental limitations associated with

the treatment of excited states in general, the Kohn-Sham DFT band gap is susceptible to errors

arising from derivative discontinuity, complicating the accurate determination of the band gap

for materials, especially those crucial for the investigation of topological phenomena. This

subject with more details has been discussed in Dr. Samuel Teicher’s thesis[42].

The objective of this dissertation is to develop tools and chemical intuition for the prediction

and synthesis of kagome materials using ab-initio calculations to understanding their electron-

ically structures. While significant progress has been made in first-principles methods over

the past few decades, making density functional theory (DFT) calculations widely accessible

and commonplace in materials discovery, these advancements have not always translated into

laboratory-relevant knowledge. Recent influential studies have made notable contributions to

the field of topological materials by systematically calculating and categorizing topological

invariants for large databases of materials, relying on mathematical rigor without incorporating

chemical insights [2, 43, 44, 45]. However, understanding the electronic structure can have an

immediate impact on experimentalists.

This dissertation aims to fill this gap by integrating ab-initio calculations with chemical intu-

ition to develop a comprehensive framework for predicting and synthesizing kagome materials.

In this research, we will explore advanced techniques to understand the electronic structure and

the connections between the material property that we observe experimentally, and their electron

density (like dipole moment and charge density) and electronic energy (potential energy surface,

bond energies). By systematically analyzing different systems, we aim to categorize them based

on their distinct electronic and structural features. Furthermore, we will investigate the effects

of various parameters, such as doping electron or hole into the structure, on the emergence and

manipulation of topological properties.
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Chapter 2

Fermi surface nesting and the Lindhard

response function of CsV3Sb5

1 The discovery of AV3Sb5 (A = K, Rb, Cs) compounds with a kagome net structure has unveiled

their intriguing properties, including superconductivity and unique topological characteristics in

their electronic structure. These materials also exhibit charge density wave (CDW) ordering,

which manifests as a distortion known as a breathing mode in the kagome layers. It has been

proposed that this CDW ordering arises from nesting effects between saddle points on the Fermi

surface. To contribute to the evolving understanding of this fascinating class of materials, this

study presents calculations focusing on the Fermi surface nesting and Lindhard susceptibility

of CsV3Sb5. Understanding the nesting effects on the Fermi surface and their relationship to

the breathing mode distortions is crucial for unraveling the underlying mechanisms driving the

CDW ordering in AV3Sb5 compounds. By examining the Fermi surface nesting (FSN) and its

correlation with the observed breathing mode distortions, insights can be gained into the nature

of the CDW transition and its connection to the electronic structure.
1The contents of this chapter previously appeared in Ref. [21]: F. Kaboudvand, S. M. Teicher, S. D. Wilson,

R. Seshadri, and M. D. Johannes, “Fermi Surface Nesting and the Lindhard Response Function in the Kagome
Superconductor CsV3Sb5”, Appl. Phys. Lett. 120 (2022) 111901. Reprinted with permission.
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2.1 Introduction

Compounds with kagome nets have attracted recent attention due to the interesting ground

states they can display. As a consequence of their geometry and depending on the degree

of electron filling, kagome materials are predicted to host a variety of instabilities associated

with spin liquid states, superconductivity, charge density waves (CDW), and more. [17, 19]

The recently discovered non-magnetic kagome metals AV3Sb5 (A = K, Rb, Cs) exhibit charge

density wave and superconducting order and are predicted to host Z2 topological surface states

[3, 4, 5].

The unique transitions and functionalities observed in kagome metals have been attributed

to distinct features in their electronic band structures, particularly the saddle point located at the

M point, which plays a crucial role in topological band inversion. Phenomenological models

have long predicted the existence of two-dimensional charge density waves (CDW) in kagome

metals with 3-fold rotational symmetry, also referred to as 3Q phases, arising from perfect

Fermi surface nesting (FSN) between the M points [9, 46, 47]. Experimental investigations

have confirmed the presence of this 3Q CDW order in all members of the AV3Sb5 family

[48, 49, 50, 51, 52, 53, 54]. Simulations have further supported these findings, demonstrating the

instability of the room temperature structure to 2D breathing mode distortions at q= [1/2,1/2,0]

and q = [1/2,1/2,1/2], which are associated with phonon modes at the M and L points [6].

In addition to the observed 3Q charge density wave (CDW) order, additional CDW distor-

tions have been identified in the AV3Sb5 compounds. Surface probes such as scanning tunneling

microscopy have revealed a unidirectional 4a0 stripe ordering, while bulk X-ray diffraction

experiments suggest either 2-fold or 4-fold distortions along the c-axis, indicating the possibility

of either L-type (q = [1/2,1/2,1/2]) or U-type (q = [1/2,1/2,1/4]) total q-vectors for the bulk

charge density wave [48, 50, 51]. The origin of these c-axis distortions could be attributed to

various factors, such as the stacking of kagome planes or an in-out variation of the breathing
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Figure 2.1: Crystal and electronic structure of CsV3Sb5. (a) Room temperature structure
with un-distorted kagome nets. (b) reciprocal space Brillouin zone with high symmetry points
labeled. (c) and (d) present two in-plane breathing mode candidates, the Star of David (SoD)
and the inverse Star of David (ISD) distortions. These M-type distortions have q= [1/2,1/2,0].
(e) Presents the electronic band structure of CsV3Sb5, displaying the Fermi level from DFT
calculations, and the previously-observed experimental Fermi level.

mode [20, 50]. While Fermi surface nesting has been proposed as a possible explanation for the

in-plane 3Q ordering based on previous theoretical work, it remains uncertain whether these

additional distortions can be attributed to nesting instabilities.

The crystal and electronic structures of CsV3Sb5 are illustrated in Figure 2.1. Figure 2.1(a)

presents the room temperature structure of CsV3Sb5 with an undistorted kagome lattice. The

reciprocal space Brillouin zone, highlighting the high symmetry points, is shown in Figure

2.1(b). The structure exhibits two potential in-plane breathing mode distortions, namely the Star

of David (SoD) and inverse Star of David (ISD) (also known as Tri-Hexagonal) distortions, as

depicted in Figures 2.1(c) and 2.1(d), respectively. Both SoD and ISD distortions correspond to

M-type distortions with q = [1/2,1/2,0]. The electronic band structure of CsV3Sb5 is displayed

in Figure 2.1(e), with the green region highlighting the M saddle point region. While multiple
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saddle point features are expected in kagome metals and are present in the band structure of

CsV3Sb5 [55], the CDW instability in this compound is commonly attributed to the large flat

saddle-point band at ESP
F . There is a slight discrepancy between calculations, but most ab

initio simulations place the Fermi level slightly above the saddle point at EDFT
F . However,

experimental studies utilizing angle-resolved photoemission spectroscopy have suggested that

the true Fermi level may reside slightly lower, near or just above the saddle point around ESP
F

[4, 53, 55].

The existence of various CDW distortions in the AV3Sb5 family, including the 3Q order

and additional in-plane and out-of-plane distortions, highlights the rich complexity of these

materials and the interplay between their crystal structures and electronic properties. Further

investigations combining experimental and theoretical approaches are essential to unravel the

underlying mechanisms driving these CDW transitions and to gain a deeper understanding of

the role of Fermi surface nesting and saddle point features in the emergence of these.

The Peierls model, which describes nesting-driven distortions, has been successful in

understanding 1D materials. However, when it comes to higher dimensional materials with 2D

or 3D connectivity, this model needs to be extended. To assess whether electron response can

drive a Peierls phase transition, the susceptibility χ(q,ω) is calculated for a given electronic

configuration, with a particular focus on the zero-frequency value of the Lindhard response

function, χ0(q,ω = 0) [23].

Previous studies by Johannes and Mazin [25, 27] have shown that Fermi surface nesting,

which can be identified by the divergence in the imaginary part of the Lindhard susceptibility

χ ′′(q), fails to predict charge density wave (CDW) formations in various 2D materials. The

strongest peaks in χ ′′(q) often do not correspond to the actual CDW q-vector observed in

experiments, and many materials do not undergo CDW transitions despite exhibiting strong

Fermi surface nesting peaks. Instead, true electronic instability is represented by peaks in the

real part of the susceptibility, χ ′(q). Johannes and Mazin argue that a Fermi surface nesting-

21



Fermi surface nesting and the Lindhard response function of CsV3Sb5 Chapter 2

driven CDW distortion can only be attributed to a simple Peierls-like origin if a strong Fermi

surface nesting peak in χ ′′(q) is also present at the same location in χ ′(q) [25]. This approach

was successfully applied to clarify the distortion mechanism in NbSe2, a quasi-2D hexagonal

metal with CDW and superconducting transitions, demonstrating similarities to the quasi-2D

hexagonal CsV3Sb5 compound [4].

Considering the current extensive qualitative discussions surrounding Fermi surface nesting

in the AV3Sb5 system [20,50,54,55,56,57,58], we aim to provide explicit Fermi surface nesting

and Lindhard response calculations for CsV3Sb5 in order to determine whether the CDW can be

attributed to a clear Peierls-like nesting mechanism.

2.2 Methods

We used the Wien2k full potential code [59] with the Perdew-Burke-Ernzerhof (PBE) [41]

approximation to the exchange correlation functional. The spin-orbit interaction was accounted

for using the second variational principle, as implemented in the code. We used the structure

relaxed with the VASP code[60, 61] where a van-der-Waals correction was added to better

approximate the distance between the 2D planes (We employed the PBE functional[41] with

D3 correction[62]). The projector augmented wave (PAW) method [60, 61] was employed

and relaxations of the ionic positions were conducted using an energy cutoff of 520 eV.; all

parameters were identical to Ref. [4]. a and c unit cell parameters were 5.45 Å and 9.35 Å,

respectively). We used a dense k-mesh of 20×20×9 for the self-consistent calculation and then

a denser mesh of 50×50×12 for calculation of the Fermi surface and the real and imaginary

parts of the Lindhard function, taken in both cases in the limit that the frequency goes to zero

[25, 27].
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2.3 Results and discussion

Our findings are summarized in Figure 2.2. Figure 2.2 (a) displays the calculated χ ′′(q) for

EF = EDFT
F , where the largest peaks correspond to perfect self-nesting at q = [0,0], q = [1,0],

and so on, providing limited information. Additional peaks form a complex pattern of ridges.

At the M points with q vectors [1/2,0.0], [1/2,1/2], [0.0,1/2], a peak in the nesting function

can be observed, indicated by a red arrow. However, this peak is not isolated; rather, it is part

of a larger triangular ridge pattern running along the Γ−M lines. These triangular nesting

ridges exhibit a finer-grained striped texture, with up to three parallel nesting lines. A nearly

circular nesting pattern surrounds the largest trivial peaks. These nesting features are similar

for both the kz = 0 and kz = 1/2 planes. In Figure 2.2 (b), the Γ−M nesting ridges are shown

to manifest in the real part, χ ′(q). The circular ridges also exhibit increased intensity in χ ′(q).

Interestingly, the highest intensity peaks in χ ′(q) are associated with the circular ridges and do

not occur at M-like q vectors. Furthermore, we conducted Lindhard susceptibility calculations

with the saddle point shifted to the Fermi level. The imaginary part and the real part of these

calculations for different kz values are presented in Figure 2.2 (c) and (d), respectively. While

the relative peak heights may vary when adjusting the Fermi level, there are no major qualitative

differences observed between the Lindhard calculations. These results provide insights into

the nesting characteristics and Lindhard response of CsV3Sb5, shedding light on the potential

nesting-driven mechanisms behind the observed charge density wave formation in the material.

The observed combination of circular and triangular ridges in the Lindhard function aligns

with the pattern previously detected in experimental quasi-particle interference measurements

[48], and its origin can be elucidated by examining the Fermi surface geometry. Figure 2.3

illustrates the calculated Fermi surfaces for both (a) EDFT
F and (b) ESP

F . In both cases, the

qualitative features of the Fermi surface topography are similar, characterized by a central

circular Fermi surface pocket surrounded by hexagonal and triangular pockets.
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Figure 2.2: Fermi surface nesting and Lindhard response function in CsV3Sb5. The imaginary
and the real part of the Lindhard susceptibility function at different kz for the DFT Fermi level
electronic structure is presented in (a) and (b), respectively. The imaginary and the real part at
the saddle point (SP) energy level are presented in (c) and (d).

The central pocket, predominantly originating from antimony p states, exhibits nesting

tendencies with the larger hexagonal pocket, resulting in the formation of the central circular

patterns observed in the Lindhard function. On the other hand, the remaining triangular and

hexagonal pockets, primarily influenced by vanadium d contributions, display strong two-

dimensional nesting behavior along the Γ−M direction, as indicated by the green lines. The

nesting at the M point is highlighted by a red arrow. Conversely, when considering saddle-point

nesting, as depicted in Figure 2.3(b), the overlap between the involved Fermi surface regions is

minimal, leading to a negligible impact on the overall Lindhard function.

These findings highlight the connection between the Fermi surface geometry and the ob-

served features in the Lindhard function, providing insights into the underlying mechanisms

governing the charge density wave formation in CsV3Sb5.
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Figure 2.3: Fermi surfaces and origins of nesting. Fermi surfaces are presented at (a) EDFT
F

(b) ESP
F . The circular FSN ridges derive from nesting between central circular and hexagonal

pockets. The Γ−M FSN ridges derive from strong nesting and linear overlap of the triangular
and hexagonal regions, highlighted in green. The main M-type FSN vector is highlighted in red
for both Fermi level choices, while the weak saddle point nesting at the M-point is indicated in
orange in (b). The Figure illustrates that they are multiple type of M-like nesting that we could
have in this Fermi surface, and the dominant M-type nesting is not the one between the M
saddle points (M point nesting which showed by the orange dashed arrow is not the dominant
nesting). The saddle point shows up in Fermiology as extremely 2-D rectangles oriented such
the nesting is weak (if even existed).
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2.4 Conclusion and summary

The obtained results allow us to draw several conclusions regarding Fermi surface nesting-

driven instabilities in CsV3Sb5 and other members of the AV3Sb5 kagome family, which exhibit

similar electronic structures. Firstly, the peaks observed at the M point in the nesting function

and the real part of the susceptibility are not singularly strong; rather, they are part of ridges

extending along the Γ−M direction. This implies that they do not solely drive the electronic

instability, although they may contribute to it to some extent. When considering the real part

of the Lindhard function, the intensity of the Γ−M ridges is comparable to or even weaker

than the intensity of the central circular ridge, which arises from the nesting between the central

pocket of the Fermi surface (predominantly derived from Sb p orbitals) and the slightly larger

hexagonal pocket.

Secondly, Fermi surface nesting appears to be insensitive to the kz value. Despite slight

variations in peak magnitudes, the χ ′′(q) and χ ′(q) maps exhibit qualitative similarity at kz = 0

and kz = 1/2 for all calculations. This observation holds not only for high symmetry planes

but also for other kz values, such as kz = 1/4. Consequently, it becomes challenging to argue

that either the observed 2-fold or 4-fold c-axial distortions, observed experimentally, can be

uniquely favored by the electronic structure instability.

Finally, since the Lindhard function remains relatively unchanged with variations in the

Fermi level and kz value (with the M saddle point located at kz = 0), the kagome saddle point

seems to have minimal relevance to the overall nesting behavior. In fact, the Lindhard intensity

does not exhibit a preference for the intrinsic V kagome instability associated with the outer

pockets of the Fermi surface over the instability involving the central circular Sb pocket.

Zhu et al. [26] proposed a classification scheme for charge density waves (CDWs) based

on three different formation mechanisms. According to their framework, type-I CDWs follow

the Peierls picture, where the transition is driven by Fermi surface nesting. In contrast, type-II
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CDWs are associated with q-dependent electron-phonon coupling, while type-III encompasses

correlated systems with charge modulations, such as cuprates, where neither Fermi surface

nesting nor electron-phonon coupling alone can explain the transition. Overall, our findings

support the notion that the charge density waves observed in CsV3Sb5 do not arise from a

singular instability in the electronic structure and cannot be classified as type-I Peierls-like

distortions.

Electron-phonon coupling has been identified as the primary driving force behind the

structural instability in NbSe2 [27, 63], and it is likely responsible for the observed ordering in

the AV3Sb5 family as well. While recent experiments indicate that the phonon transitions in

CsV3Sb5 [64,65] may exhibit greater complexity than the previously observed phonon softening

in NbSe2, the effects of electron-phonon coupling may still explain the strong influence of

chemical doping on the charge density wave in this compound [66, 67].

Calculations performed on CsV3Sb5 indicate that the breathing mode distortions in the

material do not exhibit a simple link with Fermi surface nesting. The FSN appears to be

independent of changes along the kz direction, which is perpendicular to the kagome layers.

Additionally, small shifts in the Fermi level have only a mild impact on the FSN. These

findings suggest that the nesting effects on the Fermi surface may not be strongly influenced by

specific features in the saddle points, contrary to initial expectations. The lack of a Peierls-like

transition signature further supports the notion that the breathing mode distortions in CsV3Sb5

do not arise solely from Fermi surface nesting effects. This implies that other factors, such as

electron-phonon interactions or complex electronic correlations, may play a role in driving the

observed CDW ordering. By examining the Fermi surface nesting and Lindhard susceptibility

in CsV3Sb5, this study [21] provides insights into the relationship between electronic structure,

CDW ordering, and superconductivity in kagome net compounds. The results suggest that the

FSN is not solely determined by specific features in the saddle points, challenging previous

assumptions. The findings contribute to the ongoing understanding of the intricate behavior of
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AV3Sb5 materials and their potential for realizing exotic electronic states.
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Chapter 3

Tune band structure of CsV3Sb5 via Sn

doping

1The recently reported AV3Sb5 (A = K, Rb, Cs) family of kagome metals are candidates for

unconventional superconductivity and chiral charge density wave (CDW) order. Both of these

phenomena potentially arise from nested saddle points in their band structures close to the Fermi

energy. In this study, we use chemical substitution to introduce holes into CsV3Sb5 and unveil

an unconventional coupling of the CDW and superconducting states. Specifically, we generate

a phase diagram for CsV3Sb5−xSnx that illustrates the impact of hole-doping the system and

lifting the nearest van Hove singularities (vHs) toward and above EF . Superconductivity exhibits

a non-monotonic evolution with the introduction of holes, resulting in two "domes" peaked at 3.6

K and 4.1 K, along with the rapid suppression of three-dimensional CDW order. The evolution

of the CDW and superconducting order is compared with the evolution of the electronic band

structure of CsV3Sb5−xSnx, where the complete suppression of superconductivity seemingly

coincides with the emergence of an electron-like band composed of Sb pz orbitals pushed above

1The contents of this chapter previously appeared in Ref. [66]: Y.M. Oey, B.R. Ortiz, F. Kaboudvand,
S.D. Wilson, and R. Seshadri, “Fermi Level Tuning and Double-Dome Superconductivity in the Kagome Metals
CsV3Sb5−xSnx”, Phys. Rev. Mater. 6 (2022) L041801. Reprinted with permission.
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EF .

3.1 Introduction

Kagome metals, such as the AV3Sb5 family, exhibit intriguing electronic structures featuring

Dirac points, flat bands, and saddle points, which often lead to electronic instabilities associated

with divergences in the density of states at the Fermi level [9, 9, 17, 19, 68, 69, 70]. A wide array

of instabilities has been predicted, including bond density wave order, charge fractionalization,

charge density waves (CDW), and superconductivity (SC) [9, 9, 17, 19, 68, 69, 70]. Surprisingly,

these instabilities can be fine-tuned through minor adjustments in the band filling [8,9,71,72,73].

For instance, when you have band fillings around 5/4 electrons per band [8, 9, 71, 72, 73], it

tends to load up those nested van Hove singularities (vHs), which kickstarts the CDW order. In

some cases, it even sparks some pretty unconventional superconductivity.

The recently discovered group of AV3Sb5 kagome metals (A= K, Rb, Cs) [3] may embody

this physical mechanism. Each of these materials showcases experimental evidence linked

to CDW order [4, 49, 74, 75, 76, 77]. Interestingly, these signatures are succeeded by the

coexistence of superconductivity at low temperatures [4, 75, 78]. When subjected to hydrostatic

pressure, the relationship between CDW instability and superconductivity in AV3Sb5 takes

on an unconventional character [79, 80], yet the exact impact of the pressure-modified band

structure on their interplay remains a subject of ongoing exploration. In particular, unraveling

the respective roles of the vHs, primarily composed of V d-orbital states near the M-points,

and the electron-like band originating from Sb-states at the Γ-point within the CDW and SC

mechanisms is pivotal to developing a microscopic understanding of their coupling.

Introducing additional carriers through doping presents an attractive method for adjusting

these characteristics concerning the Fermi level while also investigating the connection between

CDW and SC states. By shifting the positions of the vHs and the Γ pocket in relation to EF and
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examining the evolution and interplay of the CDW and SC phase transitions, valuable insights

into the origins of each state can be gleaned. A recent investigation involving oxidized thin

flakes of CsV3Sb5, for example, demonstrates that hole-doping at the Cs site can boost TC

while concurrently suppressing CDW order [81]. Furthermore, DFT calculations reveal that

hole-doping propels the vHs in the opposite direction relative to EF compared to the effect of

external hydrostatic pressure [82]. Considering the peculiar coupling between SC and CDW

states observed under variable pressure [80], conducting a systematic exploration of hole-doping

effects promises to offer a vital experimental perspective on comprehending this unconventional

coupling.

In this chapter, we explore the impact of hole-doping on the CDW and SC states in

CsV3Sb5−xSnx across the range of 0 ≤ x ≤ 1.5. The process of hole-doping is achieved

through the substitution of Sn atoms onto the Sb sites. Notably, Sn and Sb have strikingly

similar sizes, which results in minimal coincidental steric effects on the band structure. As

we introduce holes into the system, the CDW state undergoes rapid suppression, with the

three-dimensional CDW order vanishing at approximately x = 0.06. Concurrently, there is an

augmentation in the superconducting phase, reaching its peak at TC = 3.6,K when x = 0.03

within the CDW state. However, as the CDW order is fully suppressed, the superconducting

transition temperature subsequently decreases. Continuing the hole-doping process beyond

the point of CDW order suppression unveils a second peak in TC at x = 0.35, with a maximum

value of 4.1,K. This is followed by a gradual weakening and eventual disappearance of bulk

superconductivity beyond x = 0.5.

The combination of density functional theory (DFT) calculations and nuclear quadrupolar

resonance measurements sheds light on the strong preference for Sn to occupy Sb sites within the

kagome plane [82]. DFT models predict that Sn substitution on this site raises the energy of the

Sb pz electron-like band at Γ above EF , coinciding with the vanishing of bulk superconductivity.

Importantly, small changes are predicted in the energies of the vHs for doping levels sufficient
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to suppress CDW order, suggesting the importance of Sb-states in stabilizing both phases [82].

3.2 Methods

For our electronic state calculations, we conducted first-principles analyses utilizing density

functional theory (DFT) within the Vienna ab-initio Simulation Package (VASP), as previously

outlined in references [83, 84]. To facilitate these calculations, we employed the projector

augmented wave (PAW) method [38, 85] and conducted ionic relaxation procedures with an

energy cutoff of 520 eV. Our investigation encompassed the automatic generation of reciprocal

space k-point meshes at a density of 55 Å−1 along each reciprocal lattice vector.

The central focus of our analysis revolved around the computation of the band structure along

primary paths, which were determined based on high symmetry points, as per the definitions by

Setyawan and Curtarolo[86]. To gain a comprehensive understanding of the electronic properties,

we visualized the density of states (DOS) and band structures using the sumo package[87].

It’s important to note that the CsV3Sb5 structure comprises five distinct sites for Sb atoms,

including two sites with unique and symmetrically distinct characteristics: site 1 within the

kagome plane (WKP) and site 2 outside of the kagome plane (OKP). Those sites presented in

Figures 3.1. In the scope of our study, we conducted calculations for both scenarios, considering

the placement of Sn atoms within the WKP and at one of the OKP sites.

We synthesized powder samples of CsV3Sb5−xSnx for a range of 0 ≤ x ≤ 1 in batches

of 6–7 grams. This synthesis involved a combination of ball milling and high-temperature

sintering . To analyze the structural characteristics, we employed synchrotron powder x-ray data

acquired at Argonne National Laboratory (APS, 11-BM) and conducted laboratory x-ray powder

diffractometry using a Panalytical Empyrean instrument. In addition, a Hitachi TM4000Plus

scanning electron microscope (SEM) equipped with energy-dispersive x-ray spectroscopy (EDS)

capabilities was employed.
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Figure 3.1: Crystal structure of CsV3Sb5. Although there are five sites for Sb, there are only
two unique, and symmetrically distinct sites, site 1 within the kagome plane (WKP) and site 2
the outside of the kagome plane (OKP) which labeled in the picture.

We gathered magnetization data using a Quantum Design Magnetic Property Measurement

System (MPMS) and acquired electrical resistivity data with a Quantum Design Physical

Property Measurement System (PPMS). We conducted room temperature 121Sb zero-field

Nuclear Quadrupole Resonance (NQR) measurements using a custom NMR spectrometer. For

additional details, including relevant references, please refer to the Supplemental Material

accompanying our paper in this topic[66], which also contains references to [38, 85, 86, 87, 88,

89, 90, 91, 92].

3.3 Results and discussion

At room temperature, all CsV3Sb5−xSnx compositions within the range 0 ≤ x ≤ 1 adopt the

hexagonal P6/mmm structure, similar to the pristine CsV3Sb5, characterized by an ideal kagome

network of V atoms, as depicted in Figure 4.1(a). Polycrystalline samples in this composition
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Figure 3.2: (a) The crystal structure of CsV3Sb5−xSnx preserves the parent CsV3Sb5 (P6/mmm)
configuration. Sn atoms are capable of substituting on either the Sb1 or Sb2 sublattices, with
our investigations at low doping revealing a predilection for Sn to occupy the Sb site within the
V kagome plane. (b-c) The integration of Sn into CsV3Sb5−xSnx provokes a gradual decrease
in the c/a ratio, culminating in the cessation of solid solubility at x = 1. (d) For samples with
concentrations surpassing the EDS sensitivity threshold, the nominal Sn content closely aligns
with the measured Sn content. Error bars are displayed, unless their dimensions are smaller
than the associated data point size. The distinctive colors employed in these figures consistently
correspond to sample compositions.

range remain single-phase, although a secondary phase emerges at x = 1.5, signifying the

termination of the solid solution. To determine the impact of Sn content on the unit cell, Pawley

fits were employed on powder diffraction data. Figures 4.1(b-c) illustrate the normalized c/a

ratio and the cell volume as functions of Sn content. As Sn content increases, a experiences

an increment, while c undergoes a reduction in near-perfect compensation, ultimately leading

to a cell volume that remains virtually unaltered with respect to Sn content. Minimal volume

fluctuations, less than 0.16%, can be attributed to uncertainties in chemical composition and

structural refinement.

The linear trend observed in the c/a ratio is reminiscent of Vegard’s Law, suggesting that Sn
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integrates into the parent structure as a solid solution up to approximately x = 1, beyond which

the c/a ratio plateaus. Figure 4.1(d) demonstrates that the measured Sn content (determined via

EDS) closely aligns with the nominal Sn content. While Rietveld refinements of X-ray data

confirm the single-phase nature of the powders, limited scattering contrast between Sb and Sn

hinders the ability to precisely determine whether Sn is evenly distributed across both the Sb1

and Sb2 sites or if there is a preference for occupation of a specific sublattice. DFT calculations

indicate a preference of approximately 10 meV/atom for Sn to selectively substitute the Sb1 site

(within the kagome plane), a preference further corroborated by nuclear quadrupole resonance

(NQR) measurements, as discussed later.

Undoped CsV3Sb5 single crystals exhibit a superconducting transition at TC = 2.5 K [4,

81] and a charge density wave transition at T ∗ = 94 K [74, 76]. This charge density wave

transition induces a structural distortion, resulting in a 2×2×4 enlarged unit cell. Within this

unit cell, layers of kagome nets undergo distortion, forming Star-of-David and Tri-hexagonal

structures [50,74,93]. It’s worth noting that polycrystalline samples exhibit equivalent transition

temperatures; however, the transitions are broader in comparison to single crystals [4]. This

broadening is primarily attributed to the heightened sensitivity of powders to specific synthesis

conditions and the influence of strain effects.

In the case of pure CsV3Sb5 powder synthesized in this study, an onset TC of 2.70 K and a

midpoint TC of 2.07 K are observed. As Sn is introduced into the matrix, Figure 3.3(a) elucidates

the progression of superconductivity in two distinct doping ranges (x = 0 to 0.03 and x = 0.1 to

0.35). Notably, all superconducting samples exhibit 4πχv ≈−1 in magnetization, with values

slightly exceeding unity being attributed to packing density errors. Data are normalized to −1

for the sake of ease in comparison.

The influence of Sn on TC becomes immediately evident. With an increase in Sn content to

x = 0.03, TC experiences a notable upturn, reaching a local maximum of 3.6 K. Subsequently,

TC exhibits a decline with continued hole-doping, followed by the emergence of a second
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Figure 3.3: (a) The superconducting TC measured under a field of H = 5 Oe shows a system-
atic shift to higher temperature in the compositions leading to the two TC maximums. The
superconducting fraction is normalized to account for errors in mass and packing fraction so
all data have a minimum of −1, the theoretical minimum. (b) dM/dT for compositions x ≤
0.06 show a decrease in CDW T ∗, and this transition disappears for greater Sn compositions.
(c) Resistivity data also show this enhancement in TC, and the low-T , normal state resistivity
for x = 0.35 is about 4 times higher than x = 0.03.

superconducting dome with a peak TC of 4.1 K at x = 0.35. Beyond x > 0.5, superconductivity

occupies only a partial volume fraction, and it is entirely absent at x = 0.85. Further detailed

susceptibility measurements are provided in the supplemental information of our paper [66].

The way CDW order evolves as we introduce holes via Sn doping becomes clear when we

look at changes in magnetization. We use a metric called the inflection point in magnetization,

represented by the peak in the derivative dM/dT , to track when the three-dimensional CDW

order kicks in.

When we add light holes through Sn substitution, something interesting happens. The CDW

transition gets broader and shifts to lower temperatures. In its original, undoped state, the CDW

transition occurs at 98.01 K, but as we introduce Sn, this peak in dM/dT drops to below 80 K

by the time we reach a Sn concentration of x = 0.04. This suggests that the CDW transition is

significantly altered and suppressed as we dope with Sn.

Beyond a Sn concentration of x > 0.05, things get a bit fuzzy. The magnetization doesn’t

show distinct CDW transition signatures, hinting that the CDW anomaly becomes quite broad
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and might continue to be suppressed with even higher Sn doping.

What’s interesting is that at the first maximum of the initial superconducting dome ( x = 0.03),

the superconducting and CDW states coexist. However, at the second peak in superconducting

critical temperature (TC) for higher Sn content ( x = 0.35), this coexistence disappears, happening

well after the CDW order has been suppressed. This complex relationship between CDW and

superconducting transitions raises intriguing questions that call for further investigation, possibly

involving single crystals.

In a nutshell, these results highlight the intricate behavior of CDW order when we introduce

Sn via hole-doping in CsV3Sb5. This opens up possibilities for exploring new phase boundaries

and phase transitions that deserve closer scrutiny and understanding.

Figure 3.3(c) presents electrical resistivity measurements performed on samples at both

peak TC values (x = 0.03 and x = 0.35). These measurements nicely align with the critical

temperatures (TC) that we identified using magnetization data. Additionally, for the sample at x

= 0.03, we can clearly spot the onset of the charge density wave (CDW) transition.

The introduction of Sn into the mix results in some remarkable changes in electrical

resistivity. Just before the onset of superconductivity, we see a significant jump in resistance.

For instance, in the undoped state (x = 0), the resistance is a modest 50 µΩ-cm. However, as we

add Sn and reach x = 0.03, we observe a noteworthy increase to 250 µΩ-cm, which marks the

first peak in superconducting critical temperature (TC). When we reach x = 0.35, the resistance

spikes even higher at 800 µΩ-cm, corresponding to the second peak in TC. This substantial

shift in resistance, especially around the CDW transition temperature, underlines the significant

impact of Sn doping on the material’s electronic properties.

In summary, as illustrated in Figure 4.4, a phase diagram provides a visual representation

of how Sn-substitution affects both superconductivity (SC) and charge density wave (CDW)

orders. Notably, we observe a two-dome structure in the TC values, indicating that Sn doping

has a profound influence on the superconducting transitions in this system.
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Figure 3.4: Hole-doping phase diagram for CsV3Sb5−xSnx. The double-dome structure is
clearly evident, as is the depression of the CDW ordering temperature. TC shows two maxima
at x = 0.03 and at x = 0.35 and the CDW state disappears by x = 0.06. We note that the first TC

maximum occurs while the CDW is still present, and the CDW vanishes once TC is already
declining again x > 0.03. For x ≥ 0.65, the volume fraction of superconductivity decreases
and the onset TCs are represented with open circles.

Now, let’s delve into the effects of Sn substitution within the CsV3Sb5 lattice. This substi-

tution process allows us to replace nearly 1/5 of the total Sb atoms with Sn, and the resulting

changes in the electronic structure are quite fascinating. Figure 4.5(a) provides us with a snap-

shot of the electronic structure of pure CsV3Sb5, highlighting the range of achievable Fermi

levels (EF ) with a loss of 1 electron per unit cell, as indicated by the gray shaded region. In a

simple rigid band shift approximation, introducing Sn should, in theory, enable us to tune EF

across various van Hove singularities (vHs) and Dirac points near the M- and K-points, respec-

tively. However, it’s essential to consider the orbital effects and the complexities introduced by

Sn substitution.

Figure 4.5(c) illustrates a hypothetical scenario where Sn is substituted on the Sb2 sublattice

(out of the kagome plane). In this case, apart from the expected Fermi level shift (notice how

the vHs crossing near the M-point is now situated approximately 0.2 eV above EF ), there’s a
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Figure 3.5: (a) DFT calculations illustrate the range of allowable Fermi levels for CsV3Sb5
under the rigid band approximation when substituting one Sn atom per formula unit. (b) We
delve into the band structure of CsV3Sb4Sn, focusing on scenarios where one Sn atom is
swapped within the kagome plane (WKP). Most of the electronic structure remains unchanged,
except for the Γ pocket, where the Sb band, previousl occupied, is replaced by an unoccupied
Sn band positioned above EF . (c) This time, our calculations explore the band structure of
CsV3Sb4Sn when one Sn atom takes the place of an Sb atom located outside of the kagome
plane (OKP). Notably, we observe a substantial reconstruction of many bands, especially in
regions around K, H, and K-Γ.

significant reconstruction observed around the K, L, and H points. Interestingly, the electron-like

band at Γ remains intact in this scenario. However, if Sn occupies the Sb1 sublattice within

the kagome plane, the overall electronic structure relative to CsV3Sb5 is relatively preserved,

mimicking a rigid band shift model. But there’s a crucial exception— the Sb-derived Γ-pocket

disappears and is replaced by an electron-like Sn-band situated far above EF .

Figure 3.6 presents more detailed insights into the orbital contributions to these electronic

band structures. The colorized bands generated by DFT calculations provide a visual representa-

tion of the orbital contributions originating from the constituent elements: V, Sb, and Sn. In

the case of CsV3Sb5, the Γ pocket primarily arises from the involvement of the Sb pz orbitals.

These orbitals play a crucial role in shaping the electronic structure of this material as presented

in Figure 3.6(a). Conversely, when we consider the fully substituted structure with Sn atoms

embedded within the kagome plane, the electronic landscape is significantly influenced by the
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Figure 3.6: Colorized bands structure from DFT calculations show the orbital contributions
from V, Sb, and Sn. (a) The Γ pocket in CsV3Sb5 primarily originates from the Sb pz orbitals.
(b) and (c) present the band structure of CsV3Sb4Sn when we substitute Sb with Sn, whit-in
and out of the kagome plane. In contrast of the CsV3Sb5, the fully substituted structure with
Sn atoms integrated into the kagome plane is predominantly shaped by the Sn pz orbitals.

Sn pz orbitals, compare 3.6(b) and (c) which is band structure for CsV3Sb4Sn with CsV3Sb5

that presented in 3.6 (a).

To elucidate the influence of Sn-doping on the band structure, nuclear quadrupolar resonance

(NQR) measurements were conducted, confirming a marked preference for Sn occupation on the

Sb1 sites within the kagome plane. This finding is in accordance with density functional theory

(DFT) calculations, which reveal a modest energy favorability for Sn residing on the Sb1 site.

With the doping site identified, supercell calculations for fractional in-plane Sb substitution were

carried out. These calculations indicate that as the Sn content increases, the electron-like band at

Γ is shifted above the Fermi level (EF ), particularly near x ≈ 0.5, coinciding with the attenuation

of bulk superconductivity. The calculations presented in 3.7 This observation suggests a partial

dependence of superconductivity in CsV3Sb5 on the Sb pz-derived orbitals, aligning with prior

findings from pressure studies [94].

At lower Sn-doping levels, the emergence of an intermediate peak in TC reflects the intricate

interplay between the Sb-states at Γ and the V d-states responsible for driving the charge

density wave (CDW) order. Supercell calculations reveal a relatively modest shift in the van
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Figure 3.7: Supercell DFT calculations for x = 0.33 and x = 0.5 illustrate the evolution of band
structures as the Sn content increases. The Γ pocket ascends beyond the Fermi level (EF ) at x
= 0.5, while the van Hove singularity at the M-point crosses EF at x = 1.

Hove singularities (vHs) at the M-point, transitioning from approximately −0.072 eV below

EF for x = 0, to −0.047 eV for x = 0.33, and −0.042 eV for x = 0.5, before surging 0.083 eV

above EF at x = 1. The slight shift in the anticipated vHs energies toward EF at a modest x =

0.05 substitution fails to elucidate the rapid suppression of the CDW state at this doping level,

implying a complex interplay of energy scales governing the CDW state. This observation

aligns with the rapid CDW suppression under hydrostatic pressure [79, 80]. However, the

two superconducting (SC) domes encountered during hole-doping appear distinct from those

induced by pressure. Superconductivity in crystals nominally doped between the SC domes

maintains a well-defined transition, in contrast to the weak SC observed in pressure studies.

Further investigation is needed to explore the distinctions between pressure (pushing vHs away

from EF ) and hole-doping (drawing vHs closer to EF ), with the goal of comprehending the

parallels between the hole-doping and pressure-driven phase diagrams.
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3.4 Conclusion and summary

The introduction of hole-doping through the chemical substitution of Sn into the CsV3Sb5

compound leads to a remarkably intricate electronic phase diagram. This diagram reveals

the emergence of two distinct superconducting (SC) regions, resembling two domes, each

with its unique characteristics. The first dome of superconductivity is particularly intriguing

because it coexists with the charge density wave (CDW) order, a phenomenon that has been

predicted for superconductors situated slightly away from the van Hove singularities (vHs). The

appearance of a peak in the critical temperature (TC) before the CDW order is fully suppressed

is a noteworthy observation, highlighting the complex interplay between the Sb pz states, CDW,

and superconductivity in these materials. We applied first-principle study to understand how the

Sb pz states intertwine with both CDW order SC in these materials. Our results demonstrate

that small changes in the electronic structure achieved through carrier doping can have dramatic

impacts on SC and CDW orders in CsV3Sb5 and provide a elegant chemical means to tune the

competition between these states in the new AV3Sb5 class of kagome superconductors. The

results of this study has been published [66] which opens up new avenues for exploring and

understanding these unique materials and the exotic physical phenomena they exhibit.
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Chapter 4

Tuning charge density wave order and

superconductivity in the kagome metals

KV3Sb5−xSnx and RbV3Sb5−xSnx

1The family of AV3Sb5 (A = K, Rb, Cs) kagome metals exhibits charge density wave (CDW)

order, proposed to be chiral, followed by a lower temperature superconducting state. Recent

studies have proposed the importance of band structure saddle points proximal to the Fermi

energy in governing these two transitions. Here, we show the effects of hole doping achieved

via chemical substitution of Sn for Sb on the CDW and superconducting states in both KV3Sb5

and RbV3Sb5 and generate a phase diagram. Hole doping lifts the Fermi pocket and van Hove

singularities toward EF , causing the superconducting TC in both systems to increase to about

4.5 K, while rapidly suppressing the CDW state.

1The contents of this chapter previously appeared in Ref. [95]: Y. M. Oey, F. Kaboudvand, B. R. Ortiz, R.
Seshadri, and S. D. Wilson, “Tuning Charge-Density Wave Order and Superconductivity in the Kagome Metals
KV3Sb5−xSnx and RbV3Sb5−xSnx”, Phys. Rev. Mater. 6 (2022) 074802. Reprinted with permission.
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4.1 Introduction

The AV3Sb5 (A: K, Rb, Cs) class of kagome superconductors [3,4,49,75] are proposed to host

both unconventional charge density wave (CDW) [46, 56, 96] and superconducting (SC) states

[71, 97, 98], making them promising candidates for realizing these two intertwined states within

a host, forming a pair density wave state [77,99,100,101]. Investigations into this coupling have

included computational studies exploring the effects of small alterations in the electronic band

structures on the SC and CDW order parameters [82, 102], alongside experimental approaches

involving the application of external hydrostatic pressure [79, 80, 103, 104] and hole doping on

various sites [66, 67, 105].

The electron pocket comprising Sb pz orbitals at the Γ point and saddle points arising

from V d-orbitals at the M-points are believed to play pivotal roles within the SC and CDW

states. Consequently, gaining insights into their behaviors under external perturbations such as

pressure and chemical doping is critical. Recently, the effect of hole doping in CsV3Sb5 with

Sn substituting Sb was reported, revealing a double superconducting dome under light hole-

substitution [66]. As discussed in chapter 3, the termination of the second dome was attributed

to the lifting of the Γ pocket above the Fermi energy (EF ) and the removal of the Sb pz orbitals

from the Fermi surface. However, the formation of the first dome remains somewhat anomalous.

Within the first SC dome, the CDW order rapidly vanishes at doping levels corresponding to

only a slight movement of the van Hove singularities (vHs) at the M point toward EF .

Curiously, while applied external pressure shifts the M saddle points away from EF , resulting

in a similar phase diagram, it suggests a delicate balance of energy scales within the unperturbed

parent structure [80, 82], with the removal of the CDW state predominating in governing the

formation of the first SC dome.

In contrast to the aforementioned observations, pressure studies of KV3Sb5 and RbV3Sb5

have reported only a single superconducting dome, coinciding with the suppression of the CDW
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order [79, 103]. However, studies examining carrier-induced perturbations in these variants

remain unexplored. To further investigate the similarities between pressure-induced and carrier-

induced perturbations and the interplay between CDW and SC orders, this study presents the

effect of hole doping AV3Sb5 with solid solutions, where A = K, Rb.

In both systems, only one superconducting dome is observed, contrasting with CsV3Sb5−xSnx,

although a similar rapid CDW suppression is noted. The solubility limit of Sn in KV3Sb5 is

the lowest within the family, with phase separation observed at x = 0.30. Conversely, RbV3Sb5

supports up to x = 0.70 of Sn replacing Sb. While differences in solubility can be attributed

to A cation size effects, the disparity between the single-dome hole-doping phase diagrams

of KV3Sb5 and RbV3Sb5 relative to the double-dome phase diagram of CsV3Sb5 suggests a

distinction in the parent CDW state among the three materials. The potential origins of these

distinctions are further discussed.

4.2 Methods

For our electronic state calculations, we conducted first-principles analyses utilizing density

functional theory (DFT) within the Vienna ab-initio Simulation Package (VASP), as previously

outlined in references [83, 84]. To facilitate these calculations, we employed the projector

augmented wave (PAW) method [38, 85] and conducted ionic relaxation procedures with an

energy cutoff of 520 eV. Our investigation encompassed the automatic generation of reciprocal

space k-point meshes at a density of 55 Å−1 along each reciprocal lattice vector.

The central focus of our analysis revolved around the computation of the band structure along

primary paths, which were determined based on high symmetry points, as per the definitions by

Setyawan and Curtarolo[86]. To gain a comprehensive understanding of the electronic properties,

we visualized the density of states (DOS) and band structures using the sumo package[87]. To

gain deeper insights, we further examined the Fermi surface and its topology by integrating the
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Figure 4.1: (a) AV3Sb5−xSnx crystallizes in the parent AV3Sb5 (P6/mmm) structure. It is
noteworthy that while Sn could theoretically substitute either the Sb1 or Sb2 sites, studies on
CsV3Sb5−xSnx have demonstrated the preferential substitution of Sn in the in-plane kagome
Sb1 site. (b-c) The integration of Sn into KV3Sb5−xSnx results in a decrease in the c/a ratio,
and the solubility limit of Sn is found to be at x ≈ 0.25, beyond which the c/a ratio deviates
from the linear trend. This change indicates a potential disruption of the crystal structure upon
exceeding the solubility limit. (e-f) The solubility limit of Sn in RbV3Sb5−xSnx is relatively
higher, approximately at x ≈ 0.70. (d, g) Comparisons between the nominal Sn content and the
measured Sn content, considering the EDS sensitivity threshold, demonstrate good agreement.
Small error bars are omitted where they are smaller than the associated point size for clarity.
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Fermi surface over the Brillouin zone. The calculated Fermi surface maps were generated using

the electronic structure visualization toolkit (VESTA) [31].

Powder samples of KV3Sb5−xSnx and RbV3Sb5−xSnx for 0 ≤ x ≤ 1 were synthesized as

described in previous chapter and the paper [66]. Structural analysis was performed via a

Panalytical Empyrean laboratory x-ray powder diffractometer. The diffractometer provided a

comprehensive understanding of the crystallographic information, such as the lattice parameters,

crystal structure, and any potential structural phase transitions. A Hitachi TM4000Plus scanning

electron microscope (SEM) was used to perform energy-dispersive X-ray spectroscopy (EDS),

allowing for the elemental analysis of the samples. The EDS results provided crucial information

regarding the elemental composition and distribution within the samples. A Quantum Design

Magnetic Property Measurement System (MPMS) was utilized to collect magnetization data,

allowing for the detailed characterization of the magnetic properties of the samples, including

any magnetic phase transitions, hysteresis effects, and magnetic anisotropy. Additionally, a

Quantum Design Physical Property Measurement System (PPMS) Dynacool was employed

for resistivity measurements, enabling a comprehensive analysis of the electrical properties

of the samples, such as resistivity, electrical conductivity, and any potential electronic phase

transitions.

4.3 Experimental and computational results

AV3Sb5−xSnx all adopt the parent hexagonal P6/mmm structure at room temperature, with

the V atoms forming an ideal kagome network. Studies based on 121Sb nuclear quadrupole

resonance (NQR) and DFT calculations on CsV3Sb5−xSnx have revealed the preference of Sn

atoms for the Sb1 sublattice site in the kagome plane [66]. Given the structural similarities in

all AV3Sb5 compounds, we assume that the Sn atoms occupy the Sb1 sublattice for A = K, Rb

as well, which was in great agreement with our DFT calculations results. For KV3Sb5−xSnx,
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the polycrystalline samples were found to be single phase up to x ≤ 0.25. Similarly, for

RbV3Sb5−xSnx, the polycrystalline samples were single phase up to x ≤ 0.7, beyond which the

solid solution limit was reached, leading to the observation of secondary phases in both families.

The powder diffraction data were subjected to fitting using the Pawley method to inves-

tigate changes in the unit cell with varying Sn content. Consistent with the observations in

CsV3Sb5−xSnx, the parameter a increases as c decreases with the increasing Sn content in both

A = K and Rb, as depicted in Figure 4.1(b,e). Furthermore, the volume was found to be indepen-

dent of the Sn content (Figure 4.1(c,f)). The solubility limit of Sn was clearly reached when

the c/a ratio deviated from its linear trend (around x ≈ 0.30 for KV3Sb5−xSnx and x ≈ 0.70

for RbV3Sb5−xSnx), leading to the emergence of a secondary phase in the powder diffraction

data. Energy-dispersive X-ray spectroscopy (EDS) was performed on samples with critical Sn

content to confirm the nominal Sn content (Figure 4.1(d, g)).

Single crystal KV3Sb5 exhibits a superconducting TC of 0.93 K [75]. However, in the

case of polycrystalline KV3Sb5, the TC remains below 1.8 K, which is the lowest temperature

achievable on the MPMS. With the incorporation of Sn, the superconducting transition tempera-

ture increases, becoming detectable at x = 0.03. As illustrated in Figure 4.2(a), the evolution

of the superconducting transition continues up to x = 0.25, where TC reaches a maximum of

4.5 K. Beyond this Sn content, the appearance of a secondary phase prevents the observation

of a suppression of superconductivity within the solid solution of KV3Sb5−xSnx. RbV3Sb5

exhibits similar behavior, with undoped crystals displaying a TC of 0.92 K [78]. Although the

superconducting transition cannot be detected by an MPMS, it becomes discernible at 1.93 K

for x = 0.05, gradually increasing to a peak of 4.5 K at x = 0.40, as depicted in Figure 4.2(c).

Subsequently, for x > 0.40, TC decreases to 3.55 K until a distinct secondary phase emerges.

The superconducting volume fractions are approximately 4πχv ≈−1 and have been normalized

to −1 for easy comparison. Any slight deviations from this ideal value can be attributed to

errors in packing density.
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Figure 4.2: (a) The superconducting TC of KV3Sb5−xSnx, measured under a field of H = 5 Oe,
systematically shifts to higher temperatures in compositions up to x = 0.30. The supercon-
ducting fraction is normalized to account for errors in mass and packing fraction, ensuring
that all data have a minimum of −1, the theoretical minimum. (b) The 1/χ values for com-
positions x ≤ 0.05 in KV3Sb5−xSnx indicate that the CDW T ∗ decreases from 86 K to 59 K
and disappears for x ≥ 0.05. (c) The superconducting TC of RbV3Sb5−xSnx, measured under a
field of H = 5 Oe, systematically shifts to higher temperatures in compositions up to x = 0.40.
(d) The 1/χ values for compositions x ≤ 0.10 in RbV3Sb5−xSnx illustrate that the CDW T ∗

decreases and eventually disappears for x ≥ 0.10. (e) The resistivity data for KV3Sb4.8Sn0.2
and RbV3Sb4.6Sn0.4 confirm the TC transitions and the absence of CDW transitions for these
higher Sn content samples.
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Figure 4.3: Resistivity data obtained from pressed and sintered pellets of polycrystalline
KV3Sb4.8Sn0.2 and RbV3Sb4.6Sn0.4 confirm the TC transitions and absence of charge density
wave (CDW) transitions for these samples with higher Sn content.

The determination of the CDW T ∗ was based on identifying the inflection point of χ−1 vs.

T . In the case of polycrystalline KV3Sb5 examined here, the T ∗ is 86 K, aligning well with

the reported CDW transition temperatures of approximately 80 K in crystals [49]. Using this

metric, the CDW transition is swiftly suppressed with increasing hole-doping, decreasing to 60

K at x = 0.06 before being entirely suppressed. Similarly, in RbV3Sb5, the CDW T ∗ employing

the same metric is around 112 K, consistent with the literature-reported value [3]. The CDW is

rapidly suppressed to 91 K at x = 0.10, at which point it completely disappears (Figure 4.2(d)).

In both systems, the CDW transition is fully suppressed with much less Sn content compared to

that required to reach the peak of the superconductivity dome. This observation suggests that

the interplay between superconductivity and CDW differs in the case of A = K, Rb compared to

CsV3Sb5, where the CDW persists through the peak of the first superconducting dome.

Electrical resistivity measurements of samples in the vicinity of the superconducting peak

concentrations are depicted in Figure 4.3. The emergence of the superconducting states is

distinctly observed as zero-resistivity conditions, with transitions occurring at 4.25 K for
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Figure 4.4: The evolution of the superconducting TC and charge density wave (CDW) order
T ∗ is depicted as a function of Sn composition for KV3Sb5−xSnx and RbV3Sb5−xSnx. In
KV3Sb5−xSnx, the incorporation of Sn reaches its solubility limit before a complete super-
conducting dome is established, yet the suppression of CDW T ∗ is still fully realized. On the
other hand, RbV3Sb5−xSnx exhibits a single superconducting dome before the solubility limit
is reached, along with a simultaneous suppression of CDW order by x = 0.1.

KV3Sb4.80Sn0.20 and 4.4 K for RbV3Sb4.60Sn0.40, which are in agreement with those observed

in the magnetization data. Additionally, there are no indications of CDW transitions. Analogous

to CsV3Sb5−xSnx, the residual resistance increases in RbV3Sb5−xSnx and KV3Sb5−xSnx with

Sn-substitution, while TC experiences an increase.

The impacts of Sn-substitution on superconducting (SC) and charge density wave (CDW)

orders in KV3Sb5−xSnx and RbV3Sb5−xSnx are summarized in Figure 4.4. In both systems,

the temperature of CDW ordering is swiftly suppressed with minor levels of hole doping and

completely vanishes before reaching the peak superconducting transition temperatures. Apart

from the Sn solubility limit within each lattice, the two phase diagrams exhibit qualitatively

similar behavior.

Due to size constraints, the Sn solubility limits in KV3Sb5 and RbV3Sb5 are significantly

lower compared to CsV3Sb5. Nevertheless, in all of these systems, the alterations in the elec-

tronic structure for the relevant compositions can be deduced by computing band structures upon
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substituting one Sb atom for an Sn atom within and outside the kagome plane. Figure 4.5(a) and

(d) demonstrate the band structure of undoped KV3Sb5 and RbV3Sb5, respectively, indicating

the range of achievable Fermi levels with the loss of one electron per unit cell shown in gray.

Figure 4.5(b) and (e) illustrate a hypothetical structure where the Sb1 lattice is fully replaced by

Sn. The shifts in the band structure resemble those observed in CsV3Sb4Sn, with the Γ pocket

and M-point van Hove singularities (vHs) elevated above the Fermi level. Band structures for Sn

substitution within the Sb2 sublattice are depicted in Figure 4.5(c) and (f) and exhibit significant

reconstructions at multiple points, including K, L, and H.

4.4 Discussion

Given the close structural and electronic properties across the AV3Sb5 series, the disparity

in the hole-doping phase diagrams of KV3Sb5 and RbV3Sb5 compared to CsV3Sb5 is intriguing.

While the alterations in the band structure resulting from Sn substitution on the Sb1 sublattice

in KV3Sb4Sn and RbV3Sb4Sn initially seem similar to those in CsV3Sb4Sn, subtle distinctions

are nonetheless present, potentially leading to distinct electronic phase diagrams. A closer

examination of the saddle points around M reveals that the irreducible representations of the two

points differ for A = K, Rb, and Cs [82, 102]. As a consequence of the saddle point inversions,

bands intersect near EF in CsV3Sb5 but not in KV3Sb5. This distinction may influence the nature

of the stabilized CDW states, the proximity of which may uniquely modify superconductivity.

Understanding the nuanced variations in the electronic structure arising from the substitution of

Sn is crucial, especially considering the potential impact on the interplay between CDW and

superconductivity. These findings emphasize the significance of small compositional changes

and their intricate effects on the electronic and magnetic properties in this class of materials,

thereby warranting further detailed investigations and theoretical explorations.

One unifying theme among doping and pressure investigations of AV3Sb5 materials is the
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Figure 4.5: (a,d) DFT calculations for KV3Sb5 and RbV3Sb5 highlighting the allowable range
of Fermi levels under the rigid band approximation for the substitution of one Sn atom per
formula unit (resulting in one electron less Fermi energy). (b,e) Calculation for a hypothetical
structure where one Sn has been substituted within the kagome plane (Sb1 sublattice). The
majority of the electronic structure is preserved as in KV3Sb5 and RbV3Sb5, except for the
Γ pocket and the van Hove singularities at the M point, which have shifted significantly
upward, potentially contributing to the observed changes in properties. (c,f) Calculation for
a hypothetical structure where one Sn has been substituted outside the kagome plane (Sb2
sublattice). A notable restructuring of several bands is evident, particularly near K, H, and the
K-Γ points.

54



Tuning charge density wave order and superconductivity in the kagome metals KV3Sb5−xSnx

and RbV3Sb5−xSnx Chapter 4

presence of two distinct superconducting domes, a unique feature observed solely in CsV3Sb5.

If one considers pressure or doping as perturbations that simply destabilize the charge density

wave (CDW) order, the data strongly suggest that CsV3Sb5 harbors a CDW state distinct from

the other two variants. In this context, the phase diagram of CsV3Sb5 implies a transition

between CDW states that is seemingly absent in KV3Sb5 and RbV3Sb5.

While the intermediate states differ between pressure-induced and hole-doping studies,

investigations into the native CDW order in AV3Sb5 have revealed distinctions between A = Cs

and A = Rb/K. The out-of-plane modulation in Cs is four times that of K [49, 50], and the in-

plane structure of the CDW state in CsV3Sb5 encompasses both star-of-David and tri-hexagonal

characteristics [50, 93, 106], a pattern seemingly absent in the other variants. Considering these

differences, one plausible scenario involves a doping-induced transition from an (L, L, L)-type

order to an (M, L, L)-type of order upon doping CsV3Sb5 [107], a transition that is not observed

in the other two compounds. Future scattering studies across the carrier-tuned phase diagrams

of these systems will be necessary to fully explore any potential crossovers.

4.5 Conclusion

The phase diagrams resulting from Sn-substitution or hole-doping in KV3Sb5 and RbV3Sb5

were thoroughly investigated. Notably, the solubility of Sn within the AV3Sb5 lattice displays

variability linked to the size of the A-site cation, with A = K exhibiting the most restricted

solubility and A = Cs accommodating the highest degree of substitution. Prior to reaching the

solubility limit, the process of hole-doping, achieved by substituting Sn on Sb sites in both

KV3Sb5 and RbV3Sb5, reveals phase diagrams exhibiting similar characteristics, including

a single superconducting (SC) dome and a rapid suppression of charge density wave (CDW)

order. These findings stand in contrast to the recently reported double dome observed in

CsV3Sb5, which suggests the existence of a distinct parent CDW state for the latter. The results
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of this comprehensive study have been published. For a more in-depth understanding and

supplementary information, we encourage readers to refer to the associated research paper[95].
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Chapter 5

YbV3Sb4 and EuV3Sb4, vanadium-based

kagome metals

1In our study, we introduce two intriguing compounds, YbV3Sb4 and EuV3Sb4, which unveil

novel possibilities within the realm of vanadium-based kagome metals. These compounds

feature vanadium-based kagome networks that exhibit slight distortions, accompanied by zig-

zag chains of divalent Yb2+ and Eu2+ ions. Our work includes details on methods employed for

growing single crystals, as well as an extensive analysis involving, computational calculations,

electronic, and thermodynamic measurements.

First, we turn our attention to YbV3Sb4, a nonmagnetic metal characterized by its intriguing

properties. Across the temperature range of 60 mK to 300 K, no collective phase transitions

are observed. The absence of magnetism and the stability within this temperature span make

YbV3Sb4 a captivating subject of study in the family of vanadium-based kagome metals.

In contrast, our exploration of EuV3Sb4 reveals an entirely different facet of this family.

EuV3Sb4 emerges as a magnetic kagome metal, marked by its distinctive behavior. Below a

1The contents of this chapter previously appeared in Ref. [108]: B.R. Ortiz, G. Pokharel, M. Gundayao, H. Li,
F. Kaboudvand, L. Kautzsch, S. Sarker et al. “YbV3Sb4 and EuV3Sb4, Vanadium-Based Kagome Metals with
Yb2+ and Eu2+ Zig-Zag Chains”, Phys. Rev. Mater. 7 (2023) 064201. Reprinted with permission.
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critical temperature of TC = 32 K, it exhibits an easy-plane ferromagnetic-like order. Notably,

under the influence of low magnetic fields, it displays signs of noncollinearity, introducing

intriguing complexities to its magnetic behavior.

Our discovery of YbV3Sb4 and EuV3Sb4 demonstrates a fresh and promising direction

for the exploration and development of vanadium-based kagome metals. These compounds

exemplify the exciting possibilities offered by integrating the chemical and magnetic degrees of

freedom inherent in a rare-earth sublattice.

5.1 Introduction

Research in the realm of layered kagome metals has seen remarkable acceleration in recent

years, driven in part by the breakthrough discovery of the AV3Sb5 kagome superconductors [3,

109, 110, 111]. This heightened interest has been further stoked by the continued exploration

of the AM6X6 phase space [10, 112, 113, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122].

Kagome network-based metals have garnered significant attention due to their potential to

exhibit a rich electronic structure characterized by Dirac points, flat bands, and Van Hove

singularities [46, 71, 123, 124]. Depending on the alignment of the Fermi level with these

features, a diverse range of electronic instabilities can emerge, encompassing phenomena such

as bond density wave order [123, 125], charge fractionalization [126, 127], charge-density

waves [8, 71, 128], and superconductivity [19, 71, 123]. Developing new compounds constructed

on kagome networks with variable band fillings and the ability to engineer additional interactions,

such as magnetic order, continues to be an ongoing challenge.

The nonmagnetic kagome network comprising vanadium ions, located near the Van Hove

points within the AV3Sb5 (A: K, Rb, Cs) class of kagome superconductors, offers a unique

amalgamation of charge density wave (CDW) order and a superconducting ground state [49,

50, 74, 93, 106, 109, 110, 111]. This distinctive behavior makes them excellent platforms for
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delving into electronic interactions within the kagome lattice. The challenge at hand is to

introduce magnetic interstitial ions into the nonmagnetic vanadium kagome network, akin to the

approach used in LnV6Sn6 compounds which discussed in chapter 6. This challenge is driven

by the exciting potential to engineer magnetic order within itinerant kagome metals, thereby

stabilizing a fascinating range of magnetic and electronic instabilities. These include tunable

Chern gaps [10, 115, 121, 122], anomalous Hall effects [113, 129, 130], and spin-charge coupled

density waves [131].

One exciting class of materials that merits attention consists of compounds in the form of

AM3X4. These materials feature M-based kagome sublattices combined with zig-zag chains

of A-site ions. The choice of A-site offers a degree of chemical flexibility akin to the AM6X6

family. Currently, known structures within the AM3X4 family are almost exclusively represented

by ATi3Bi4 with A3+ ions, such as La3+, Ce3+, and Sm3+ [132, 133]. An exceptional case to

this pattern is CaV3Sb4, where the Ti–Bi sublattice is replaced with V–Sb. This substitution

mirrors the reverse situation of the AV3Sb5 family, in which the Ti–Bi variants RbTi3Bi5 [134]

and CsTi3Bi5 [105, 134] emerged after the initial discovery of the V–Sb series [3]. The

overall structure appears to tolerate various A-site valences, as both trivalent rare-earth and

divalent alkali-earth compounds (e.g., CaTi3Bi4, CaV3Sb4) are known. However, up to this

point, CaV3Sb4 remains the sole known V–Sb AM3X4 [133]. It’s worth noting that other

non-stoichiometric antimonides like NdTi3(Sb0.9Sn0.1)4 are recognized [135], and while they

may not exist at the purely antimonide limit, they suggest a level of chemical tunability within

AM3X4 metals. Nevertheless, our knowledge of the physical properties of these materials

remains limited.

In this chapter, we present the characterization of two new AM3X4 kagome metals: YbV3Sb4

and EuV3Sb4. Much like the case of CaV3Sb4, both YbV3Sb4 and EuV3Sb4 feature divalent

Yb2+ and Eu2+ ions as A-site cations. Analogous to the AV3Sb5 and LnV6Sn6 compounds, the

vanadium sublattice appears nonmagnetic, with magnetism being primarily attributed to the
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Figure 5.1: YbV3Sb4 and EuV3Sb4 are both characterized by an orthorhombic crystal structure
(space group Fmmm). These compounds feature a unique arrangement, where (a) a zig-zag
sublattice of Ln ions (lanthanides, in this case, Yb and Eu) is intricately woven into the structure.
This sublattice is further complemented by (b) staggered layers of V-based kagome networks,
which contribute to the overall complexity of the crystal lattice. In line with their orthorhombic
symmetry, the kagome networks exhibit (c) slight distortions. These distortions, although
present, are relatively minor, with all V-atoms deviating from the idealized kagome lattice by
less than 0.1 Å. These subtle structural variations contribute to the unique electronic properties
of these materials. To provide a visual reference, some key interatomic distances of interest
within this crystal structure are highlighted in the accompanying graphic.
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rare-earth element. As expected for Yb2+, YbV3Sb4 crystals exhibit Pauli paramagnetism with

no apparent thermodynamic phase transitions between 60 mK and 300 K. In contrast, EuV3Sb4

displays a low-field ferromagnetic transition at a critical temperature of around 32 K. The

magnetism in EuV3Sb4 presents an easy-plane anisotropy, and the susceptibility along the c-axis

suggests a more intricate magnetic ground state in the absence of an external magnetic field,

possibly involving moment canting or helical states. Curie-Weiss and magnetic heat capacity

analyses are consistent with the magnetism originating from the full moment of S = 7/2 Eu2+

ions. Together, our results further expand our understanding of kagome metals, offering new

avenues for exploring intricate electronic and magnetic ground states in kagome-based materials.

5.2 Methods

5.2.1 Computational Modeling

Since no previous electronic structure calculations have been reported, we undertook the

task of providing fundamental insights into the electronic structure of the nonmagnetic AM3X4

lattice. To achieve this, first-principles calculations based on density functional theory (DFT)

within the Vienna ab initio Simulation Package (VASP) were performed [83, 84]. We employed

the projector augmented wave (PAW) method [38, 85] and conducted ionic position relaxations

using an energy cutoff of 520 eV. In the reciprocal space, k-point meshes were automatically

generated with a density of 40 Å−1 along each reciprocal lattice vector. The band structure was

calculated over a selected set of high symmetry points, as defined by Setyawan and Curtarolo

[86].
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5.2.2 Synthesis and X-ray Diffraction

YbV3Sb4 single crystals are grown in an argon-filled glove box with controlled oxygen and

water levels (<1 ppm) via a self-flux method. A stoichiometric mixture of Yb, V, and Sb (in a

1:3:4 ratio) is ball-milled in sealed vials. The milling process includes three 1 hr segments with

intermediate grinding steps to dislodge Yb metal agglomerates. The resulting precursor can be

annealed at 650◦C to produce polycrystalline YbV3Sb4 powders. For single crystal growth, the

as-milled precursor is loaded into high-density alumina crucibles, sealed in carbon-coated fused

silica ampules under argon, and heated to 1050◦C before slowly cooling to 800◦C. Crystals are

thin (100–500 µm) hexagonal flakes with side lengths approximately 1–2 mm. The samples are

a lustrous silver and can be exfoliated with some slight difficulty. YbV3Sb4 does not congruently

melt but undergoes peritectic decomposition above 1050◦C, with the resulting liquid phase

acting as the flux. Efforts to grow YbV3Sb4 using alternative fluxes have not succeeded.

Single crystals of EuV3Sb5 are grown using a bismuth flux method. A stoichiometric

mixture of Eu, V, Sb, and Bi (in a 1:3:4:40 ratio) is sealed in fused silica ampules under argon,

heated to 1000◦C, and slowly cooled to 400◦C, followed by centrifugation to remove excess

bismuth. The resulting crystals are typically thin hexagonal flakes (10-50µm) with a brilliant

silver luster. The crystal structure of YbV3Sb4 was determined using powder diffraction data

collected at the Advanced Photon Source [136, 137, 138].

Single-crystal measurements for both YbV3Sb4 and EuV3Sb4 were conducted on a Bruker

KAPPA APEX II diffractometer with a Mo Kα X-ray source (λ = 0.71073 Å) and a TRIUMPH

monochromator. Synchrotron X-ray diffraction experiments were carried out at the QM2 beam

line at CHESS, using an incident X-ray wavelength of λ = 0.41328 Å. The diffraction experiment

employed a cryostream for temperature control and a 6-megapixel pixel-array detector. Data

collection involved full 360◦ rotations with a 0.1◦ step size. Scattering planes in reciprocal space

were visualized using NeXpy software, and data analysis, including absorption and extinction
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corrections, was performed using the APEX3 software package. Crystallographic structural

solutions were determined using the SHELX software package [139].

Scanning tunneling microscopy (STM) measurements were conducted using a custom

Unisoku USM1300 microscope. YbV3Sb4 single crystals were cleaved at 20 K and promptly

placed into the 4.5 K STM head. Spectroscopic measurements were performed with a standard

lock-in technique (frequency: 910 Hz, bias excitation) as explained in the figure captions. STM

tips consisted of in-house chemically-etched tungsten tips, annealed to a bright orange color in

a UHV chamber before use. To align the atomic Bragg peaks onto single pixels, we employed

the Lawler-Fujita drift-correction algorithm to process our data.

Details can be found in the supplementary information of the paper[108].

5.2.3 Bulk Characterization

Magnetization measurements for both YbV3Sb4 and EuV3Sb4 single crystals were con-

ducted using a Quantum Design Dynacool PPMS system, with single crystals mounted on

the sample stage. Heat capacity measurements for both compounds in the range of 1.8K to

300K were performed using a 9T Dynacool PPMS system equipped with the heat capacity

option. Additional measurements for YbV3Sb4 were taken with a 14T Dynacool PPMS system

featuring the dilution refrigerator option. Data normalization was achieved by scaling to higher

temperature YbV3Sb4 data within the 2K to 4K range.

5.3 Results and discussion

YbV3Sb4 and EuV3Sb4 represent novel additions to the relatively small AM3X4 compound

class. Previously, this family predominantly featured Ti–Bi networks paired with rare-earth ions

[132, 133, 140]. Notably, YbV3Sb4 and EuV3Sb4 diverge from this pattern by incorporating

divalent rare-earth A-site ions, specifically Yb2+ and Eu2+. The overall crystal structure of
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Figure 5.2: (a) Electronic structure of Fmmm YbV3Sb4 calculated over a selected portion of
high-symmetry points, displaying Dirac-like and flatband-like features consistent with the
vanadium kagome network. Most cleavage surfaces feature Yb–Sb termination, leading to
the scanning tunneling microscopy (STM) topograph and quasiparticle interference (QPI)
patterns shown in (b) and (c). We provide several energy- and momentum-dependent line cuts
through the QPI patterns (red, green, blue) in (d), with bands indicated by colored arrows.
Occasionally, crystals cleave along the V–Sb layers, leading to the STM topograph in (e) and
the corresponding QPI in (f).

YbV3Sb4 and EuV3Sb4 is presented in Figure 5.1(a). The schematic highlights the V and Ln

sublattices, with V–Sb and Ln–Sb bonds excluded for clarity.

Figure 5.1(b) illustrates the zig-zag chains formed by Ln–Ln distances, which are more

closely spaced along the chain (∼3.9 Å) than between neighboring chains (∼5.6 Å). In contrast to

the simpler AM3X5 (P6/mmm) and AM6X6 (P6/mmm) compounds, AM3X4 (Fmmm) compounds

contain four kagome layers within each unit cell.

Figure 5.1(c) emphasizes these distinct layers, which are mutually displaced. Although the

nearest-neighbor Sb atoms are shown, they are not technically part of the kagome plane. This

feature mirrors the situation in the AM6X6 (HfFe6Ge6) prototype, where the X atoms are slightly
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offset above/below the kagome sheet. Additionally, the AM3X4 structure encompasses elements

of the AM6X6 motif when stacked along the c-axis. The stacking sequence in AM3X4 includes

layers of X4–M3–AX2–[AX2–M3–X4–M3–AX2]–AX2–AX2–M3–X4. The bracketed segment re-

sembles the stacking of the AM6X6 prototype structure, as seen in HfFe6Ge6. It is noteworthy

that the other layers in AM3X4 compounds incorporate stacking elements from various kagome

and quasi-2D compounds, such as CeCo3B2, Cs2Pt3S4, Zr4Al3, and CrSi2 [133].

Similar to other AM3X4 compounds, the kagome layers within YbV3Sb4 and EuV3Sb4

display slight distortions, as depicted in Figure 5.1(d). These distortions manifest as mild

buckling of the planes and non-uniform V–V distances. Nevertheless, these deviations are

relatively minor, with vanadium atoms straying no more than 0.1 Å from their idealized kagome

positions. Corresponding CIF files can be accessed in the Electronic Supplementary Information

(ESI) of the published paper[108].

The structural imperfections in these compounds do not obscure the manifestation of various

key kagome lattice features within their electronic structures. Figure 5.2(a), offers a concise

representation of the electronic structure near the Fermi level. An inset displaying a subset

of high-symmetry points within the orthorhombic Brillouin zone is presented in the bottom

right. The more intricate structure results in a significantly richer band diagram near the Fermi

level compared to the AM3X5 and AM6X6 phases. Nonetheless, Dirac-like characteristics at S

and flatband-like features from Y–Γ are observed within 50 to 100 meV of the Fermi energy.

These features offer exciting prospects for future studies utilizing ARPES or scanning tunneling

spectroscopy techniques.

STM measurements were conducted to investigate any short-range charge correlations in

YbV3Sb4 crystals not captured in the average structure. The crystals cleave in a way that

exposes both Yb–Sb and V–Sb terminations. Figure 5.2(b) illustrates an STM topograph of a

Yb–Sb cleavage plane. The STM-measured lattice parameters (a=5.70 Å and b=9.87 Å) are in

good agreement with those refined from diffraction (a=5.62 Å and b=9.82 Å). The associated
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Fourier transform and quasiparticle interference (QPI) patterns are presented in Figure 5.2(b)

and (c), with atomic Bragg peaks highlighted by black circles. The two-fold symmetry of

the QPI is consistent with the orthorhombic nature of YbV3Sb4. Energy/momentum line cuts

are highlighted in red, green, and blue in Figure 5.2(c) and correspond to the energy- and

momentum-dependent QPI linecuts in Figure 5.2(d), where bands are indicated by colored

arrows.

Less frequently, the V–Sb termination is also observed via STM. Figure 5.2(e) presents

the corresponding topograph, while Figure 5.2(f) shows the QPI for the vanadium-terminated

surface. Atomic Bragg peaks are outlined with black circles, and the two-fold axis is highlighted

in orange. An energy/momentum line cut through Figure 5.2(f) and more information are

available in the ESI of the paper [108]. Given the relatively complex electronic structure, more

detailed calculations will be necessary to directly compare the bands extracted from the STM

QPI linecuts with our DFT calculations.

5.3.1 YbV3Sb4

The bulk electronic properties of YbV3Sb4 single crystals were investigated. Figure 5.3(a)

illustrates temperature-, field-, and orientation-dependent magnetization data, revealing the

compound’s characteristic Pauli paramagnetic nature with an extremely weak susceptibility

(10−6 emu Oe−1 mol−1) and the absence of bulk local moments. No substantial qualitative

difference was observed when the crystal was mounted with the c-axis either parallel or perpen-

dicular to the magnetic field. Similarly, the isothermal magnetization on single crystals (Figure

5.3(a, inset)) demonstrated no saturation, aligning with a magnitude of 10−2 µB per Yb under 7

T, consistent with impurity spin polarization.

Figure 5.3(b) presents temperature-dependent resistivity data, indicating metallic transport

behavior in YbV3Sb4. The residual resistivity was approximately 11 µΩ cm, although the
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Figure 5.3: Bulk electronic properties of single crystals of YbV3Sb4 were characterized.
Temperature-dependent magnetization data are depicted in Figure (a) with both orientations
(c parallel and perpendicular to H), indicating predominantly temperature-independent Pauli
paramagnetism along with a weak Curie tail arising from impurity spins. The isothermal
magnetization plot (inset of (a)) does not display clear saturation, and the observed magnitude
(10−2 µB per Yb) is consistent with a small fraction of impurity spins. Zero-field resistivity
measurements shown in (b) confirm the metallic nature of YbV3Sb4 crystals, with a simple
quadratic fit applied to the low-temperature data. Heat capacity results are displayed in (c),
indicating a nuclear Schottky anomaly below 0.1 K. A Sommerfeld fit (red) is superimposed
over a limited temperature range (blue) excluding the Schottky anomaly.

residual resistivity ratio (RRR) was relatively low (∼4). Consequently, no quantum oscillation

signatures were observed in the magnetoresistance when the magnetic field was applied parallel

to the c-axis with the current within the ab-plane. The zero-field, low temperature (< 50 K)

resistivity was well-modeled using Fermi liquid behavior and a simple quadratic fit ρ = ρ0+aT 2

with ρ0 = 11.1 µΩ cm and a = 1.09 nΩ cm K−2.

No clear phase transitions were indicated in the magnetization or resistivity results on

YbV3Sb4 down to 2 K. Zero-field heat capacity measurements were also collected from 300 K

down to 60 mK. Figure 5.3(c) illustrates the resulting Cp/T data for a 1.1 mg single crystal. A

feature consistent with a nuclear Schottky anomaly emerged around 0.1 K, with another small

feature noted at 0.8 K. The magnitude of the 0.8 K feature suggests that this is due to an impurity

effect, such as freezing of the paramagnetic impurities resolved in magnetization measurements.

To avoid contributions from the nuclear Schottky anomaly, a Sommerfeld model was fit to a
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limited temperature range (4 K to 10 K). The resulting least-squares fit yielded the parameters

γ = 20.9 mJ mol−1 K−1 and A = 0.73 mJ mol−1 K−3.

All experimental data characterizing YbV3Sb4 support the classification as a nonmagnetic

kagome metal. The structure is consistent with a Yb2+ rare-earth sublattice, and no bulk

magnetic, electronic, or structural instabilities were noted from 60 mK to 300 K. These re-

sults resemble those in other nonmagnetic AM3X4 compounds CaV3Sb4 and CaTi3Bi4 [133].

Therefore, YbV3Sb4 serves as an excellent comparison and nonmagnetic standard for EuV3Sb4.

5.3.2 EuV3Sb4

Whereas Yb2+ results in a nonmagnetic rare-earth sublattice, divalent Eu2+ is isoelectronic

to Gd3+ (S = 7/2) and is expected to exhibit a magnetically ordered ground state. Figure 5.4

illustrates the temperature-, field-, and orientation-dependent magnetization data from a 10 µ g

single crystal of EuV3Sb4. First, focusing on the temperature-dependent susceptibility, Figure

5.4(a,b) presents the low-field susceptibility of EuV3Sb4 under an applied field of 100 Oe

oriented with H∥c and H⊥c, respectively.

Both orientations exhibit a notable increase in magnetization near 36 K. With H⊥c, a rapid

polarization is observed that quickly saturates, suggesting a primarily ferromagnetic transition.

Upon changing the field orientation to H∥c, two main differences emerge: (1) the susceptibility

magnitude dramatically reduces, indicating an easy-plane anisotropy, and (2) a low-field, sharp

cusp appears near TC before continuing toward saturation. Similar low-field cusps have been

observed in other magnetic kagome metals like GdV6Sn6, suggesting a noncollinear, modulated

magnetic ground state [114].

Figure 5.4(c,d) presents the field-dependent and temperature-dependent magnetization for

both field orientations illustrated in Figure 5.4(a,b). The low-field cusp in the magnetization

for H∥c persists for fields up to approximately 500 Oe. The isothermal magnetization (Figure
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Figure 5.4: We present magnetization data from EuV3Sb4 single crystals, demonstrating a
sharp upturn in temperature-dependent susceptibility with H∥c (a) and H⊥c (b) orientations
near TC = 32 K. An additional cusp and brief downturn in susceptibility are observed with
H∥c. Field-cooled measurements for both orientations are shown in (c) and (d), and isothermal
ZFC magnetization data are depicted in (e), highlighting rapid moment saturation and weak
coercivity (inset). Curie-Weiss analysis of the low-field susceptibility for both field orientations
is presented in (f).
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5.4(e)) indicates that the magnetic response of H⊥c saturates much faster (∼500 Oe) than H∥c

(∼2500 Oe), confirming an easy-plane anisotropy. Figure 5.4(e,inset) highlights subtle hysteresis

in the 1.8 K isothermal magnetization, consistent with the FC/ZFC irreversibility plotted in

Figure 5.4(a,b). Interestingly, at high fields, both curves saturate near 5 µ B, significantly below

the anticipated value of 7 µ B for Eu2+, assuming S = 7/2 and g = 2. Notably, Figure 5.4(f)

demonstrates an abbreviated field range with no observed metamagnetic transitions up to 7 T.

A Curie-Weiss analysis (Figure 5.4(f)) of the low-field susceptibility in both field orientations

yields nearly identical outcomes. Both orientations exhibit θ CW of approximately +36 K,

consistent with the heat capacity peak (32 K, discussed later) and the first derivative of the

magnetization curve (33 K). This analysis supports predominantly ferromagnetic correlations

and minimal frustration (considering the Ln-sublattice’s zig-zag motif independent of the

vanadium kagome lattice). The effective paramagnetic moment is 7.4 µ B, close to the expected

value for Eu2+ (7.9 µ B).

Notably, all results in Figure 5.4 were obtained from the same crystal. The local moment

derived from the Curie-Weiss analysis possibly deviates from the full Eu2+ moment due to

uncertainties in determining the sample mass. Despite accounting for a 13% mass error, an

additional ≈1 µ B moment remains unaccounted for, suggesting potential polarization on the

vanadium sites or dynamic effects. Further measurements on larger crystals are needed to

confirm this.

Figure 5.5(a) displays the heat capacity data for EuV3Sb4 with YbV3Sb4 as a nonmagnetic

phonon reference. A distinct anomaly is observed at TC = 32 K, in good agreement with the

magnetization results. The field-dependence of the heat capacity anomaly in EuV3Sb5 when

H∥c reveals broadening and slight depression with increasing fields.

Figure 5.5(b) displays the Cp/T data for YbV3Sb4 and EuV3Sb4. Subtracting the non-

magnetic YbV3Sb4 lattice reference isolates the magnetic entropy from the EuV3Sb4 heat

capacity data. Integration of Cp,mag from 1.8 K to 100 K (Figure 5.5(c)) yields an entropy of
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Figure 5.5: In line with the magnetization findings, heat capacity measurements on EuV3Sb4
single crystals exhibit a clear lambda-like anomaly at TC = 32 K. The transition is field-
-dependent, broadening and shifting slightly to lower temperatures (a, inset). In the Cp/T
plot (b), subtracting the scaled YbV3Sb4 nonmagnetic lattice reference isolates the magnetic
contribution, which, upon integration, yields 97% of R ln8, consistent with divalent Eu2+.

approximately 16.8 J mol−1 K−1, accounting for 97% of the expected entropy from Eu2+ ions

in the fully ordered state (R ln8).

Overall, the data indicate that EuV3Sb4 adopts a noncollinear or modulated (e.g., helical or

cycloidal) magnetic ground state under zero field conditions. This may explain the observed cusp

in the magnetization just below TC in the hard-axis susceptibility data. However, comprehensive

exploration of this possibility will necessitate larger samples and future scattering experiments

(e.g., resonant x-ray or neutron scattering).

5.4 Conclusion

We introduced two novel vanadium-based kagome materials, YbV3Sb4 and EuV3Sb4, both

belonging to the broader AM3X4 family, which primarily consists of Ti–Bi based kagome

metals with rare-earth ions. While the vanadium kagome sublattice remains nonmagnetic, the

inclusion of the rare-earth sublattice introduces zig-zag chains that interconnect the kagome

planes, providing the potential for magnetic degrees of freedom.
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YbV3Sb4 demonstrates properties of a nonmagnetic kagome metal, displaying no discernible

bulk phase transitions down to 60 mK. The structural imperfections and their effects on the

electronic structure were comprehensively studied using Density Functional Theory (DFT),

which facilitated a deeper understanding of the material’s behavior. On the other hand, EuV3Sb4

exhibits a ferromagnetic-like ground state below TC = 32 K. Notably, the ordered state of

EuV3Sb4 displays an easy-plane anisotropy, suggesting the presence of a canted or modulated

order even in the absence of an external magnetic field. These findings motivate further

investigations into the magnetic ground state of EuV3Sb4.

This study not only establishes the significance of the newly discovered LnV3Sb4 class of

kagome metals but also underscores the potential of these materials as platforms for exploring

Ln-site-tuned magnetic order in tandem with the inherent topologically nontrivial features

characteristic of kagome band structures. The combination of experimental data and theoretical

insights, particularly from the DFT calculations, provides a comprehensive understanding of the

structural, electronic, and magnetic properties of these intriguing materials, paving the way for

future studies aimed at uncovering their unique physical phenomena and potential applications.

The findings from this research have been published[108].
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Chapter 6

Other 135 and 166 vanadium-based

kagome metals

6.1 Introduction

In this chapter we are going to talk about other kagome metals. We initiated our exploration

by investigating the AV3Sb5 (A = K, Rb, Cs) family, commonly denoted as "135" compounds.

The broader scope of the 135 family was recently predicted, as detailed in a recent first-principles

study that systematically examined 1386 kagome structures with the AM3X5 stoichiometry

(where A represents alkali elements, M represents transition metals, and X represents anionic

elements from IIIA, IVA, and VA), all exhibiting the P6/mmm space group [45]. Subsequently,

CsTi3Bi5 was synthesized and confirmed to possess a stable kagome structure by Professor

Dirk Johrendt and his research team. Our initial calculations of the band structure for CsTi3Bi5

indicated a shifted Fermi level (as illustrated later in Figure 10), akin to the behavior observed

in CsV3Sb5, although strong superconductivity was not observed. However, further detailed

studies are necessary to elucidate the electronic structure characteristics of CsTi3Bi5.

Another prominent focus of our research involves the "166" compounds, a family of kagome
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metals crystallizing in the MgFe6Ge6 structural prototype. These AB6X6 compounds feature

two kagome sheets per unit cell, separated by alternating AX2 and X2 layers, as illustrated in

Figure 6.3. The A-site can accommodate various alkali, alkaline earth, and rare earth metals,

while the B-site typically hosts transition metals. The X-site is generally restricted to group IV

elements. Due to this chemical diversity, the 166 materials exhibit a wide array of functionalities,

particularly among those with magnetic host lattices [141, 142, 143].

Future endeavors aim to investigate additional compounds within these families and other

kagome networks. For instance, ScV6Sn6 and TbV6Sn6 are other members of the RV6Sn6 series

featuring a kagome network. Band structure calculations revealed the presence of saddle points

near the Fermi level, which can be modulated through electron or hole doping. Notably, a recent

study of ScV6Sn6 reported charge density wave (CDW) ordering in this system [143]. Given the

diversity of the AB6X6 family, it offers numerous opportunities to explore the factors influencing

charge ordering and superconductivity in kagome metals. Phonon calculations represent another

intriguing approach to gain deeper insights into the electronic structure of this material. By

inducing structural distortions along high symmetry points and comparing formation energies,

we aim to identify the ground state structure.

6.2 Methods

For our electronic state calculations, we conducted first-principles analyses using density

functional theory (DFT) within the Vienna ab-initio Simulation Package (VASP), as previously

described in references [83, 84]. To facilitate these calculations, we utilized the projector

augmented wave (PAW) method [38, 85] and performed ionic relaxation procedures with an

energy cutoff of 520 eV. Our investigation included the automatic generation of reciprocal space

k-point meshes at a density of 55 Å−1 along each reciprocal lattice vector.

Our analysis primarily focused on computing the band structure along key paths, determined
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based on high symmetry points, following the definitions provided by Setyawan and Curtarolo

[86]. To obtain a comprehensive understanding of the electronic properties, we visualized the

density of states (DOS) and band structures using the sumo package [87]. The phonon dispersion

spectrums were calculated using the PHONOPY package[144]. The structure constructed with

the help of the VESTA program[31].

6.3 CsTi3Bi5

In condensed matter physics, the kagome lattice serves as an essential quantum material

system, showcasing the interplay between electron correlation, topology, and lattice geometry

[145,146]. Notably, the unique electronic structures exhibited by the kagome lattice, such as flat

bands, Dirac cones, and van Hove points, stem from its distinctive lattice geometry [147]. Since,

the quasi-two-dimensional kagome materials CsV3Sb5, RbV3Sb5, and KV3Sb5 have emerged,

linking superconductivity with kagome physics, thereby amplifying the curiosity within the

physics community to uncover further unconventional quantum phenomena from the kagome

lattice [3, 4, 75, 77, 78, 110, 147, 148, 149].

Despite the growing interest in kagome materials, discovering the desired candidates remains

a challenging task. Consequently, the advancement of quantum physics heavily relies on

identifying a viable material system with low dimensionality and various symmetry-breaking

instabilities, such as charge density wave and superconductivity.

In a recent, first principles study[45], a group of researchers systematically evaluated 1386

kagome structures with the stoichiometry of AM3X5 (A for alkali elements, M for transition

metals, and X for anionic elements from IIIA, IVA, and VA) with the P6/mmm space group.

Asummary of their study presented in Figure 6.1[45]. The study computed optimized structures,

thermodynamic stability (energy above hull < 5 meV/atom), and electronic structures. As

a result, 28 promising candidates emerged from the screening process, including CsV3Sb5,
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Figure 6.1: (a)–(c) The structure and the schematic of the element substitution strategy
for generating CsV3Sb5-like compounds, and the transition metal forms the kagome lattice
in the structure. (d)–(i), the thermodynamic stability (represented quantitatively as Ehull)
for 1386 compounds in a heat map plotting mode is illustrated. Each box represents an
AM3X5 compound, and the darkness of the color indicates the stability of the compound, with
compounds having Ehull greater than 100 meV/atom depicted in yellow. This figure is adapted
from [45].
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RbV3Sb5, and KV3Sb5, which are the three known compounds experimentally synthesized

according to existing literature, thus validating the reliability of the calculations.

Following the computational study, the findings prompted further experimental exploration.

Professor Dirk Johrendt and his research group successfully synthesized CsTi3Bi5, a compound

that demonstrated structural stability and featured a kagome lattice. The stability of the material

verified the theoretical predictions and contributed to the growing understanding of kagome-like

structures in new materials. Our calculation of the band structure of CsTi3Bi5 presented in

Figure 6.2.

The experimental analysis of the CsTi3Bi5 compound revealed the absence of a strong

superconductivity character within its electronic behavior, distinguishing it from the observed

properties of the CsV3Sb5 kagome material. While both systems exhibited Γ pockets positioned

below the Fermi level, the absence of saddle points under the Fermi level at the M point in the

CsTi3Bi5 compound indicated differing electronic configurations compared to the CsV3Sb5

compound. Consequently, the potential mixtures of these compounds might offer an intriguing

avenue for exploring unique physical properties, suggesting the possibility of uncovering novel

quantum phenomena resulting from the interplay of different electronic structures in these mixed

systems. The more detailed study has been published[134].

6.4 166 vanadium-based kagome

Another family of kagome metals which has been the focus of our research is the so-called

“166” compounds. The emergence of 166-kagome metals, adopting the MgFe6Ge6 structural

prototype, has provided a recent avenue to explore a plethora of intriguing phenomena arising

from the interplay between topology, correlations, and magnetism [10, 113, 122, 150, 151,

152, 153, 154, 155, 156]. These compounds have garnered significant attention due to their

unique structural configuration, enabling the investigation of various unconventional electronic
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Figure 6.2: Band structures for CsTi3Bi5 and CsV3Sb5 with spin-orbit coupling. Although
there are similarities between these two systems, the saddle point at M has been shifted above
the fermi level for the CsTi3Bi5 system.

properties and magnetic behaviors.

The crystal structure of AB6X6 presented in Figure6.3. The A-site in the 166-kagome

materials can accommodate a diverse range of alkali, alkali earth, and rare earth metals, such

as Li, Mg, Yb, Sc, and Gd. On the other hand, the B-site typically accommodates a transition

metal, including Co, Cr, Mn, V, and Ni. The X-site is primarily limited to group IV elements,

namely Si, Ge, and Sn. Owing to this chemical diversity, 166 materials exhibit a wide array of

functionalities, especially in the context of compounds with magnetic host lattices.

Recent research has uncovered a group of compounds, RV6Sn6 (R = rare earth), that exhibit

a comparable band structure with Van Hove singularities (VHSs) in close proximity to the

Fermi level (EF ). The existence of topological surface states, Dirac cones, and Van Hove

singularities within the electronic band structure, coupled with the capacity to manipulate

magnetic interactions through control of the R-sites in RV6Sn6 compounds, implies that they

serve as promising platforms for exploring unconventional electronic states originating from a
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Figure 6.3: Crystal structures of AB6X6. (a) AB6X6 lattice structure comprised of different
layers of AX2 and X2 layers. (b) Top view of crystal structure looking along the c axis and
showing the kagome plane of B atoms. (c) 2D kagome net of B atoms. (d) The triangular
lattice of A-site ions interwoven between kagome planes as shown looking along the c axis.
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model kagome lattice proximitized with an adjustable magnetic layer. The spatial separation of

the magnetic layer composed of R-site ions and the kagome plane not only introduces tunable

magnetic properties from the magnetic layer but also facilitates a direct investigation of the

electronic structure of non-magnetic kagome systems. The discovery of novel kagome metals

and the potential manipulation of magnetic couplings via neighboring layers represent promising

avenues for further exploration within the family of RV6Sn6 compounds.[142, 157]

Although the introduction of magnetic ions onto the R-sites of these compounds enables the

engineering of various magnetic states [120, 142], the nonmagnetic versions have yet to exhibit

a stabilized superconducting transition. Nevertheless, the nonmagnetic variant characterized by

the smallest R-site cation radius, ScV6Sn6, recently exhibited indications of charge ordering.

Figure6.4 illustrates the results of the phonon calculations conducted for ScV6Sn6. The

absence of any imaginary phonon modes suggests that the structural distortion remains minimal

within these materials. Synchrotron x-ray diffraction measurements reveal high-temperature,

short-range charge correlations at the wave vectors along q = (1
3 ,

1
3 ,

1
2) whose interlayer correla-

tion lengths diverge upon cooling. At the charge order transition, this divergence is interrupted,

and long-range order freezes in along q = (1
3 ,

1
3 ,

1
3), as previously reported, while disorder

enables the charge correlations to persist at the q = (1
3 ,

1
3 ,

1
2) wave vector down to the lowest

temperatures measured. Both short-range and long-range charge correlations seemingly arise

from the same instability and both are rapidly quenched upon the introduction of larger Y ions

onto the Sc sites. This observation suggests that the introduction of larger Y ions has a signif-

icant impact on the charge correlations, possibly altering the lattice dynamics and electronic

interactions in the material[158].

Recent studies focusing on GdV6Sn6 and YV6Sn6 categorized these compounds as Z2

kagome metals, characterized by multiple Dirac crossings and Van Hove singularities (VHS) near

the Fermi level[141,142,143]. However, despite these similarities, only GdV6Sn6 exhibited signs

of magnetic ordering below 5 K, while YV6Sn6 did not display any indication of local magnetism.
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Figure 6.4: phonon spectrum calculated via DFT for ScV6Sn6. The size of the supercell is 3
× 3 × 1. No existence of imaginary phonon-modes indicates that the structural distortion is
weak in these materials.
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Figure 6.5: Colorized bands structure from DFT calculations show the orbitals contributions
from V and Sn for ScV6Sn6, YV6Sn6 and TbV6Sn6 .

The presence of these instabilities near the Fermi level in the band structure, combined with the

ability to manipulate magnetic interactions by controlling the A sites, positions this family as a

promising platform for the exploration of unconventional electronic phenomena [154, 155, 156].

Figure6.5 presents the Colorized bands structure from DFT calculations, illustrating the

orbitals’ contributions from V and Sn for ScV6Sn6, YV6Sn6, and TbV6Sn6. According to

previous research by Pokharel et al. [158], it has been demonstrated that ScV6Sn6 exhibits

a charge density wave (CDW) and functions as a nonmagnetic metal. When comparing the

band structure of ScV6Sn6 to that of the nonmagnetic YV6Sn6 and the magnetic TbV6Sn6, it is

noticeable that only in ScV6Sn6 the M-saddle point is positioned below the Fermi level.
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6.5 Summary and conclusion

In this chapter, we delve into the exploration of various kagome metals, beginning with

the investigation of the AV3Sb5 (A = K, Rb, Cs) family, also known as "135" compounds.

The comprehensive study conducted by Jiang et al. [45] scrutinized 1386 kagome structures

characterized by the AM3X5 stoichiometry (where A represents alkali elements, M represents

transition metals, and X represents anionic elements from groups IIIA, IVA, and VA) with the

P6/mmm space group. Subsequently, the successful synthesis of CsTi3Bi5 with a stable kagome

structure by Professor Dirk Johrendt and his research team expanded our understanding of the

electronic structure characteristics within the kagome lattice. Despite the absence of strong

superconductivity in CsTi3Bi5, further investigations are required to elucidate its electronic

behavior.

Moreover, our exploration extended to the "166" compounds, a family of kagome metals

exhibiting the MgFe6Ge6 structural prototype. Notably, the diverse range of functionalities

observed within the 166 materials, particularly those with magnetic host lattices, has garnered

significant attention within the field [141, 142, 143]. A distinct characteristic of the 166 com-

pounds is their ability to control the magnetic interactions through manipulation of the R-sites,

leading to unconventional electronic states originating from the model kagome lattice.

The phonon calculations performed for ScV6Sn6 revealed a minimal structural distortion,

as illustrated in Figure 6.4. Based on the previous research, synchrotron x-ray diffraction

measurements highlighted the presence of high-temperature, short-range charge correlations,

which eventually froze in along specific wave vectors upon cooling. The introduction of larger

Y ions onto the Sc sites played a pivotal role in altering the lattice dynamics and electronic

interactions within the material, thereby impacting the charge correlations.

Overall, the findings discussed in this chapter provide insights into the intricate electronic

and structural characteristics of diverse kagome metals, underscoring the significance of their
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versatile functionalities and their potential implications for future quantum material research.

Further in-depth analyses and studies have been published on these topics [134, 158].
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Triangular-lattice LaCd3P3 compound

Crystalline compounds with geometric magnetic frustration continue to be a central focus in

condensed matter physics, mainly due to their potential to host a diverse range of interesting

ground states. When confined to low-dimensional structures, such as quasi-one-dimensional

systems and two-dimensional arrangements, these compounds often exhibit amplified quantum

fluctuations, leading to the emergence of unique quantum ground states, notably the quantum

spin liquid state. Of particular interest are material systems featuring two-dimensional triangular

lattices, which have garnered significant attention. These systems offer a high degree of

geometric frustration, owing to the arrangement of magnetic moments in edge-sharing triangles

within the two-dimensional array. This geometric setup not only enhances quantum fluctuations

but also amplifies the likelihood of observing unconventional quantum ground states. In this

chapter we are going to talk about LaCd3P3 which is part of the RM3Pn3, also known as 133

family.
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7.1 Introduction

The layered RM3Pn3 compounds, where R represents a rare earth element and M is either Zn

or Cd, along with Pn being P or As, consist of R3+ cations arranged on well-separated triangular

lattice layers [159, 160]. With interlayer distances around 10 Å, these compounds exhibit

primarily two-dimensional magnetic interactions, leading to enhanced quantum fluctuations.

The octahedral coordination of rare earth cations by pnictide anions results in strong crystal

field ligand effects, influencing the crystal field interactions of the 4 f electrons and creating

significant anisotropies that can impact frustration in the system.

Recent investigations into CeCd3P3 and CeCd3As3 have highlighted the role of crystal

field anisotropies as a key mechanism underlying the emergence of magnetic order, despite the

expected two-dimensional behavior, with a transition temperature (TN) below 0.42 K [161].

The RM3Pn3 family encompasses several rare earth variants, from La to Er, within the RZn3P3

subclass, while the RCd3P3 subclass has only been reported for R = La, Ce, and Pr [159, 162].

Previous studies on LaCd3P3 and CeCd3P3 demonstrated metallic states in single-crystalline

samples, with structural transitions occurring at approximately 170 K and 126 K, respectively,

whereas polycrystalline samples exhibited insulating behavior [162].

Furthermore, for the RZn3P3 compounds, an increase in metallicity correlated with larger R

radii, suggesting a balance between unit cell volume and band dispersion near the Fermi level

[163].

Exploring the RCd3P3 materials class, as well as delving into the extensive RM3Pn3 phase

space, may offer a promising route to systematically control the conductivity in these two-

dimensional, seemingly frustrated magnetic materials.
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Figure 7.1: Crystal structures of LaCd3P3. (a) Top view of crystal structure looking along the
c axis and showing the triangular lattice. (b) LaCd3P3 crystal structure comprised of different
layers, which presented on the side.

7.2 Methods

To perform our electronic state calculations, we employed density functional theory (DFT)

within the Vienna ab-initio Simulation Package (VASP) as outlined in previous works [83, 84].

The calculations were facilitated using the projector augmented wave (PAW) method [38, 85],

and ionic relaxation was conducted with an energy cutoff of 520 eV. Reciprocal space k-point

meshes were automatically generated at a density of 55 Å−1 along each reciprocal lattice vector.

Our primary analysis revolved around the computation of the band structure along specific

paths, based on high symmetry points defined by Setyawan and Curtarolo [86]. To gain a

comprehensive understanding of the electronic properties, we visualized the density of states

(DOS) and band structures using the sumo package [87]. Additionally, phonon dispersion

spectrums were computed using the PHONOPY package [144], and the structure was constructed

using the VESTA program [31].
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7.3 Results and discussion

The structure of LaCd3P3 is presented in Figure 7.1. As we mentioned before[159, 160],

LaCd3P3 is a compound belonging to the RM3Pn3 family, where R represents rare earth elements.

This family of compounds features R3+ cations arranged on distinct triangular lattice layers,

and LaCd3P3 specifically consists of lanthanum (La) and cadmium (Cd) elements bonded to

phosphorus (P) atoms. The crystal structure of LaCd3P3 can be characterized by its unique

arrangement of components and its two-dimensional geometric layout, which can contribute to

its magnetic and electronic properties.

The specific heat measurements, which were previously studied [162], clearly display a

discernible feature in the form of a γ-like anomaly at Ts = 173 K, in accordance with the

electrical resistivity data. This characteristic anomaly is a strong indicator of the presence

of a charge density wave (CDW) in LaCd3P3. To delve deeper into the structural stability

and understand the intricate phonon behavior, we employed extensive phonon calculations.

These calculations were instrumental in providing a more comprehensive understanding of the

material’s phonon properties. The phonon calculation is presented in Figure 7.2. The phonon

spectrum was calculated through density functional theory (DFT) for LaCd3P3. The supercell’s

size was determined to be 2 × 2 × 1. The presence of imaginary phonon-modes suggests the

possibility of structural distortion in these materials.

To follow that, we tried with distorting the structure, with moving Cd atoms in the plane and

out of the plane, and calculated the energy along the distortion path.

To explore the identification of a lower-energy structure, various crystallographic distortions

were tested by manipulating the positions of the Cd atoms both in-plane and out-of-plane.

Subsequently, the energy along the distortion path was computed. The results of these analyses

are presented in Figure 7.3 and Figure 7.4, where an increase in energy and absence of a signifi-

cant local minimum indicate that these distortions are not thermodynamically favorable. This
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Figure 7.2: phonon spectrum calculated via DFT for LaCd3P3. The size of the supercell is 2 ×
2 × 1. The existence of imaginary phonon-modes indicates that the possibility of the structural
distortion in these materials.

suggests the robustness of the original crystallographic configuration against such distortions.

Further study needed to identify the lower energy structure and CDW distorted structures.

To get more information about the electronic structure of the LaCd3P3, I did a band structure

with spin orbit coupling calculation which presented in Figure7.5(a). In the band structure

analysis, it was observed that the valence band maximum predominantly comprises P-p states,

suggesting a significant contribution from the phosphorus orbitals to the electronic structure. On

the other hand, the conduction band minima predominantly involve La-d orbitals, indicating a

substantial influence of the lanthanum d orbitals on the conduction properties. Our calculations

revealed that LaCd3P3 possesses a calculated band gap of 0.75 eV. These findings are in rough

agreement with the transport gaps obtained from resistivity measurements, indicating that the

observed metallicity in single crystal studies may be a result of light doping[162,164]. To gain a

more comprehensive understanding, we delved deeper into the analysis by conducting intricate

calculations involving the doping of Ca into the structure through the substitution of La. The
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Figure 7.3: Crystallographic distortions and calculated energy along the path for LaCd3P3.
The Cd atoms, moves in plane.

resulting compound, La0.5Ca0.5Cd3P3 ( LaCaCd6P6) which presented in Figure 7.5 (b), was

subjected to a rigorous band structure analysis, revealing a discernible increase in the metallic

characteristics of the doped structure.

7.4 Summary and conclusion

The exploration of crystalline compounds with geometric magnetic frustration continues to

offer significant insights into condensed matter physics, particularly due to their potential to host

a diverse range of intriguing ground states. This chapter talked about LaCd3P3, which is part

of the RM3Pn3 family. The material’s geometric setup, characterized by its two-dimensional

triangular lattice, has facilitated the observation of notable features like charge density wave

(CDW) signatures, and a calculated band gap of 0.75 eV and metallicity with doping.

Our extensive investigations, employing techniques such as density functional theory (DFT)

calculations, phonon spectrum analyses, and crystallographic distortions, have offered crucial
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Figure 7.4: Crystallographic distortions and calculated energy along the path for LaCd3P3.
The Cd atoms display out-of-plane movement.
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Figure 7.5: The electronic band structures with spin orbit coupling of (a) LaCd3P3 and (b)LaCaCd6P6

insights into the structural stability and electronic behavior of LaCd3P3. While the material

exhibits a robust resistance to crystallographic distortions, the possibility of structural distortion

has been suggested by the presence of imaginary phonon modes. Furthermore, our results

have pointed towards the influence of doping on the material’s electronic properties, with the

introduction of Ca leading to an increased metallic nature within the doped structure.

Overall, the comprehensive exploration of LaCd3P3 has not only enhanced our understanding

of its unique properties and behaviors but has also contributed to the broader context of research

on geometrically frustrated magnetic materials and their intriguing quantum states. The findings

from this study are currently undergoing final preparations for publication.
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Conclusion

In this thesis, I have explored various analyses of the electronic structure across multiple kagome

materials. Overall, these results represents a contribution to the ever-expanding knowledge base

in the field of kagome materials. With thoroughly comparisons between our DFT simulation

results and real-world experimental data, we aimed to reveal the intricate physical mechanisms

responsible for the diverse phenomena observed in these captivating materials. The careful

examination of their electronic, magnetic, and structural properties has revealed previously

undiscovered facets, opening up new possibilities for further research and development in this

exciting field. By delving into the realm of electronic instability in kagome materials, this

research report provides valuable insights into their fascinating properties.

The investigation into the Fermi surface nesting-driven instabilities in CsV3Sb5 a member

of the AV3Sb5 kagome family has resulted in several significant conclusions, shedding light on

the complex behavior of these materials which presented in chapter 2. This compound exhibit

a CDW at T = 94 K, and some research suggested that the phase transition is dominated by

charge density waves and a Peierls-like nesting-driven instability. Our analysis has revealed that

the peaks observed at the M point in the nesting function and the real part of the susceptibility

are not singularly strong; rather, they are part of ridges extending along the Γ−M direction.
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While they contribute to the electronic instability to some extent, they do not solely drive it.

Moreover, we have observed that Fermi surface nesting is largely insensitive to variations

in the kz value. The χ ′′(q) and χ ′(q) maps exhibit qualitative similarity at different kz values,

indicating that specific features in the saddle points may not uniquely influence the nesting

effects.

Additionally, the Lindhard function remains relatively unchanged with variations in the

Fermi level and kz value, suggesting that the kagome saddle point has minimal relevance to

the overall nesting behavior. These findings challenge previous assumptions regarding the

relationship between the saddle points and the nesting effects. Our results indicate that the

CDWs observed in CsV3Sb5 do not solely arise from a singular instability in the electronic

structure and cannot be classified as type-I Peierls-like distortions. Furthermore, our findings

suggest that the electron-phonon coupling mechanism may play a crucial role in the observed

CDW ordering in CsV3Sb5, similar to NbSe2 [27, 63]. The intricate phase diagrams resulting

from chemical substitutions within the AV3Sb5 family offer new avenues for exploring the

interplay between charge density wave and superconductivity.

Based on the prior discussion, the research conducted suggests that the lack of a clear Peierls-

like transition signature reinforces the idea that the breathing mode distortions in CsV3Sb5

are not exclusively a result of Fermi surface nesting effects. Consequently, it implies that

other factors, such as electron-phonon interactions or complex electronic correlations, might

contribute to driving the observed charge density wave (CDW) ordering.

To further study, we tuned the band structure by hole-doping. The introduction of hole-

doping through the substitution of Sn into the CsV3Sb5 compound led to the emergence of two

distinct superconducting (SC) regions, each with its unique characteristics. Notably, the first SC

dome coexists with the CDW order, emphasizing the intricate interplay between the Sb pz states,

CDW, and superconductivity. The application of first-principle studies shed light on how the Sb

pz states intertwine with both CDW order and SC, offering insights into the chemical tuning of
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the competition between these states in the new class of AV3Sb5 kagome superconductors. The

published results of this study in chapter 3 pave the way for exploring and understanding the

unique properties and exotic physical phenomena exhibited by these intriguing materials.

Moreover, the comprehensive investigation into the phase diagrams resulting from Sn-

substitution or hole-doping in KV3Sb5 and RbV3Sb5 showcased intriguing solubility variations

linked to the size of the A-site cation. The resulting phase diagrams exhibited consistent

characteristics, featuring a single superconducting dome and a rapid suppression of the CDW

order, diverging from the observed double dome in CsV3Sb5. This comprehensive research,

detailed in the associated chapter 4, provides a thorough understanding of the diverse behavior

exhibited by the AV3Sb5 compounds, paving the way for further investigations into these unique

materials and their underlying properties.

In chapter 5, two novel vanadium-based kagome materials, YbV3Sb4 and EuV3Sb4 part

of the AM3X4 family, were introduced, highlighting their distinct magnetic properties. While

YbV3Sb4 exhibited nonmagnetic behavior, EuV3Sb4 demonstrated a ferromagnetic-like ground

state. This study emphasizes the potential of these materials for exploring tunable magnetic

order and their unique kagome band structure. The combination of experimental data and

theoretical insights provides a comprehensive understanding of their properties and potential

applications [108].

Chapter 6 provided a comprehensive exploration of diverse kagome metals, including the

"135" and "166" compounds. The "135" family, represented by AV3Sb5 (A = K, Rb, Cs), was

extensively studied by Jiang et al. [45], showcasing 1386 kagome structures with the P6/mmm

space group. Additionally, comparing the electronic structure characteristics of CsTi3Bi5 with

CsV3Sb5 shed light on the electronic structure characteristics within the kagome lattice. Further

investigations are necessary to comprehend the electronic behavior of CsTi3Bi5.

Moreover, the RV6Sn6 family compounds, typified by the MgFe6Ge6 structure, revealed

diverse functionalities, particularly in materials with magnetic host lattices, attracting substantial
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interest [141, 142, 143]. The 166 compounds demonstrated the ability to manipulate magnetic

interactions through the modification of the R-sites, resulting in unconventional electronic

states derived from the kagome lattice model. The phonon calculations conducted for ScV6Sn6

indicated minimal structural distortion, alongside the presence of high-temperature, short-range

charge correlations. Notably, the introduction of larger Y ions onto the Sc sites played a pivotal

role in altering the lattice dynamics and electronic interactions, thus influencing the charge

correlations observed in the material.

Finally, our investigations into LaCd3P3, part of the RM3Pn3 family, are presented in chapter

7. The research has deepened our understanding of structural stability and electronic behavior

of this material, particularly its resistance to crystallographic distortions and the influence of

doping on its metallic nature.

The collective findings from these studies have significantly advanced our understanding of

the electronic and magnetic properties of various kagome materials, paving the way for further

research into their exotic physical phenomena and potential applications.
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