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ABSTRACT OF THE DISSERTATION

Algorithmic Challenges in Social Media Search

by

Theodoros Lappas

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2011
Dr. Vassilis J. Tsotras, Chairperson

The timeframe of my PhD studies has coincided with the enmag@nd worldwide
spread of social media. These include blogging and micggda platforms (e.g. Blog-
ger.com and Twitter.com), social networking sites (e.g.eB@ok.com and MySpace.com),
as well as platforms that allow for the sharing and annatatibcontent (e.g. Flickr.com
and YouTube.com). The popularity and versatility of sopiatforms has lead to the accu-
mulation of overwhelming volumes of diverse informatiors demonstrated by numerous
research works, mining such data can further our undensigraf these platforms and
help us improve the online social experience of their usgiisown work has focused on
addressing some of the major algorithmic challenges thatrgenin the process of min-
ing social data. In particular, | have always found searabeld problems to be the most
intriguing. On a high-level, the primary objective of my eesch has been to bridge the
gap between users and information in a social context. Froese@arch point of view, |
have always been interested in mining two particular tydesogpora: graph structures
and textual data, both of which are abundant in social mddighis document, | discuss
the relevant problems that | have tackled during my studié& discussion of each prob-
lem is accompanied by an appropriate formulation, algon¢techniques for its solution,

and extensive experimental evaluations.
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Chapter 1

Introduction

The emergence and worldwide spread of social media has te#ltetaccumulation of
massive volumes of textual, as well as graph-based data. diVkesity of such data is
impressive. Social platforms are hosts to multiple typeas#r-submitted text, available
in different forms. Further, in the context of social netkiog platforms, users have the
opportunity to interact with each other in various ways. Isunteractions can be intuitively
visualized as graph structures, with users representidgshand edges representing the
various types of connections. While each of these two typetatd can be a very rich
source of information, it also presents its own unique protd and algorithmic challenges.
The focus of my own work has been on identifying and tacklimg problems that users
face in their effort to process overwhelming amounts of igeextual and graph-based
data, and retrieve the information that is relevant to tim@rests and needs. Next, | briefly
introduce the particular problems that my research hasstwn. The problems | have
tackled in my work can be grouped into two categories, basedhether they are defined

in the context of textual domains or graph structures.



1.1 Textual Data

During my studies, | have worked with different types of téxt can be found in social
media. These include user comments, discussions, tagawes\blog-posts, news articles
and many more. Even though each type of textual contentnexjgpecial consideration
and mining techniques, the common denominator of my workah&ays consisted of two

principal components: a) a search-based formulation optbblem, aiming at bridging

the gap between users and the valuable information thateamred from textual content
and b) the presentation of efficient methods that can haredielarge corpora. As | have
discovered through my research, each type of text comesitwitiwn unique set of chal-

lenges, thus requiring customized approaches. Next, udgssthe different types of textual
content that | have worked on, as well as the respective gnoblthat | have tackled for

each type.

Bursty Text [1]: The online nature of the World Wide Web ensures the accumulaff
large volumes of text, arriving in a streaming fashion froarious sources. Consider a
long document sequence, formed by blogs or news portals, aol@rge period of time.
The articles in such collections cover newsworthy everds tihok place at various times,
and are of great interest to the user. Therefore, it is ckrtwibave methods that can mine
large volumes of data in an online setting and use the ertldatowledge toward event
discovery. We observe that each event is characterized by @t slescriptive keywords,
revealing basic information such as the place where thet@oenrred, or the names of the
persons involved. For the duration of the events lifespaha@msequent coverage in the
news, these characteristic terms appear repeatedly varglarticles, leading to uncom-
monly high frequencies (bursts). A major contribution of @ork is a formal definition
of term burstiness, based on the concept of discrepancy [$ed@an our definition, we
present a parameter-free, linear-time algorithm to idethie time-intervals that maximize

the burstiness score of any given term. We then propose areaffsearch framework that



utilizes the mined to identify and rank documents in the ernof a user-submitted query.
This allows users to search for events that match their otemests, as encoded in a query
of terms. Our work is the first that directly incorporatesdtiness in the indexing and
ranking of documents, leading to a complete burstinesseasgearch framework.

The temporal burstiness problem assumes a single streamwcafreénts and focuses
exclusively on theemporalburstiness of terms. In practice, however, we can have pheilti
text streams originating at different locations. Consittarexample, a set of Twitter feeds
from users living in different parts of the world. In such atext, the impact of an event
should be measured not only based on how long it stays in thifigi, but also on its
spatial impact For example, a highly influential event of global importane.g. the
financial crisis) is likely to appear in the news from mukéglountries across the world for
an extended period of time. On the other hand, a news-woydtyless influential event
(e.g. a small-scale earthquake) will only be covered in theass that are close to the
event’s source, and for a shorter timeframe.

In our work, we initiate a study on formalizing and identifgi patterns that are bursty
in both time and space. We then explore how these patternsecased toward the retrieval
of documents on events with high spatiotemporal impact. goat is to efficiently tackle
the following problemGiven a set of termgsubmitted by the user, return the relevant doc-
uments with the highest spatiotemporal impact in the cobbeaif the streaming document
sources To the best of our knowledge, our work is the first to utilihe spatiotemporal
burstiness of terms in order to return relevant documentsvents that are relevant to the
user’s query, and also have a significant spatiotemporah@tp/Ne present two comple-
mentary approaches for the two problems, providing an médive and insightful analysis

of the spatiotemporal burstiness of terms from alterngiaspectives.

Opinionated Text[2]: Another important type of text that has emerged with theldista
ment of social media and Web 2.0 platforms@nionated text Users use the web as a

medium to express their opinions on various topics . Oneefhibst representative instan-
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tiation of this form of expression comes in the formim reviews Given an extensive
corpus of reviews on an item, a potential customer goes tjirdie expressed opinions
and collects information, in order to form an educated apirand, ultimately, make a pur-
chase decision. This task is often hindered by false revidves fail to capture the true
quality of the item’s attributes. These reviews may be basehsufficient information or
may even be fraudulent, submitted to manipulate the itegpsitation. In this work, we
formalize theConfident Searcparadigm for review corpora. We then present a complete
search framework which, given a set of item attributes, Is &hefficiently search through
a large corpus and select a compact set of high-qualitywe\vieat accurately captures the
overallconsensusf the reviewers on the specified attributes. We also intediREST
(Confident REview Search Tool), a user-friendly implementatf our framework and a
valuable tool for any person dealing with large review cogod he efficacy of our frame-

work is demonstrated through a rigorous experimental ewain.

Multi-Lingual Text: Blog posts, news events and product reviews are nowadaysrpres
on the web in multiple languages. How can one deliver to thex asforeign language
document that serves both: a) the user’s search query @levance), and b) the user’s
understanding of the foreign language (comprehensiorcdii)?

Currently, search engines provide search functionality pmenarily focuses on the
relevanceof a given query. However, when searching for results oten in one’s native
language, it is particularly important to consider the issproficiency level of a given
foreign language. In this work, we provide a first step towtimd goal, by designing
ranking operators for foreign documents based on both toeitent relevance and easiness
of understanding (i.e., comprehensibility). In order ttablsh the “difficulty” of each
foreign document, we deploy foreign language readabiligasures, based on machine
learning and Natural Language Processing (NLP) featurasdotument. Our evaluations
indicate that the comprehensibility level of a documentpasided by our technique, is

consistent with the ordering provided by human annotators.
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1.2 Graph Structures

Graph structures are at the core of any social system, ggmgithe means of propagation of
a diverse range of content (e.g. textual data, videos, nigisjuln addition, the connections
of a user can tell us a lot about her preferences and expéntidéferent areas. Such
knowledge can be then used to personalize the social erperaf the users or group them
based on common characteristics.

A significant portion of my own research has been devoted tesding interesting
problems that emerge in the process of mining such sociphgraEven though my work
has not been limited to a single type of graph, the methogoldwve followed has been

consistent:
1. Identify a graph structure that is prevalent in sociatfplans.

2. Adopt principled and meaningful definitions for the no@ies the individuals oper-
ating within the system) and edges (i.e. the types of cororecbetween the indi-

viduals) of the graph.
3. Formulate an interesting problem in the context of theadoetwork.
4. Design efficient algorithms for the solution of the prable

5. Provide both quantitative and qualitative experimeet@dence that demonstrate the

efficacy of the proposed methods.

Driven by this methodology, most of my research endeavove banverged to prob-
lems with two primary characteristics: a) a search-baseddtation, asking for nodes that

serve a particular purpose, and b) a consideration of thelsom

Finding a Team of Experts in Social Networks [3]: Given a taskl", a pool of individuals
X with different skills, and a social networK that captures the compatibility among these

individuals, we study the problem of findingj’, a subset oft, to perform the task. We

5



call this the TEAM FORMATION problem. We require that members &f not only meet
the skill requirements of the task, but can also work efietyi together as a team. We
measure effectiveness using tb@mmunication cosincurred by the subgraph i@ that
only involvesX”’. We study two variants of the problem for two different commuation-
cost functions, and show that both variants are NP-hard. Xpeee their connections with
existing combinatorial problems and give novel algoritHorstheir solution. To the best
of our knowledge, this is the first work to consider theAM FORMATION problem in the
presence of a social network of individuals. Our experiraesftow that our framework

works well in practice and gives useful and intuitive result

Searching for Effector Nodes [4]JAssume a networkl’, £') where a subset of the nodes in
V areactive We consider the problem of selecting a sek @ictive nodes that best explain
the observed activation state, under a given informatiapggation model. We call these
nodeseffectors We formally define the-EFFECTORSproblem and study its complexity
for different types of graphs. We show that for arbitrarygdra the problem is not only
NP-hard to solve optimally, but also NP-hard to approxim¥fe also show that, for some
special cases, the problem can be solved optimally in potyalctime using a dynamic-
programming algorithm. To the best of our knowledge, thibiésfirst work to consider the
k-EFFECTORSproblem in networks. We experimentally evaluate our athans using the
DBLP co-authorship graph, where we search for effectors of sojbiat appear in research

papers.

Search-Based Recommendation of Nodes [Blumerous social networking platforms are
giving users the option to endorsatitiesthat they find appealing, such as videos, photos,
or even other users. We define this model &oeial Endorsement Netwgnkisualized as

a bipartite graph with edges (endorsements) from usersdorsed entities. In this work,
we formalize the problem alecommendations in social endorsement netwogigen a

guery of tags and a social endorsement network, the proldéorecommend entities that



match the query and also share a significant number of comnuorsers. We propose an
efficient search engine for the solution of the problem, &fgroduce high-quality and ex-
plainable recommendations. The entire framework is desigma principled and efficient
manner, making it ideal for large-scale systems. Finally thorough experimental evalu-
ation on real datasets, we illustrate the efficacy of our outtand provide some valuable

insight on social endorsement networks.



Chapter 2

On Burstiness-Aware Search for

Document Sequences

2.1 Introduction

Suppose we are presented with a lalagument sequencrmed by newspaper articles
spanning several local titles (e.g., New York Times, Thel\8#ileet Journal, etc.), over a
large period of time. Such corpora is becoming increasiaghilable, due to initiatives
such as The National Digital Newspaper Program (NDNP) [6]n&yLibrary of Congress
(LC), and other similar ventures for the digitization of eticals by large corporations
such as Microsoft (www.microsoft.com) and Google (www.gleocom). The articles in
such collections cover newsworthy events that took placeagabus times. Each event
is characterized by a set of descriptive keywords, revgdiasic information such as the
place where the event occurred, or the names of the persasised. For the duration of
the event’s lifespan and consequent coverage in the negse ttharacteristic terms appear
repeatedly in relevant articles, leading to uncommonhhHigquencies (bursts). In the
typical search paradigm, the user encodes a topic of initas#sg a query (i.e. a set of

keywords), which is then submitted to a search engine. &@earch engines rely on



static, frequency-based measures (&:@lf ) for the purposes of indexing and querying the
underlying collection. These measures record the frequeha term in each document,
typically normalized by a global frequency measure, in otdecapture the impact of the
term in the entire collection. The underlying assumptiothet an occurrence of a term
has the same significance, regardless of the moment in tioeeitrs. Our claim is that,
for a contiguous document sequence observed through timseggsumption is invalid: the
importance of terms varies through time, as they are use@doribe current influential
events that are discussed in the corpus. Therefore, it @gakto consider the temporal
dimension of the data in the indexing and ranking process dltimate purpose of our
work is the creation of an efficient, end-to-end framewogk thiven a document sequence,
identifies “bursty” intervals for each term and utilizesstimformation toward an efficient,
burstiness-aware search mechanism.

Even though some work has been devoted to measuring bsstmdifferent contexts,
the concept has yet to be formalized. A major contributiomaf work is a formal def-
inition of burstiness that is based on the concept of disoteyp Discrepancy theory has
applications in several fields including machine learnicmnputer graphics and compu-
tational geometry [7, 8, 9, 10]. The concept is generallydusedescribe the deviation of
a situation from the “expected” behavioral baseline. Basedwr definition, we present
a parameter-free, linear-time algorithm to identify thedtintervals that maximize the
burstiness score of any given term. We present the theak&biendations of our work and

proceed to evaluate it thoroughly on a new dataset.
Our Contributions: In this work we make the following contributions:

I. A formal definition of term burstiness in the terms of nuiat discrepancy.

ii. A parameter-free, linear-time method to identify theximaum burstiness intervals

for a given term.
iii. An efficient search framework for documents, that coess term burstiness in the
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indexing and ranking process. The framework uses an extengithe well-known

TA algorithm [11] for finding the top intervals.

The rest of this work is organized as follows: Section 2.2akses related work. Sec-
tion 2.3 describes the basic notation used in this work.i&e2t4 introduces our definition
of burstiness and discusses efficient techniques for thifabation of bursty intervals for
a given term. In Section 2.5, we present two different versiof a complete, burstiness-
aware search framework. Finally, we conclude with a thohoexperimental evaluation in

Section 2.6.

2.2 Related Work

The concept of burstiness has been studied in several dsnfasignificant portion of this
work has been inspired by Kleinberg’s seminal paper on tmstypand hierarchical struc-
ture of streams [12]. We discuss Kleinberg’s approach inent®tail in Section (2.6.2).
A considerable amount of work has been devoted to develogfiitgent burst-detection
methods [13, 14, 15, 16]. Even though we propose a methodradven, we do so in the
process of creating a complete search framework, whicheigrtain contribution of our
work. The main benefits of our method are that it runs in lirteae and is also completely
parameter-free. This makes it ideal for very large sequenteéocuments, spanning sig-
nificant periods of time. That being said, our search framkvi® compatible withany
burst detection method that can report non-overlappingtpumtervals and their respective
scores, for any given term.

Another burst-detection method is presented by Fung &t3l.[In this work, bursty
terms are clustered to represent events discussed in the ldgtL4], the authors classify
terms in four burstiness categories, based on their frexyutesectory. Their use of spectral
analysis is similar to the one used by Vlachos et al. in [13]exe the authors focus on

periodic and bursty artifacts in query logs. In [16], theleus use a wavelet-based structure
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for aggregate monitoring of data streams.

Burstiness has also been evaluated in the context of othécafigns, such as stream
clustering [17], and even in the context of graphs [18]. kertHe et al. [19] apply Klein-
berg’s model to topic clustering.

Bansal and Koudas [20, 21] have presented a system for theseal streaming blogs.
Even though no details on the employed methods are giveinythek is relevant to ours, in
that they ultimately map bursty terms to specific blogpo$tsthe best of our knowledge,
our work is the first that directly incorporates burstingg®imation in the indexing and

ranking of documents, leading to a complete burstinesseasearch framework.

2.3 Preliminaries

In this work, we explore corpora that are formed as a sequehdecuments, spanning a
pre-defined timeline. For a timeline ot consecutive timestamps, we defind@ument
sequence as:

S =251, ..., 50, (2.1)

wheresS; represents the set of documents appearing oithienestamp. Further, we define

thefrequency sequendg for a given terny as:

Y =y, ez, s Yim (2-2)

wherey,; expresses the frequency of tetion thei,;, timestamp of the timeline. We assume
thaty,; is equal to the number of documentsinthat include ternt. Finally, by Y;[ : r],
we represent an interval 6f that includes all timestamps frogy to ;. (inclusive). Note

that the words “interval” and “segment” are used intercleaiy in our work.
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2.4 Defining Term Burstiness

In this section we present a formal definition of term buestsin the terms afumerical
discrepancy We then show how the problem of finding the maximum burssinetervals

can be solved in linear time.

2.4.1 A Discrepancy Model of Burstiness

We first present the general definition of numerical disanepd7, 8, 9]. LetP be a set of
points distributed over random locations|in1]¢, whered is the number of dimensions on
the plane. For any regioR in [0, 1]¢, let u(R) be the Euclidean measure Bf [0, 1]¢ (i.e.
the area of?), andu»(R) be the discrete measurB N P|/|P]| (i.e. the fraction of points

of P inside R). Then, thenumerical discrepancgf R with respect taP is defined as:

Dp(R) = |[u(R) — pp(R)] (2.3)

Even though the concept is meaningful for ahy 1, we will focus on the one-dimensional
case, suitable for our sequence representationd Forl, a regionR is reduced to a one-
dimensional interval, defined within the unit intervd0, 1]. Following Equation (2.3), the
discrepancy of a given intervdlis defined as the absolute value of the difference between

its length and the ratio of points frof that fall within 7:

PN
P

: (2.4)

Dp(1) = (1) = pp(I)| = |len(T)

wherelen(1) is the length (i.e. the euclidean measure) of intefv&onceptually;.(7) ex-
presses the baseline, i.e. the fraction of points fdthat isexpectedo fall within 7, while
up(l) represents the observed fraction. This constitutespgnagriate definition for term
burstiness, which is similarly expressed by increaseduaqy values that diverge from

a term’s individual baseline. In the mapping of term buessimto numerical discrepancy,
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the set of point$ is represented by the total frequency of a term, observedigfmout the
entire document sequence. Next, we formally define the inese(/) and the observed
fraction up (1) in the context of term burstiness.

Depending on the nature of the datd/) can be either pre-defined or based on the
underlying distribution. In [10], the authors explore dieggancy in the context of different
distributions (Poisson, Binomial). Even though such an eagm may work well in some
scenarios, the assumption that the entire dataset can beatalg described by a single
distribution is not always valid. In addition, the use of alpability distribution introduces
parameters that are not always intuitive to tune. Given temalY;[l : r] of the frequency

sequence for a term) we define the baseline as
len(Yi[l : r]) x Avg(Y?),

i.e. the average frequency observed over all timestampkipiied by the length of the
interval. To conform with the definition of numerical dispeacy, we then project

Y;[l : r] on the unit interval0, 1] by dividing the baseline by """, yu.

Formally, let/ be the projection o¥;[l : ] on [0, 1]. Then, we define the baselip€!) for

I as:
_len(Yi[l - r]) x Avg(Yy)
D i Y

By replacing the average and solving further, we get:

(1)

(2.5)

_ len(Yi[l : r]) x (3212, yu)/m
D ity e

_ len(Yi[l : 7))

m

= len(I) (2.6)

Indeed, the baseline is equal to the Euclidean measuretifleofy/, as mandated by
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Eq. (2.4).

Next, we defineup(I), the fraction of the term’s frequency observed within thieival,
as the frequency aof observed within interval'[l : r|, divided by the total frequency of

throughout the sequence:

ZL[ Yti
I == (2.7)
M'P( ) Zj:l Yt
By replacing Equations (2.6) and (2.7) in Eq. (2.4), we get:
D’p([) — len(n[l : T]) _ Zi:l Yti (28)

m Z;nzl Ytj

Note that Eq. (2.8) takes positives values if the obsermas@ithergreateror lessthan
the baseline. Conceptually, the latter occurs if the frequef a term within an interval is
lessthan expected. Even though this typically constitutes a oédiscrepancy, it is of little
value for the purposes of measuring term burstiness. ldstea would like burstiness to
be positive only founcommonly high frequency observations. Thus, given a terand

an interval[ : r] on the timeline, we define tHaurstiness oft in [/ : ] as:

(2.9)

B(t,[l:1]) = <ZZ—1 Y len(Yi[l: r]))

Z;‘n:1 Ytj m

2.4.2 Maximizing Burstiness

Using Eq. (2.9), we can measure the burstiness of a given fiarrany interval on the
timeline. The next step is to identify high-burstiness iimads for each term. On a higher

level, the problem definition is the following:

Problem 1. Bursty Intervals Problem: Given the frequency sequenkeof a given term

t, identify the set of intervals that maximize the Burstirfasstion53(¢, -) .

Next, we argue that Problem 1 is equivalent to the well-knavaximum sum segments
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problem defined as such:

Problem 2. Maximum Sum Segments Problem:
Given an input sequencE = x4, zo, ..., x,, Of real numbers, identify th& segments with
the highest total scores, where the scé(X[i : j|) of a segmenkK|i : j| = x;, xit1, ..., T;

is equal to the sum of its elements:

F(Xi:g]) = Zxk (2.10)

The Maximum Sum SegmentsProblem comes up in different domains and has been
extensively researched in the past [22]. To show that Pnabld) and (2) are equivalent, it
is sufficient to show that, given a terimthe Burstiness score of any given interval is equal

to the sum of the Burstiness values observed in the indivitiodstamps of the interval.

Formally:
B(t,[l:r]) => Bt [k: k]) (2.11)
Proof.
;B(t, & K]) = > (Z]y_tfytj - %)
iy len(Yi[l : r]) _ .
- (Z;‘nl m - ) B(t,[l:7])

O

Problem (1) is now reduced to solving tMaximum Sum SegmentsProblem on the

burstiness sequend®, defined as such:

Bu(i) = B(t,[i : i]) — (%-% q<i<m (2.12)

j=1Ytj m

Eq. (2.12) assumes the global baseline given by Eq. (2.5¢ridtively, one could use

the local average of each interval as a baseline. In that cassecutive segments 5f
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could be computed separately, and then concatenated totlfi@mantire sequence. This
could allow for a more flexible calculation of burstinessdavoid reporting anticipated
periodical bursts (e.g. a burst of the term “Christmas” dyidecember).

The standard formulation of tHdaximum Sum Segmentgproblem has the following
disadvantage: given a high-scoring segment, one can ageilgrate several others by
simply appending or removing a small number of elementssé&lsegments convey little
extra information regarding the burstiness of a term. Taesklthis, we adopt a slightly

different formulation, based on the concept of thaximal segment

Definition 1. Maximal Segment:Let X be a non-empty score sequence. A segmient
j] ismaximal in X if

i. All proper sub-segments of[: : j] have a lower score

ii. No proper super-segments &f[; : j] in X satisfies (i).

Figure (2.1) illustrates the Burstiness SequeBgdor the term “Earthquake”, as it
manifested in a daily newspaper over a fixed period of timee Vélues on the x-axis
represent consecutive timestamps. Following Eq. (2.1@)ative values correspond to
points when the observed frequency was less than the basklare, “WZ” is identified as
a maximal segment; conceptually, extending the intenaahfeither side can only reduce
its score, since more negative than positive values wilhisuded.

No two maximal sequences can overlap. A formal proof appedes], but essentially,
given two maximal overlapping sequences, either the unidheintersection of the two
would have higher discrepancy than one of the two, creatiognéradiction. Thus, every
element of the input sequence belongs to exactly one maxdemhent. Therefore, for
any given sequence of real numbers, there exists a finithaetontainall the maximal

scoring segments. We can now formalize the problem as such:

Problem 3. All Maximal Segments Problem: Given an input sequence = x1, zo, ..., T,

of real numbers, identify the set of all segmentXahat satisfy Definition (1).
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Figure 2.1: Burstiness sequentgefor t="earthquake”

2.4.3 Algorithms for the All Maximal Segments Problem

In [23] the authors present a linear-time algorithm for sahvthe All Maximal Segments
Problem. The algorithm accepts as input a sequence of real numbengparts the set of
all maximal segments. For the rest of this work, we refer ie éifigorithm asvAX- 1. The
details and pseudocode of the algorithm can be found in [8X- 1 filters out maximal
segments with a negative score. This is ideal for the pugposéurstiness evaluation,
since negative-scoring intervals represent regions wimerebserved frequency of a term
was less than the expected. Finally, in addition to beinegdinthe approach is completely
parameter-free. Next, we present an extensiad®{- 1 and discuss its advantages.

In [12], Kleinberg discusseanisochroniesthe non-uniform relationships between the
time spanned by a story’s events and the amount of time dgvotéhese events in the
actual telling of the story. Considering the coverage of evénnews streams (e.g. news-
papers, blogs), we identify two primary levels of bursty éébr for the terms describing
an event: the first level represents the extended time peri@oh the event was generally
discussed in the news. Depending on the nature and sigriéaafrthe event, this period
can be extended to include weeks or even months. The secostihbas level pertains to

smaller intervals within this extended period, when thenéveas particularly popular and
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extensively covered in the news. In the context of a newspapeh intervals may repre-
sent the first time an event made the headlines, or a new g¢hewelt in an older event that
brings it back to the front page.

Conceptually, the intervals reported ligX- 1 capture the first level of burstiness activ-
ity for a given term. By re-applying the algorithm on each & teported maximal intervals
independently, we can easily identify the second-levestmess intervals. For the rest of
this work, we refer to this algorithm a#AX- 2. The pseudocode is shown in Algorithm
(1). Multiple iterations ofVAX- 2 could be used to obtain a hierarchical structure of the
bursty intervals. As we demonstrate in the Experiments@gc single iteration is enough

to capture the burstiness patterns of events.

Algorithm 1 : MAX- 2
Input: Z: Set of first-level maximal intervals far;
Output: Z': Set of second-level maximaitervals forY;
1. 7«0
2: for every intervall € 7 do
3: 7' + T'UNAX- 1(I) Il MAX- 1 returns 1st level intervals

4: ReturnZ’

2.5 Query Evaluation

In this section, we describe two different ways to utilizedtiness information to create a
complete, burstiness-aware search framework. The descsidarch frameworks constitute
the main contribution of our work. Our first approach focusasindexing and ranking
documents directly, while the second approach is more advhand performs a more
informative, interval-based evaluation of a given querar Each approach, we start by
discussing the underlying indexing mechanism, and theogaato discuss the respective
guery evaluation algorithms.

It is important to note that both approaches are compatibte any method than

can evaluate the frequency sequence of a term over a spdaifielihe, and reporhon-
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overlapping bursty intervals and their respective scores.

2.5.1 Evaluating Documents

Next, we describe a burstiness-aware query evaluationefranmk that retrieves and ranks

documents based on a given query. First, we discuss the getpiiodexing mechanism.
Indexing: In the standard inverted index structure, each term is nthppehe list of

documents that contain the term. In a more advanced scerthealocument lists are
sorted on a pre-computed score that expresses the strdrph @apnnection between the
term and the document. In order to use such a structure inraarefvork, we need to
define a formula that evaluates a document with respect tees germ, in the context of

burstiness:

Definition 2. Given a termt and a documend, let I, ; be the bursty interval of that

includes (the timestamp af) Then, theBurstiness of d with respect to ¢ is defined as:

B(t, I q) x freq(t,d) ,if Liqg#0
d-score(t,d) = (2.13)

0, otherwise

whered-score stands fodocument scoteConceptually(t, I; 4) returns the burstiness
score ofl, 4, as defined by Eq. (2.9). Alsgyeq(t, d) returns the frequency of terfmwith
respect to document In our experiments, we assunfeeq(t,d) = log(TF(t,d) + 1),
whereT'F(t,d) returns the number of occurrencestoi d. The logarithm is used to
moderate the effect of the frequency and ensure that besstiirs the dominant factor.
Finally, if d-score(t,d) = 0, d is not included in the sorted list. Note that

We can now build an inverted index structure, where each temmapped to a list of
documents, sorted on thelrscore. Next, we discuss how we can use this index to evaluate

multi-term queries.
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First, we formally define th®ocument Evaluation Probleas such:

Problem 4. Document Evaluation Problem Given a query of termg = {t¢,t1, ...},

retrieve thek documents with the highest values fop _,_ d-score(t, d).

Algorithm 2 TA Al gorithm
Input: query q={to,tys,...}, int Kk
Output: Set of top-k docunents
TopK < ) // sorted, holds at mogtelements
Thresholdr + 0
L = {Lo,L4,..} Il set of Doc Lists for each term i
while (Not A1l lists in £ Have Been Exhausted) do
for (every List L € £) do
cand < getNext(L)
total < cand.score // Holds cumulative score
T < (T — lastSeen(L) + cand.score)
for (every List L' € £,L' # L) do
total+ = getDScore(L/, cand)
TopK.insert(cand, total)
if ((TopK.size() == k) && (TopK.last() >=T))
13: return TopK // Early Termination

-
e

B

14: return TopK

e getNext(L) returns the next candidate to be evaluated fron/ljsinder sorted access.
e getDScore(L/, cand) is a random access probe that retrievesitheore of the candidate
document from list_’.

e lastSeen(L) returns the score of the last candidate seen under sortedsaiccListL

e TopK.last() returns the score of the lowest-scoring element in the Result

With an appropriate index structure at our disposal, the step is to find a query eval-
uation algorithm to address Problem 4. For this purpose,seehe Threshold Algorithm
(TA)[11], an efficient top-k evaluation algorithm, which is albd deal with multi-predicate
gueries. The algorithm goes through the sorted lists mapp#te terms of a query, eval-
uating documents in descending order. For every documemt weder sorted access in
some list, a random access probe retrieves the respectivessaf the document from the
other lists. The cumulative score is then calculated, arddticument is considered as a

top-k candidate. The algorithm maintains a threshold valugased on the score of the last
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document seen from every List. As soornkasocuments with a cumulative score of at least
T have been found, the algorithm terminates. The authorsephat, while this mechanism
allows for early termination, it does not affect the optiityabf the result. Algorithm (2)
contains the pseudocode of thA algorithm. The algorithm is designed so that candidates
from different sorted lists can be also evaluated in pdraliethat case, lines 5-11 of the
algorithm can be handled by independent threads.

The proposed Inverted Index structure anditAealgorithm compose a complete search
framework that efficiently solves tHeocument Evaluation Problem The framework is

thoroughly evaluated in the Experiments Section.

2.5.2 Evaluating Intervals

The framework described in the previous section focusefiennidexing and ranking of
documents. In this section, we describe an alternativeoagprthat places the focus on
intervals. Given a query of terms, we would like to find pesad time when all terms
simultaneously displayed bursty behavior, indicatingdbeurrence of an underlying event.

Next, we describe a search framework for this problem.
Indexing: First, we define a formula that evaluates the burstinesstefval with respect

to a given term:

Definition 3. LetZ; be the set of bursty intervals for a tetmThen, given a query of terms
q = {to,t1,..}, an intervalI is identified asbursty with respect to ¢, if Vt € ¢, 3 I' €

7;, s.t. I C I'. Then, the burstiness score oWith respect tqg; is defined as:

i-score(1,q) = Z B(t, super(Z;, 1)) , (2.14)

teq

wherei-score stands for interval-score. Alseuper(Z;, I) returns the interval’ € 7, s.t. I C

I’ (i.e. I is asuper-segment of 7).
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Conceptually,/ is bursty with respect to a query if it has been included in estyu
interval forall the terms in the query. Thescore of I is then the sum of the scores of
all the bursty intervals that include it. Note that this ditiom requires the bursty-interval
setZ; for a given terny to consist ofnon-overlapping intervals. This guarantees that
most oneinterval I’ € 7, is a super-segment @t Using Eq. (2.14), we can now build an
inverted index structure, where each term is mapped to aflisttervals, sorted on their

i-score. Next, we discuss how we can use this index to evaluate rautti-queries.

Evaluation: First, we formally define théinterval Evaluation Problenas such:

Problem 5. Interval Evaluation Problem: Given a query of termg = {t¢, s, ...}, re-

trieve thek intervals with the highest values for, _ i-score(t, d).

For the top-k evaluation phase, we introduce a modified errsf theTA Algorithm,
which we refer to agA* (Algorithm (3)). TA* is similar toTA, differing only in the use
of the random access probe. In the standard version, a raadoass probe looks for
the candidate document in the various document lists ani@ves itsd-score (line 10 of
Algorithm 2). In the case of intervals, this step is more cbogped, since the candidate
may overlap with multiple intervals in a list. Procedure iyvides an implementation of
the Random Access probe. Given an Intetvaind a list of intervald. the probe returns
the setof (sub)intervals off that overlap with some interval ih. The procedure can be

easily implemented with the use of interval-trees [24].

Procedure 1RandomAccess(Interval I, Interval List L)
Return a set of intervals Z, s.t.
VI'€el, whereI'NI #0,
d1* € 7, where I* = I'N I AND I*.score = I.score + I’.score

After the sets of overlapping (sub)intervals from each heste been retrieved, they are
merged to produce the final st consisting of segments included in bursty intervals for

all the terms of the query (Line 11 of Algorithm 3). Figure (2.Bpws an example of the
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Algorithm 3 TA* Algorithm
Input: query q={to,ts,...}, int Kk
Output: Set of top-k Intervals

1: TopK < ) // sorted, holds at mo&tdistinct elements
2: Thresholdr «+ 0

3: L+ {Lo,Ly,..} I/ set of Doc Lists for each term i

4: while (Not A1l lists in £ Have Been Exhausted) do
5: for (every List L € £) do

6: cand < getNext(L)

7: T < (T — lastseen(L) + cand.score)

8: X[i] - {cand}

9: for (every List L' € £L,L' # L) do

10: X[j] + RandomAccess(cand, L)

11: F < merge(X[0], X'[1],...)

12: for every Interval I in F dO

13: TopK.insert(I, I.score)

14: if ((TopK.size() == k) && (TopK.last() >=T))

15: return TopK // Early Termination
16: return TopK

e getNext(L), lastSeen(L) andTopK.last() are as in the
TA Algorithm.

e The X[ ] variables represent sets of intervals.

e TheRandomAccess() function is described in Procedure 1.
e The use of thaerge() function is shown in Figure (2.2).

merging process for a query= {ty,t1,ts,t3}. The interval-sett’[0] contains only one
interval: the candidate, selected under sorted accesstfrerhursty-interval list of term
to. Also, X[1], X[2] and X’[3] contain intervals that overlap with the candidate, rettev
by applying theRandomAccess Procedure on the bursty-interval lists of tertpsi, and
t3, respectively. According to Definition 3, only the interva [5 : 7] qualifies asursty
with respect to g. Following Eq. (2.14), the burstiness score of candidaie equal to

> teq Bt super(Zy, 1)) =6 +4+5+4=19.

The top-k set produced byA* optimally solves thdnterval Evaluation Problem. The

reported intervals reveal bursty periods for any multirtequery. This allows us to not
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Figure 2.2: Interval Merging Process

only locate events correlated with particular terms, bsi @stimate their lifespan. Further,
the framework can be easily extended to report the docurtteattappear within each inter-
val, and also contain all the query terms. Thus, we can obdéaked groups of documents,
where each group is relevant to a specific bursty period. [g]ahrs is more informative

than a mechanism that simply repoktdocuments from completely arbitrary timestamps.

2.6 Experiments

In this section, we illustrate the efficacy of our search feamrk through a rigorous ex-
perimental evaluation. Section 2.6.1 describes the datas=used. Section 6.2 discusses
the different burst-detection methods used in our experimeFinally, Sections 6.3-6.5

evaluate our search framework in different scenarios.

2.6.1 Datasets

Newspaper DatasetsWe have conducted a series of experiments using real-watésets
from the Center for Bibliographical Studies and Research (CBSR)eatJniversity of
California, Riverside (UCR). CBSR has received two grants froniNdwgonal Endowment
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for the Humanities to participate in the National Digitalpaper Program (NDNP). The
NDNP is a joint venture of the National Endowment for the Huaitias and the Library
of Congress to create a national digital newspaper resorgpegsenting papers from all
states, published between 1836-1922.

For the experimental evaluation we have gathered over 80(éticles from theéSan
Francisco Call a daily newspaper with publication dates between 190®186er the re-
moval of stopwords, approximately 120,000 distinct ternresandentified. We have several
attributes for each article, including the title, the datg@uablication, and the raw (punctu-
ation and capitalization included) content. Due to the aug size of the corpus, some
issues were not located for digitization, leaving smallgeypthe data set. To address this,
we extracted 3 independent document sequences from thefalatehich all the articles

were available:

e SF-Cal | - 1: A sequence of 122,114 articles spanning from Jan 01, 190kt
31, 1901.

e SF-Cal | - 2: A sequence of 144,289 articles spanning from Jan 01, 198t
31, 1904.

e SF-Cal | - 3: A sequence of 153,412 articles spanning from Jan 01, 19@8:to
31, 19089.

These large sequences of chronologically ordered artiwiéserve as datasets for the
experiments described in this section.

Major Events List: In order to perform a qualitative evaluation of our appioes; we
manually composed a list of major events that took place eha tovered by one of the
threeNewspaper DatasetsThe events were taken from Wikipedia (www.wikipedia.cpm)
which maintains annual lists of major events. For every gvarguery was composed,
consisting of keywords chosen for their particular sigaifice with respect to the event.

Table (2.3) contains the list of events and their respecfiiaries.
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2.6.2 Burst Detection

Throughout the experiments section, we evaluate the pedioce of the proposed search
frameworks, using th&AX- 1 andMAX- 2 algorithms, described in Section 2.4, to obtain
the required bursty intervals. As an alternative, we trygbpular burst-detection method
proposed by Kleinberg in [12]. This algorithm is based on ddén Markov Model, with
states that correspond to frequency levels for individeahs. State transitions (bursts)
correspond to points in time, around which the frequency t&iria changes significantly.
Given the frequency sequenkgof a termt, dynamic programming is used to fit the most
possible state sequence that is likely to have genergtedrhe state assigned to each
interval will serve as its burstiness score, which is regpliy our framework. For the rest
of this paper, we refer to this algorithm KEEI N.

The states reported §LEI N form a hierarchical structure, with a long burst of low
intensity including several bursts of higher intensity. &l this violates our requirement
for non-overlapping bursty intervals. To address this, we griority to higher-state in-
tervals, by assigning to every timestamihe highest state observed over all the reported
intervals that include. To be fair, if the length of the highest-state interval is small(j3),
we take the interval with the second-highest state. We \eeligis to be a reasonable and
intuitive aggregation method.

Further, by assigning a high cost to state transitions, @merestrain the number of
states in the hierarchy reported BY.EI N, thus eliminating short bursts and leading to
longer intervals. Reasonably long intervals that reflectttbe lifespan of an event are
desirable, since they are likely to contain more relevactuduents. On the other hand, the
assignment of very high costs will limit the score-space wrall set of (low-intensity)
states. Consider having to rank 10 documents based on thtr sthere each document
has 1 of 2 distinct states; inevitably, multiple ties wilateto a meaningless ranking. For

our experiment¥LEI Nwas tuned to find a balance between reasonably long inteamdls
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an adequate number of distinct states. Note that our paeaifiee algorithms resolve such
issues by using the concept of the maximal segment to auimatptextend a segment as

long as it can benefit its score.

2.6.3 Document Ranking

The purpose of this experiment is to evaluate the Documeatuation framework de-
scribed in Section 2.5.1. The evaluation is done as follofisst, an inverted index is
built on top of each on the threldewspaper Datasetsas described in Section 2.5.1.
Then, the queries from thklajor Events List are evaluated using thEA Algorithm.
Queries mapped to events from 1900 and 1901 are evaluategl th& index built on top
of SF- Cal | - 1 and so forth. The entire process is repeated 3 times, eaehuing one
of the three burst-detection algorithmgAX- 1, MAX- 2 andKLEI N) to build the search
framework. We also compare agaihsicene (lucene.apache.org), a popular text-search
engine. Lucene uses frequency-based measures such asghernity of the term within
each document and the term’s global frequency to rank dostsmethe context of a given
query.

A human annotator studied each of the top-10 documentstezpiamr each event, mark-
ing them as “relevant” or “non-relevant”. This allows us t@kiate the achieved precision,
defined as the ratio of the number of relevant documents beeotal number of retrieved
documents. The results are shown in Table (2.1). The tableats a separate column
for the achieved recall in the top-5 documents, to provideemiosight on the quality of
the produced ranking. Our framework performs consistendil, clearly outperforming
Lucene in almost every case. Regarding the different butstctien algorithmsMAX- 1
andMAX- 2 achieved near-perfect precision values for all submitteztigs.KLEI N's pre-
cision was just as good, although it failed to retrieve anguthoents for 5 of the 16 queries.
This can be due to the fact thidLEI N did not identify any intervals as bursty fail the

terms in the query. Alternatively, even if such a region veistified, it did not include any
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Table 2.1: Achieved Precision on Major Events List
D| Lucene | MAX-1 | MAX-2 | KLEIN |
1 |1/5| 2/20 | 5/5| 10/10| 5/5| 9/10 | 5/5| 8/10
2 | 3/5] 5/10 | 5/5| 7/10 | 5/5| 8/10 | 5/5| 8/10
3 | 3/5] 6/10 | 5/5| 10/10| 5/5 | 10/10| - -
4 | 3/5| 7/10 | 5/5| 10/10| 5/5| 10/10| 5/5 | 10/10
5
6
7
8
9

L

1/5| 2/10 | 3/5| 6/10 | 4/5| 8/10 | - -
4/5| 6/10 | 5/5| 9/10 | 5/5| 9/10 | 5/5 | 10/10
3/5| 6/10 | 5/5| 10/10| 5/5 | 10/10| 4/5| 9/10
3/5| 4/10 | 5/5| 10/10| 5/5 | 10/10| 4/5| 9/10
5/5| 9/10 | 5/5| 10/10| 5/5 | 10/10| 5/5| 9/10
10 | 0/5| 1/10 | 5/5| 10/10| 5/5 | 10/10| 5/5 | 10/10
11 | 5/5| 10/10| 5/5| 10/10| 5/5| 10/10| 5/5 | 10/10
12 | 4/5| 8/10 | 5/5| 10/10| 5/5| 10/10| - -
13| 3/5| 6/10 | 5/5| 10/10| 5/5| 10/10| 5/5| 8/10
14 | 4/5| 7/10 | 5/5| 8/10 | 5/5| 7/10 | - -

15| 3/5| 5/10 | 4/5| 8/10 | 5/5| 9/10 | 5/5| 7/10
16 | 2/5| 2/10 | 5/5| 9/10 | 5/5| 9/10 | - -

documents containing all the query-terms. This could beestdd by separately tuning
the parameters of the algorithm for each term. In practiodver, this is not desirable for

obvious reasons.

2.6.4 Interval Ranking

The purpose of this experiment is to evaluate the Intervaliation framework described
in Section 2.5.2. The experiment is similar to the one dbecrin the previous Section. In
this case, the index built on top of each of thewspaper Datasetsvas the one described
in 2.5.2, which considers term burstiness to inderrvals rather than documents. Also,
theTA* Algorithm was used to evaluate the queries fromNtagor Events List. For each
event, we identify the interval among the reported 10 theldsest to the actual date of the
event. We then report the start and end dates of that intéftaal process is again repeated
3 times, each time using one of the three burst-detectiarittigns. The results are shown

in Table (2.4).
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Both MAX- 1 and MAX- 2 produce reasonable intervals for the evaluated queries. As
anticipated,MAX- 2 gives tighter intervals, which commonly span a few days oekse
around the actual date of the event. The intervals produgdd &l N are of similar or
smaller length. Also, no bursty intervals were identified doeries 3, 5, 12, 14 and 16.
As discussed in Section 2.6.2, even though the algorithnidde® tuned to report larger
segments, this would also reduce the number of states asthéive an adverse effect top-k
evaluation. In generakLEIl N produced accurate results, indicating that our searchefram
work is compatible with any efficient burst-detection methBinally, it is also important to
note that, for all three algorithms, the intervals closeshe actual event date were always
rankedfirst in the top-10 list.

In order to illustrate the utility of the proposed Intervaldtuation Framework, we do
an additional experiment: led be the set of all articles within the interval reported by a
query. Also, letV be the set of distinct terms appearing in the titles of thelag in A.

We then report the top-10 terms frov ranked in descending order on the number of titles
they appeared in. For lack of space, we only report the iesgjiiorted byMAX- 2, since it
produced the most reasonable intervals for all the quemiéiseMajor Events List. The
results, shown in Table (2.5), prove that the documents op&tinterval can be used to
identify terms that describe the underlying event. In thetext of a search engine, these

terms can compose an informative cloud that suggests ifigsigjueries to the user.

2.6.5 Index Statistics

In this experiment, we show that, by focusing only on bursitigivals, we can greatly
reduce the number of documents mapped to each term. Thisébined with the high-
quality results shown in the previous experiments, prokiasaur index structure is com-
pact, while preserving all the useful information for eaghn.

First, we build the Document Evaluation framework, dessdlilin Section 2.5.1, for

each of the threblewspaper DatasetsFor each dataset, we compute the average number
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of documents mapped to a term. The process is repeated 3 tnuesfor each of the three
burst-detection algorithms. We compare against Lucenehrssentially maps each term
to all the documents that include it. A similar evaluatiodoe for the Interval Evaluation
Framework, described in Section 2.5.2: for each term, weptenthe percentage of the
timeline (spanned by each collection) that is covered bytguntervals. We then report

the average over all terms. The results are shown in in T&)leAs can be seen from

Table 2.2: Statistics Table
SF-Call-1 SF-Call-2 SF-Call-3

Avg. number of documents per term

Lucene 124.45 119.3 112.4
MAX- 1 85.6 83.5 74.9
MAX- 2 73.5 75.2 63.2
KLEI N 72.35 74.9 72.7
Avg. covered timeline % per term
MAX- 1 0.27 0.24 0.27
MAX- 2 0.09 0.08 0.08
KLEI N 0.1 0.12 0.14

the Table, our framework achieves a significant reductichénumber of documents. As
anticipated MAX- 2 andKLEI N result in higher reductions, since they generally produce
smaller intervals. Further, only a small percentage (asa®@9%) of the timeline is covered
by bursty intervals. Nonetheless, as illustrated by owiptes experiments, these intervals

provide all the information that our search framework ndedsffectively evaluate queries.

2.7 Conclusion

In this work we explored how term burstiness can be used tarsehthe search process
for large document sequences. We provided a formal definitidourstiness and proposed
efficient, parameter-free algorithms for the identificataf bursty intervals for any given

term. The main contribution of our work is an efficient seafte@imework that considers
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term burstiness in the indexing and ranking process. Werithestwvo alternative versions
of our framework, and discuss how they can be useful to a useryong a document
sequence. Finally, we thoroughly evaluated our approamhe@smew dataset, in the context

of different scenarios.
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Table 2.3: Major Events List

N

A

ID | Description Date Query

1 | Mormon Leader B. H. Roberts is refused a seat in the US Congrdas 17 1900 polygamy
due to his polygamy.

2 | The German passenger ship Saale, owned by the North Gerdan 30 1900 saale
Lloyd, catches fire at the docks in Hoboken, killing 326 peopl

3 | King Umberto | of Italy is assassinated by Italian-born a&hést | Jul 29 1900 | king assassinatiof
Gaetano Bresci.

4 | A powerful hurricane hits Galveston, Texas killing aboui(®). Sep 8 1900 texas disaster

5 | Queen Victoria dies at the age of 81. 22 Jan 1901 victoria death

6 | The Great Fire of 1901 begins in Jacksonville, FL . May 3 1901 jacksonville

7 | Serbian King Alexander Obrenovic and Queen Draga are assa3sn 11 1903| serbian kings
nated.

8 | Pope Leo Xlll dies. He is later succeeded by Pope Pius X. July 20 1903 pope death

9 | Afire at the Iroquois Theater in Chicago kills 600. Dec 30 1903| theater disaster

10 | The Great Baltimore Fire in Maryland destroys over 1,500dgs | Feb 7 1904 baltimore
in 30 hours.

11 | Battle of Guru: British troops under Colonel Francis Younglamh Mar 31 1904 guru
battle with Tibetan Troops, marking the beginning of the iBnitEx-
pedition to Tibet

12 | A fire aboard the steamboat General Slocum in New York Citylin 15 1904| steamboat disaste
East River kills 1,021.

13 | Eugen Schauman assassinates Nikolai Bobrikov, Governoei@e Jun 16 1904| finland governor
of Finland

14 | King Carlos | of Portugal and Prince Luiz are shot dead in Lisbg Feb 1 1908 carlos luiz

15 | Louis Bleriot is the first man to fly across the English Channeinin Jul 251909 | english channel
aircratft.

16 | A 7.0 Richter scale earthquake destroys Messina, Sicily eokisri Dec 28 1909 italy homeless

Calabria, killing over 75,000 people and living thousandsaless.
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Table 2.4: Predicted Intervals for Major Events

s

Event ID Actual Date MAX- 1 MAX- 2 KLEIN
1 Jan 17 1900 5 Jan - 3 Apr (1900) 5 Jan - 26 Jan (1900) 5 Jan - 23 Jan (1900)
2 June 30 1900 25 Jan - 12 Jul (1900) 1 Jul - 12 Jul (1900) 1 Jul - 12 Jul (1900)
3 Jul 29 1900 15 Jul - 19 Aug (1900) 30 Jul - 5 Aug (1900) -
4 Sep 8 1900 3 Sep - 10 Mar (1900/01) 9 Sep - 6 Oct (1900) 10 Sep - 14 Sep (1900)
5 Jan 22 1901 5 Oct - 17 Mar (1900/01) | 28 Dec - 8 Feb (1900/01 -
6 May 3 1901 24 Apr - 29 Jul (1901) 27 Apr - 20 May (1901) | 4 May - 23 May (1901)
7 Jun 11 1903 11 Jun - 25 Oct (1903) 12 Jun - 25Jun (1903) | 12 Jun-19 Jun (1903)
8 July 20 1903 5 Jul - 4 Jan (1903/04) 7 Jul - 22 Jul (1903) 20 Jul - 22 Jul (1903)
9 Dec 30 1903 | 22 Dec - 20 Aug (1903/04) 31 Dec - 26 Jan (1903/04)31 Dec - 17 Jan (1903/04
10 February 71904 19 Jul - 20 Mar (1903/04)| 5 Feb - 20 Feb (1904) 8 Feb - 20 Feb (1904)
11 Mar 31 1904 1 Apr - 6 Apr (1904) 3 Apr - 5 Apr (1904) 1 Apr - 6 Apr (1904)
12 Jun 151904 | 14 May - 4 Sep 1904 (1904) 16 Jun - 20 Jun (1904) -
13 Jun 16 1904 20 Mar - 30 Oct (1904) 17 Jun - 31 Jul (1904) | 20 Jun - 23 Jun (1904)
14 Feb 11908 2 Feb - 20 Feb (1908) 2 Feb - 11 Feb (1908) -
15 Jul 25 1909 5 Mar - 10 Nov (1909) 19 Jun - 8 Aug (1909) 18 Jul - 27 Jul (1909)
16 Dec 28 1909 | 28 Nov - 28 Oct (1908/09)| 26 Dec - 18 Jan (1908/09) -
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Table 2.5: Frequent keywords extracted from the top-k denisfor each query

| ID | Cloud
1 January state washington roberts present practice utatberdmuse law
2 burn german york lloyd bodies fires recovered north riverdkein
3 humbert july state anarchist italiy unit rome bressi geheoéice
4 city people galveston state sufferers received great moapyrted relief
5 state present great king queen people passed service palace
6 city people fire state florida unite part sufferers generepsit
7 belgrade queen peter officers alexander minister murdesrgov assassin palace
8 july leo rome cardinal holy pontiff church vatican preserdgaj
9 chicago fire place city building iroquois work time manageople
10 February state city general york fire company aid busy araeric
11 tibet british fight chinese mission general hostile colgregersburg influence
12 bodies general york slocum fire boat hoboken police dead
13 | general bobrikoff russia petersburg assassin governnugmbiapeople condition lan
14 gueen king crown assassination portugal prince oportd toggher lisbon
15 flight july miles aviator attempt cross return bleriot caimah machine
16 italian earthquake people city aid messina sufferers maiesf stricken
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Chapter 3

On the Spatiotemporal Burstiness of

Terms

3.1 Introduction

The world wide web serves as a host to overwhelming volumeofiments, appearing
in bulk online on a daily basis. Blogging and microbloggingtfdrms (e.g. BlogSpot.com
and Twitter.com), online magazines and newspapers (e.gmey.com) and social net-
working platforms (e.g. Facebook.com) are examples ohenkenues where users flock
to access such documents. In the context of such documeatrstr one of the most well-
studied problem is the identification of bursts. Given a terenburst is generally identified
when an unusually high frequency is observed:forthe posted documents. A significant
amount of work has been devoted to identifyteghporalbursts [25, 26]. A temporal burst
is typically identified by:a) an interval on the timeline, indicating the specific timefa
during which the unusually high frequency was observed,gredscore that indicates the
burst’s strength, i.e. the extent of the deviation from #rents usual frequency. The work
on temporal burstiness assumes a single stream of docunieritee context of the web,

however, documents are typically associated with a gegstdmsocial networking plat-
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Figure 3.1: Spatiotemporal collectidn

forms and blogging sites, registered users include theiggohical location (i.e. place of
recidence) as part of their online profile. Further, in neartgds such as Topix.com articles
are organized based on their place of origin. This settingvaies the study of burstiness
in the spatial domain, by introducing multiple documenéatns from different locations.
An example of this setting is shown in Figure 3.1, where tltedets on the map repre-
sent different document streams. In recent work, Mathi&isdet al.[27] have presented
a framework for the identification afpatial bursts. In their work, the temporal interval
of interest is given as part of the input (this is a limitatibat we overcome in our work).
Given such an intervdl and a ternt, the authors focus on identifying geographical regions
where the observed frequencytaiias unusually high, within the timeframe defined by
In this work, we present the first framework for simultandpaisicking the spatial and
temporal burstiness of terms. In particular, given a setaauthent streams from differ-
ent locations and a termy we focus on two different types @fpatiotemporal burstiness

patterns

e Regional Patterns: these patterns consider the geographical proximity ambeag t
document streams. They are defined as a combination of a tahipterval and
a geographical region. A region can contain the geostanopat(bns) of multiple

document streams. Two such regions are marked in FigureThé.first contains
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streamdD; andDg, while the second one strearbs, D5, D, andD,. Conceptually,
such a pattern encodes thatusually high frequencies were observed for terim

geographical regionk during a temporal interval..

e Combinatorial Patterns: these patterns ignore the geographical proximity among
the streams. They are defined as combination of a tempomlaitand a set of
streams, where each stream originates from a differentrgpbgral location. Any
arbirary subset of the streams marked in Figure 3.1 can lheded in combinatorial
pattern (e.g{D;, D4, D-}) Conceptually, such a pattern encodes thmatsually high
frequencies were simulatenously observed for termall the streams in some séf
during the same temporal interval Note thatC can contain streams from arbitrary

locations.

In this work, we formalize both of these spatiotemporalgrais and present efficient algo-

rithmic techniques for their identification.

Utilizing spatiotemporal burstiness: The second part of work focuses on the utilization
of the mined spatiotemporal patterns. In previous work ,[288 showed how temporal
bursts can be used to identify documents on influential evelnt this paper, we present
the first search engine that considers the spatiotemporsiitess of documents. Given a
query of terms submitted by the user, our search enginevasgirelevant documents that
discussevents with a major spatiotemporal impace. an impact that was reflected in
multiple streams for an extended timeframe.

Not suprisingly, each of the two types of patterns descrideove leads to a differ-
ent document-retrieval paradigm. While the first type leadddcuments on events with
a strong localized impact, the second type favors events avinore global effect. We

demonstrate and discuss this further in our experiments.
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3.1.1 Roadmap

The rest of this work is organized as follows: In Section 3& neview the related work;
Section 3.2 provides background while in Sections 3.3 adda& describe the two al-
ternative approaches for identifying spatiotemporakboess patterns. The experimental

evaluation appears in Section 3.6. We conclude in Sectin 3.

3.2 Preliminaries

Document Streams:We assume an underlying geographical map and a set of dotumen
streamsD = {Ds[-], ..., D,[-]}. Here,D,[i] represents the set of documents reported from
streamD, at timestamp. Each stream is associated with a fixed geographical latatio
(geostamp). For the sake of simplicity, we assume a singdarsiing source per location
(e.g. the aggregated content of all the available blogs dsites in a city). All streams

span an ever-expanding timeline.

Granularity: Our approaches place no restrictions on the possible owabtf the doc-
ument streams. However, if the number of considered stresragerwhelming, it can
potentially hurt the performance of the algorithms. Th&us can emerge when millions
of individual users (e.g. on Twitter) are considered asviildial streams. Processing these
users individually would be both costly and redundant. Fostmeal-life applications, it is
sufficient to consider a stream as an entire city or, at magbeaific neighborhood. Then,
users can be easily grouped to form the corresponding aggpeeatreams. Still, if one
chooses an even finer granularity, it is preferable to defirgptoblem in the context of
the region of interest, and adopt it as the underlying magtdad of using the entire orig-
inal map). An alternative way to group users is by using a grigartition the underlying

map. Each cell of the grid can then be considered as a diffetexam.Spatiotemporal

Patterns: We explore two different types of bursty spatiotemporatgras: regional and
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combinatorial. Regional patterns are characaterized bgiarré: of the geographical map,
a timeframel and a burstiness score. Note tliacan contain multiple streams from. In
the definition of combinatorial patterns, the region is agpld by an arbitrary subset of the

streams iD.

3.3 Combinatorial Patterns

In this section we introduc8TConb, an approach for the identification of combinatioral
spatiotemporal patterns. These patterns are defined asratioh of a temporal interval
and a set of streams, where each stream originates fromeaattifflocation.

This approach builds upon our previous work [25], in which si®wed how we can
identify temporal bursts. Given a single stream of docusiant a term, we showed how
we can extract, in linear time, the set of non-overlapgingsty temporal intervals

Here, we extend this work in order to efficiently deal witlultiple streamé$rom differ-
ent geographical locations. First, we use our previous atefP5] to independently extract
the sets of bursty temporal intervals for each stream. Ntk since the intervals reported
for each stream are strictly non-overlapping [25], ovedap only exist between intervals
from different streams. Each segment that exists in theapvet multiple intervals repre-
sents a spatiotemporal pattern, defined by the timeframengplaby the segment and the
set of locations where the overlapping intervals come fréfigure 3.2 shows examples
of bursty temporal intervals fof document streamb,, D5, D3 and D,. For instance two
intervalsI; and; have been identified fab,, with their respective (temporal) burstiness
scores bein@.8 and0.5. Note that the temporal burstine8g(7) of an intervall is always
ain|o, 1].

LetZ be the complete set of temporal intervals reported fronhaldlocument streams.
Then, the problem of identifying spatiotemporal pattesrsaw translated into finding sub-

sets of overlapping intervals. A subgétC 7 is eligible only if all the intervals it includes
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Figure 3.2: Examples of bursty temporal intervals4alocument stream®;, D,, D3 and
D,

share a common segment. In the example of Figure 3.2, wethavél,, Iy, I3, 14, I5, Ig, I }.
In this case, the subse{d:, Is, I5, Is, } and{ls, 14, I;}. On the other hand, the subset
{I, I4, Is} is not eligible.
Formally,Z’ is eligible if:
(11#0 (3.1)

1eT’

To aid us in our analysis, we defit¥to be the universe of all eligible subsets/ofFirst,

we formally define the problem of finding the single highesirgng subset of intervals:

Problem 6. Highest-Scoring Subset (HSS).eti/ be the set of eligible subsets, and let
Br(I) return the temporal burstiness score of a given intetalhen, we want to find the
subsetZ* € U such that:

T* = argmax Z Br(I) (3.2)

T'eu 1eT’
Solving theHSS problem gives us the highest scoring spatiotemporal patiesward
the end of this section we discuss how we can retrieve melkiglh-scoring patterns. Note
that any subset of interval§ € U/ can be trivially converted into a (combinatorial) spa-
tiotemporal pattern. A combinatorial pattern is defined getaof streams, a timeframe
and a burstiness score. Recall that, by the definitiad,afach interval irf’ comes from a

different stream. Therefore, all the streams that are seprted (by a single interval) iff

compose the set of streams of the pattern. Further, theramefof the pattern is defined
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as the common segment of all the intervalsZin Finally, the burstiness score equal to
ZIGI’ Br(I).

In the example of Figure 3.2, the highest scoring subsetids, 15, s}, which gives us
the top spatiotemporal pattern. The set of streams incluckbe pattern i, Dy, D3, Dy4}.
The burstiness of the pattern2d, equal to the cumulative (temporal) burstiness of the in-
cluded intervals. Finally, the timeframe of the patterne$ined by the common segment
of the intervals, spanning from timestarfpto timestamg,, in the figure.

Before we present our solution to thSS problem, we state the following lemma,

which will be useful in our further analysis:

Lemma 1. Givenasef = {I, ..., I,,} of 1-D intervals on the real line, the following two
statements are equivalent:

N1#0 C)

IeZ

I; ﬂ]j # 0, V(IZ‘,I]‘) er (3.4)

Lemma 1 simply states thatif intervals have a non-empty intersection, then each pair of
intervals must also have a non-empty intersection.

Given Lemma 1, we can now state the following Proposition:

Proposition 1. The HSS problem is equivalent to thElaximum-Weight Clique Problem
for Interval Graphg(MWCI)

An instance of the Maximum-Weight Clique (MWC) problem corsist an undirected
graphG(V, £') and a vertex weight(v), Vv € V. Given a constank’, the decision version
of the MWC problem asks whether there exists a cligitieC V, so that) " . w(v) >

K. Proposition 1 refers to a specialized formulation of thisglem(MWCI), focusing
exclusively oninterval Graphs. An interval graph is the intersection graph of a $et o
intervals on the real line. It has a vertex for each intermahie set, and an edge between
every pair of vertices corresponding to two intersectirigrvals. While MWC is known to

be NP-Complete [28], MWCI is solvable in polynomial time [29].
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Proposition 1 allows us to use any known algorithms for the MWf@blem to solve
the HSS problem. In our experiments, we use the algorithm describga9], which re-
turns the single highest-scoring clique@nnlogn) time. We refer to this algorithm as

maxdC i que.

Getting Multiple Patterns: In order to obtain multiple non-overlapping patterns we can
iteratively applymaxd i que and then remove the intervals included in the maximum
clique. Allowing overlap would inevitably lead to uninfoative results, obtained by triv-
ially modifying other high-scoring cliques. Nonethelesage can alternatively use any of
the available algorithms for the enumeration of overlagpimaximal cliques for interval

graphs [30].

3.4 Regional Patterns

In the previous section we considered the combinatoriddlpro of finding sets of streams
from different locations that exhibit bursty behavior oe tame term for extended time-
frames. While this approach produces great results, it igpptopriate for streaming data,
since it needs to recompute the set of cliques every time nfwnnation arrives. In addi-
tion, STConb disregards the spatial proximity of the streams. Next, weedle an online
approach, calle®TLocal , that addressed these issues. By considering the geogabphic
proximity of the streams, we can evaluate the spatial exieatterm’s burstiness pattern.
Conceptually, we are looking fdsursty regions of the mapnstead ofarbitrary sets of
bursty streams

First, we examine the case where we are giefi]: the set of documents received
from a single data strea, € D at timestamp. We then extend our approach to deal
with a snapshoof the entire collectiontaken at some fixed point in time. Finally, we

address the streaming scenario, where a new snapshot @ aidelery new timestamp.
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Single Data Stream: We model spatiotemporal term burstiness using the fornradejot of
Discrepancy Discrepancy Theory has different formalizations and igpgibns in several
fields [31] and is generally used to describe the deviatianabservedsituation from the
expectedbaseline. Next, we use this paradigm to model the burstiokagiven term:
let D, [:] represent the set of documents that arrived from a stiear D at timestamp.
Then, given a term, let D, [i][¢] return the total frequency afin the documents included

in D,[i]. Formally:

Dyl = > freq(t,d) (3.5)

deD,li]

D,[-][-] can be visualized as a 2-D matrix, where rows correspondmestiamps and
columns to terms. The),.[i][t] represents the frequency that vedsservedor ¢ on times-
tampze.

Following the typical Discrepancy paradigm, we now defing][t| to be theexpected
frequency oft with respect to strean, at timestamp. This allows us to identify and
evaluate frequency bursts by measuring the extent to whiebliservedfrequency sur-
passes thexpectedaseline. The nature of an appropriate baseline depend®aomain
of the application and the specifics of the ddfai][t| can be taken to be equal to the aver-
age observed frequency bin D,, taken over all the snapshots collected before timestamp
i. Alternatively, one can focus only on the most recent mesaments. Finally, data from
previous timeframes can also serve as a baseline, if alail&or example, the expected
frequency of a given termin the news fronSan Franciscamn Dec-25-09 can be computed
as the average daily frequency of the term, as computed lbgenéasurements taken dur-
ing the Dec. of previous years. We define the burstiness ofemdermt with respect to a

data streanD, € D at timestamp as follows:

B(t, D i) = Dali][t] — Ex[it] 3.6)
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Algorithm 4 R-Bursty

Input: termt, snapshoD; of a spatiotemporal collectioR

Output: All non-overlapping rectangles irD; that haver-score(-,i,t) > 0.
1. Run the algorithm in [31] to retriev&,q, the rectangle irD; with the highest-score
2. ReportRmqq and set3(t, Dy) = —00,YDy € Rimax

( We set the scores of the streams withip, ... to —oo to eliminate overlap among the reported rectangles).
3. Repeat the process from the first step, untilrtiseoreof the retrieved rectangle is less or equal to zero.

Snapshot of the Entire Collection: A snapshotD[i| = {D;]i], D-li], ..., D,[i]} of a spa-
tiotemporal collectiorD consists of the document-sets reportedbyhe streams at a sin-
gle timestamp. STLocal considers the spatial locality various streams in the 2-&rsp
we want to findregionsthat are bursty with respect to a given tetmrhe burstiness of a
region is based on the stremas that originate from withiangs. Ideally, we could afford
the flexibility of looking for regions of arbitrary shapesoWever, this would dramatically
increase the computational cost. Therefore, we focus annmedhat can be represented
by axis-oriented rectangles, allowing, as we show laterafpolynomial-time solution of
the problem. By allowing rectangles of arbitrary size, we capture interesting patterns
on the 2-D map, while achieving an acceptable computaticostl A rectangle may con-
tain multiple streams, depending on its size and locatiothermap. In the example of
Figure 3.1, the rectangular area in north Africa includesasshsD5 and Ds.

We define the rectangle score{core) of a rectangleR with respect to a term at a
given timestamp as the sum of the respective burstiness values of the stréwnsall

within R. Formally:

r-score(R,i,t) = Z B(t, Dz[3]) 3.7)
Dz€ER

whereB(t, D,[i]) is as defined in Eq. 3.6. We can now formalize the notioBofsty

Rectangless follows:

Definition 4. [Bursty Rectangles]: Given a termt and a snapshdD|[i| of a spatiotem-

poral collectionD, we define aBursty Rectanglethe complete set afion-overlapping

44



rectangles, for which-score(-,i,t) > 0.

Positive-scoring rectangles represent regions where \thealb observed frequency was
higher than the expected one. The no-overlap constraimdsothe number of rectangles
to at mostn = |D|. It also eliminates trivial results, produced by slightlpdifying other
high-scoring rectangles. In some cases a higiseorecan be achieved by expanding the
rectangle to include more streams, even if it means alsadimad) some non-bursty streams.
Our approach automatically determines whether a set cdrsseshould be included in a
single rectangle, or if reporting a set of (two or more) seralectangles would benefit the
r-score In Algorithm 4, we introduce the pseudo code of R-Bursty, atinegl algorithm

to find Bursty Rectangleghat returnsall non-overlapping rectangles that have a positive
r-score The R-Bursty algorithm uses the polynomial algorithm pregbis [31] to find the

single axis-oriented rectangle with the maximum bichroodiscrepancy in a 2-D setup.

Complexity of R-Bursty: The complexity of the first step i9(n?logn) [31]. Since the

number of non-overlapping rectangles is bounded by |D

, the complexity of R-Bursty
is O(n®logn). This polynomial cost becomes even more satisfactory ifaomsiders that

the number of streamsis typically limited (i.e. in the tenths or hundreds).

Streaming Data: The R-Bursty algorithm provides us with the set of bursty negles for a
single snapshot of the collection. As new snhapshots amigestreaming fashion, we want

to aggregate the consecutive rectangle-sets, in ordeetdifg extended periods of time
when particular regions of the map displayed bursty bemaVvmassist us with the analysis,
we define the concept of tlspatiotemporal window = (R, [a : b]), consisting of an axis-
oriented rectangld? in the timeframela : b]. Geometrically, a spatiotemporal window

w can be represented as a hyper-rectangle in 3-D space. RBdgdighows 3 different
examples of spatiotemporal windows;, w, andws, on a60 x 40 map. Windoww,
corresponds to the rectangkeon the map, and spans the timeframe between 3 and 8. Also,

observe thatv, andws correspond to the same rectangle, even though they spanediff
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Figure 3.3: Example of Spatiotemporal Windows.

timeframes. Given a term we define the windows scorav{scorg of spatiotemporal

windoww = (R, [a : b]) with respect to a termas follows:

b b
w-scorw, t) = » _r-score(R,i,t) =Y > B(t, Dyli) (3.8)

i=a D ER

Next, we show how we can use Eg. 3.8 to identify meaningfuh{sgoring spatiotem-

poral windows. First, let us formalize the concept ehaximalspatiotemporal window:

Definition 5. [Maximal Spatiotemporal Window]:

Given two windowsw = (R,[a : b]) andw’ = (R',[a’ : V']), we say thatw' is asub-
window of w if w’ is completely contained i (in terms of both space and time, i.e.,
R C R,V < bandd > a). Thus,w is then considered super-windowof w’. Then,
a windoww is considerednaximalif and only if there exist no super-windows of that

have a highew-scorethan it does.

A maximal window represents a meaningful and informativatispemporal pattern.
Given this concept, we formalize the Bursty Source Patteroblem by mapping it to
the problem of finding the set dflaximal Windows Given a spatiotemporal collectidn
and a termt, we want to find the set of positive-scoring, maximal spatigporal windows
W,. A positive score means that, within the region covered leywindow, the observed
frequency of the term was higher than the expected one. lndhtext of streaming data

from multiple streams, computing and maintainif@is a non-trivial task. In Algorithm 5,
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we showSTLocal , an efficient algorithm that finds tiaximal WindowsThe algorithm
is polynomial in the number of document streams.

In certain cases, a window may eventually lose its maximality due to another, higher
scoring window from a different region that either contagmgs contained in the region
corresponding tav. Since data arrives in a streaming fashion, there is no wayedict
such cases. However, basic bookkeeping can be employeaitovidle such cases as they
occur, without affecting computational complexity.

Given such a sequence of real values, we need an online prabksto maintainV;.

For this, we employ the algorithm presented in [23], whichrefer to asGet Max. Given
a sequence of real valueSet Max identifies all the maximal segments (i.e. contiguous
subsequences) in linear time. Each maximal segment coamdsgo a maximal window.

In Line 10,Get Max is used to update the set of maximal windows for the term.

Algorithm 5 STLocal

Input: Spatiotemporal collectio®
Output: Set of Maximal WindowsV; for every termt
144 0//Ti mestanp Counter
. Initialize S; < 0, Wy « 0 for every termt
(S: contains a sequence of snapshots for every rectangle)
while Stream is opedo
i 1+4+1
for each termt do
R +R-Bursty(D;, t)
St + St U {new sequencé : VR € R}
for (each sequencg € S;) do
S.add(r-scorg Rg, ,1))
10: Wy + W, U Get Max(S)
11: if (S.total < 0) then
12: RemoveS from S,

VoNOTRAR® NE

Complexity of STLocal : Since each term is processed independently, the proces®can
easily parallelized. The complexity is then as follows:|letbe the length of the timeline
spanned by our collectionSTLocal applies the R-Bursty algorithi| times, thus re-
quiring O(|L|n3logn), wheren = |D| is the number of streams. Further, the maximum
number of sequences (i.e. bursty regions) that need to betairaed isO(n|L|). As we
show in the experiments, the actual number is a lot smalilecesoursty artifacts are, by

definition, rare. By usin@et Max, we can maintain each window{n(|L|) time, for a total
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of O(n|L|?). Therefore, the overall complexity @3(| L|n> log n+n|L|?*) = O(| L|n®logn).

3.5 Searching for Bursty Documents

In the previous two sections we presented two alternatipecgehes for the extraction of
bursty spatiotemporal patterns. Next, we show how we carthese patterns to retrieve
documents that are relevant to a user’s query and also disgests with a high spatiotem-
poral impact. We refer to these documentdassty documentsEven though our search
engine is compatible with both regional and combinatorattgrns, it only handles one
type at a time (i.e. a separate instance of the frameworlqisined for each type).
On a high-level, our search engine considers two factorbenevaluation of a given

document: 1) the relevance of the document to the user'sygaad 2) the document’s
burstiness, as captured in its overlap with the reportetiatpenporal burstiness patterns.

Formally given a query of termg the score of a documedtis computed as follows:

scordq,d) = Z relevance(d,t)x burstines&d, t) (3.9)

teq

Here,relevance(d,t)s the relevance of documeditwith respect to terms. This can be
implemented as any normalized versiorfrej(t,d) i.e. the number of occurrencestoh
d. The best choice depends on the particular nature of thedsyesl documents. In our

own experiments, we found that usihg(freq(t,d+ 1)) yielded the best results.

Further,burstiness(d,tis the burstiness of documedtvith respect to term. This depends
on the overlap of the document with the spatiotemporal padtéhat have been extracted
for t. Let P, be the set of patterns extracted for a given ternRecall that both types
of spatiotemporal patterns discussed in this work (contlarel and regional) include a
timeframe and a set of streams. In addition, each docurharives from a single stream

at a specific point in time. We say thatoverlapswith a patternP if both its stream of
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origin and its timestamp are included A Both of the approaches we discussed in the
previous sections allow for overlap among the reportecepadt In that case, it is possible
for a document to overlap with multiple patterns. Formdty,P, ; C P, be the subset of
the patterns reported for teriithat overlap with a given documedt Then, we define the

burstiness ofl with respect ta as follows:

t f t
burstiness(d, t- J(Pea) 1 Pia 0 (3.10)

—0 otherwise

where f(P,4) can be any function of the scores of the pattefas. For example,
f(+) can return the maximum, minimum or median such score. Aneggge function that
considers all the scores, such as the average, can also legapp our own experiments,
we found that using maximum score over all the patterns dedun?P, ; yielded the best
results.

Given Eq. 3.9, we can now formulate tBarsty Documentproblem:

Problem 7. [Bursty Documents]: Given a set of stream® and a query of termg =
{to, t1, ...}, we want to find th&k documents fronD with the highest burstiness, i.e. those

the k documents that maximize Eq. 3.9

The problem can now be addressed via standard informagiieval techgnques. An
inverted index is first built, mapping each term to the docats¢hat include it, ranked by
their repspetived scores. The popular Threshold AlgoritfiA) [32] for top-k evaluation

can then be applied to retrieve the top documents for anyngivagt-term query.

3.6 Experimental Evaluation

We proceed with an evaluation of our two proposed framewosksg two datasets:
Topix Dataset: For lack of an openly available dataset of proper sequenaes With

consecutive timestamps) of documents from different ggalgc locations, we composed a
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corpus of web-articles from [33], which hosts news-stofies different countries around
the world. This dataset contains 305,641 articles, whezevéist majority of them come
from local news sources from 181 different countries, pbsietween Sep-08 and Jul-09.
To project the sources’ locations on the 2D plane, we useitMoiensional Scaling given
the pair-wise geographical distances of sources using [34]

Major Events List: We composed a list of influential real-life events that totacp during
the timeframe spanned by the dataset. The events were tadm@r{35], which maintains
a list of major events for every calendar year. We identifgéhloosely-defined categories
of events in the list: events with a significant global impéstents 1-6), major events
that were reported in a large number of countries (7—12) aadte with a more localized
impact (13-18). A short description of the selected evengissen in Table 3.1. Each event
was shown to a human annotator, who was instructed to prak&eguery that would be

submitted to a search engine, if looking for information battevent.

3.6.1 Bursty Source Patterns Evaluation

In this experiment we evaluate the two proposed approachtégeicontext of the Bursty
Source Patterns problem. We use our two approaches toveettie top-scoring bursty
source pattern, given each of the queries from the Major tsMast. Table 3.2 shows the
number of countries included in the top patterngiyConb andSTLocal . For STConb,
we also report the number of countries included in the MimmBounding Rectangle
(MBR) of the set of countries included in the top clique. Thisstrates the different
ways in which the two algorithms consider the spatial infation of the data.

Table 3.2 provides valuable insight on the behavior of the &algorithms. For events
with a global impact (e.g. the death of singer Michael Janksdhe global financial crisis),
both STLocal andSTConb report large spatiotemporal patterns, covering the ntgjori
of the available data sources. For the events of the middie(éi.g. the acts of piracy

in Somalia), the results of the two approaches begin to rdiffeth STConb generally
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Figure 3.4: Timeframe length of the top pattern for quenethe Major Events List.

including more countries in the top pattern. This differeh@comes even more apparent
for events with a more localized impact (e.g. the inaugaretif M. Tsvangirai as the new
Prime Minister of Zimbabwe). For such everi§Local reports small patterns that focus
on the area around the event's source. On the other I&r@hnb reports larger patterns
with countries from around the globe. These patterns wasnahany times bigger than
the respective ones given BfLocal .

This behavior was anticipated sin€FLocal is bounded by the geographical prox-
imity of the various data sources, thus grouping togethent@s that are both bursty and
close to each other. On the other haS@iConb focuses exclusively on the maximization
of burstiness, resulting in larger patterns with numeraugaes from arbitrary locations
on the map. This is also demonstrated by the sets of coumdksled in the MBR of the
various patterns. These were very large sets that contysieciuded the vast majority set
of the available sources.

We complete our analysis with the timeframes of the repqgotdterns, plotted in Fig-
ure 3.4: each pair of bars corresponds to a query, follovhegsame order as in Table 3.2.
The left bar of the par represents the timeframe spannedeyydtiern given bysTLocal
and the right one the respective timeframe giverSifConb. The y-axis represents the
length of a timeframe in weeks. For most queries, the two@gres report timeframes

of a similar length. There are cases, however, wB€hocal reports longer timeframes.
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This happens for events that stay in the spotlight in the areand their origin, even after
the event dies out in locations further from the source.

In conclusion, the two algorithms fulfill the purposes foriefhthey were designed:
STLocal can track the spatiotemporal impact of events, which is @alhg meaningful
for events that affect specific regions. On the other h&i€onb can be used to identify

all the affected locations, regardless of their geograglticordinates.

3.6.2 Bursty Documents Evaluation

In this experiment we evaluate the two proposed approachtégicontext of the Bursty
Documents problem. Given the set of events from the MajonEveist and their respec-
tive queries, we use tifgTLocal andSTConb to retrieve the top-10 documents for each
event. The retrieved documents are then given to a humartatonovho marks each of
them as “relevant” or “not relevant” to the event. This alfous to evaluate therecision
of the two approaches.

We compare the results with the search engine we describbjnwhich focuses
exclusively on theeemporalburstiness of terms. We refer to this approachr&s For
TB all the documents from the various countries where mergedsiogle set, since this
approach disregard the origin of each document.

The three approaches consistently reported high precasshown in Table 3.FTLocal
was perfect for all queries ar®lfConb for all except one®,3, with 80% precision).TB
had a few false positives for the events in the 3rd categoey {he ones with a more lo-
calized impact), with an average of 80% precision. This caexplained by the fact that
TB focuses only on the global maximization of the temporal thoess, assuming a single
source. Thereford,B can be less sensitive to events with a more limited, locdizgact.

To perform a more thorough analysis of the results, we ergloe similarity between
the top-k sets reported by the approaches. A characteeiséimple is the query “earth-

quake”: all 10 documents returned ByLocal discussed the 2009 Costa RiCanchona
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Earthquake This was anticipated, since the algorithm considers togiggphical locations
and proximity of the sources on the map. Among the documemé&n gy STConb, 3
were on the Sichuan earthquake in China, 3 were on an earthgu&kuerrero, Mexico
and all the others discussed earthquakes from differemttdes across the world. Finally,
for TB, 3 articles were on the same earthquake from Bulgaria, whilgtlzers discussed
different locations. To quantify the difference betweea #igorithms, we calculate the
similarity (defined as the size of the overlap divided by 1&jeen their top-k sets. The
similarity values where 0.61 fa8TConb-TB, 0.58 for STConb-STLocal and 0.67 for
TB-STLocal . This raises an interesting point: even though all 3 alporg have an ex-
tremely high precision, their top-k sets can differ sigmifily. By optimizing different

facets of burstiness, the 3 approaches report diversésesu complement each other.

3.6.3 Performance Evaluation

The complexity of theSTLocal algorithm isO(|L|n®logn), wheren is the number of
data sources ard | the length of the stream (i.e. number of timestamps). Thistacase
complexity assumes that, for a given tetithere existO(n) bursty rectangles in every
2-D snapshot taken at a single timestamp. However, in mgdtie number is a lot smaller
thann. We evaluate this on the Topix dataset, for whicfnumber of countries) is equal to
181. First, we compute the average number of bursty rectangfested for each term per
timestamp. We then build a histogram of the computed pojonlaf he results show that,
for the vast majority of term9¢%), the average number of rectangles per timestamp was
betweerD and1, far smaller than thé81 assumed by the worst-case scenario. The number
of rectangles is between (1-3] for 4% of terms, (2-3] for 3%esms, and> 3 for only 1%
of terms.

Another factor that affects the complexity®TLocal is the number of spatiotemporal
windows that need to be maintained. The worst-case anagsigmes that, for a timeline

of length L, this number iO(n|L|) (i.e. n new windows per timestamp). As we show
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using the Topix dataset, the number in practice is condudieiamaller. For this dataset,

n|L| translates to a total of 18148=8,688 distinct windows. The total number of open

windows per time instance, as reported®jLocal , is shown in Figure 3.5. The number

shown is the average taken over all the terms in the collectiwe also plot the worst-

case number for each timestamp (181 for timestandp 362 fori=2, etc.). The number

assumed by the worst-case scenario is several orders ofim@@rarger than the one

observed for real data, reaching a maximum at around 10 ope&tows per term.
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We conclude our study with a comparison of the computatitined required by our
proposed algorithms to process the Topix dataset. Our empet emulates the streaming

scenario, i.e., we process the collection one timestamgiates in sorted order by times-

54



tamp. Since the processing of each term is independent tbrdigorithms, we report
the average time required to process a single term in eaast@nmp. Figure 3.6 shows
that STLocal clearly outperformsSTConb. This was anticipated, sinc8TLocal is

an online algorithm, with the ability to update the informatfor each term, every time
new data arrives. On the other haisd,Conb needs to be re-applied to the entire updated
dataset.STLocal consistently required times around 1ms, exhibiting greatgpmance
and scalability. That being said, it is important to note tha results for th&TConb are
encouraging: even when asked to process the entire streamalgorithm required as little
as 20ms per term. This illustrates the potential of$fi€onb and motivates us to work on

an online version of the algorithm.

3.7 Related Work

A number of works explore the spatiotemporal aspects otigdxtollections, albeit in a
different context. For instance, [36] gives an overview gfixel-based approach for the
visualization of spatiotemporal events discussed in rblogging sites. [37] describes
a system for large-scale analysis of blogs and online newd38], the spatiotemporal
dimension of the data is explored to identify clusters repnting emerging trends. In [39],
a clustering technique that uses the users’ locations anclhtent of the user's comments
(tweets) on Twitter is proposed to identify locations ofitsp Our spatiotemporal paradigm
differs significantly from all these proposals, as we minaisppemporal burstiness of terms
from streams originating in different locations.

Related to our problem formulation is the work in [40], thatlezbses spatiotemporal
theme miningon blogs. However, our setup is different in many ways. F{#Q] focus
primarily on pattern mining, while we focus on search. [40hsiders the spatiotempo-
ral aspects of a given set tifemegqtopics), while we are interested in the spatiotemporal

burstiness of terms to build a search engine for finding d@sison influential events (or
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topics) that are relevant to a textual query. Second, thpgraach, unlike ours, does not
account for streaming data. Our problem formulation is dyican the way it considers
both spatial and temporal information: given a set of teninasks for sets of bursty lo-
cations, or regions of the map, that were bursty for extertisheeframes. In other words,
both the locations and the timeframe are identified autaralyi In contrast, [40] finds the
life cycle(timeframe) of a given theme, without reporting sets of tyulscations or map
regions. In addition, for a given theme, the spatial dimamss only considered for a single
fixed timestamp, for which the map of distributions over adldtions is returned.

[41] presents a spatiotemporal analysis of relevant fegdssing a binary SVM to
classify Twitter feeds as relevant or non-relevant to amigeent. This introduces the
need for training data, contrary to our completely unsuisersapproach. [42] describes
BlogScope, a search engine for blogs. While temporal infdonasg considered, the spatial
dimension is adopted in a very basic manner, allowing the tasgelect a specific region
of the map to view data and analytics. Instead, we want to lsameously maximize the
spatiotemporal burstiness of terms and automaticallytifyeregions of the map that are
bursty with respect to a term for extended timeframes. [2&n extension of [42], where
the goal is to find spatial burstsfixedtemporal interval in a grid-based spatial layout. Our
approach is more general in the sense that it can simultahewack spatial and temporal
burstiness, without the drawback of being tied to a gridcttme with fixed-cell size.

We note that our context differs in numerous ways from pnesizvork on querying,
indexing and mining spatiotemporal data [43, 44, 45, 46,487 ,49, 50, 51, 52, 53, 54].
In addition to our modeling of term burstiness instead of mgwbjects, our queries are

purely textual and make no use of spatial or temporal préssca
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3.8 Conclusion

In this work we formalized the spatiotemporal burstinesgeains and showed how it can
be measured and utilized toward an efficient search enginee@ine returns documents
on influential events with a major spatiotemporal impact. Meposed two alternative
approachesSTConb and STLocal . The two approaches are complementary, provid-
ing valuable insight on spatiotemporal burstiness frorfed#t perspectives. Finally, we
demonstrated the efficacy and efficiency of our methods tir@urigorous experimental

evaluation on real data.
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Table 3.1: List of Major Events between September of 2008Jamglof 2009, frommwv. wi ki pedi a. com

# [Query [Event Description

1 |Obama Events regarding the actions of B. Obama, the new PresidenédJSA since January of 2009

2 [financial crisisEvents regarding the global financial crisis

3 |terrorists Events regarding terrorism

4 |Jackson American entertainer Michael Jackson passes away.

5 |swine Events regarding the 2009 swine flue pandemic

6 |earthquake |Events regarding earthquakes

7 |gaza Events regarding the Israeli Palestinian conflict in theaSaizip

8 |ceasefire Israel announces a unilateral ceasefire in the Gaza War

9 [yemenia Yemenia Flight 626 crashes off the coast of Moroni, Comorilnd all but one of the 153 passengers and crew
10/Air France |Air France Flight 447, en route from Rio de Janeiro to Parigslees into the Atlantic Ocean, killing all 228 on board
11|piracy Events regarding incidents of Piracy off the Somali coast

12|bush fires Deadly bush fires in Australia kill 173, injure 500 more, aeave 7,500 homeless.

13/Nkunda Congolese rebel leader L. Nkunda is captured by Rwandan forces

14| Vieira The President of Guinea-Bissau, J. B. Vieira, is assassinated

15|Tsvangirai |M. Tsvangirai is sworn in as the new Prime Minister of Zimbabw

16|Rajoelina Andry Rajoelina becomes the new President of Madagascaraafiditary coup d’etat

17|Fujimori Former Peruvian Pres. Fujimori is sentenced to 25 yeargsoipfor ordering killings and kidnappings by security fes
18|Zelaya The Supreme Court of Honduras orders the arrest and exileesident M. Zelaya




Table 3.2: Top-Scoring Bursty Source Patterns.

# | Query # countries| # countries | # countries
in STConb | in STLocal in MBR
1 | Obama 136 176 181
2 | financial crisis 113 159 181
3 | Jackson 151 132 181
4 | terrorists 98 126 167
5 | swine 157 174 181
6 | earthquake 81 17 171
7 | gaza 116 174 179
8 | ceasefire 52 36 156
9 | Yemenia 21 19 125
10 | Air France 67 50 179
11 | piracy 39 24 174
12 | bush fires 30 3 168
13 | Nkunda 22 30 118
14 | Vieira 22 15 114
15 | Tsvangirai 24 4 123
16 | Rajoelina 30 4 154
17 | Fujimori 19 5 158
18 | Zelaya 55 26 171

Table 3.3: Precision in top-10 documents.

| Query

| TB | STConb | STLocal |
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Chapter 4

Efficient Confident Search in Large

Review Corpora

4.1 Introduction

Item reviews are a vital part of the modern e-commerce matled,to their large impact
on the opinions and, ultimately, the purchase decisions @b \Wsers. The nature of the
reviewed items is extremely diverse, spanning everythioghfcommercial products to
restaurants and holiday destinations. As review-hostiegsites become more popular,
the number of available reviews per item increases draaigtidcven though this can be
viewed as a healthy symptom of online information sharingan also be problematic
for the interested user: as of February of 2010, Amazon.costeld over 11,480 reviews
on the popular “Kindle” reading device. Clearly, it is imptiaal for a user to read tsuch
an overwhelming corpus in order to make a purchase decigioaddition, this massive
volume of reviews inevitably leads to redundancy: manyeawsi are often repetitious,
exhaustively expressing the same (or similar) opinions @nributing little additional
knowledge. Further, reviews may also be misleading, reppfalse information that does

not accurately represent the attributes of an item. Passdulses of such reviews include:
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¢ Insufficient information: The reviewer proceeds to an evaluation without having
enough information on the item. Instead, opinions are basgohrtial or irrelevant

information.

e Fraud: The reviewer maliciously submits false information on amit in order to

harm or boost its reputation.

The main motivation of our work is that a user should not haveanually go through
massive volumes of redundant and ambiguous data in orddstéancthe required infor-
mation. The search engines that are currently employed lgrmeview-hosting sites do
not consider the particular nature of opinionated text.tdad, reviews are evaluated as
typical text segments, while focused queries that ask foewes with opinions orspecific
attributes are not supported. In addition, reviews areedridased on very basic methods
(e.g. by date) and information redundancy is not considered

Ideally, false or redundant reviews could be filtered betbiey become available to
users. However, simply labeling a review as “true” or “falge over-simplifying, since
a review may only be partially false. Instead, we proposeaméwork that evaluates the
validity of the opinions expressed in a review and assigrapgmopriateconfidence score
High confidence scores are assigned to reviews expressingg that respect theon-
sensugormed by the entire review corpus. For examplé&0if; of the reviews compliment
the battery-life of a new laptop, there is a strong positmesensus on the specific attribute.
Therefore, any review that criticizes the battery-lifelwiffer a reduction in its confidence
score,proportional to the strength of the positive consensiisthis point, it is important
to distinguish between the two types of rare opinions: 1y¢hthat are expressed on at-
tributes that are rarely reviewed and 2) those that cordraige opinion of the majority of
the reviewers on a specific attribute. Our approach only |pgsathe latter, since the rare
opinions in the first group can still be valid (e.g. expertrogns, commenting on attributes

that are often overlooked by most users). Further, we emgBignple and efficient method
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to deal with ambiguous attributes, for which the numbersasifive and negative opinions
differ marginally.

Confidence evaluation is merely the first phase of our framiewogh-confidence re-
views may still be redundant, if they express identical mgia on the same attributes. To
address this, we propose an efficient redundancy filterdoasehe skyline operator [55].
As shown in the experiments section, the filter achievesrafgignt reduction of the size
of the corpus.

The final component of our framework deals with the evalumbbfocused queries:
given a set of attributes that the user is interested in, wat waidentify a minimal set
of high-confidence reviews that covers all the specifiedbaties. To address this, we
formalize theReview Selectioproblem for large review corpora and propose a customized
search engine for its solution. A complete diagram of ounfravork can be seen in Figure
(4.1). Figure (4.2) shows a screenshotGREST (Confident REview Search Tool), a
user-friendly tool that implements the full functionality our framework. In the shown
example CREST is applied on a corpus of reviews on a popular Las Vegas hagetoon
as a review corpus is loadedREST evaluates the confidence of the available reviews and
filters out redundant artifacts. The user can then seledtaf &satures from a list extracted
automatically from the corpus. The chosen set is submidedcuery to the search engine,
which returns a compact and informative set of reviews. imgortant to stress that our
engine has no bias against attributes that appear spangly corpus: as long as the user
includes an attribute in the query, an appropriate revielivbgi identified and included in
the solution.

Contribution: Our primary contribution is an efficient search engine thatistomized for
large review corpora. The proposed framework can respomaahyaattribute-based query

by returning an appropriate minimal subset of high-quaktyiews.

Roadmap: We begin in Section 4.2 with a discussion on related work. dctisn 4.3

we introduce the Confident Search paradigm for large reviewara. In Section 4.4 we
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) Raw Confidence Review Final
Review Corpus Evaluation Filter Review Corpus Query
Evaluation
R | Jessnnsan R’ ﬁ
User QQ Result
Query q

Figure 4.1:Given a review corpu®, we first evaluate theonfidencef each review- € R. Then,
the corpus is filtered, in order to eliminate redundant reviews. Finallyncgavguery of attributes,
the search engine goes through the processed corpus to evaluaterhamiselect an appropriate
set of reviews.

_|of x|
| @ Load Corpus s Select Reviews
Attributes : .
[ casino -] 3 Reviews Selected:
restauraunts : .
‘ service [# Rev.1 ( casino, pool, buffet )
| pool | ¥ Rev. 2 (rooms, prices )
rooms ; =
. spa ; EI Rev. 3 ( shopping, staff )
| buffet
music g £ Who can forget Oceans Eleven and the beauty of the
‘ location A i Bellagio? The gorgeous dancing fountains, the
[start i magnificent gardens, the glass ceiling, the amazing
i ; il shopping, the friendly staff, and the breathtaking decor.
| prices Love, love, love! Apart from the Venetian, this may be
offers : one of the most romantic hotels on the strip. Perfect for
bars couples, and pretty good for large groups as well. But if |
style : was in a large group, | probably wouldn't want to stay here
: shopping _] because of the intimate aura and atmosphere of the place.
| valet service |

Figure 4.2: A user loads a corpus of reviews and then chooses a query of attribbateshe
automatically-extracted list on the left. The “Select Reviews” button promptsytsiiem to return
an appropriate minimal set of reviews.
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describe how we measure the quality of a review through atialy the confidence in the
opinions it expresses. In Section 4.5 we discuss how we d¢aatigkly reduce the size of
the corpus by filtering-out redundant reviews. In Sectid@we propose a review-selection
mechanism for the evaluation of attribute-based queribenTin Section 4.7, we conduct
a thorough experimental evaluation of the methods propasedir work. Finally, we

conclude in Section 4.8 with a brief discussion of the paper.

4.2 Background

Our work is the first to formalize and address the Confident@®eparadigm for review
corpora. Even though there has been progress in relevad imdividually, ours is the first
work to synthesize elements from all of them toward a custethsearch engine for review

corpora. Next, we review the relevant work from various feld

Review AssessmentSome work has been devoted on the evaluation of rewielpful-
nesgy56, 57], formalizing the problem as one of regression. diehd Liu [58] also adopt
an approach based on regression, focusing on the detedtgpam (e.g. duplicate re-
views). Finally, Liu and Cao [59] formulate the problem asdmnclassification, assigning
a quality rating of “high” or “low” to reviews. Our concept oéview assessment differs
dramatically from the above-mentioned approaches: fitstframework has no require-
ment of tagged training data (e.g. spam/not spam, helgfulfalpful). Second, our work
is the first to address redundant reviews in a principled &iedte&ze manner (Section 4.5).
In any case, we consider prior work on review assessmentleomgntary to ours, since it

can be used to filter spam before the application of our fraonkew

Sentiment Analysis: Our work is relevant to the popular field of sentiment analyshich
deals with the extraction of knowledge from opinionated.tékhe domain of customer
reviews is a characteristic example of such text, that haacéd much attention in the

past [60, 61, 62, 63, 64, 65]. A particularly interestingaaoé this field is that of attribute
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and opinion mining, which we discuss next in more detail.

Attribute and Opinion Mining: Given a review corpus on an item, opinion mining [66,
67, 68, 69], looks for the attributes of the item that are uksed in each review, as well as
the polarities (i.e. positive/negative) of the opinionpmssed on each attribute. For our
experiments, we implemented the technique proposed by HlLian66]: given a review
corpusR on an item, the technique extracts the set of the item’sbates.4, and also
identifies opinions of the foru — p),p € {—1+ 1}, a € A in each review. We refer the
reader to the original paper for further details. Even thotigs method worked superbly
in practice, it is important to note that our framework is gatible withany method for

attribute and opinion extraction.

Opinion Summarization: In the field of opinion summarization [59, 70, 71], the given
review corpus is processed to produce a cumulative sumnfaheaexpressed opinions.
The produced summaries are statistical in nature, offénfagmation on the distribution
of positive and negative opinions on the attributes of tiveereed item. We consider this
work complementary to our own: we present an efficient seangjine, able to select a
minimal set of actual reviews in response to a specific quégttdbutes. This provides
the user with actual comments written by humans, insteadegsauser-friendly and intu-

itive statistical sheet.

4.3 Efficient Confident Search

Next, we formalize th€onfident Searcharadigm for large review corpora. We begin with
an example, shown in Figure (4.3). The figure shows the ateibet and the available
review corpusrk for a laptop computer. Out of the 9 available attributes,ex aslects only
those that interest him. In this casgHard Drive”, “Price”, “Processor”, “Memory}.
Given this query, our search engine goes through the compais@ects a set of reviews

R* = {ry, 77,719,110} that accurately evaluates the specified attributes. Takisgexample
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Search

Attribute Set Engine
------------------------ = H )
Motherboard : Review Corpus
iScreen :

|:>vHard Dr|ve—§-> @ @@
Graphrcs :
Audio } @) ’
|:>:Price — ‘ ‘
>iemory J0,

Warranty
|:>Processor :
)

Figure 4.3:A use case of our search engine: The user submits a query of 4 attrieiwsted from
the attribute-set of a computer. Then, the engine goes through a cémawiewvs and locates those
that best cover the query (highlighted circles).

into consideration, we can now define the three requirentbatanotivate our concept of

Confident Search

1. Quality: Given a query of attributes, a user should be presented vg#t af high-

guality reviews that accurately evaluates the attributg¢ke query.

2. Efficiency: The search engine should minimize the time required to at@kquery,

by appropriately pre-processing the corpus and elimigatdundancy.

3. Compactness:The set of retrieved reviews should be informative but atsogact,

so that a user can read through it in a reasonable amount®f tim

Next, we will go over each of the three requirements, andudistiow they are addressed

in our framework.

4.4 Quality through Confidence

We address the requirement for quality by introducing thecept ofconfidencan the

opinions expressed within a review. Intuitively, a higmftidence review is one that pro-
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vides accurate information on the item'’s attributes. Fdiyma

[Review Confidence Problem]:Given a review corpu® on an item, we want to define
a functioncon f(r, R) that maps each review € R to a score, representing the overall

confidence in thepinionsexpressed withim.

Let A be the set of attributes of the reviewed item. Thenppimionrefers to one of the
attributes in4, and can be either positive or negative. Formally, we defmepanion as a
mapping(« — p) of an attributen € A to a polarityp € {—1,+1}. In our experiments,
we extract the set of attribute4 and the respective opinions using the method proposed
in [66]. Further, letO,, andO;, represent the sets of negative and positive opinions ex-
pressed on an attributein reviewr, respectively. Then, we definel(«, r) to return the

polarity of « in . Formally:

+1, if |0/, | > 10,

pol(a,r) = 4.1)

—1, if |07, | < |0;,

T,

Note that, for O/ | = |O; |, we simply ignorey, since the expressed opinion is clearly
ambiguous. Now, given a review corpfzsand an attributey, letn(a — p, R) be equal to

the number of reviews iR, for which pol(«, ) = p. Formally:

n(a = p,R) = [{r:pol(a,r) =p, r € R}| (4.2)

For example, if the item is a TV, then(“screen”— +1,R) would return the number
of reviews inR that express a positive opinion on its screen. Given Eq),(4& can define

the concept of theonsensusf the review-corpugk on an attributev as follows:

Definition 1. [Consensus]: Given a set of review® and an attributey, we define the
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consensus dk on « as:

Cr(a) = argmax n(a — p, R) (4.3)
pe{—1,+1}

Conceptually, the consensus expresses the potarty1, +1} that was assigned to the
attribute by the majority of the reviews. Formally, givereaiew corpusk and an opinion

a — p, we define thestrengthd(a — p, R) of the opinion as follows:

dla = p,R) =n(a — p) —n(la — —p) (4.4)

Since the consensus expresses the majority, we knowl that> Cz (o), R) > 0. Further,
the higher the value of(« — Cxr(«)), the higher is our confidence in the consensus.
Given Eq. (4.4), we can now define the overall confidence imgieions expressed within

a given review. Formally:

Definition 2. [Review Confidence]: Given a review corpu® on an item and the set of
the item’s attributes4, let A, C A be the subset of attributes that are actually evaluated

within a reviewr € R. Then, we define the overalbnfidencef r as follows:

ZQGAT d(a — pol(a, ), R)
> wen, dla — Cr(a),R)

The confidence in a review takes values$-ii, 1], and is maximized when all the opinions

conf(r,R) =

(4.5)

expressed in the review agree with the consensusypléa, r) = Cr(a),Va € A,). By
dividing by the sum of the confidence values in the consenswesaoha € A,, we ensure
that the effect of an opiniofrv — p) on the confidence of is proportional to the strength
of the consensus on attribuie

High-confidence reviews are more trustworthy and preferablirces of information,
while those with low confidence values contradict the majasf the corpus. The confi-

dence scores are calculated offline and are then stored aditiravailable for the search
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engine to use on demand.

4.5 Efficiency through Filtering

In this Section, we formalize the concepteflundancyvithin a set of reviews and propose
a filter for its elimination. As we show with experiments omlreatasets, the filter can

drastically reduce the size of the corpus. The method ishaséhe following observation:

Observation 1. Given two reviews andr, in a corpusik, let.A,; C A,, andpol(a, ) =
pol(a,ry),VYa € A,1. Further, letconf(r1, R) < conf(r2, R). Thenr, is redundant, since
ro expresses the same opinions on the same attributes, whileghe higher confidence

score.

According to Observation 1, some of the reviews in the coqarsbe safely pruned,
since they arelominatedoy another review. This formulation matches the definitibthe

well-known Skylineoperator [55][72][73], formally defined as follows:

Definition 3. [Skyline]: Given a set of multi-dimensional point§ Skyline(K) is a subset
of IC such that, for every poirit € Skyline(K), there exists no poirkl € K thatdominates

k. We say that’ dominates, if £’ is no worse thar in all dimensions.

The computation of the skyline is a highly-studied problémat comes up in different
domains [72]. In the context of our problem, the set of dinnemsis represented by the
set of possible opinion®y, that can be expressed within a review corf@idn the general
skyline scenario, a point can assume any value in any of itipteudimensions. In our
case, however, the value of a reviewe R with respect to an opinioop € Ox can only
assume one of two distinct values: if the opinion is actuedgressed im, then the value
on the respective dimension is equakta.f(r, R). Otherwise, we assign a value ofl,
which is the minimum possible confidence score for a revielis Ensures that a review

r1 can never be dominated by another revignas long as it expresses at least one opinion
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that is not expressed irp (since the value of, for the respective dimension will be the
lowest possible, i.e-1).

Most skyline algorithms employ multi-dimensional indexaw techniques for high-
dimensional search. However, in a constrained space sumlrgissuch methods lose their
advantage. Instead, we propose a simple and efficient agptbat is customized for our
problem. The proposed method, which we refer tkagi ewSkyl i ne, is shown in Al-

gorithm (2).

Algorithm 2 Revi ewSkyl i ne
Input: review corpusR, conf(r, R)Vr € R, set of possible opinion®z
Output: Skyline of R
1: Sort all reviews ifR in descending order byon f(r, R)
Create an Inverted Index, mapping each opiniom € Oy to a list L[op] of the reviews that
express it, sorted by confidence.

N

3: for every reviewr € R do
4; if (r is dominated by some set 8%yline) then
5: GOTO 3: /I skipr
6. L={Llopl | Vo€ O,}
7: while (NOT all Lists in £ are exhaustedjo
8: for every opinionop € O, do
9: r’ = getNext(L[op)])
10: if (conf(r,R) < conf(r',R)) then
11: ConsiderL[op] to be exhausted
12: GOTO 8:
13: if (r’ dominates) then
14: GOTO 3: /I skipr

15: Skyline < Skyline U {r}
16: return Skyline

Analysis of Algorithm (2): The input consists of a review corpfs along with the confi-
dence score of each reviewe R and the set of possible opinions;. The output is the
skyline of R.

Lines [1-2]: The algorithm first sorts the reviews in descending orderdmfidence. This
requiresO(|R| log |R|) time. It then builds an inverted index, mapping each opindthe
list of reviews that express it, sorted by confidence. Sinealready have a sorted list of

all the review from the previous step, this can be don@{R| x M) time, whereM is
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the size of the review with the most opinionsin

Lines [3-15]: The algorithm iterates over the reviews & in sorted order, eliminating
reviews that are dominated by the current Skyline. In ordefficiently check for this, we
keep he reviews in the Skyline sorted by confidence. Thezefince a review can only be
dominated by one of higher or equal confidence, a binary bgaobe is used to check if a

reviewr is dominated.

In line (6), we define a collection of lists = { L[op]|Yop € O, }, whereL[op| is the sorted

list of reviews that express the opiniop (from the inverted index created in line (2)). The
lists in £ are searched in a round-robin fashion: the fi€streviews to be checked are those
that are ranked first in each of the lists. We then check thewsranked 2nd and continue

until all the lists have been exhausted.

The get Next(L[op]) routine returns the next review to be checked from the given list.
If 7 has a lower confidence thanthen we can safely stop checkihgpp], since any sets
ranked lower will have an even lower score. Therefdri@p| is considered exhausted and
we go back to check the list of the next opinion. rifdominates-, we eliminater and
go back to examine the next review. If all the listsdrare exhausted without finding any

review that dominates, then we add it to the skyline.

Performance: In the worst case, all the reviews represent skyline poiften, the com-
plexity of the algorithm is quadratic in the number of revéewn practice, however, the
skyline includes only a small subset of the corpus. We deinatesthis on real datasets
in the experiments section. We also show tRavi ewSkyl i ne is several times faster
and more scalable than the state-of-the art for the gengrihe computation problem. In
addition, by using an inverted index instead of the multrensional index typically em-
ployed by skyline algorithmsRevi ewSkyl i ne saves both memory and computational

time.
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4.6 Compactness through Selection

The requirement for compactness implies that simply ewagahe quality of the available
reviews is not enough: top-ranked reviews may still expigsstical opinions on the same
attributes and, thus, a user may have to read through a largber of reviews in order to
obtain all the required information. Instead, given a quargttributes, a review should be
included in the resulipnly if it evaluates at least one attribute that is not evadighin any

of the other included reviewslote that our problem differs significantly from conventbn
document retrieval tasks: instead of independently evialg@ocuments with respect to a
given query, we want aetof reviews that collectively cover a subset of item-feasurin
addition, we want the returned set to contain opinions tagpect the consensus reached
by the reviewers on the specified features. Taking this iotwsitleration, we define the

Review Selection Probleas follows:

Problem 1. [Review Selection Problem]:Given the review corpu® on an item and a

subset of the item’s attribute$* C A, find a subseR* of R, such that:

1. All the attributes in4* are covered iR*
2. pol(a,r) = Cr(a),Ya € A%, r € R*.
3. Let X C 2% be the collection of review-subsets that satisfy the firsb@ditions.

Then:

R* = argmax Z conf(r,R")
Rex rerR’!

The 1st condition is straightforward. The 2nd conditionwas that the selected re-
views contain no opinions that contradict the consensub®specified attributes, in order
to avoid selecting reviews with contradictory opinionsnddly, the 3rd condition asks for
the set with the maximum overall confidence, among thosesthizdfy the first 2 condi-

tions.
Ambiguous attributes: For certain attributes, the number of negative opinions fmay
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only marginally higher than the number of positive ones (oewersa), leading to a weak
consensus. In order to identify such attributes, we defiaatight of an attributen to be
proportional to thestrength of its respective consensus (defined in Eq. (4.4)). Formally

given a review corpu® and an attributer, we definew(«, R) as follows:

dla = Cr(a),R)

w(a,R) = R

(4.6)

Observe that, since < d(a — Cr(a) < |R|, we know thatw(«, R) takes values
in [0,1]. Conceptually, a low weight shows that the reviews on theifipestribute are
mixed. Therefore, a set of reviews that contains only pasitor negative) opinions will
not deliver a complete picture to the user. To address trestelax the 2nd condition as
follows: if the weight of an attributer is less than some pre-defined lower boun@e.
w(a, R) < b), then the reported s&* will be allowed to include reviews that contradict
the (weak) consensus an In addition,R* will be required to contain at least one positive
and one negative review with respecttoThe value obh depends on our concept of a weak

consensus. For our experiments, we used(.5.

4.6.1 A Combinatorial Solution

Next, we propose a combinatorial solution for the Review &&la problem. We show that
the problem can be mapped to the popular Weighted Set Covblepnd74, 75] (W5C),
from which we can leverage solution techniques. FormalgW5C problem is defined as

follows:

[Weighted Set Cover Problem]:We are given a universe of elemebts= {e, ey, ..., e,}
and a collectiorS of subsets ot/, where each subsetc S has a positive cosiost|s].
The problem asks for a collection of subs&tsC S, such that J,_.{s} = U and the cost

> scg Cost[s] is minimized.
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Given a review corpu®, Routine (3) is used to generate a collection of sgtmcluding a
sets for every reviewr € R. The produced sets consist of elements from the same uaivers

and have their respective costs, as required by\B@ problem.

Routine3 Transformati on Routine
Input: Set of attributesd, Set of reviewsR
Output: Collection of subsets, cost[s]Vs € S

1: for (every reviewr € R) do
2 s < (0 // New empty set
3 for (every attributex € A) do

4 if pol(a,r) = +1thens <+ sU{a™}

5: else ifpol(a,7) = —1thens < sU{a"}

6

7

8:

cost[s| < (1 —conf(r,R))/2
S.add(s)
return S, cost| |

The G eedy- Revi ewer Algorithm: Next, we present an algorithm that can efficiently
solve the Review Selection problem. The input consists o€diection of setsS returned
by the transformation routine, a query of attribu##sC A, and a numbeb € [0, 1], used

to determine if the consensus on an attribute is weak (agidedcearlier in this section).
The algorithm returns a subsgt of S. The pseudocode is given in Algorithm (1).

The Algorithm begins by populating the univerdeof elements to be covered (lines
2-6). For each attribute € A*, if the consensus on the attribute is weaKd¢, R) < b),
two elementsyt anda~ are added té/. Otherwise, if the consensus is strong and positive
(negative), an elementt (o) is added.

The universe of elements, together with the collection of sef§ constitute an instance
of the WSC Problem. The problem is known to be NP-Hard, but can be apmated by
a well-known Greedy algorithm, with am n approximation ratio [75]. First, we define
2 variablesS* and Z to maintain the final solution and the still-uncovered stlod€/,
respectively. The greedy-choice is conducted in lines 9tthé& algorithm selects the set
that minimizes the quotient of the cost, over the still-urered part o/ that is covered by

the set. Since there is a 1-to-1 correspondence betweearsktgviews, we can trivially
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Algorithm 1 G eedy- Revi ewer

Input: S, A* C A, lower boundh

Output: weighted set-coves*
U0
. for every attributex € A* do
if w(a, R) <bthen U+~ UU{aT}U{a"}
else ifCr(a) = +1then U «+ U U {aT}
else U <+~ UU{a}
: 8*«(0// The set-cover
: Z<+ 0/l The still-uncovered part of U
while (S* is not a cover ot/f) do

cost|s']

[0 Z|)

© O NS gk DR

s 4= argmin (
s'eS, s'NU=0

10:  S*.add(s)
11: return S*

obtain the set of selected revieW' from the reported set-covet* and return it to the

user.

4.7 Experiments

In this section, we present the experiments we conductedrtbthe evaluation of our
search framework. We begin with a description of the useds#as. We then proceed
to discuss the motivation and setup of each experimengveltl by a discussion of the
results. All experiments were run on a desktop with a DualeCbb3GHz Processor and

2G of RAM.

4.7.1 Datasets

e GPS: For this dataset, we collected the complete review corfosrd0 popular GPS Sys-
tems from Amazon.com. The average number of reviews perwasm203.5. For each
review, we extracted the stars rating, the date the reviesvswamitted and the review con-

tent.
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e TVs: For this dataset, we collected the complete review corfaord0 popular TV Sets
from Amazon.com. The average number of reviews per item wWasHor each review, we

extracted the same information as in tBeS dataset.

e VVegas- Hot el s: For this dataset, we collected the review corpora for 2Qufad.as

Vegas Hotels from yelp.com. Yelp is a popular review-hagtivebsite, where users can
evaluate business and service providers from differentmdrthe United States. The av-
erage number of reviews per item was 266. For each reviewxwacted the content, the

stars rating and the date of submission.

e SF- Rest aur ant s: For this dataset, we collected the reviews for 20 popularfSan-
cisco restaurants from yelp.com. The average number ofwavper item was 968. For
each review, we extracted the same information as invdgas- Hot el s dataset.The

data is available upon request.

4.7.2 Qualitative Evidence

We begin with some qualitative results, obtained by usimgpitoposed search framework
on real data. For lack of space, we cannot present the setgielus reported for numerous
gueries. Instead, we focus @nndicative queries] from SF- Rest aur ant s and1 from
Vegas- Hot el s. For reasons of discretion, we omit the names of the spetgfies. For
each item, we present the query, as well as the relevantgfatis retrieved reviews.

SF- Rest aurant s

Item 1, Query:{food, service, atmosphere, restrogn3sReviews:

¢ “...The dishes were creative and delicious ... The only dragk

was the single unisex restrodm.

¢ “Excellent food, excellent serviceOnly taking one star for the size and cramp seating. The vaitget

long, and i mean long..”

e “... Every single dish is amazing. Solid food, nice cozy

atmosphergextremely helpful waitstaff, and close proximity to MY seu’
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Item 2, Query:{location, price, musik, 2 Reviews:

e “...Great location its across from 111 Minna. Considering the decor, the @riae really reasonable.”

¢ “..Another annoying thing is the noise level. The music ifosil that it’s really difficult to have a conve

sation...”

Vegas- Hot el s

Item 3, Query:{pool, location, room}, 1 Review:
¢ “...It was also a fantastic locationright in the heart of things...The pool was a blagth the eiffel tower

overlooking it with great frozen drinks and pool side snacR$e room itself was perfectly fineo com-

plaints”

Item 4, Query:{pool, location, buffet, staff, 2 Reviews:
e “This is one of my favorite casinos on the strip; good locatio

good buffetnice rooms; nice pool(shuge casino..”

e “.The casino is huge and there is an indoor nightclub on thground floor.

All staff are professional and courteau’s

As can be seen from the results, our engine returns a comgtaaftreviews that accurately
captures the consensus on the query-attributes and, gnvessas a valuable tool for the

interested user.

4.7.3 Skyline Pruning for Redundant Reviews

In this section, we present a series of experiments for thkiation of the redundancy filter

described in Section 4.5.

Number of Pruned Reviews: First, we examine the percentage of reviews that are dis-
carded by our filter: for every item in each of the 4 dataseésfimd the set of reviews that
represents the skyline of the item’s review corpus. We tladcutate the average percentage
of pruned reviews (i.e. reviews not included in the skyljnaken over all the items in each
dataset. The computed values /s, GPS, Vegas- Hot el s andSF- Rest aur ant s

were0.4,0.47,0.54 and0.79, respectively. The percentage of pruned reviews reach&s up
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79%. This illustrates the redundancy in the corpora, with nigusmeviewers expressing
identical opinions on the same attributes. By focusing onstydine, we can drastically

reduce the number of reviews and effectively reduce theyg@siponse time.

Evolution of the Skyline: Next, we explore the correlation between the size of thes&yl
and the size of the review corpus, as the latter grows oves. tiirst, we sort the reviews
for each item in ascending order, by date of submission. Wertalculate the cardinality
of the skyline of the first{ reviews. We repeat the process férc {50, 100,200, 400}.
For each value of(, we report the average percentage of the reviews that isedwy the
skyline, taken over all the items in each dataset. The iaudt shown in Table 4.1.

Table 4.1: Skyline Cardinality Vs. Total #Reviews

\ Avg #Reviews in the Skyline (Per Item)

#Reviews | TVs | GPS | Vegas-Hotels | SF-Restaurants

0.47

0.44
0.4

0.39

0.35
0.28
0.24
0.19

50
100
200
400

0.64
0.56
0.55
0.55

0.53
0.47
0.43
0.43

The table shows that the introduction of more reviews hascaedsing effect on the
percentage of the corpus that is covered by the skyline, wbanverges after a certain
point. This is an encouraging finding, indicating that a cantskyline can be extracted

regardless of the size of the corpus.

Running Time: Next, we evaluate the performance of lRevi ewSkyl i ne algorithm
(Section 4.5). We compare the required computational tigeenst that of the state-of-
the-art Branch-and-Bound Algorith¢BnB) by Papadias et al. [72]. Our motivation is to
show how our specialized algorithm compares to one madé&éogeneral problem.

The results, shown in Table 4.2, show tiRatvi ewSkyl i ne achieved superior per-
formance in all 4 datasetsBnB treats each corpus as a very-high dimensional dataset,
assuming a new dimension for every distinct opinion. As altethe computational time

is dominated by the construction of the required R-tree &ira¢ which is known to de-
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teriorate for very high dimensions [768Revi ewSky| i ne avoids these shortcomings by
taking into consideration the constrained nature of theevegpace.

Table 4.2: Avg Running Time Skyline Computation (in seconds)

| TVs | GPS | Vegas-Hotels | SF-Restaurants
Revi ewskyline | 0.2 | 0.072 | 0.3 \ 0.11
BnB | 24.8 | 39.4 | 28.9 \ 116.2

Scalability: In order to demonstrate the scalability Révi ewSkyl i ne, we created a
benchmark with very large batches of artificial reviews. Asead, we used the reviews
corpus for the “slanted door” restaurant from 8fe- Rest aur ant s dataset, since it had
the largest corpus across all datasets (about 1400 revighs)data was generated as fol-
lows: first, we extracted the sgt of distinct opinions (i.e. attribute-to-polarity mapps)g
from the corpus, along with their respective frequenciegot@l of 25 distinct attributes
were extracted from the corpus, giving us a seidlistinct opinions. In the context of the
skyline problem, this number represents the dimensignalithe data.

Each artificial review was then generated as follows: firs,flyp an unbiased coin.
If the coin comes up heads, we choose an opinion fpdind add it to the review. The
probability of choosing an opinion frory is proportional to its frequency in the origi-
nal corpus. We flip the coin 10 times. Since the coin is unliatee expected average
number of opinions per review of is 5, which is equal to theuattverage observed in
the corpus. We created 6 artificial corpora, where each sonpd a population g re-
views,p € {10%,2 x 10%,4 x 10,8 x 10%,16 x 10*}. We compareRevi ewSkyl i ne
with the BnB Algorithm, as we did in the previous experiment. The Resuksshown in
Figure (4.4). The entries on the x-axis represent the 5a@diitorpora, while the values on
the y-axis represent the computational tihmelogarithmic scale) The results show that
Revi ewSkyl i ne achieves superior performance for all 5 corpora. The algorexhib-
ited great scalability, achieving a low computational tiewen for the largest corpus (less

than 3 minutes). In contrast Revi ewSkyl i ne, BnB is burdened by the construction
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and poor performance of the R-tree in very high-dimensioatdsets.

30min 3 ]
RevlewSk)élme ==
nB ==

5min

1min -

0.25min -

0.05min -
10

2x10*  4x10* 8x10* 16x10
Size of Atrtificial Review Corpus

Processing time (log scale)

Figure 4.4: Scalability oRevi ewSky!l i ne andBnB

4.7.4 Query Evaluation

In this section, we evaluate the search engine describeddhos 4.6. Given the set of
attributesA of an item, we choos&00 subsets of4, where each subset contains exactly
k elements. The probability of including an attribute to argue proportional to the at-
tribute’s frequency in the corpus. The motivation is to gatemore realistic queries, since
users tend to focus on the primary and more popular attsboft@n item. We repeat the

process fok € {2,4,8, 16}, for a total of100 x 4 = 400 queries per item.

Query size Vs. Result sizeFirst, we evaluate how the size of the query affects the eardi
nality of the returned sets. Ideally, we would like to retdea small number of reviews, so
that a user can read them promptly and obtain the requirednnaftion. Given a specific
item I and a query sizé, let Avg[/, k] be the average number of reviews included in the
result, taken over th&00 queries of sizé: for the item. We then report the mean of the
Awgll, k] values, taken over all0 items in each dataset. The results are shown in Fig-
ure 4.5(a): The reported sets were consistently small, legththarg reviews were enough

to cover queries containing up 16 different attributes. Such compact sets are desirable

since they can promptly be read by the user.
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Figure 4.5: Figures (a) and (b) show the average number @wevncluded in the result
and the average confidence per reported review, respgctivel

Query Size Vs. ConfidenceNext, we evaluate how the size of the query affects the av-
erage confidence of the selected reviews. The experimegttgh & similar to that of the
previous experiment. However, instead of the averagetreardinality, we report the av-
erage confidence per selected review. Figure 4.5(b) shawsetty promising results. An
average confidence 0f93 or higher was consistently reported for all query sizes,fand
all 4 datasets. Combined with the findings of the previous exynt, we conclude that

our framework produces compact sets of high-quality resiew

4.8 Conclusion

In this work, we formalized the Confident Search paradigmdayé review corpora. Tak-
ing into consideration the requirements of the paradigmpresented a complete search
framework, able to efficiently handle large sets of reviev@ur framework employs a
principled method for evaluating the confidence in the apisiexpressed in reviews. In
addition, it is equipped with an efficient method for filtegiredundancy. The filtered cor-
pus maintains all the useful information and is considgrabialler, which makes it easier
to store and to search. Finally, we formalized and addreds=groblem of selecting a

minimal set of high-quality reviews that can effectivelyweo any query of attributes sub-
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mitted by the user. The efficacy of our methods was demossttarough a rigorous and

diverse experimental evaluation.
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Chapter 5

Ranking by Comprehensibility

In Foreign Document Retrieval

5.1 Introduction

Large numbers of texts discussing the same topic can nowdaayetrieved from Web
sources around the world (e.g. news portals, reviews, pRES feeds, etc.). As aresult, a
typical web search may return similar documents in multipfguages. The question that
we are addressing in this work is how to build an engine thavets not only the most
relevant documents, but also the ones that best match tins aeeprehension level of
a foreign language. Foreign documents that are easier tbame@ understand should be
ranked higher than more advanced texts with the same cavefalje topic.

This research direction is becoming increasingly promingune to the wide accessibil-
ity of worldwide text and information resources. Since retg the Google Search engine
allows user to focus their search on webpages from one df tfiteading Levels” (Basic,
Intermediate, Advanced). Even though the filter is only egale to English texts, the
motivation is similar to our own. A core operation that weeoffn this work is an auto-

mated methodology fosorting foreign documents based on their easiness of understand-
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ing. Therefore, given a collection of foreign documentsdtiiier these are books, articles,
or simply short news events), we provide a structured metloggy to effectively and accu-
rately rank them based on their estimateunprehensibility In this work, we embed this
mechanism into an online search paradigm that not onlyeretsi relevant documents, but
also ranks them based on their perceived difficulty. To ths dieour knowledge, this is the
first approach that examines the problem of document rartkiogigh the prism of foreign
language difficulty, using a completely unsupervised apgino

The problem is challenging because it lies at the confluemdeslds as diverse as
linguistics, information retrieval and machine learni@ur approach combines both struc-
tural and linguistic features, exploring the differentasis of document comprehensibility.
In order to evaluate the difficulty of each foreign word, wedeage the knowledge distilled
from large corpora of web documents. This enables us to théedifficulty of individual
terms and, consequently, of a document as a whole.

An additional dimension that we consider when estimatirggrdading difficulty of a
foreign document, is the native language of the reader. ¥ameple, for a native Portuguese
speaker, it can be significantly easier to comprehend Spaasuments rather than doc-
uments written in Greek or German. This is mainly due to tles@nce otognatesi.e.,
words that are similar in both meaning and form in two langsagSuch visual similari-
ties between words can significantly ease the task of a redidkepresent techniques that
identify such word instances and adjust the perceived deatdifficulty accordingly.

With the proliferation, digitization and availability ohcreasingly larger text corpora
(e.g. through electronic bookstores) one can expect a sifrgerest in the technology
explicated in this work. We envision numerous applicatiasiere our methodology can

be of use:

1) Language-comprehension and personalization of the WebUsing our approach
one can rank and present ‘similar’ news articles to a foréagguage user, based on the

perceived comprehension of the article, i.e., from mostcb@smost advanced usage of
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the foreign language. Augmented with an interactive phhaedllows the user to input
one’s own linguistic skills (i.e., the level of his/her p@éncy in different languages), we
provide additional building blocks to a multilingual persdization of the web. In addition,
such technology can be used to decideento translate a foreign document, by leveraging

the estimated document comprehension difficulty.

2) Online Bookstores Imagine the case of an English speaking reader interested i
German literature books. Which one should he/she read basedes reading and com-
munication skills? The approach that we present in this vpoesents a direct solution to

this problem.

3) Education. Many studies have suggested that learning a foreign lamgisaignore
effective when studying texts match one’s comprehensieel [§7]. Therefore, the tools
provided in our work can be used to recommend the most saitaading material to

foreign language students.

In addition to bringing to the foreground the practical gesb of how to rank foreign
language documents based on their comprehension difficuityvork makes various tech-
nical contributions: i) We present a sound methodology ¥ateating the comprehensibil-
ity of foreign documents given the user’s native language. piovide methodologies for
extracting the required textual features and put forwasthadice measures to evaluate dif-
ficulty. Our methods are language-independent and havequireenent for training data
that are pre-tagged for comprehensibility purposes. iijdé&cribe a skyline-based ranking
approach in order to guide the user through documents ofngarglevance and compre-
hension. iii) Finally, by using the German language as thie obour analysis, we provide

evidence of the applicability of our techniques, when asisied to English speaking users.
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5.2 Overview

Given a query and a set of documents, the goal is to retriestdtsethat are both relevant
to the query and understandable by the user. Thus, we igeakfvanceandcomprehen-

sibility as the two main factors in our setting.

Relevance: Relevance search of a query toward a set of documents is ngsvadaell-
studied research topic, with many mature solutions alredidyed by the diverse search
engines. Popular metrics of relevance include the cosimdasity measure [78], latent
semantic models [79], or more advanced graph-based tadmguch as Google’'s Pager-
ank [80].It is also common for document relevance modeladoriporate the parameter of
diversity[81], so as to offer better topic coverage in the least amotiptesented results.
In this work we will not elaborate further on how to measurkevance, which we

assume as given by the application. Our focus is on the cdrmapstbility component.

Comprehensibility: To estimate the comprehensibility of a foreign document areser
aspects such as:

a) Thestructural difficultyof the text, that is, how lengthy or perplexed the structare i

b) The perceivedocabulary difficultywhich can be estimated by examining both how
‘popular a word is (e.g. a frequently encountered term igarlikely to be better under-
stood), and how similar it looks to its translation in the iseative language. A word
that has similar form and meaning in both languageso@gnaté is considered easier to
understand.

Given the abundance of numerous Information Retrieval (IRJiegtions, which al-
ready provide the relevance part of the search, we seek wdgran abstraction layer for
easily encapsulating a comprehensibility metric on topryf pre-existing relevance met-
ric. The capability of meta-application for the foreign datent comprehensibility metric
is of significant practical importance. We achieve this wiité aid ofskylineoperators.

By viewing relevance and comprehensibility as two (possiblyflicting) axis of search,
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Figure 5.1: Overview of our approach for incorporating fgredocument comprehensibil-
ity in Information Retrieval.

the Pareto boundanor skyline[55] of the two dimensions will include only the best doc-
uments in terms of the two examined parameters. Thereforeun context, documents
can be visualized as points in a 2-dimensional space, dictat the comprehensibility and
relevance values. Recall that, given a set of multidimeradipaintst’, a point is included
in the skyline ofX’ if it has a higher value in at least one dimension, comparedl tine
other points in the set. Alternatively, if a point is worsarhanother across all dimensions,
we say that it ilominatedand is thus excluded from the skyline. The set of documents on
the skyline serves as a compact response to the user’s dquagdition, such a 2D con-
struction can easily accommodate visualization or usefepence scenarios (“find more

relevant or more comprehensible documents”).
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An overview of our methodology as described above is sunzedrin Figure 5.1. In
the remainder of the work we elaborate on how to estimatedgherdent comprehensibility,
essentially forming aank operator of how understandable a document is by a non-native
speaker. Finally, relevance and comprehensibility aredusgether and the document-set
skyline contains the most promising text candidates (igptpart of Figure 5.1).

Before, we delve into the technical considerations of our@ggh, we briefly revisit

some previous relevant work and position our contributaecsordingly.

5.3 Related Work

The field that we are examining is related to the problem oludwntreadability [82].
However, the problem that we are focusing on is much richdrraore elaborate, since
one has to assess the difficulty ofaaeigndocument. This depends not only on structural
features of the sentence, but mostly on linguistic featusesh as the number and the
difficulty of the unknown foreign words.

Work ontext readabilitycan be broadly categorized, from a machine learning perspec
tive, into supervised and unsupervised.

Unsupervised approachesainly rely on two aspects of text: the familiarity of the

reader with its semantic units (words or phrases) and thepleity of its syntax. In
order to define a metric for the former, linguistic resourcasying from manually com-
piled lists of words [83] to language models [84] have beepleged. In order to define
a metric for syntactic complexity, the average sentencgtleis widely used, since it has
been found to be strongly correlated with comprehensiJ#ib, 86]. TheFlesch Reading
Easemeasure is often used as a baseline to compare against, véasoinmg the accuracy
of supervised approaches [87]. In this work we utilize thietme as a weighted factor for
partially estimating the syntactic difficulty of a foreigncument.

Supervised approachegploit the availability of training data in order to derigéa-
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tistical language models of readability for a particulargaage. This type of approaches
can be further divided intaext categorization approach¢88, 89], andearn-to-rank ap-
proacheq90]. In the former case, training data consists of categaaissociated by human
subjects to documents, where the categories reflect thelifégtllty and feature an order
relationship. The learn-to-rank approaches address ti#gmn as one of pairwise ranking
of documents: rather than trying to predict the readabdfty single document, the goal is
to determine which document in a pair of documents is mofedif — doing that for every
pair of documents.

Works that consider readability of foreign documents fouaational purposes have
been explored, among others, by Ott [91] and Uitdenboge2l [Bhese examine the pos-
sibility of combining already existing readability mesiato new through weighted aver-
age. Limitations of such work include the fact that no autbor@cognition of cognates is
considered.

The topic of languageognatesand false friends (words that appear to be cognates but
are not) has been studied in many linguistic experimentl [@8ticularly because it has
been noted that translations between cognate words arer ¢éasacquire when learning
a new language. Efforts for automatic mapping between degrizave appeared in [94]
for Spanish and Portuguese words, using subword dictiemand thesauri in conjunction
with substitution patterns. Finally, Mitkov et al. [95],g@ented automated techniques for
identification of cognates and false friends through exation of bilingual corpora.

To the best of our knowledge, the only other work in the litera that considers the
problem of readability of foreign documents while takingpiaccount the user’s native and
near-native language(s), is the work by [96] on supervisadability prediction. Contrary
to that work, however, our techniques do not depend on anyo$dmraining data, making
them more flexible and widely applicable. Additionally, auork is the first to explore a
number of aspects of document comprehensibility, inclgdintomatic cognate recogni-

tion, and combines all of them toward an efficient mechanisntte ranking of foreign
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documents.

5.4 Comprehensibility

In this section, we describe the proposed mechanism fouatmy the comprehensibility
of a foreign document. The two primary factors of our evabhratrereadability, which

assesses the structural features of a given documentaamicarity, which focuses on the
vocabulary. Each of these two components captures a diffaspect of comprehensibility.

A sketch of our comprehensibility-evaluation mechanisishiswn in Figure 5.2.

e how easy it is to
Comprehensibility understand the text

N

captures how difficult

Text Readability Familiarity the words are
depends on sentence
structure, syllables, word
lengths
Popularity Cognativity

frequency of word on degree of similarity
web corpora with native language

Figure 5.2: The factors affecting document comprehentsitil our model

The comprehensibility of a documedtwith respect to a language is defined as a

linear combination of readability and familiarity. Forrhal

C(d,L) = wy X fam(d, L) + wy X rd(d), (5.1)

where fam(d, L) denotes the familiarity of documedtin languagel., andrd(d) denotes
the readability ofd, and wherew;,w, > 0 are the weights. Notice that familiarity (and
hence comprehensibility) is defined as a function of thegidagnguagd.. For example, a
German document is expected to have higher comprehetsilue when read by Dutch
people rather than by Italian people due to the smaller Istgudivergence of these two

languages.
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Finally, the two non-negative weights; andw, provide the flexibility of tailoring
comprehensibility to specific application criteria. Foaeyle, in cases when documents
are known to consist of terms from the same constrained waab(e.g. a collection
of medical documents), it is reasonable to give higher piyido structural readability,
rather than vocabulary-based measures. On the other haodbwary-based measures
have more merit in diverse collections (e.g. articles fraffecent sources on the Web).
Later, in Section 5.5 we propose an automated methdelaim for parameter estimation

given a training set of user rankings.

5.4.1 Text Readability

The notion of document readability has been a well-studipett particularly for English
documents. One of the first essays on the topic was complgt&hérman on his 1893
study [97]. By analyzing various documents that spannecheeite time periods, Sherman
observed that the average sentence length was droppingméhapproximately 23 words
per sentence at his time, down from 50 words at the Pre-Hibaln area. Sherman was the
first one to propose a purely statistical analysis of liten@tand also made the important
observation that shorter sentences tend to increase liggdab

Since then, many readability formulas have been propodkedtt@mpting to assign a
single numerical readability score to each document. Rlesmcaid and Zipf, all noted
a mathematical relationship between the frequency of eadyddficult words, with the
majority of the readability formulas inherently penaligipolysyllabic words and long,
complex sentences.

A popular example of a readability formula is the Flesch Regdiase (FRE) measure
[98], which consists of a linear function of the mean numbkesydlables per word and
the mean number of words per sentence in the document. Thasureedoes not employ
direct estimates of word frequency, but it instead reliebeuristic weights which attempt

to capture the idea in the spirit of Zipf’s Law [99] — that mdrequent words are likely
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to have fewer syllables. Since our primary focus is on Gerd@uments, in our evalu-
ations we employ an instance of the Flesch measure with iightgeadapted to German

documents [100]:

words(d) 58 5 x syllables(d)

FRE(d) =180 — ——= -
(d) sents(d) words(d)

(5.2)

wherewords(d), sents(d) and syllables(d) denote the number of words, sentences and
syllables ind, respectively. The weights on the above formula have begvediby means
of regression on training data. The Flesch Reading Easesymlthbers from 0 to 100,
expressing the range from ‘very difficult’ to ‘very easy’,dais meant to be used for mea-
suring the readability of texts addressed to adult languesges. Alternative readability
measures include the Automated Readability Index (ARI), theei@an-Liau Index, the
SMOG Index and others. All these use the same building blaskSRE in order to eval-
uate a given document. We choose FRE for its popularity andsgsas a standard for
readability by many organizations (e.g., by the U.S. Deapart of Defense).

Finally, we define the readabilityd(d) of a document! as the normalized version of
FRE(d), taken by dividing the score with the maximufiR £'(-) observed over our entire
document collection. More precisely, given a documenteotibn D, the readability of a

document! € D is defined by

_ FRE(d)
rdld) = o R (5.3)

taking values irf0, 1].

5.4.2 Familiarity

The familiarity of a document assesses how likely it is thatwocabulary used is known to

the user. We define the measure as a function of two indicgtomularityandcognativity
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Popularity is used to capture the frequency of the docunenid in texts written in the
language under consideration; intuitively, rare termslass likely to be familiar to the
user. Cognativity is a language dependent (or even user depgrmeasure. Its use is
to capture the degree to which a document’s terms are simildre user's own native
language; normally, such terms would be easier to undetstdext, we discuss these two

factors of comprehensibility in more detail.

Popularity

Let us definel; to be the vocabulary of a given documeht This vocabulary consists
of the distinct tokens present ify including terms, n-grams and phrases. Populating
depends on the particular tokenizer one applies and fesastmadard processing steps such
as stemming or removal of stopwords. Apart from their fretuyein d, these tokens also
have a (prior) global frequency-based measureayularity, indicating how commonly
they appear in documents of a given language. When browsioggh a foreign document,
a non-native speaker is more likely to recognize a very popuken than one which is
rarely used. In a broader context, a document consistinglyraixommonly used tokens is
much easier to comprehend than another that uses moreiesoigunfamiliar vocabulary.
In order to capture this “prior frequency” of a given a tokerwe utilize thecollective
knowledgeof the web.

Even though most previous work on text readability utilizedje text corpora for es-
timating prior frequency of a token, in our approach we esterthe popularity of token
through its instances on the web. Nowadays, most searchengrovide the number of
pages that the query appears in. We use this information estimate of term popularity
An added advantage of using search engines instead of mtigxext corpora, is the fact
that online texts capture newly used terms, which is imporsance languages constitute

an evolving organism. For example, the popularity of re¢eahnical terms like Apple’s

1Specifically, we use the page count from the Google searche&ng
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‘iPad’ can be easily deduced by its widespread presence briex¢s. Finally, search en-
gines provide the functionality of focusing on a particdemguagefor the documents to
be retrieved.

Formally,popularityis defined as:

Definition 6 (Popularity) The popularity of a termi is computed as the fraction:

pop(t) = |{t' : count(t') < count(t),t’ € V}|/|V, (5.4)

wherecount(t) returns the number of appearances of a given tokethe entire document
collectionD, andV is the vocabulary of all the distinct tokensih The popularity of is
thus defined as the percentage of tokeng that have less appearancedirthant.

In addition to having a clear probabilistic interpretatitims formula is robust to out-
liers (i.e., tokens with very low or very high frequenciesidaserves as an intuitive and
parameter-free way to smooth the obtained counts. Altsaimoothing techniques have

been proposed in the literature [101].

Cognativity

Cognates are words in related languages that exhibit oripbgr and semantic affinity.
They may originate from the same ancestor word, or they cainigly beloanwords (e.g.,
the word ‘computer’). As an illustrative example, the Gemmoun ‘Haus’ corresponds
to the English word ‘house’. Similarly the German adjectipelitisch’ easily maps to
‘political’ in English.

Identifying cognates in a text is important, since they etffieilingual language pro-
cessing; presence of large number of cognates in a text demeea its comprehensibility.
For example, a user proficient in English can easily deduaetiie German sentence “Ein
Experte kam die Maschine zu reparieren” translates to “Areeixcame to repair the ma-

chine”, even if one’s German skills are basic.
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We employ a simple approach for spotting cognate words, ploéing the interlingual
homography. Our approach is based on the variation of thgésirCommon Subsequence
(LCSS). In particular, given a termlet tr(¢, L) be its translation in the native languafe
of the user. Then, their similarityim is defined as:

LCSS(t,tr(t,u))

sim(t,ex(t, L) = i e D))

where|-| represents the length of a term. The similarity is a numbéwden 0 and 1,
evaluating the visual similarity between the term and ass$tation.

In order to better capture the letter transfigurations betwbe various languages, the
similarity between two letters is not limited to 0 and 1, athia traditional LCSS measure.
We consider common letter transfigurations between larggjdgr highly dominant letter
transitions we assign a similarity 6f5. For example the letter ‘" in German commonly
maps to ‘y’ in English. As in ‘ja’— ‘yes’, or ‘jahr — ‘year’. Other dominant mappings
that we consider are: ‘k~ ‘c’ (e.g., architekt— architect) and ‘z’— ‘c’ (e.g. sozial—
social)

We illustrate this in the following example, where we congpilite distance between the
German word ‘demokratie’ and its English translation ‘denacy’. Before any compari-
son is done, diacretic marks (umlauts or accents) are resrenve words are converted to
lowercase. In Figure 5.3 one can notice that the similasiipcreased by.5 when the let-
ter k is compared to the lettet Finally, the normalized similarity between the two words
i56.5/10 = 0.65.

Naturally, due to polysemy issues (multiple meanings of adyvae need to evaluate
the similarity with all possible translations and retaie thest score. Lef (¢, L) contain

all translations ot in languagel.. Then, we define the cognativity of the tefras:

cogn(t,L) = tr(tglé%'}({t,L) sim(t,tx(t, L))
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Figure 5.3: Evaluating the cognativity between demokr@ierman) and democracy (En-
glish)

Examples: In the following examples we demonstrate the cognate itieation ability
of our algorithm. Words with lighter (more red) backgrouradar have higher cognativ-
ity score compared to words in darker background. Words dwttified as cognates are

displayed in white.

| n I:&prill,I die IEruptionenI

Iisle'mdischenI\..fulkansIEyjafJaIIIhabenIIeichtlzugenommen

am |Krater, des |

English Translation:
In April the eruptions at the crater of the
islandic volcano Eyjafjall increased lightly.

Die Ieumpa\schemIF\nanzmérktelEe?maenl sich Imachl

Einschatzungl des IPré’isidEntEnl der IEL.ln:uJéiiSl:hEnI

Zentra\bankl, lean -ICIaudelTrlchetl,IWE|terh|n| in
einerldramat\scheml Krise .

English Translation:

The european finance markets are finding themselves
according to an assessment of the President of the
european central bank, Jean-Claude Trichet, even further in
a dramatic crisis.

Figure 5.4 shows examples of German words with various dogfyascores with re-

spect to English, as discovered by our method. The effewtis® of the cognate identifica-
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tion algorithm is evident. Naturally, this method can bedut® other language pairs that

originate from the same family, which is true for many of the@pean languages [102].

German English
Spaghetti spaghetti
Graph graph
Astronaut astronaut

£ | applikation application

"E Faszination fascination

= Korruption corruption

: Pyjama pajama

2 lithographisch lithographic
Endokrinologin endocrinologist
Konservatismus ~ conservatism
komfortabel comfortably
multipliziert multiplied

Z | Galerie gallery

T |

§1 produktregel product rule

S | packmaterial packing materials

E mobiltelefon mobile phone
kompromisslos uncompromising
kalenderwoche calendar week

Figure 5.4: Some identified German cognates

Combining Popularity and Cognativity

The identification of cognates is used in order to properbgas word familiarity, irrespec-
tive of its web popularity. In other words, cognativity ietdominant factor: if a term is the
same (or almost the same) in the user’s native languagejttreeexpected to be familiar
even if the term is rarely used. We consider a word as a cogfitaie cognativity value is
greater than a cutoff threshold valéieFor our experiments we s¢t= 0.45. We converged
to this value using a cross-validation on the results of eveait user-study. Cognates are
assigned the maximum possible familiarity, equal td' he familiarity of non-cognates is
assigned as equal to their popularity. Formally, we defieefdimiliarity of a term¢ with
respect to a languageas follows:

fam(t,L) = pop(t), & < cogn(t,L) (5.5)

1, &> cogn(t,L)

Alternatively, one could assign a reduced (but still higéwnfliarity value for cognates

that are less obvious. lllustratively, the German word tdak(=factor) would map to a
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familiarity of 1, whereas the less apparent ‘brezel’ (=pretzel) could bgraesg a familiarity
of (for example)).75.
Equation 5.5 gives us the familiarity of a single term. Wenkethe aggregate familiar-

ity of an entire document by

fam(d) := Z(Wfam(t, L), (5.6)

ted

wherecount(t, d) is the total number of appearances of teimdocumentl, andwords(d) =
> eq count(t, d) is the total number of words i. Instead of computing the familiarity of
the document as a whole, one can do this separately for eadchfparts (e.g. sentences
or paragraphs). This might be preferable for very long oedie documents, where the
familiarity of the vocabulary may vary greatly.

An alternative approach is to first create a histogram of #meilfarity scores of all
the terms in the document; this will have the effect of actasga smoothing operator.
Therefore, the familiarity values are aggregated iMdins, (fam;, f;),i = 1,--- , N,
where fam; is the familiarity value assigned to tli¢h bin, andf; is the frequency (in the

entire document) of the terms belonging to tkté bin. Then:
N
fam(d) = > fi x fam,. (5.7)
=1

This process is depicted graphically in Figure 5.5 whiclhesdne also used in our exper-

iments.
Z)
’ . 3 Histogram

For each word: %%Jla’réty = integral

v =
 »no ——— > 2 Document

yes 5 Comprehensibility

a2 .
Document Frequency

Figure 5.5: Computing the overall document comprehensilfiiom the individual word
scores
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5.4.3 Word Decompounding

One issue that we encountered when determining the propelidaty value of a word
is due to the presence of compound words. Several languagksas German, Dutch or
Swedish, are known asompounding languagdsecause they allow the creation of new
complex words by merging together simpler ones. In that way,e complex concepts
can be created through combination of nouns, verbs andtagiec As an example, the
compound word ‘Medizindoktor’ (=medical doctor) cannotfbend in a dictionary and
potentially also has few occurrences in texts or the web;dvew its meaning is easily
understandable given its building blocks.

It is therefore instructive to identify compound words amdleate the individual fa-
miliarity of their components. The splitting of a compoundrd in its basic parts is called
decompoundingAddressing word decompounding is an important issue fonfaa texts
[103], which are also the focus of our experiments. It has\bexted that a large percent-
age of words in German texts are indeed compounds. For era®gdtiller identified more
than40% of the words in a large German newspaper corpus as compoliod [

Some examples of German compounds are provided below. \Wegefully pick com-

pound words that contain cognates for enhanced readability

2-compounds

Aschewolke (=ash clouds)

sozialdemokratie (=social democracy)

europaweit (= europe-wide)
3-compounds

multiprozessorsystem (=multiprocessor system)
Jahrhundertwende (=hundred year turnpoint)

In our system we utilize a simple but effective algorithm fdentifying 2- and 3-
compounds. For ease of exposition, and with no serious togemerality, we provide

a treatment for detection of 2-compounds.
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Given a termt of lengthn, let sub(«, 1, j) return the substring ofe that begins at
position: (inclusive) and ends at positign(inclusive). Ifi > j, the function returng. We

define thedecompoundetamiliarity of ¢ with respect to a languageas follows:

famPC(t, L) = max %{fam(sub(t, 1,4),u)

+ fam(sub(t,i+ 1,n),u)}

whenl < i < n andfam(@) = 0. Therefore, the above formula discovers the split point
that maximizes the popularity of the two subcomponents. fifta familiarity of the word

is the maximum between the decompounded familiarity angireal one (when treating
the word as a whole).

As an example, in the texts of the previous section, the wiEnznarkteand Zentralbank

had higher familiarity when decompounded rather than wioeisidered as non-compound

words.

5.5 Tuning Comprehensibility Weights

The overall comprehensibility of a document is affectedhmy familiarity and readability
of its terms. The effect of each of these two factors is cdleilosia the respective weights
w1, we. We discuss how these weights can be estimated from availselr ratings.

Given is a set of: training document® with known familiarity fam(d, v), readability
rd(d;) and a given rating;(u) € [0,1] from useru for eachd € D,,, indicating the
comprehensibility of document € D,,.. In practice, these values can be simply obtained
by asking users to rank the documents by comprehensilalitip assign a discrete value
taken from a predefined set of difficulty levels. These ratingn then be scaled to take
values in[0, 1], without loss in generality.

The goal is to minimize a cost function of the error betwees ¢bmprehensibility
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function outcome for the given familiarity-readabilityluas, and the user ratings. We may
consider minimizing thélinimum Square Erro(MSE), or theMinimum Absolute Error
(MAE), subject to non-negativity constraints on the partarso;, w-; the first problem is

a quadratic program that has an explicit solution [105],leithe second one can be easily
mapped to a Linear Program (LP) and, consequently, solvaterioally very efficiently
using Interior-Point methods [105]. Here, we focus on aeotbjective function, namely
Minimum Rating Order ViolatiodMROV), where the goal is not to fit the the parameters
to better predict user ratings, but rather seek to preseeveeiative ordering of the given
rankings as accurately as possible. Let us define= (wy, w,)T, wherew;, w, > 0 are

non-negative weights, andl := |D,.|.

5.5.1 Minimum Rating Order Violation (MROV)

We consider the case where we are not interested in the a&bsaling values, but only
seek to estimate, w, > 0 so that the relative ordering of the user ratings is preseage
well as possible. First, we sort the user ratings in deangesider, whence(1) > r(2) >
-+ > r(N) and let the corresponding induced ordering of the documenits, - - - , dy.

In such case, we are looking far, wy > 0 so that:
wy fam(dy,uw) +ward(dy) > -+ > wy fam(dy,w) + ward(dy)

Of course this might not be feasible except for the trividecthatw; = wy, = 0. Addi-
tionally, the set ofw > 0 that satisfies this set of inequalities is@ne i.e., ifw > 0isin
the feasible set, thekw is also in the feasible set for any> 0. This fact that the ordering
constraints arg@ositively homogeneous w implies, in turn, that only the rati% is of

actual importance. Therefore, we consider fixing one véijaayw;, = 1, and optimizing
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over the other:

min Zf\;l v (5.8)

s.t. fam(d;,u) +w x rd(d;) >

fam(diy1,u) +w x rd(dip1) — vi, (5.9)
i=1,N-1

v >0 (5.10)

w >0 (5.11)

Foreach = 1,--- N —1, v; denotes the amount of violation of theth inequality (5.9)
2. The optimal solutionu,,; of the LP can subsequently be rescaled to yield a desirable

dynamic range for the rating function.

Remark 1 (Multiple rating users) In the case there aré users available for rating the
documents, we can apply the above approach to the average (fgte= %25:1 rZ(“),

whererz(“) denotes the rating of the—th user for thei—th document. We can further

consider the simple extension

min S (SN o) (5.12)
s.t. fam(dy,,uw) +w x rd(dy,) >
fam(dui+17u) + w X rd(dui_'.l) - Uui7 (513)

u=1,---,U, i=1--N-1
Vyi >0 (5.14)

w >0, (5.15)

2\We consider non-negative variablgssince we are interested in the case where not all ordenmpgsed
inequalities can be simultaneously fulfilled. If there éxi®ights such that all inequalities can be satisfied,
letting v;’s unconstrained also yields the amount of requsleadkness
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wherec, is a weight used to denote the confidence in uéeratings, and where for each
useru documents are sorting in descending order of rating with egponding indices

wii=1,-- N.

Finally, we can also consider fixing, = 1 and optimize with respectto = w; > 0

as before, and compare the MROV values obtained from the ppmaches.

5.6 Skyline Ranking

We have shown a way to evaluate the comprehensibility of ameat for non-native users.
The relevance of the document can also be evaluated usingestatechniques like those
presented in Section 5.2. Therefore, each document issemed by a two-dimensional
vector (fam(d), rel(d)) € R%, where fam(d), rel(d) denote the document’s familiarity
and relevance, respectively. Naturally, there are doctsnghich present a higher rating
in comprehensibility, relevance or both attributes @odninateother documents. Those
represent thekylinewhich we denote by the s& C D (or Pareto boundary) for a set of
documentsD. There exist efficient ways of calculating the skyline [566]L

Once the skyline is computed, documents can be presenteifferedt order to the
user. For example, one can start by presenting first the dexulying on themiddleof the
skyline, which represents a document of average difficuityr@levance. How one defines
the middle document depends on the final utility functignwhich for example can be the
area of dominance under the document/point. In this dadg,am, rel) = fam x rel, or
F.(fam,rel) = vy x fam + vy X rel, vy, vy > 0. This is illustrated in Figure 5.6.

In this manner, the user can navigate on the skyline by sogadib either more relevant
(left side) or more comprehensible (right side) documelrdst but not least, this interface
can assist in the evaluation of the relative compreheiityibihd relevance ainydocument

on the search result, based on its distance from the skytim
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Figure 5.6: Navigating on the skyline of top-rated results

5.7 Experiments

In this section we illustrate the ability of our approach &pture the inherent comprehen-
sibility of foreign textual content. We mainly focus on Gemmtexts. We start with a small

user study and then proceed to a larger corpus.

5.7.1 User Study

Initially, we want to estimate how well the proposed comredibility measure approx-
imates the ranking provided by human annotators. We avaididing texts of different
topics, since this may introduce some bias. Therefore we hasembled documents that
address the same topic but examine different aspects a pessibly addressing different
audiences. The topic we have focused on is the financiakdngbreece during 2010. In
order to include texts of variable comprehensibility, wedaelected texts from sources
with a consistent language level. For each language, wesketted 3 segments from
financial web sites (e.g. bloomberg.com); these approaekoghic from a more technical
view point, thus employing a more sophisticated and forrmaaglage. We then selected
three segments from articles from popular news-portads feuters.com); since these are
addressed to the general public, the language used is tnathigred, with an average level
of sophistication. Finally, three texts were taken fronevaht comments posted in public

forums by users; the language in these segments is gengirafijer and informal, lacking
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sophisticated terms and constructs.

The nine German texts were given to eight human annotatoosanénot native speak-
ers but possess a reasonable command of the German langruaglelition, all the anno-
tators were chosen to be native or proficient in the Englisguage, in order to enhance
the effect of cognativity. Similarly, we have repeated aniegjent test using nine English
texts, which were given to eight annotators native in Germath good command of the

English language.

| German Texts | | English Texts |
ours | user Avg| Std ours | user Avg| Std
1 1 0 1 15 0.53
2 2.8 0.9 2 2.38 1.41
3 3 0.82 3 3.25 1.28
4 3.4 1.3 4 4.63 1.41
5 5.9 1.25 5 4.88 1.55
6 6.7 1.28 6 7.38 1.85
7 6.9 0.99 7 6.88 1.55
8 6.3 1.28 8 6.13 | 2.47
9 9 0 9 8 0.76

Figure 5.7: User Study on German and English texts: textsaameed by our technique,
as well as by human annotators.

The annotators were asked to rank the texts from easiest $b aifbicult. We also
computed the scores for each text, using the developed ebrapsibility formula. The
results are shown in Figure 5.7.1. The first column of eacletslhows the rank of each
text based on the scores assigned by our method, the secdridi@hcolumns hold the
average rating and the standard deviation assigned froamihatators, respectively.

The results of the study are very promising. For both the Gerand English texts,
the rank based on our method and the average human ratingcamesestently very close.
Our methodology was successful in ranking the texts by cehmsibility, illustrating
its potential usefulness in the context of foreign documetrieval. For the experiment
with German documents, the observed standard deviatiaresaliere consistently low,

indicating a strong consensus among the annotators. Tpeat@ge values for English were
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slightly elevated, indicating that this task was more @rading and the annotators were not
always in agreement. Nonetheless, our comprehensibilitydila was still able to capture
the average rating assigned by the annotators. In ordeowdarsome qualitative evidence,
we present a segment of the texts placed first, last and in idhdlerof the rankings given

by our method. We provide excerpts from the English text &seeof exposition:

e Ranked #1: “You could only avoid the big cities during riots. The financial crisis doeis no

affect travelers. It only affects Greek citizens for now.”

e Ranked #5: “Some say the key to stabilizing the Greek, Portuguese and Spanish economies

is for those debt-plagued countries to remove themselves from the commenair

e Ranked #9:"“That said, there are also substantial risks to the program, including siyile
ity of weaker-than-estimated economic growth, political and public fatigugrfplementing

the steps, and deficiencies in fiscal data, the fund said.”

Readability vs Familiarity: Next, we demonstrate how the two components of our com-
prehensibility measure perform on their own. This is showfrigure 5.8 where we jux-
tapose familiarity with the Flesch readability measure. thex-axis we plot the rank of
each document according to either familiarity or readgbaénd then on the y-axis is the
average score given by users. We observe that the proposédifdy measure is better at
capturing the users’ notion and demonstrates smallernegiaReadability fails to capture
the difficulty of the documents. This is easy to comprehent;esreadability measures
mostly capture the difficulty due to sentence structure,nmtitdue to vocabulary, which

is more important for foreign documents. Structure is sdaoy) and becomes important

only once someone has become more acquainted with the igagua

5.7.2 Large-Scale Evaluation on Real Data

While our study provided valuable insight to the efficacy of approach, a large-scale

evaluation is still required to solidify our findings. We ube data provided by the edu-
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Figure 5.8: Comparing Familiarity and Readability measuResadability fails to capture
the document’s true difficulty.

cational websit&€our sel nf 0. com which hosts essays on a variety of topics, including
foreign languages. The purpose of the site is to provideingadaterial of variable diffi-
culty levels for students native in English. In particulessays are grouped into 3 levels
of increasing difficulty: GCSE (300 essays for high schootistus), A-level (150 essays
for pre-college preparation) and University-level (50agssfor Bachelor-level students).
In our experiment, we use all the available essays from trexrfan Essays” category.

For the first part of our evaluation, we use our approach tcsoregthe comprehensibil-
ity of each essay, using an equal weight for readability andlfarity. As mentioned above,
each essay belongs to one of three difficulty levé&sLevel , GCSE or Uni versity.
Let D; andD; be the sets of essays corresponding to two of the three landl&issume
thatD; corresponds to a level easier thBy (e.g. D, has the essays fro@CSE and D,
from Uni ver si ty). Then, the observed error percentage for this pair is:

~ Hdi,dy) - dy € Dy, dy € Dy, C(dy) < C(dy)}

D:.Dsy) = 5.16
error(Dy, Dy) AEIN ( )

The error is defined as the fraction of possible essay-péirgl,), whered; € D; and
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d, € D, andd; has received a lower comprehensibility score by our apprdaand,. This
is undesirable, since Eq. 5.16 assumesthatorresponds to an easier level tHan The
computed error values for all possible level-combinatiaresshown in Table 5.7.2.

Table 5.1: Observed error for Courselnfo Data

Levels | A-level | University
GCSE | 13.7% 3.1%
A-level 27.5%

Observe that foCSE andUni ver si t y (the two levels that differ the most in terms
of difficulty) the observed error was minimal (3.1%). A smadior was also observed for
the GCSE and A- Level pair, indicating that our approach can consistently digtish
GCSE essays. The highest error was observed fordhieevel /Uni ver si ty pair. An
inspection of some of the erroneous pairs revealed thatoiggithe true level of difficulty
was an ambiguous task, even for a human annotator. Stilhaxgrsin the table, such pairs
made up for less than a third of the total. In short, our apgrqaerformed consistently

well, managing to detect the, often subtle, gap in compr&béity among the three levels.

Readability vs Familiarity: Finally, we demonstrate that familiarity is is a more robust
estimator of a document’s comprehensibility than readgbiFigure 5.9 plots the read-
ability and familiarity of the 3 classes of documents from Gainfo, in descending order.
Even though both measures provide accurate class distnméaimiliarity is clearly a more
robust estimator, since it introduces very little in-class vagan In particular, For the
the GCSE, A andUni ver si ty levels, the variance of the readability score was 0.002,
0.005 and 0.005, respectively. The corresponding valudafailiarity 0.0005, 0.0008 and
0.0006. In general, as described in the previous sectiat®rding to the application at
hand, it is instructive to merge the two measures. Both meaffer a different view of a
document’s difficulty. However, in foreign documents, mareight should be given in the

vocabulary aspect of a document, which is crystallized éypitoposed familiarity measure.
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Figure 5.9: Comparing Familiarity and Readability. Famitiais a more robust estimator
of the document’s difficulty.

At a glance, it may that the computed familiarity values amtre three levels are not
always great. This is due to the fact that, even in some hdatemments, the majority of the
words can often be familiar (e.g. connector-words, frequerbs etc). However, it is the
rest of the words that convey the document’s meaning andaligginverall familiarity. This
is captured by our approach which, as clearly demonstratetidoprevious experiment,

consistently assigns higher scores to documents fromrdageds.
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5.7.3 LingoRank GUI

Around our technology we have built a web application, chlle ngoRank3, for the re-

trieval of German news stories targeting native Englistakpes. The application utilizes
the Google News web API for retrieving the first superset e¥sidocuments relevant to a
guery. Subsequently, our application re-ranks them basedeir estimated comprehensi-

bility for English speakers.

Querys wilanland | search| Lingo RANK
ZEITZLONLINE

STARTSEITE POLITIK WIRTSCHAS ST MEINUNG GESELLSCHAFT KL TUR WISSEN DIGITAL SUDIUN u st Selected Document ]
o5

dPG NEWSTICKER Retrieved documents shown on

Relevance - Comprehensibility axes

<

— 1 ovum te42010-csseu| | 2
Auch Flughafen Koln und Miinster s

ucl und [fGRSEEE]
geSChlossen e 5 VA:nh:ur:;:? f;ﬁand‘g 'ﬁf( ‘J—
Kaln

Am [Margen)

Color annotation of words
based on their popularity
and cognativity

Histogram of document word difficulty j

-

Relevance, Diversity,
Cognativity, Readability

Documents and their: |

Figure 5.10: LingoRank: A tool for the retrieval and rankirfdareign news documents.

Figure 5.10 illustrates the interface, consisting of 3 garlee bottom part aggregates
the retrieved news documents; the top left depicts the seletocument, and the top right
plots the documents in 2 dimensions: relevance and compséhigty of the text. Rel-
evance to a query is estimated using a cosine similarityiocpetombined with a basic
measure ofliversitybased on the similarity of each document with the others. Cemp
hensibility is computed as described in the previous sesticAdditionally, the interface
provides the functionality of highlighting the identifiedgnates and word compounds us-
ing color annotations.

The user is first shown the documents on the skyline of theaatee-comprehensibility

axes, but can also navigate to any other documents. The dmtwelected in Figure 5.10 is

Shtt p: // www. yout ube. coml wat ch?v=j H ZQOOLg4
p y ] g
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one of the many returned on the German gqu&shand Vulkan” (Island Volcano) referring
to the explosion of the Volcano in Island during the 1st geraof 2010.

Die |Vulkanaschewolke| aus Island “hat die M
des _ Fud 7 PEEl - Bundesllgakluhs FSV Malnz 0s
ZLUm Gastsplel beim HamEurger S am Samstag f 195 _I

il D Uhr )erschwert Wegen der Sperrung des

nicht | wie m nach Harnburg 'ﬁ}&g&{'r sundern

r'l‘llfss'can kurzfristig| auf | die Bahn umsteigen . Dies _]
teilte ﬁmasésﬁremw TDblas Speirwaisér auf ﬁ«nfrage
mit . Der Mainzer Teammanager psal] Schuster.hatte J

weg‘e’n der | zu |Brwartenden Probleme bereits| am |
DDnnerstag mrsorgllch Bahntlcketsw ﬁxuch das
Abschlusstramlng am Freitagvormittag ku:unnte hmrmal

Stattﬂnden ,“_E.J-EI ) dle Mmcﬁa‘ﬁ: GFE{: am Nachm|ttag |

mit der E.ahn nau:h Hamtlurg aufhrach Und die
P e T T e [
(¥ Cognates | | Compounds Cognate Easiness Stopward

Figure 5.11: Highlighting the identifiecbgnatesn Li ngoRank

Figure 5.11 shows the ability of LingoRank to indicate the poshensibility and cog-
nativity of individual words. In addition, the right side thfe panel summarizes the compre-
hensibility of the whole document via a histogram view. la figure, we have selected to
highlight the identifieccognates A stronger shade of red indicates higher cognativity with
respect to English. For example, words like ‘Probleme’ ftems) or ‘normal’, demon-
strate high cognativity scores, while others like ‘FusBlfadotball), are still cognates and
easily understandable but are depicted in a darker shadeldfecause they carry lower

cognativity scores.

5.8 Conclusion and Future Work

In this work we introduced aorting operator that ranks foreign documents according to
their perceived comprehensibility targeted to non-nagpeakers. We have successfully ap-

plied our methodology to the particularly challenging cas&erman language documents.
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The proposed method can be effectively applied in appbaoatsuch as: a) e-bookstores
and education, for providing personalized book/text rec@mdation according to the ap-

propriate language comprehensibility level, b) searchrengefinement, for proper ranking

of multilingual results. In addition, such technology cdsoabe used for decidingshen

to perform document translation [107], i.@nly when a retrieved document is deemed
extremely difficult to comprehend. Preliminary experingeate very encouraging, de-

mostrating the applicability of our approach. In the imnag¢eifuture, we plan to provide

an extended evaluation of our techniques for other Eurofaguages.
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Chapter 6

Finding a Team of Experts in Social

Networks

6.1 Introduction

The success of a project depends not only on the expertiskeope¢ople who are in-
volved, but also on how effectively they collaborate, comiate and work together as
a team. Assume, for example, an IT project manager who wartsiitd a team of en-
gineers skilled in the following area§’={algorithms, software engineering, distributed
systems, web programmihgAlso assume there are five candidates,b, c, d, &, with the
following backgrounds:X,={algorithms;, X,={web programming, X .={software engi-
neering, distributed systerhsX,={software engineeringand X.={software engineering,
distributed systems, web programmjngd he relationships among these candidates are rep-
resented by the social network shown in Figure 6.1, wherextstence of an edge between
two nodes inG indicates that the corresponding persons can collaboffatieely.

Without considering how effectively these people can dtamltate, the manager can
select eithett’ = {a,b,c} or X" = {a,e}, since both these teams have the required

skillset. However, the existence of grapgtmakest” = {a, b, ¢} a superior solution, since
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Figure 6.1: Network of connections between individual§dnb, c, d, e}.

the structure ot~ indicates that: ande cannot work together at all.

The existence of a social network between individuals isegewmmon in real scenar-
ios. In a company, the network may capture the hierarchigarozation of the employees.
In this case, the graph encodes the fact that people in the gamap or department can
communicate easier than people working in different donsi In a research community,
the network captures previous successful collaboratioreng scientists. Other examples
of social networks between professionals include Linkédimv. | i nkedi n. com), Xing
(Wwww. Xi ng. com) and others.

The problem: In this work, we study the problem of finding a group of indivads who
can function as a team to accomplish a specific task. We aghiatibere exists a pool of
candidatest = {1, ...,n}, where each candidatéhas a set of skills{;. We also assume
that these candidates are organized imeaghtedand undirectedsocial graphG (X, E).
The weights on the edges@fshould be interpreted as follows: a low-weight edge between
nodesi, j implies that candidatéandj can collaborate and/or communicate more easily
than candidates connected with a high-weight edge. Thegghtsecan be instantiated in
different ways in different application domains. For exdenpn a company, the weight
between two employees may correlate to the length of the fpath one employee to
another through the organizational chart. In a scientifseaech community, the weight
between two scientists is related to the total number ofipatibns they have coauthored.
Interpersonal relationships among individuals can alsodael to calculate the weights.

Given atask' that requires a set of skills, our goal is to find a set of indlalsX” C X,

such that every required skill ifiis exhibited by at least one individual &Y. Additionally,
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the members of teath” should define a subgraph @ with low communication cosiThe
communication cost measures how effectively the team meswa@ collaborate: the lower
the communication cost, the better the quality of the team.

Our contributions: To the best of our knowledge, we are the first to consider the
TEAM FORMATION problem in the presence of a social network of individuale ady
two instances of this problem, analyze them rigorously are$gnt algorithms for their
solution. Our experiments illustrate that our problem dedins, as well as our algorithms,
work well in practice and give useful and intuitive results.

Roadmap: The rest of this work is organized as follows: in Section 6&review the
related work on team formation and task allocation. In $&c8.4 we formally define the
TEAM FORMATION problem and identify the two variants that we are going tosader in
this work. In the same section, we also study their compartaticomplexity. In Section 6.5
we give algorithms for the different variants of th&AmM FORMATION problem and in
Section 6.6 we illustrate the usefulness of our methodotogs real collaboration dataset.

We conclude in Section 6.7.

6.2 Related work

There is a considerable amount of literature amWVi FORMATION in the operations re-
search (OR) community [108, 109, 110, 111]. A trend in this loi work is to formulate
the TEAM FORMATION problem as an integer linear program (ILP), and then focus on
finding an optimal match between people and the demandetidnatrequirements. The
problem is often solved using techniques such as simulatedading [108], branch-and-
cut [110] or genetic algorithms [111]. The main differeneavizeen the studies above and
our work is that we explicitly take into account the sociaghn structure of the individu-
als, in the process of team formation. In most of the previsosk, the organizational or

social bonds among individuals are ignored and the focumigeld on their skills. More-
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over, the problem formulations we provide, and the algarithapproaches we take, are
fundamentally different from those proposed in the OR ditere.

The necessity of effective collaboration among individual a team has been con-
sidered in the past. Fitzpatrick and Askin [112] use the KdBonative Index (KCI) to
measure individuals’ drive and temperament, which in teftects the quality of the team.
Chen and Lin [109] use the Myers-Briggs test to measure theidated’ personality and
evaluate their interpersonal relationships as team mesnBdéthough these approaches are
interesting from the anthropological/psychological paifview, they also ignore the exist-
ing graph structure among individuals. Therefore, theggagrhes should be considered
complementary to ours.

The network structure between individuals in a workforcelgmas been taken into
account by Gastoet al.[113]. The authors provide an experimental study of howeddéht
graph structures among the individuals affect the perfoceaf a team. Although related,
the work presented in [113] does not address the compugfwablem of finding a team
of experts in a given network. Some work has also been devotér construction of the
social network [114, 111], given a pool of skilled individsia

The dynamics of group-formation processes and their impathe formation of com-
munities in networks have been recently addressed in [11B¢ game-theoretic aspects
of the same problem have been studied in [116]. These stathssomplementary to ours

and mostly focus on providing useful insights about sodiatpsses.

6.3 Preliminaries

We assume a pool of candidates consisting @fidividuals, ¥ = {1, ..., n}. We also
assumed = {ay, ..., a,} to be a universe af skills. Each individuat is associated with
aset of skillsX; C A. If o; € X, we say that individual hasskill a;; otherwise individual

i does not have skilk;. We often use the set of skills an individual possesses & tef
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him. Also, we say that a subset of individua’s C X’ possesses skidl; if there exists at
least one individual irt” that hasa;.

A taskT is simply a subset of skills required to perform a job. ThatlisC A. If
a; € T we say that skilk; is requiredby task7. We can also define theoverof a set of
individuals X” with respect to tasi’, denoted byC (X’, T'), to be the set of skills that are
required byI" and for which there exists at least one individualtihthat has them. That
is,C (X',T) =T N (Uex X;). Given a skilla € A, we define itssupport se{or simply
suppor), denoted byS (a), to be the set of individuals i’ that has this skill. That is,
S(a)={i|i € X anda € X,}.

As we have already discussed, we assume that individualsrgamized in arundi-
rectedandweightedgraphG (X, E). Every node of corresponds to an individual ift';

E is the set of edges connecting the nodes. The edgésark weighted; edges of low
(high) weight represent low (high) communication cost kestw the nodes they connect.
Without loss of generality, we assume that the grépls connected; we can transform
every disconnected subgraph to a connected one, by simgiggédges with very high

weight between every pair of nodes that belong to differenihected components. Note
that this very high weight is a number higher than the sumigdatwise shortest paths in
G.

For every two nodes, i’ € X we define thggraph) distancefunction d(i, ') to be
the weight of the shortest path betweeand: in G. Note that this distance function
between the nodes is a metric and thus satisfies the triameggiality. For every pair of
nodes we also ugeath(i, ') to represent the set of nodes that are along the shortest path
from i to /. Apart from computing the distance between two node& jiwe will often
need the distance between a nede X and a set of node§” C X'. We define this to be
d (i, X") = minycx d (i,7"). In this case, we usiath(i, X”) to represent the set of nodes
that are along the shortest path frono the nodej = argmin, ., d(7, 7).

Finally, given graphz and X’ C X, we useG [X'] to denote the subgraph 6f that
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contains only the nodes .

6.4 Problems

In this section, we formally define theERM FORMATION problem that we address in this
work. Our problem definitions reflect our belief that effidieommunication among team

members is an important factor for the successful compiaifa task.

6.4.1 Problem Definition

Problem 8. [TEAM FORMATION] Given the set of: individualsX’ = {1,...,n}, a graph
G (X, FE), and task7’, find X’ C X, so thatC (X”,T) = T, and thecommunication cost

Cc (&) is minimized.

In order to stress the generality of th&€Av FORMATION problem, we have delib-
erately avoided defining the communication cost in the deimiof Problem 8. In this
work, we focus on two instantiations of the communicatiastdunction. We chose these

instantiations as we believe they are practical, simpleistudtive.

Diameter (R): Given graphG (X, E') and a set of individualst’” C X', we define the
diameter communication cosf A’, denoted by C-R ("), to be the diameter of
the subgrapldr [X”]. Recall that the diameter of a graph is the largest shorteist pa

between any two nodes in the graph.

Minimum Spanning Tree (MsST): Given graphz (X, F) andXx” C X we define the T
communication costf X', denoted by €-MsT(X”), to be the cost of theninimum
spanning tre@n the subgrapty [x”]. Recall that the cost of a spanning tree is simply

the sum of the weights of its edges.

We call the TEAM FORMATION problem with communication function €©R, the

118



DIAMETER-TF problem. Similarly, we refer to theBAM FORMATION problem with com-

munication function €-MsT as the MsT-TF problem.
Proposition 2. TheDIAMETER-TF problem is NP-complete.

Proof. We prove the proposition by a reduction from theuMIPLE-CHOICE COVER
(Mcc) problem [117]. An instance of the &t problem consists of a universé =
{1,...,N} of N elements, &V x N symmetric real matrixD with non-negative entries,
and aS = {51,..., Sk} such that eacls; C V. Given constanf, the decision version
of the Mcc problem asks whether there exi$ts C V' such that for every € {1,... k},
V"N S;| > 0 andmax, yyevr v D(u,v) < K.

We transform an instance of thedw problem to an instance of theIEMETER-TF
problem as follows: for every sef; in the Mcc problem we create a skill;. The task
T to be performed requires all thieskills. Thatis,T = {a4,...,a;}. For every element
v € V of the Mccinstance, we create an individualwith skills X, = {a; | v € S;}. Two
individualsi, and:/ are connected in the graghby an undirected edge with weight equal
to D (v,v’). Given this mapping it is easy to show that there exists atisolto the Mcc
problem with cost at mosk™ if and only if there exists a solution to thelAMETER-TF

problem with G-R cost at mosK'. The problem is trivially in NP. O

Note that the above reduction does not assume anything ateutistance function
between the nodes . However, from [117], we know that the & problem is NP-hard
even when the distance matrX corresponds to a metric. Therefore, theARETER-TF
problem is NP-hard when the distance functibpetween the individuals i6v is a metric.
Observe that the above reductiorajgproximation preservingTherefore, the approxima-
tion properties of the Mc problem described in [117] carry over to theAMETER-TF
problem as well.

For the MsT-TF problem, we have the following hardness result:

Proposition 3. TheMsT-TF problem is NP-complete.
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Proof. We prove the proposition by a reduction from the@®@upr STEINER TREE (GST)
problem [118]. An instance of the <3 problem consists of an undirected graghV, £),
cost functionc : £ — R andk subsets of vertices (called group§), ..., gx} with
g CVyiie{l,... k}.

Given constant, the decision version of the <3 problem asks whether there exists a
subtreel’ (V' E') of G (V, E) (i.e.,V' C VandE’' C E) such thatV’ n ¢;| > 0 for every
ic{l,....,k}andcost_ . c(e) < K.

We transform an instance of thes@problem to an instance of the $4-TF problem
as follows: for every group; in the GsT problem we create a skitl,. The taskl’ to be
performed requires all theskills. Thatis, T’ = {as, ..., ax}. For every node € V of the
GsT problem we create an individual with skills X, = {a; | v € ¢;}. The graphG’ of the
MsST-TF problem is identical to the grapt of the GST problem, where the cost function
c determines the weights of the edges in the ™ F instance of the problem. Given this
mapping it is easy to show that there exists a tree solutidinet@s T problem with cost at
mostC' if and only if there exists a solution to the#TF problem with G-M ST cost at

mostC'. The problem is trivially in NP. ]

As before, note that the proofs above do not assume anytbimgt éhe distance func-
tion between individuals it7. However, since the &r problem remains NP-hard even
when the graph edge weights satisfy the triangle inequadydoes the MT-TF. As in
the case of the D\METER-TF problem, the above reduction is approximation preserving.
Therefore, the approximation properties of thet@roblem ([119] and references therein)

carry over to the MT-TF problem as well.

6.4.2 Discussion

In the definition of the EAM FORMATION problem and its specializations, we focused

on minimizing the communication cost among team memberkerQtotions of the “ef-
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fectiveness” of a team can lead to different optimizationctions. For example, if the
communication cost was not a concern, we could define as @tgéind X’ C X, such
thatC (X', T) = T and|X”’| is minimized. Such a problem definition ignores the existenc
of the underlying graplt7 (X, E'), and is actually an instance of the classETSCOVER
problem, which can be solved by the stand@re&edy Cover algorithm. Details are pre-
sented in Sections 6.5.2 and 6.6.

Optimizing both the cardinality of the team and the commation cost between its
members would require the minimization of a function of thenf o - |X7| + (1 — «) -
Cc (X', G), wherea € [0,1]. Fora = 1 the problem seeks for teams with the minimum
cardinality. Fora = 0 this problem is the EAM FORMATION problem. However, for
values ofa in (0, 1) it is not clear that optimizing this alternative function kea sense;
this is mostly because the two terms in the sum are in diffeseales and there is no
knowledge on how these scales relate.

Alternatively, these two objectives (team size and comiation cost) could be taken
into account simultaneously by defining the problem as abjpative optimization prob-
lem. In such cases the goal is to fiRdreto-optimal solution§l20]. Note that a solution
is called Pareto-optimal if there does not exist anotheutgni that is better in both ob-
jectives. For many problems, the set of Pareto-optimaltEols is exponential to the size
of the input and thus cannot be found in polynomial time. ailthh we do not study this
bi-objective version of the problem in this work, we notetthasolution withminimum
communication cosmplicitly requires a small team, since larger teams tyfya@sult in
higher communication costs.

In our setting, we assume that individuals either have &akiiot; we do not allow for
a scaling of the nodes’ abilities. Similarly for the tasks assume that a task requires a
certain set of skills, without considering the special imiance that different skills might
have for the completion of the task. Therefore, a straighthod generalization of the

TEAM FORMATION problem would be itgradedvariant. In such a variant, the degree of
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skillfulness of individuals and the extent to which a skslirequired for the completion of
a task can be modelled by means of an integer weight in soreevaite.g.{0,1,...,d}.

In this case, the task specification explicitly states fogrgwequired skilla; € T the
minimum level requiremend;. Similarly, for every individual with skill a;, the level

of her competence with respectdg is specified. Then, all individuals with competence
level higher or equal to the minimum required level are céoabcontributing in covering
this skill for the given task. Conceptually, we assume thaindividual has a skill, only

if his respective competence level is equal or higher to dguired level. In this way,
this “graded” version of the problem becomes identical ®hhasic version of the Bam

FORMATION problem, studied in this work.

6.5 Algorithms

In this section, we present algorithms for theAmETER-TF and MST-TF problems. Our
algorithmic solutions exploit the relationship of thesefvoblems with the Mcand GsT

problems, respectively.

6.5.1 Algorithms for the DIAMETER-TF problem

Algorithm 2 shows the pseudocode of tRar est Fi r st algorithm for the DAMETER-

TF problem. The algorithm is a variation of tihdultichoicealgorithm presented in [117].
First, for every skilla required by the task’, we computeS(a), the support ofi. Then, the
algorithm picks the skilliae € T" with the lowest-cardinality suppof (arare). NOte that

at least one individual from the sét(ar,e) Needs to be included in the solution. Among
all candidates from the sét(arare), the algorithm picks the one that leads to the smallest
diameter subgraph, when connected to its closest individuall other support groups

S (a) (a € T anda # arare)-

Recall that in line 6 of Algorithm 24(¢, S (a) ) is simplymin; eg(q) d(i, 7). Also recall
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Algorithm 2 TheRar est Fi r st algorithm for the DAMETER-TF problem.
Input: GraphG (X, E); individuals’ skill vectors{ X}, ..., X,,} and taskl".
Output: Teamx” C X and subgrapldr [X”].
for everya € T do

S(a)={i|a€ X;}
(rare $— arg Minger ‘S<a)’
for everyi € S (arare) dO

for a € T anda # arare dO

Ria — d(Z, S (G,))

R; + max, R;,
1* <— argmin R;
: X =q¢*U{Path(i*, S (a)) |a € T}

© O N R ® MR

that Path(i*, S (a)) in line 9 is the set of nodes in the graph that are along thetestor
path fromi* to ¢/, whered’ is such that’ € S(a) andd(i*, S (a) ) = d(i*,i'). We assume
that all pairs shortest path have been pre-computed, and&hbash tables for storing the
attributes of every individual and a different set of hablga for storing the individuals
that posses a specific attribute. Then, the running timeedR#éin est Fi r st algorithm is
O (|S (arare)| x n). Aworst-case analysis suggests ttfataare)| = O (n). Thus the worst-
case running time of thear est Fi r st is O (n?). However, in practice, the running time
of the algorithm is much less that this worst-case analygigssts.

Since the employed distance functidms a metric, we can state the following for the

approximation factor of th®ar est Fi r st algorithm:

Proposition 4. For any graph-distance functioéthat satisfies the triangle inequality, the
Cc-R cost of the solutiot”, given byRar est Fi r st for a given task, is at most twice

the Cc-R cost of the optimal solutioA™. That is,Cc-R (X)) < 2- Cc-R (X™).

Proof. The analysis we present here is similar to the analysis dffinéchoicealgorithm
presented in [117]. First, consider the solutishoutput by theRar est Fi r st algorithm,
and letaae € T be the skill possessed by the least number of individuals.iAlso, let:*

be the individual picked from sét(aqre) to be included in the solutioA”. Now consider

two other skillsa # o’ # arare and individuals, i/ € X7 such that € S(a),7 ¢ S(a’) and
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i' € S(d'),7 ¢ S(a). If 7,7 are part of the team reported by tRar est Fi r st algorithm,
it means that = arg mincg(,) d (7*, j) ands’ = arg min;eg(q) d (¢, j). Due to the way the

algorithm operates, we can lowerbound the-R cost of the optimal solution as follows:

CC-R(X*) > d(i*,4) and G-R (X*) > d (i*,7) . (6.1)

Since we have assumed that the distance funetatisfies the triangle inequality we also
have thatl (i,7') < d (i*,i)+d (i*,4"). By applying the bounds given in (6.1) in the triangle

inequality, we get the proposed approximation factor.

d(i,7) < d(i)+d (i)
< Cc-R(X*) + Cc-R(X™)

= 2-Cc-R(X7).

6.5.2 Algorithms for the MsT-TF problem

In this section we describe two algorithms for solving the MI'F problem: theCover St ei ner
andEnhancedSt ei ner algorithms. Both algorithms are motivated by the resemiglanc

of MST-TF to Steiner tree problems.

The Cover St ei ner algorithm

Algorithm 3 TheCover St ei ner algorithm for the MsT-TF problem.
Input: GraphG (X, E); individuals’ skill vectors{ X}, ..., X,,} and taskl".
Output: TeamX” C X and subgrapld [X”].
1: Xy «+G eedyCover (X,T)
2: X' <SteinerTree(G, &)

The first heuristic we present for thedwt TF problem proceeds in two steps. In the first
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step, the social network is ignored and the algorithm foswsefinding a set of individuals
Xp € X such thatU;cx, X; 2 T'. In the second step, the algorithm finds the minimum
cost tree that spans all the nodestif and possibly other nodes iti \ A}. In that way, a
set of nodest”’ such thatt, C X’ C X is reported. We call this two-step algorithm the
Cover St ei ner algorithm.

The pseudocode of this algorithm is given in Algorithm 3. Tgual of the first step
is to solve an instance of the classie1SCOVER problem: the universe of elements to be
covered are the requirements of taskand each individual it is a subset of the universe.
To solve this, we use the stand&adeedy Cover algorithm for the &1 COVER problem.
The G eedyCover algorithm is an iterative greedy procedure, adding at eteghtghe
individual X; that possesses the most yet uncovered required skills ior details on this
algorithm see [121].

In its second step, thEover St ei ner algorithm solves an instance of theg SNER
TREE problem on grapltz. Recall that in the standardrSINER TREE problem, we are
given an undirected graph with non-negative edge costsvé@tiees of this graph are par-
titioned into two sets: theequiredand theSteinervertices. The $SEINER TREE problem
then asks for the minimum-cost tree in the input graph thataios all required vertices
and any subset of the Steiner vertices. In our case, the seid#sX| reported by the
G eedyCover algorithm corresponds to the set of required vertices,avthié vertices in
X\ A, represent the Steiner vertices. Given gréaph¥’, F), the goal of line 2 of Algo-
rithm 3 is to find the solutiot” that minimizes €-MsT(AX”), under the constraint that
X' D AX,.

There exist many algorithms for solving the classifESNER TREE problem. The pseu-
docode of the algorithm we use for our experiments is givehlgorithm 4. We call this
algorithm theSt ei ner Tree. The algorithm is due to [122], and is in fact a greedy
heuristic for the $SEINER TREE. The algorithm incrementally adds to the current solution

X' nodes from the required s&}. At every step, a single node frofy is added; this is the
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Algorithm 4 The St ei ner Tr ee algorithm.
Input: GraphG (X, E); required nodest, and Steiner node%’ \ Aj.
Output: Teama, C X’ C X and subgrapld: [X”].
1. X' < v, wherev is a random node fror},.
2: while (X, \ X’) # () do
Uk <= argmin, e v\ v d (u, X')
if Path(v*, X”) # () then
X'+ X' U {Path(v*, X")}
else
Return Failure

S A

nodev* that has the minimum distance to the set of notféalready added to the solution
(line 3). If such node exists* along with all the nodes in the shortest path from it{to
are added to the solution set. Otherwise, failure is redorte

The running time of th&€over St ei ner algorithm is the summation of the running
times of G eedyCover andSt ei ner Tree. The time required for the execution of
the G eedyCover algorithm isO (|T'| x |X]|) or O (mn). The time required for the ex-
ecution ofSt ei ner Tr ee shown in Algorithm 4 isO (|Ay| x |E]). Thus, in the worst
case, the running time &@over St ei ner is O (n?) (this is becaus¢X,;| = O (n) and
|E| = O (n?)). However, in practice the cardinalities of séfsand £ are much less than
their worst-case upper bounds.

The main disadvantage of tlf@ver St ei ner algorithm is that, in the first step, it
completely ignores the underlying graph structure. This lead to teams with a high
communication cost, or may even lead to failure, even incadgere a solution to the

MsST-TF problem actually exists.

The EnhancedSt ei ner algorithm

The inadequacies of tli@ver St ei ner algorithm can be alleviated by timhancedSt ei ner
algorithm that we describe in this section.
TheEnhancedSt ei ner algorithm starts by first enhancing gra@hwith additional

nodes and edges to form teehanced grapli/. Then,St ei ner Tr ee is evoked to solve
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the STEINER TREE problem on the enhanced graph(for similar applications of Steiner
tree algorithms see [123]). The pseudocode that corresptmthese two steps of the

EnhancedSt ei ner algorithm is shown in Algorithm 5.

Algorithm 5 TheEnhancedSt ei ner algorithm for the MsT-TF problem.
Input: GraphG (X, E); individuals’ skill vectors{ X}, ..., X,,} and taskl".
Output: TeamXx” C X and subgrapldr [X”].

1: H +EnhanceG aph(G,T)
2: Xy +SteinerTree(H, {Y,...,Y:})
3 X — Xy \{Yi,.... Y}

Let the task to be performed requikeskills, i.e., T = {a4,...,ar}. The routine
Enhance (line 1 of Algorithm 5) makes a linear pass over the grépand enhances it as
follows: an additional nod¥ is created for every skilt; € 7. Each such new vertex; is
connected to a nodec X if and only ifa; € X;. The distance between notfeand nodes
i € S(a;) are setto be(Y},i) = D whereD is a large real number, larger than the sum of
all the pairwise distances of the nodes in the graptFinally, every node € X that has
abilities X; is replaced by a cliqué’; of size|X;|. Each node in the cliqu€; should be
considered as a copy of individuathat has only a single distinct skill from the sét. The
distance between every two nodes in the cligiiés set to zero. Each node in the clique
C; maintains all the existing connections of nade the rest of the graph — including the
connections to nodeg, . .., Y; }.

The set of nodegt’y that participate in the Steiner tree of the enhanced grapre
found by calling theSt ei ner Tr ee algorithm with required nodeg,, ..., Y. In a final
step, the algorithm removes from s¥}; the artificially added nodes, . . ., Y; (and their
incident edges) to obtain the final solutidfi.

The following claim can be made with respect to this alganiti_et X'}, be the set of
nodes in theptimal Steiner tre@f the enhanced grapt, andX™* be the optimal team for
the MsT-TF problem. Then, we have thatdeMsT(X*) = Cc-Mst(X}; \ {Y1, ..., Yi}).

Thatis, if we remove nodes,, . . ., Y, (and their incident edges) from the optimal solution
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of the Steiner tree problem on the enhanced grdplthen the remaining nodes form the
optimal solution to the MT-TF problem.

Observe that the replacement of every individualith a clique C; of size | X;| is
only conceptual. In practice, the implementation of theoatgm does not require this.
Therefore, the enhanced graph contains onlyk more nodes than the input gragh
namely the noded%7,...,Y,. Therefore, following the analysis of tHe&t ei ner Tr ee
done in the previous section, we have that the running tinte@EnhancedSt ei ner
algorithm isO (k x |E|).

The EnhancedSt ei ner algorithm is motivated by the obvious similarity between
the MST-TF problem and the @ouP STEINER TREE (GST) problem; the connection was
already highlighted in the proof of Proposition 3. In gehearestead of the&enhancedSt ei ner
algorithm, any other (approximation) algorithm for thestGproblem can also be used to
solve the MsT-TF problem. We have picked tiienhancedSt ei ner algorithm because
it is simple, intuitive and works well in practice. The begpeoximation ratio achieved
by an algorithm isD(log® n log k) [124]. For a review of some recent approximation algo-

rithms for the GT problem see [119, 123, 124] and references therein.

6.6 Experimental evaluation

In this section we evaluate the proposed algorithms for theM FORMATION problem
using the scientific-collaboration graph extracted froe EBBLP bibliography server. We
show that our algorithms for both thelAMETER-TF and MsT-TF problems give high-
guality results in terms of theommunication costhe cardinality of the teamandthe
connectivity of the teamExamples of teams reported by our methods illustrate tee-ef

tiveness of our framework in real scenarios.
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6.6.1 Other algorithms

In addition to the algorithms we described in Section 6.5 ag® experiment with some
straightforward greedy heuristics, that would be natultalaatives for solving the #Am
FORMATION problem. The rationale of these algorithms is to form a satuiteratively.
At roundt, teamA; is formed by adding to the teafti_; a nodei € X'\ A;_;. The node

is selected so that it maximizes the ratio

, |C (X1 UPath(X,_,i'),T) — C(X,-1,T)]
1 = argmax - .
PEX\ Xy 1 CC(Xt,l U Path(X;_1,7) )

That is, the nodé that achieves the best ratio of newly covered skill§"idivided by the
corresponding communication cost is picked. We refer tovéir@tion of the greedy algo-
rithm that uses the &R (resp. @€-MsST) communication-cost function, & eedyDi anet er

(resp.Gr eedy VST).

6.6.2 The DBLP dataset

We use a snapshot of the DBLP data taken on April 12, 2006 téecegldenchmark dataset
for our experiments. We only keep entries of the snapshottiraespond to papers pub-
lished in the areas dbatabase(DB), Data mining(DM), Atrtificial intelligence(Al) and
Theory(T) conferences. For each paper, we have information al®aithors (names),
title, the forum where it was published and the year of paticn. We end up with a
total of 19 venues categorized as follows: DB{sSIGMOD, VLDB, ICDE, ICDT, EDBT,
poDs}, DM = {www, KDD, SDM, PKDD, ICDM}, Al = {ICML, ECML, COLT, UAI} and
T = {SODA, FOCs STOC, STACS}. We refer to the set of selected papers asDB&P
dataset.

We now proceed to generate the input to tteali FORMATION Problem as follows.
The set of skilled individualstyp, consists of the set of authors that have at least three

papers in theDBLP dataset. The skillseX; of each such author consists of the set
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of terms that appear iat least two titlesof papers inrDBLP that he has co-authored. The
above procedure creates a&gtmorsconsisting of 5508 individuals and 1792 distinct skills.
Two authors, i are connected in the graghyn, (Xanip, £) if they appear as co-authors in
at least two papers DBLP. This threshold leads to a graphg, that has 5588 total edges.
The weight of an edge connecting nodes is w(i,i') = 1 — % P; (resp.,Py) is the

set of papers authored byresp.,i’). In other words, the weights on the edges represent
pairwise Jaccard distances between all pairs of connectéelsn We compute the graph

distance between two nodes in grapl, using the shortest path distance as we described

in Section 6.3.

6.6.3 Performance Evaluation

14 T T r
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(a) Cc-R cost (b) Cc-MsT cost

Figure 6.2: Average communication cost of the teams produced by eaAMTFORMATION
algorithm for tasksT'(¢,1) with ¢ € {2,4,...,20}. Figure 6.2(a): Average €R cost of
Rar est Fi r st and G- eedyDi anet er algorithms. Figure 6.2(b): AveragedeMsST cost of
EnhancedSt ei ner, Cover St ei ner andGr eedy MST algorithms.

This section evaluates theeEAM FORMATION algorithms on theommunication cost
thecardinality of the teanand theconnectivity of the team
Task generation: Every generated task is characterized by two parameters:.—lthe
number of required skills in the task; and£3 the diversity of the required skills in terms

of their corresponding areas. We UBé€, s) to refer to a task generated for a specific
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Figure 6.3: Figure 6.3(a): Average cardinality of the teams reportedRay est Fi r st ,
EnhancedSt ei ner, Cover St ei ner, G eedyDi anet er, G eedyMST, Gr eedyCover.
Figure 6.3(b): Number of reported teams that define a subgraph withndiscted components.
The count is taken over 100 independent tasks generated forEyery) wheret € {2,4,...,20}.

configuration of these parameters.

Specifically, a task’(¢, s) is generated as follows: first, we select a subset of the re-
search areaS C { DB, DM, Al ,T } with |S| = s. Then, we randomly pickrequired skills
from the terms appearing in papers published in conferenelesging to these areas. For
the results we report in this section we use {2,4,...,20} ands = 1. For every(s,t)
configuration we generate 100 random tasks for this configurand report the average
results obtained by the different methods. Experiments fer2, 3, 4 exhibit similar trends
as those fos = 1 and thus are not presented due to space constraints.

Communication cost: Figure 6.2(a) shows the average-R costs of the solutions achieved
by Rar est Fi r st andG eedyDi anet er ontasksl'(¢,1) witht € {2,4,...,20}. Fig-
ure 6.2(b) shows the average®1sT costs of th&enhancedSt ei ner, Cover St ei ner
andG eedyMST algorithms on the same set of tasks. Note that the averagécislated
for the solutionst” that result in a connected graphX”]. If, for a specific task, the solu-
tion produced by a specific algorithm does not lead to a cdedegraph, we simply ignore
it.

It can be observed that, in terms of the diameter dRatest Fi r st significantly out-

performsG eedyDi anet er . Similarly, in terms of the MST cosEnhancedSt ei ner
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generally gives better results th@over St ei ner andG eedyMST. The conclusion is
that our proposed algorithms can form teams that are ablectinaplish a given task with
low communication efforts.

Cardinality of the team: Since the size of the team often has a positive correlatidm wi
the expenses of a project, we evaluate the cardinality ofethies formed by everyEAm
FORMATION algorithm. The results in Figure 6.3(a) show that Ree est Fi r st algo-
rithm tends to report relatively large teams, especiallyidoge values of. On the other
hand, theEnhancedSt ei ner algorithm generally finds teams of small size. This can
be explained by the fact that tiar est Fi r st algorithm aims to minimize the diameter
of the graph, which is less likely to be affected by the intrciibn of new nodes. On the
other hand, th&nhancedSt ei ner algorithm tries to minimize the BT cost, which is
always increased when a new node is added to the team.

For comparison purposes, we also include the cardinalitthefteams reported by
the G eedyCover algorithm. Recall thaG eedyCover ignores the existence of the
graph and only reports a set of individuals who can perforentéisk by simply looking at
their skillsets. Therefore, the cardinality of this sodutis a lower bound on the cardinal-
ity of the solutions produced by all the five aforementionkgbathms. However, since
G eedyCover ignores the graph structure, it often forms teams of memibatscannot
communicate. That is, the subgraph of the original grapmddfby the members of such
teams is not connected. The following experiment illussdhe validity of this claim.
Connectivity of the team: Given a taskl', it might be the case that there does not exist
a teamX” such that the members d&f’ simultaneously have all the skills required By
and also define a connected subgraph. Further, even if sanadxists, it might be the
case that some algorithms fail to find it. In this experimeve,evaluate the effectiveness
of the different algorithms in finding teams that corresptmdonnected subgraphs of the
original graph. Recall that connected subgraphs have signify lower communication

costs (both €-R and G:-MsT) than disconnected ones.
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Figure 6.3(b) shows, for every algorithm and everg {24, ...,20}, the number
of times a team formed by an algorithm defines a disconneatkedraph. The count is
taken over the 100 independent tasks generated for &ugryi). We can observe that
Rar est Fi rst, G eedyDi anet er, EnhancedSt ei ner andG eedyMST produce
approximately the same number of disconnected teams. Weatore that the tasks for
which these algorithms fail to report a connected subgraphrafact those that have no
connected team as a solution. On the other h@oder St ei ner andG eedyCover
often fail to find a connected team, even in cases where sueana actually exists. The
results indicate that, althougl eedy Cover produces teams of small size, the members

of this team cannot communicate efficiently.

6.6.4 Qualitative evidence

The goal of this experiment is to show that our problem deding and their correspond-
ing algorithms produce reasonable and intuitive resultgractical settings. As input to
our problem, we again consider the individual authorsip, and the corresponding co-
authorship grapld-q,p, that we described in Section 6.6.2. We test our framework®n
distinct tasks. The required skills for each task are defmethe words appearing in the
title of an already published paper. The papers were chasemthe “Most Cited Com-
puter Science Articles” list, maintained by CiteSeerd{ {eseer x. i st. psu. edu/
stats/articl es). We thus form 10 tasks by selecting the top-10 cited papers the
list, which were also published in one of the 19 conferenocssied by théBLP Dataset.
Table 6.1 shows the titles of the these papers.

Table 6.2 shows the ten teams of authors obtained bRdhest Fi r st and
EnhancedSt ei ner algorithms. The set of original authors for every paper $o ak-
ported. The names highlighted in bold in the last two coluwirtbe table indicate authors
that have been selected because they covered some redkilfed the input task. The

names appearing not in bold correspond to authors that weliedied in the team as medi-
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ators, i.e., communication nodes that ensure the conitgativthe graph.

Table 6.1:Titles of the top-10 most cited papers from tBBLP dataset according to CiteSeerX
citation counting. The keywords appearing in the tiles define the requidsiafkl O distinct tasks.

Rank Paper title

1

10

The anatomy of a large-scale

hypertextual Web search engine

Fast algorithms for mining

association rules

Mining association rules between

sets of items in large databases

Text categorization with support vector machines:
Learning with many relevant features

Conditional random fields: Probabilistic models
for segmenting and labeling sequence data
Mining frequent patterns without

candidate generation

A survey of approaches to automatic

schema matching

Automatic subspace clustering of high dimensional
data for data mining applications

Models and issues in data stream systems
NiagaraCQ: A Scalable Continuous Query
System for Internet Databases

We can observe that for papers 3, 6, anB&, est Fi r st finds a single-node solution,
whereagEnhancedsSt ei ner failsto do so. Thisis due to the fact tHathancedSt ei ner
starts with a random node froAi, so it may be the case that none of the nodes in the final
team possesses all the required skills. On the other lRardgst Fi r st examines every
node who has the skill with the lowest-cardinality suppdiia node of them happens to
have all other required skills, the process simply repdras hode and terminates.

In general, both algorithms produce teams of reasonabde ste that not too many
mediator nodes (nodes without skill contribution) areadtrced. In many cases, the actual
authors of a paper were included in the formed team. Thisasamable, since the real
teams are more likely to combine skill coverage with a low pmmication cost. This

attests not only to the effectiveness of the algorithmsalsd to the validity of the problem
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definitions.

6.7 Conclusions

In this work, we addressed the problem of forming a team dlegkindividuals to perform

a given task, while minimizing the communication cost amtrgmembers of the team.
We explored two alternative formulations for the commutaacost, which we believe
are practical and intuitive. We proved that theAM FORMATION problem is NP-Hard

for both formulations and proposed appropriate approxonatlgorithms. In a thorough
experimental evaluation, we evaluated the performancaipftyorithms, and compared
them against reasonable baseline approaches. We condcliithesl qualitative evaluation,

reporting the teams formed by our algorithms on a set of eeskist
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Table 6.2: Authors of the top-10 most cited papers from BLP datasetcolumn 1 paper ranking in the top-10 liscolumn 2: the actual
authors of the papersplumn 3: authors suggested by tiRar est Fi r st algorithm;column 4: authors suggested by timhancedSt ei ner

algorithm

Rank Actual authors

Rar est Fi r st result

EnhancedSt ei ner result

1 S. Brin, L. Page

2 R. Agrawal, R. Srikant
R. Agrawal, T. Imielinski, A. N. Swami
4 T. Joachims

w

5 J. Lafferty, F. Pereira, A. McCallum
J. Han, J. Pei, Y. Yin
7 E. Rahm, P. A. Bernstein

(o2}

Paolo Ferragina, Patrick Valduriez, H. V.
Jagadish, Alon Y. Levy, Daniela Florescu
Divesh Srivastava, S. Muthukrishnan

R. Agrawal

Philip S. Yu

Wei-Ying Ma, Gui-Rong Xue, H. Liu, J.
Han, H. Lu, Z. Chen, Q.Yang, H. Cheng
A. McCallum

F. Bonchi

C. Bettini, R. Agrawal, Kevin Chen-
Chuan Chang T. Imielinski, H. Garcia-
Molina, D. Barbara, S. Jajodia

8 R. Agrawal, J. Gehrke, D. Gunopulos, PD. Gunopulos, R. Agrawal

Raghavan

9 B. Babcock, S. Babu, M. Datar, R. MotwaniM. T. Ozsu

J. Widom
10 J. Chen, D. J. DeWitt, F. Tian, Y. Wang

Donald Kossmann, David J. DeWitt,
Michael J. Franklin, Michael J. Carey

P. Ferragina ,J. Han, H. V. Jagadish, Kevin
Chen-Chuan Chang, A. Gulli, S. Muthukr-
ishnan, Laks V. S. Lakshmanan

Philip S. Yu

Wei Wang, Philip S. Yu

J. Han, H. Lu, Wei-Ying Ma, Z. Chen, H.

Liu, Gui-Rong Xue, Q. Yang

A. McCallum

A. Gionis, H. Mannila, R. Motwani

C. Bettini, P. A. Bernstein, H. Garcia-
Molina, S. Jajodia, D. Maier, D. Barbara

R. Agrawal, D. Gunopulos
H. V. Jagadish, D. Srivastava

M. J. Carey, M. J. Franklin, D. Kossmann,
D. J. DeWitt




Chapter 7

Finding Effectors in Social Networks

7.1 Introduction

Consider the directed network shown in Figure 7.1, whereldmekimodes aractiveand the
white nodes ar@énactive The activation state of the network is described byetivation
vector, a. In the example of Figure 7.h(z) = a(y;) = 1 for0 < i < 2 anda(z;) =0
for 1 < < ¢. Assume a simple probabilistic information-propagationdel such that
every nodev that becomes active activates a neighbatia a directed link'v — z); this
activation succeeds with probability equal to the weigtthefdirected linKv — x). Given

a budget:, our goal is to find a set df active nodes, such that, had the propagation started
from them, it would have caused an activation state simidhé one described hy. We
call these nodesffectors and the corresponding optimization problem thEFFECTORS
problem. Effectors need not be the nodes that first became atttring the information-
propagation process; therefore, complete knowledge dfrtiestamps associated with the
activation of every node would not necessarily help in idgimg the effectors. Further,
effectors need not be centrally-located in the network.yTdre simply the nodes that best

explain the observed activation vector.

1In biochemistry, an effector is a substance that increasdeaeases the activity of an enzyme.
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Figure 7.1:A network with active (black) and inactive (white) nodes. Edge weighisasent the
probability of an active node activating its neighbars; (0, 1).

In our example, assume that= 2, 0 < ¢ < 1 and let the set of effectors b€ =
{z,y1}. For this setX and the given propagation model, taepectedinal state of the
propagation process assigns to every nodeprobability of being activer (X, v). In this
examplea(X,z) = a(X,y1) =1, a(X,z;) = (1 —¢)forl1 <i < /¢, a(X,y) = 0and
a(X,y2) = 0. We define the cost of solutiok to beC(X) = 3" ., |a(v) — a(X,v)| =
(1 — €)¢ + 2. On the other hand, solutioki’ = {y, y;} would have cosC(X') = 1 + ¢
and it would be the optimal solution for evenye (0, 1).

In social networksthe identification of effectors can improve our understagaf the
dynamics of information propagation. Effectors can berprieted as key nodes that deter-
mine whether a novel concept dies out quickly or propagatesyter a significant portion
of the network. Inepidemiological studieghe effectors are the key individuals (or coun-
tries) that cause a particular diffusion pattern. The discp of effectors can be leveraged
in the design of vaccination strategies and quarantineigsli Incomputer networkghe
effectors are computers in the network that affect the sppadtern of a computer virus.
Again, effector discovery can facilitate inoculation ségies: rather than blindly investing
on security software for protecting large parts of the nekwsystem administrators can

only focus on securing the effector nodes.

Our contribution: In this work, we first introduce the-EFFECTORSproblem and explore

its connections to other existing problems in the literatWe prove that, in a general set-
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ting, thek-EFFECTORSproblem is not only NP-hard to solve optimally, but also Né&teh
to approximate. We also show that, in trees,tREFFECTORSproblem can be solved op-
timally in polynomial time by using an efficient dynamic-gramming algorithm. We also
explore the performance of other computationally-effitheuristics. Although our worst-
case analysis shows that these heuristics are clearly sotabpour experimental evalua-
tion reveals that, in certain settings, they can perfornsgeably well. Finally, we exper-
imentally validate our methods on the co-authorship gragfindd by theDBLP dataset.
More specifically, we use theBLP co-authorship graph to find effectors of topics that ap-
pear in computer-science papers. We present qualitatidemse to show that the effectors
identified by our methods convey meaningful informationwtiibe data.

We believe that the notion of effectors can improve our ust@eding of diffusion pro-
cesses in networks. Although we focus our attention on tlee @b effectors in social
networks, our framework can be applied to a variety of nekvaata — including computer

and biological networks — and give useful insights to the@etalysts.

Our approach: Our approach for solving the-EFFECTORSproblem on tree networks
consists of an optimal dynamic-programming algorithm. general graphs, we proceed
in two steps: first, for a given network and activation vecteg construct thenost prob-
able treeT, that spans all the active nodes in the network. Then, we huseptimal
dynamic-programming algorithm to identify the optimalezffors on7. We believe that
the extraction of the most probable tree from the input giaphteresting in its own right,

since this tree models the backbone of information propagat the network.

Roadmap: The rest of the work is organized as follows: in Section 7.2swerey the re-
lated work and in Section 7.3 we give the necessary notatidrdascribe the information-
propagation model. The problem definition and the complesasults are presented in
Section 7.4. In Section 7.5 we describe the optimal polyabitinine algorithm for trees
and in Section 7.6 we present our algorithm for extractirg rtiost probable tree from

any given input graph. In Section 7.7 we provide a thoroudlotexperiments on on a
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co-authorship graph and we conclude in Section 7.8.

7.2 Related work

To the best of our knowledge, we are the first to formally deding study thé-EFFECTORS
problem. Although the exact combinatorial definition ofeetiors does not exist in the lit-
erature, there has been a lot of work on problems relatecetméntification ofinfluential
nodes or trends in social or other networks. As expectefigrdiiit definitions of influential
nodes lead to different computational challenges. We suimmaome of this work here.

In the blogosphere, there is significant research in theifisation of influential blogs [125]
and bloggers [126, 127]. Similarly, for marketing survetye problem of identifying the
set of early buyers has been addressed [128]. However, gbetamic settings are very
different from ours. For example, Gruhl et. al. [125] studformation diffusion of var-
ious topics in the blogoshere. The focus is on studying h@walpics propagate or how
“sticky” the topics are. In our setting, we do not touch upbe tssue of durability of the
trends; once a node becomes active, it remains active. &r sthdies, the focus is on the
identification of influential bloggers [126, 127]. In thes®&ses, the authors define a metric
that determines the influence potential of a blogger. Thadas on developing efficient
algorithms for computing the top-influential nodes. In contrast, we evaluate groups of
effectors and how they collectively affect the network.

Further, the aforementioned papers do not explicitly take account the information-
propagation model. Information-propagation models ha@ntconsidered in the context
of influence maximization [129, 130, 131]. The focus of theseks is on identifying the
set of nodes in the network that need to be targeted (e.gtafgeted advertisement), so
that the propagation of a product or an idea spreads as mysamle. In influence max-
imization, the goal is to identify the nodes that will cause most propagation effect in the

network. In our case, the goal is to identify the nodes thétebexplain a particular eb-
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served activation pattern in the network. In fact, our problem digon contains influence
maximization as a special case.

Bharathi et al. [129] consider the influence-maximizatiooippem on bidirectional trees
and develop an FPTAS. In addition to the fact that their dbjedunction is different from
ours, they also focus aimdirectedrees. Our own focus is on directed graphs and directed
trees. For undirected trees, their problem is NP-compl€&e. the other hand, ours is
solvable in polynomial time for the case of directed trees.

The problem of identifying early adopters from transactitata has been addressed
by Rusmevichientong et. al. [128]. In that work, the set ofyebuyers is identified by
taking as input the detailed purchase information of eactsemer. Then, a weighted di-
rected graph is constructed: the nodes correspond to canswand the edges to purchases
these consumers have in common. Identifying early buyemesponds to the problem
of finding a subset of nodes in the graph with maximum diffeeshetween the weights
of the outgoing and incoming edges. Contrary to our settimg ftamework proposed by
Rusmevichientong et. al. does not consider any informati@pagation dynamics or any
underlying social network.

The problem of finding links and initiators was also studigdannila and Terzi [132].
Their problem-setting is the following: given a set of indivals and the set of items each
of them has purchased, the goal is twofold: a) For each itdemtify the individuals that
acted as its initiators. b) Infer the social relationshigéween individuals. The main
difference between that work and our current work, is thag¢ lnee assume that the social
graphis given as part of the input. Further, we identify teo$ effectors while ignoring the
temporal information associated with the purchased ité¢timally, the method of Mannila
and Terzi is based on an MCMC sampling of the space of all plesgiaphs and initiators.
Here, we solve the optimization problem of finding thestset of effectors rather than
assigning probabilities to nodes being effectors.

Other definitions of “important” nodes in a network focus be tlevelopment of net-
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work inoculation strategies [133] and early epidemic dieded134, 135]. Since our goal
is to find a set of effectors that best explain the network’alfstate, both our problem

definition as well as our algorithmic approaches are sigaitiy different.

7.3 Preliminaries

We assume a social network represented by gragh-a (V, £, p). The nodes i/ cor-
respond to individuals. There is an edge between two indalgl, v € V' if v andv are
associated with each other. The edges in the networkliegeted edge(u — v) € E
is associated with amfluence weighp(v — v) € [0,1]. This weight quantifies the ef-
fect that nodeu has on the decisions of node We give a probability interpretation to
this weight. Note that we use the terms “graph”, “social re&t and “influence graph”
interchangeably.

We assume that the influence weights are part of the inpueXanple, one can ask the
users themselves to assign their own estimates of how meghatte influenced by their
own friends. Alternatively, one can employ a machine-leggralgorithm to infer such
probabilities [136]. For our experiments, we use a simple iatuitive method for com-
puting the influence probabilities. The details of this comagion are given in Section 7.7.
The exploration of alternative methods for such computaticough interesting, is beyond
the scope of this work.

Further, we assume that the influence of one node to anottiee same for all items
that propagate in the network. Exploring the performancenofe specialized techniques
that cluster the items and compute different influence driias per cluster is beyond the
scope of this work.

Apart from the network and the influence probabilities, weoahssume a particular
(information) item/. For every node € V, an item/ either appears or does not appear in

v. We represent this information using a Os-X 1 vectora; a(i) = 1 if item [ is observed
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at nodei. Otherwisea(i) = 0. If a(i) = 1 (resp.a(i) = 0) we say that node s active
(resp. inactive). We call this vector thactivation vectorof /. Note that we assume that
the entries of the activation vector are eithesr 1. However, all our results carry over to

the case where the observed activation vector takes resdsal the intervalo, 1].

7.3.1 The information-propagation model

We consider the following information-propagation modeéisocial network: when node
u becomes active for the first time at stgpit gets a single chance to activate nade
through the edgéu — v); u succeeds in this activation attempt with probabifity, —
v) — as defined in the influence graph. ufsucceeds, then will become active at step
(t + 1). Otherwise,u cannot make any more attempts to activats any subsequent
rounds. This model is called thedependent Cascad&C) model [137, 138, 131]. ICis a
probabilistic propagation model, since the activation process is infleety probabilistic
choices. Given a seed of nodes that are originally active) rade in the network is active
with some probability. upon the termination of the process.

In the special case where all the the influence weights aral ¢guwne, the IC model
becomes equivalent to thlieterministic propagatio(DM) model. In the DM model every
node that becomes active at stegictivates all its neighbors with probability Therefore,
the activation of a single node in a strongly-connected aomept? is sufficient to activate
all the nodes in the component.

Although we focus our attention on the IC model, our framéwaan be combined with
any information-propagation model, including thimear ThresholdLT) model [131] or
the Susceptible - Infected - Susceptif#S) model [134].

Given a setX C V of originally active nodes, the propagation of informatieith IC

will terminate in at most: discrete timestamps. Since the information-propagatiodeh

2In a strongly-connected component of a directed graph isexalirected path from every node to every
other node of the component.
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is non-deterministic, one needs to compute the probaliilédya node € V is active at the
end of the process. Computing this probability, denotedrhy X '), requires exponential
time in arbitrary graphs. On the other hand, one can estirhdte using the following
simple heuristic: For graply = (V, E,p) keep every edgéu — v) with probability
p(u — v). The edges of the resulting grapt have influence probabilities equaltoThat
is, one can run the DM model @®. After repeating this processg times, one can estimate
a(v, X) by simply counting the fraction of the timeswvas active in the sampled graphs.
Further, ifG = (V, E, p) is adirectedtree, then forX’ C V, we can find a closed-form

expression ofv(v, X). That is, for every node we have that:

alv, X)) =1-

H (1 — H p(y — z)) . (7.2)
( )

zeX y—z)epath(z,v

The term inside the parenthesis corresponds to the prayathiht nodev does not get
influenced by node:. Therefore, the outer product computes the probability tioalev

does not get active. The probability thagjets active is, naturally, one minus this product.

7.4 The Problem

Assuming a particular information-propagation model, goal is to solve the following

problem.

Problem 9 (k-EFFECTORSproblem) Given a social network grapy = (V, E, p) and an
activation vector, find a setX of active nodes (effectors), of cardinality at méssuch

that

C(X)=)_la() - a(v, X)| (7.2)

veV
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IS minimized.

The k-EFFECTORSproblem asks for the set of individuals that, once activatadise
an activation pattern which is as similar as possible to ttiwation observed in vectar.
We also use”'(v, X) to refer to the contribution of nodein the cost function. In other
words, we defin€'(v, X) = |a(v) — a(v, X)| and thusC'(X) = >~ ., C(v, X).

The definition of the:-EFFECTORSproblem is independent of the information-propagation
model. Although some of our results generalize to many médron-propagation models,
we focus here on the IC model. Also, we restrict the effedinise selected from the set of
active nodes. Although allowing any node (active or inagtiso be an effector would not
change our theoretical results, we put this constraint imbstause picking inactive nodes
as effectors contradicts our intuition.

Next, we study the complexity of the-EFFECTORSproblem under the IC propaga-
tion model. For the complexity results we use the decisiasiva of thek-EFFECTORS
problem, which we parameterized by cestThat is, k-EFFECTORSC) is formulated as
the following decision problem: Given a social netwa@rk= (V, E, p) and an activation
vectora does there exista séf C V, | X| < k with C'(X) < ¢? We begin by proving the

following lemma.

Lemma 2. Assuming the IC propagation model, theEFFECTORK0) problem is NP-

complete.

Proof. Consider an instance of the NP-completer £oVvER problem, defined by a collec-
tion of subsetsS = {54, 5,,...,5,,} of aground selV = {uy,us,...,u,}. The question
is whether there exist subsets fron§ whose union is equal t&. Given an arbitrary in-
stance of the 6T COVER PROBLEM we define the corresponding grafto be a directed
graph withn + m + 1 nodes. There is a nodecorresponding to each s8t, a nodej
corresponding to each element and a directed edge — ;) with influence probability

p(i — j) = 1 whenever; € S;. The(n + m + 1)-th node ofG is nodel. Every node
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J (corresponding to element;) is connected to nodé via a directed edge with weight
p(j — ¢) = 1/n. Finally, nodef is connected every nodgthat correspond to sét) via

a directed edge with probability ¢ — ) = 1. Finally, we set the activation vector so that
all nodes in the grapty are active, i.e.a = 1. There exists a solution consisting loets

to the ST CoVER problem if and only if there exists a s&t of £ effectors in this graph

with costC'(X) = 0. The problem is trivially in NP. O
Lemma 2 allows us to prove the following inapproximabiligsult.

Lemma 3. Assuming the IC propagation model, there does not exjstagproximation

algorithm for thek-EFFECTORSproblem, withs > 1, unless P= NP.

Proof. The proofis by contradiction. Assume that there is a polyiabtime 5-approximation
algorithm for thek-EFFECTORSproblem; call this algorithnppr ox. For any instance
G = (V, E,p) and activation vectos, Appr ox will produce a solutionX C V' such that
C(X) < pC(X*), whereX™ is the optimal solution. Assume now an instance ofkhe
EFFECTORSK0) problem (see Lemma 2). If we give this instance as inpahédAppr ox
algorithm thenAppr ox should be able tdecidewhether there is a 0-cost solution to the
instance or not. However, from Lemma 2, we know thdFFECTORZ0) is NP-complete

and thus we reach a contradiction. ]

In fact, thek-EFFECTORSproblem is a generalization of th@FLUENCE MAXIMIZA -
TION problem [131]. In our context, theNFLUENCE MAXIMIZATION problem asks for
the sety’ C V with [Y| < k, such that)® _, a(v,Y) is maximized. Maximizing
> vev @(v,Y) is equivalent to minimizing .., (1 — a(v,Y)). Thus, when the activa-
tion vectora contains alll’s, i.e.,a = 1, the two problems are equivalent.

This observation allows us to infer that theEFFECTORSproblem is NP-complete for
all the information propagation models used by Kempe etl8l1]. In fact, by the results
of Kempe et. al. [131] (due the construction used in the padofFheorem 2.4), we also

know that NFLUENCE MAXIMIZATION , for the IC propagation model, is NP-complete
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even for Directed Acyclic Graphs (DAGS). As a result thdEFFECTORSproblem is also

NP-complete for DAGs.

Corollary 1. Assuming the IC propagation model, theEFFECTORSproblem is NP-

complete even when the input gra@gh= (V, E, p) is a DAG.

However, for the DM propagation model, theEFFECTORSproblem can be solved
optimally in polynomial time. The polynomial-time algdrin first finds all the strongly
connected components of the input graphlLet there be such components that partition
the nodes in into partsVi,...,V,. Let N; = |{v|v € V,anda(v) = 1}|. Then, the
optimal solution can be constructed by picking one (arbifr@hosen) node from each of
the connected components with thénighest/V, scores. Within thesé components, all
the nodes have an equal probability of being picked as eifeciThis observation makes

the DM model inappropriate for realistic settings.

7.5 Finding effectors on trees

Here we show that the-EFFECTORSproblem can be solved optimally in polynomial time
when the graplG = (V, E,p) is a tree. For clarity, we denote such a graph7by=
(V.E,p).

7.5.1 The optimalDP algorithm

Our polynomial-time algorithm uses dynamic programminge Tain idea is the follow-
ing: given a subtree whose root hashildren, the optimal way of specifying at madst
effectors from this subtree must follow one of two patteinghe first pattern, we include
the root of the subtree to the set of effectors, and then secam the children with budget
(k—1). In the second, we do not include the root of the subtree,@stdad recurse on the

children with a budget.
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A naive way of implementing the recursion would result intgigning theé children
into k£ (or k£ — 1) parts and taking the minimum-cost partition. However, whe>> 2,
computing the cost of all possible partitions is expensi@ circumvent this, we make a
simple transformation that converts any tree to a binasy. tre

We construct the new treg from the original tre€/” as follows: we start from the root
of 7, root(7"). Suppose that is an internal node of with childrenv, . .., vs, with 6 > 2.
We replacev with a binary tree of depth at mokig § and leaves, . .., vs. Picking each
one of the leaves, . . ., vs introduces a cost calculated the way we described abovellReca
that we have a budget @f effectors. Every node; that corresponds to an actual node in
the original treeJ” uses one unit of the budget, if picked as an effector. Furthemewly-
created internal nodes if, that do not correspond to any actual node§ican never be
picked as initiators. Directed edges are added betweemnaadthese new internal nodes,
as well as between the internal nodes themselves. Theidimestalways from the root to
the leaves and the weight of these edges is skt bo this way, the directed edges that are
associated with the newly added internal nod€g ido not influence the propagation from
v to its children. This transformation is repeated recutgit@ each childv,, ..., vs. We
denote the set of newly added (dump) nodeshy

The following two observations are a direct consequencb@tbove process. More-
over, they guarantee that the newly-created binary tregesounded increase in the num-

ber of nodes and the depth of the original tree.

Observation 1. The number of nodes in the binary trégeis at most twice the number of

nodes of tred.

Observation 2. If A is the maximum out-degree of a node in tfEethen the depth of the

binary tree7, is at most a factor ofog A larger than the depth of .

Following the proofs appearing in similar constructions different problems [139,

140, 141] we can also prove the following observation.
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Observation 3. the optimal solution to thé-EFFECTORSproblem or/, is the same as the

optimal solution of thé&-EFFECTORSproblem on tre€7 .

Intuitively, this is because the newly-added node$;ican neither be picked as effec-
tors nor influence the information-propagation processs Ehbecause all their outgoing
edges have weiglhit

Given the above transformation, we can always assume thatftuence tree is binary
and we use€/ to refer to such binary tree. For a nod®f the tree, we use Br(v, X, k)
to denote the cost of the best solution in the subtree rodtedde v, using at mostk
effectors; X simply keeps the effectors in the current solution. Findtlya nodev we use
r(v) (¢(v)) to refer to the right (the left) child of node Then, we evaluate the following

dynamic-programming recursion on the nodes of theTree

OPT(v, S, k) = min (7.3)
{min {OPT(r(v), 5. K) + OPT(L(v), 5.k — k) + C(v, )},
C(0,5U {u}) + min {OPT(r(v). 5 U (v} K) +

FOPT(£(v), S U {v}, k — K — 1}}.

The first term of the dynamic-programming recursion coro@sis to not choosing to be
in S and the bottom term corresponds to choosirig be inS. In order to guarantee that
no newly-added node in the sBtis picked as an effector, we s€é{v, S) = oo for every
v € D and anyS C V. In addition, since the effectors are always selected frotivex
nodes we also add a similar check to guarantee that no ieautides are picked. We call
this dynamic-programming algorithm ti¥ algorithm.

The first term of the dynamic-programming recursion coesi$2k lookups on pre-
computed values in the tabler@and it thus take®) (k) time. The bottom term, however,

needs to go through all the nodes in the subtrees rootéd pandr(v) and compute the
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additional cost incurred by the addition of nodas an effector. In the worst case, there
areO(n) such terms and there af& k) evaluations that need to be done. Therefore, the
computation of a single entry in tabler® requiresO(nk) time. This is an overestimate
of the actual time since, on average, the expected size (@uafilmodes) of a subtree in a
binary tree is0(log n). Therefore, the expected time required for the evaluati@nsingle
entry isO(klogn). Given that there arén different entries, the worst-case time com-
plexity of the DP algorithm isO(n?k?), while the expected running time @(knlogn).

In the above analysis we have assumed that given .S) we can computé&’(v, S U x)

in constant time. In fact, this can be done by keeping at emedev the value of the
product] [, (1 — Iy epatrian) Py — z)). The addition of a new nodein S would
then simply require the update of this product and the usegaofion (7.1) for computing
a(v,SU{z})

Such bookkeeping comes with increasing space requiremapst from storing the
n x k values of table ®T, we also need to stokevalues of the product per node. Therefore,
the total space required P is O(2nk).

Although theDP algorithm is optimal, its running time and space requiretmenay
make it inappropriate for very large datasets. Therefore,algo propose two alterna-
tives: theSor t and theQut Degr ee algorithms. BottSort andCut Degr ee have sub-
guadratic running times and require much less memory BRar-urther, our experiments
on real data show that both algorithms perform almost as agethe optimal. However,
one can construct examples and datasets in which the perfi@enof these algorithms

degrades.

7.5.2 TheSort algorithm

For a given tree] = (V, E,p), the Sort algorithm evaluates, for every nodec V,
the cost incurred when is the only effector in7. That is, for every node the cost

C({v}) = > ,cv |la(z, {v}) — a(x)| is computed. The set éf effectors is then formed by
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@ active node

() inactive node

il
Un—1

Figure 7.2: Influence tree withr. active nodes. Edge weights arefin1] with e € (0, 1).
TheSor t algorithm fork = n reports a solution that (9(n)-times worse than the optimal.

picking thek active nodes with the smallest cost.

Computing the cosf'({v}) for every nodey € V has worst-case running tinte(n?).
However, the expected running time on binary tree®(slogn). Finally, the nodes are
sorted based on their({v}) scores iND(nlogn) time.

Although Sor t performs pretty well on real datasets, one can construetscabere
the algorithm’s performance is far from optimal. Considaerdgample the directed influ-
ence tree in Figure 7.5.2. The tree consistgrofctive (denoted by black) nodes. Nodes
wi, ..., w, are activated by the roat with probabilitye. Root has influence probability
to v; and every node; activates node;,; also with probability 1 { < i < (n — 1)). The
cost of the rootu is C({u}) = (1 — ¢)n. The cost of any node; (for 1 <i <n —1)Iis
C({v:}) = i+ n. Similarly, the cost of activating one of the; nodes (forl < j < n)is
C{w;}) =2n—1> C({v;}) for1 < i <n-—2;for: =n—1we have atie in which case
the algorithm resolves it by setting({v,—1}) < C({w,}). Solving thek-EFFECTORS
problem fork = n, theSor t algorithm would report as effectots = {u, v1,...,v,-1},
with costC(S) = n. However, the optimal set i§* = {w,wy,...,w,_1}, with cost
C(S*) = (1—¢). Therefore, the performance ratio®dr t is ———. This is a ratio of order

1-o"
O(n). Thus,Sor t gives solutions that are at lea3({n) times worse than the optimal.
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@ active node

() inactive node

e

Figure 7.3: Influence tree witk/ active andn — ¢ inactive nodes. All edge weights are
equal to 1. TheQut Degr ee algorithm fork = ¢ reports a solution that i©(n) times
worse than the optimal.

7.5.3 TheCQut Degr ee algorithm

For treeT = (V, E,p), the Qut Degr ee algorithm picks thek active nodes with the
highest weighted out-degree in the influence tyee The complexity of the algorithm
is defined by the computation of these degrees and the timereegfor sorting them.
Therefore, the total running time @(n + nlogn).

Our experiments with real data indicate that there are masgswher@ut Degr ee
performs well in practice. However, there are also casesyevthe solutions reported by
CQut Degr ee are far from optimal. For example, consider the influenceitmd-igure 7.5.3.
The tree has nodes2/ of which are active (black nodes) atel — 2¢) are inactive (white
nodes). That is, apart from nodes, ..., u, andw,...,w, all other nodes are inactive.
For this tree, we also assume that all edges go from node=r ¢tothe root to nodes closer
to the leaves of the tree and all weights are equal to 1. If ve&us$ Degr ee to solve the
k-EFFECTORSproblem withk = ¢, the algorithm will report solutiorb = {uy, ..., us},
with costC'(S) = (n — 2¢). On the other hand, the optimal solutionSs = {w; ..., we},
with costC'(S*) = ¢. This is because none of tle — 2¢) inactive nodes will get activated.
Therefore,Qut Degr ee can report solutions that ate2: = O(n) times worse than the

optimal.
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7.5.4 Finding effectors in forests

So far, we have assumed that the influence tree is conneocged, e show how to allocate
the budget of: effectors among the trees of an influence forest. We showthigatan be
achieved by another dynamic-programming recursion.

If we useF to denote this forest consisting bftrees, 7y, ..., 7., then we need to find
the optimal way of distributing the effectors to thesé trees. Recall that, if for a trég we
assign budget; < k effectors, then we can compute the optimal set;@ffectors on this
tree using the dynamic-programming recursion given by Bqng7.3). Let OrT(7;, k;)
be the solution obtained using tB® algorithm on tre€7;. Then, the optimal solution on
forestF is calculated again using dynamic programming7iet . . , 7;, a random but fixed
ordering of the trees in the foregt and Q.(¢, c) be the cost of the optimal assignment
of ¢ < k effectors on the first trees7y,...,7,. Then, G.(L, k) will give the optimal
solution to our problem. The values of the @&ble are given using the following dynamic-
programming recursion:

GL(l,¢) = min GL({ —1,¢— )+ OPT(T,, ().

0<c'<c

This dynamic programming recursion is a generic method lotating the budget ok
effectors to the connected components of the input graprpréf&ented it here for the case
of forests because for trees we can compura(@;, ¢). However, this computation cannot
be done (or approximated) in polynomial time within each poment of an arbitrary graph

(see Lemma 2 and Lemma 3).

7.6 Extracting the influence tree

While the input influence graphs may not be trees, we show hereome can extract an

influence tree from an arbitrary graph. Giveh= (V| E,p), our goal is to extract the
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influence tre€/ that captures most of the information@h We quantify the optimization
problem using a maximume-likelihood approach.

For atreel = (Vr, Er,p) with Er C E, we compute thékelihood of 7 as follows:

L(T) = H p(u — v).
(u—v)EET
Therefore, our goal is to extract the influence tfeéhat maximized. (7). In fact, instead

of maximizing the likelihood we minimize the negative lagelihood. That is,

MLL(T) = — Y logp(u—v). (7.4)
(u—v)€ET

Our approach for constructing the influence tree is quepeddent. That is, given the
set of active nodes itr, we extract the influence trég thatspans all the activaodes in
G and minimizes Equation 7.4. We call this subproblem tler WE TREE problem and
the extracted influence tree thetive treeof G.

Unfortunately, solving the ATIVE TREE problem is NP-hard. In fact, the problem is
identical to the DRECTED STEINER TREE problem. In the DRECTED STEINER TREE
problem the input consists of a directed weighted gréph= (V’, E’) a specified root
r € V' and a set of terminalX’ C V’. The objective is to find the minimum-cost tree
rooted at- and spanning all the vertices XY (i.e.,r should have a path to every vertex in
X"). Our setting is identical; the required nodes are the sattife nodes irt.

Here, we use the following efficient heuristic for constmgttheactivetree for a given
influence graph: first, we construct the set of nodethat consist of all the nodes i
that have no incoming edges. For each such root mode? and for each node € S we
compute the shortest path franto s in 7. Let 7 (r) be the tree consisting of the union of
the edges in such shortest paths for the root nodé/e then report as a solution the tree

T = argmin, ., w' (7 (r)). We call this simple algorithm théSt ei ner algorithm.
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So far we have assumed that the influence gi@p$ connected. If this is not the case
we can follow one of the following two alternatives: (a) Fitle strongly-connected com-
ponents of the graph and then apgi$t ei ner independently in every component. This
would output a forest of influence trees and, therefore, weusa the method described in
Section 7.5.4. (b) Introduce an artificial node to the inpaipp is connect it via very low
probability edges to all the nodes. This guarantees comtgcnd allows us to use the
dSt ei ner algorithm directly on this enhanced graph.

dSt ei ner can be replaced by any other approximation algorithm pregdsr the
directed Steiner tree problem [142, 143]. However, sineefticus of our work is not on
the study of methods for the directed Steiner tree probleepnly use thelSt ei ner
algorithm for our experimental evaluatiodSt ei ner requires a simple all-pairs shortest
path computation and it is much less computationally denmaritian the majority of other

existing methods for the same task.

Discussion: Our approach for extracting the influence tree from the imideegraph finds
the most probable tree that spans all active nodes. Theteddferent activation vectors
lead to different trees. We believe that for large graphsnelonly some of the nodes are
active, it makes sense to extract influence trees that aredependent. Alternatively, one
could construct the influence tree to be item-independdmdt iE, one could try to extract
from G the tree that sparal the nodes irG and minimizes Equation (7.4). This problem
is equivalent to solving the directed minimum-cost spagniee (D-MST) problem on a
directed graplz. Such a tree can be extracted using a polynomial-time soluti the D-
MST problem [144, 145]. It can then be used for all activatrectors. The performance
of this approach depends on the portion of active nodes imghé activation vector. For
a small number of active nodes, it would create influencestsreith a small number of
active nodes per component. In fact, further experimentalysis verified this intuition.

Due to space constraints we do not report these results here.
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7.7 Experiments

In this section we evaluate the proposed algorithms forkteeFFECTORSproblem using
the co-authorship graph extracted from the DBLP data. Ouluatian focuses on (a)
showing indicative results from our methods and (b) evaigathe quality of the results

with respect to the objective function.

7.7.1 The DBLP dataset

Using a snapshot of the DBLP data taken on April 12, 2006 weerhenchmark dataset
for our experiments. We only keep entries of the snapshotctiraespond to papers pub-
lished in the areas dbatabasg(DB), Data mining(DM), Atrtificial intelligence(Al) and
Theory(T) conferences. Given this snapshot we create the net®gyk = (V, E, p) as
follows: nodes inl” correspond to authors; an author is included’inf she has at least
three papers in the data. Each authe associated with a set of ternss, these are the
terms that appear in at least two titles of papersiihais co-authored. This process creates
|V | = 5508 individuals and a set df792 distinct terms. Each terme S; is also associated
with a timestam¥;(¢), i.e., the year first used by authorTwo authors, i’ are connected
by an edge iz if they co-authored at least two papers. The weight of thectid edge

(¢ — ") is computed using the following simple rule:

{t|teSinte Sy AT(t) < Ty(t)}
| S|

p(i = 1) =

That is, we compute the probability that an item appearingima result of the influence
of nodei on7'.

We focus our experiments on activation vectorslfoterms that correspond to research
themes in computer science. The list of théSeterms is shown in the first column of

Table 7.1. For each terg we extract the corresponding activatiapso thata,(:) = 1 if
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Figure 7.4: Influence Tre§, for ¢ ="crawling”. The tree is extracted from the original
Gavip influence graph.
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q € S;. Given graphGyp,, and activation vectos,, we compute the active tree associated
with ¢, denoted by7,, using thedSt ei ner algorithm (see Section 7.6). We always use
those trees to identify the set of effectors using one oftiheet effector-finding algorithms

for trees:DP, Qut Degr ee andSort .
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7.7.2 Anillustrative example

We start by showing an indicative output of our approach ertribe7, for ¢ =“crawling”.?
The active tre€], is shown in Figure 7.4. The black nodes are active with resjoethe
term, while the white nodes are inactive. Next to every aatiwde, we show the name of
the author it represents. For every edge we also displayatghwin7,. We extract the
effectors on this tree usir@P andk = 5. The black square nodes are theffectors chosen
by the algorithm. The choices made by the algorithm aretin&uiC. Lee Giles covers K.
Tsioutsioukliklis whom he influences with high probabilitgimilarly, H. Garcia-Molina
covers S. Raghavan and G. Samaras covers O. Papapetrou. RYBtexz s also picked as
an effector, due to the high influence probabilities to hisaathors. S. Pandey is the only
leaf node chosen as an effector; this is simply because #nerao high-probability paths
to him from other active nodes. On the other hand, there are saxctive nodes (e.g. C.
Olston) that are not chosen as effectors. This is because Was not enough budget and
the algorithm determined that selecting the other nodesfiied the objective function. In
fact, when we increased the budgette- 6, C. Olston was the only new addition to the set
of effectors. Fork = 7, K. Furuse was also included, even though choosing K. Yaetagu

would clearly result in the same overall cost.

7.7.3 Comparison of effector-finding algorithms

This section evaluates the different algorithms for AhEFFECTORSproblem with respect
to the cost functior®’(). We use the activation vectors for the 15 terms shown Tafland
construct the 15 different active trees (one tree per tefingn, we run théP, Sort and
Qut Degr ee algorithms on each of the 15 trees. In addition to these taiggaithms, we
also evaluat®andom an algorithm that randomly picks the effectors on a giventriree.

The performance of all the algorithms with respect to thedije function and: = 10, is

3The choice of the term was guided by the size of its active wééch proved small enough to visualize.
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Table 7.1: Cost of the solutions reported Dy, Qut Degr ee, Sort andRandomalgo-
rithms on the active trees for 15 distinct terms.

Term DP Qut Degree Sort Random
collaborative filtering 31.40  34.19 34.19 40.13
graphs 558.75 560.41 558.75 582.92
wavelets 16.39 16.73 17.40 19.95
pagerank 2.33 4.20 4.20 4.20
privacy 47.09  47.56 50.22  59.59
clustering 514.94 520.74 519.10 560.99
classification 343.54 344.44 343.54 361.86
xml 382.59 385.29 382.59 418.01
svm 20.29 21.15 21.15 27.92
crawling 0.49 3.07 4.03 4.07
semisupervised 25.25  25.45 25.31  30.66
boosting 86.02 89.08 86.02  98.82
microarrays 24.35  28.93 29.07 42.46
streams 275.72 279.16 279.68 300.84
active learning 11.62 12.49 12.49 18.55

shown in Table 7.1. Recall that, since our problem is one of magimization, the lower
the value, the better the performance of the algorithm. AdswceDP is optimal, its cost
serves as the baseline for the other algorithms.

As we can see from the table, tRandomalgorithm is clearly worse than the others
for all 15 terms. In contrast, theor t andQut Degr ee algorithms report solutions with
costs consistently close to the optimal (achieved bybialgorithm), for most of the terms
in the table.

The near-optimal performance 86rt andQut Degr ee is clearly beyond the expec-
tations set by the worst-case analysis presented in Secli@®2 and 7.5.3. This can be
explained by the structure of th&y, graph: many prolific and highly influential authors
are also good effectors, particularly on terms with a largeiber of active nodes. This
clearly helpsSor t andCQut Degr ee, since they favor such nodes.

In order to further explore the behavior of the same algorgtunder different scenarios

we proceed as follows: first, we generate the activeTjder each of the terms in Table 7.1,
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Figure 7.5: Average performance ratio 8rt and Qut Degree for 15 trees
7, with modified influence probabilitiep set uniformly across all the edges; <
{0.2,0.4,0.6,0.8,1.0}

as we did for the previous experiment. Then, we replace thahbimfluence probabilities
with some constant probability € {0.2,0.4,0.6,0.8,1.0}. Therefore, for every term,
we construct different instances of thg, tree and apply th®P, Sor t andCut Degr ee
algorithms on each of them. Our motivation is to moderatesffexts of highly influential
nodes, thus making it more challenging for the algorithmslémtify the set of effectors.
In Figure 7.5, we plot the averagerformance ratiomf the algorithms (ratio of the cost of
the solution reported by an algorithm divided by the costhef @ptimal solution reported
by DP), for the different values of. The average is taken over all the 15 different trees.
Naturally, the closest the ratio is tg the closer the solution is to the optimal.

The results show that the performanceCoit Degr ee andSor t deteriorates as the
value of p approached. In particular, for higher values qf, the performance ratio of
CQut Degr ee is significantly higher than 1. This can be explained by tot flaat, as the
edge weights approach 1.0, an increasing number of nodesiggi-probability paths to
many other nodes. As aresult, the weighted criterion us€dibyegr ee to pick effectors

loses its advantage and the performance of the algoritheridedtes. A similar argument
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Table 7.2: The: = 10 effectors reported by thBP algorithm for terms{graphs, XML,
Collaborative Filtering.

Graphs XML Collaborative Filtering
A. Brandstadt A.Zhou A. Nakamura
A.Z.Broder  D. Srivastava B. Mobasher
C. Faloutsos E. A. Rundensteiner D. Heckerman
D. Peleg F. Bry D. Poole

F. Hurtado H. V. Jagadish F. Yang

F. T. Leighton J. Srinivasan H.-P. Kriegel

N. Linial M. Krishnaprasad J. M. Kleinberg
N. Alon O. Diaz M. Li

S. Leonardi S. Pal R. S. Zemel

W. Wang T. Milo W. Du

can be made fofor t : the algorithm favors nodes with high-probability pathghe ac-
tive parts of the network. When such paths exist for most ohthges, it becomes harder
for the algorithm to identify the optimal set. The varian@ues of the ratios reported in
Figure 7.5 forp = {0.2,0.4,0.6,0.8,1} are {0.02,0.04,0.18,0.23,0.51} for Sort and
{0.03,0.14,0.28,0.89,2.55} for Qut Degr ee, respectively. Note tha®ut Degr ee is
more susceptible thaBor t in making incorrect choices as the value ofzoincreases.

As a result, we observe larger values of variance in thesatiserved byut Degr ee.

7.7.4 Qualitative evidence

Next, we present qualitative evidence of the results obthiby optimally solving the
k-EFFECTORSproblem onGypp. Our motivation is to show that, in a realistic setting,
the results we obtain are reasonable and intuitive. Tal@esfiows the results obtained
using the optimaDP algorithm to solve the:-EFFECTORSproblem on three different
7, trees fork = 10. We report the results for three terms= {graphs, XML, and
Collaborative Filtering. We purposefully select terms from three popular -albdiedknt-
areas of computer science, in order to capture results gpimim diverse parts of th€'qypp

graph.
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A quick observation indicates that the reported sets ot#dfs include some very pro-
lific authors. This can be verified by checking the overall bemof papers per author, as
recorded in thdBLP dataset. In fact some of the authors have over 150 papers e.g
Peleg (213), N. Alon (250), H. V. Jagadish (156), E. A. Runtlgnsr (191), H.-P. Kriegel
(214)). The number of papers serves as an indicator of thmesiinfluence in the graph.
Authors with more papers typically have more distinct chatd and are active with respect
to more terms. Also, recall that we operate on the activefyeextracted so that it mostly
consists of active nodes associated with a term. As a reggaltfic authors are likely to be
chosen as effectors, since they have high-probabilitygpttimany of these active nodes.
However, authors with relatively small number of papersadse included as effectors. An
intuitive explanation for this is the following: even thdugvell-connected nodes can be
reasonable effectors that explain a large part of the obdeaautivation vector, they are also
more likely to be connected to inactive nodes. As a resukctiag only highly-connected
nodes as effectors increases the overall cost of the solu@iwerall, the set of effectors can
include nodes of variable connectivity and influence, ag lasithey can best describe the
given activation state of the network.

Although the reported effectors per term are all from theegaharea of computer
science indicated by the term itself, each one of them cawvelifferent sub-community.
For example, for the term “Collaborative Filtering”, we cae®. Heckerman and D. Poole
— both effectors for the machine-learning community — Jinderg — an effector for the
theory community — and H-P. Kriegel — an effector for the dat®e community. Further,
many of the effectors come from different geographicaloegj and, thus, act as effectors
for different sets of authors. In fact, further analysisvséd that the reported effectors have
small overlap in their sets of co-authors.

Similar observations can be made for the other two terms.ekample, for the term
“graphs”, C. Faloutsos is an effector for the data-mining samity, while the majority of

the other authors are effectors that cover different pdttssatheory community. Again, the
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number of common co-authors between every pair of the rep@&ffectors is very small.

7.8 Conclusion

Given a network where a subset of the nodes are active, andbalglistic propagation
model, we defined the problem of finding the subset of activdeadhat best explain the
observed activation state. We called these nafiestors We studied the complexity of
the k-EFFECTORSproblem in directed graphs and trees. For general direatmohg, we
showed that thé-EFFECTORSproblem is NP-hard to solve or even to approximate. How-
ever, we showed that for directed trees the problem can bedolptimally in polynomial
time via dynamic programming. We also presented a genexaldwork, where, given a
directed influence graph and an activation vector, we firseekthe most probable active
tree that spans all the active nodes in the network. We thethesdynamic-programming
algorithm to identify the optimal set of effectors in thiser. In our experimental evaluation,
we demonstrated that our algorithms perform well with respe our objective function.
The reported sets of effectors provide useful insight ablminetwork and the interactions
between the nodes. In the future, we plan to further explugeutility of effectors in other

types of networks, including computer and biological gsaph
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Chapter 8

Interactive Recommendations

In Social Endorsement Networks

8.1 Introduction

The desire of users to exchange information and share teesopal opinions has been
one of the main causes of the astounding popularity of soaéhorks. Users use so-
cial networks to comment on a variety of differesitities such as photos, movies, prod-
ucts, or even other users. In many popular platforms thisateof expression has been
formalized, allowing users to express their approval of atitye by endorsingit. On
Facebook. com users have the option to “like” a photo, video or text messhgt has
been posted by another user. In the same platform, usersecamie “fans” of an entity
by simply joining the respective fan-group. The nature afsfan-groups is impressively
diverse, including groups for real-life celebrities, coemgial products, popular TV shows
or even campaigns (e.g. a group promoting cancer awarerfsgdher relevant example
isCi t eULi ke. or g, where users can show their approval of a published paperdyd-
ing it in their “Library”. Further, onTwi t t er . com users can express their interest and

approval by becoming “followers” of other users.
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By visualizing an endorsement as an edge from a user to ag,evgitan view &ocial
Endorsement Networks a bipartite grapty = (U, V, E), whereU is the set of users/
is the set of entities, and’ is the set of endorsement edges. A problem that naturally
arises in such a network is recommending to the user othiiesrthat he is likely to be
interested in. As we show in our work, the information enabuohethe graph of the social
endorsement network can serve as an exceptional foundatiarsolution to this problem.
The intuition is simple: an endorsement serves as a verdit#tat the user approves the
endorsed entity. Examining the set of entities that are essdiby a single user can provide
some information on his preferences, but it does not andwemiost important question:
Why did the user choose to endorse this particular entifgsolve this question, we call
upon the wisdom of crowds: first, we find groups of entitieg Hra endorsed by the same
large groups of users. For each group, we then examine themoaroharacteristics of the
included entities and identify the aspects that truly afgzbto the same large set of users.
The product of this first phase is a collection of groups, wHer each group we have a set
of tagsthat encode its most attractive and characteristic asp&it&n this information,
the next step toward a great recommendation framework cowaesally: we make our
systeminteractive allowing the user to specify his own personal interesthienform of a
guery. The submitted query is then streamed through thechgraups, in order to identify
those that best match the user’s interests. The main proddieiressed in this work is the

following:

Problem 10. Given a user-submitted query and a social endorsement rletWave want
to identify and recommend groups of entities that match trexyjand also share a signifi-

cant number of common endorsers.

In order to accurately encode the user’s preferences, vwealae queries as sets of
tags (keywords). This is an intuitive and flexible methodhwvhich practically every user

is familiar. Below are some examples of relevant queriescatdde formed in popular
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social networking platforms:

e Twi tt er: Recommendemalesingersfrom the USA

e Facebook: Recommend (fan pages @@hinese Restauraniis San Fransisco

e CiteULi ke: Recommend research papersSotial Networks

The underlined terms represent the query-tags that enbedgser’s interests. A possible
recommendation of our framework for the 1st query is : “Whjthluston, Mariah Carey
and Celine Dion match the query and also share 50,000 folgSwdihe interaction with
the user and the authority offered by the large number of comendorsers make our
recommendationexplainableand intuitive to the user. Explainable recommendations are
increasingly popular and have been the focus of numeroesres efforts [146].

A diagram of our framework is shown in Figure (8.1): Given &iabendorsement
network, we first extract groups of entities that share aisggimt number of common en-
dorsers. Next, we identify the appropriate set of tags fohedithe reported groups. Taking
the assigned tags into consideration, we then apply a tilgg=iminates redundant groups
(i.e. groups that can be induced by others), and producespami and informative corpus.
The final corpus is then organized in an appropriate indexctire, which, together with
an efficient algorithm for query evaluation, compose a seargine able to recommend

appropriate groups any for multi-tag query submitted byex.us

Contribution: Our work is the first to formalize and solve the problemraéractive rec-
ommendations in social endorsement networ¢e thoroughly discuss the architecture
of the proposed framework and demonstrate its efficacy gir@thorough experimental

evaluation on real datasets. The benefits of our framewerklaar:
e It is interactive, allowing the user to repeatedly querydiistem for different types
of entities.
e lts principled and efficient architecture make it ideal fargle-scale systems.
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» Group Extraction
: O\O Group Tagging
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: : Redundancy

Filter Search Engine

Recommended . ceresresreeeeesnssssnnensd
Groups

Figure 8.1: A diagram of our complete search framework

e The recommended entities come organized into groups, &ih group representing

a different cohesive set of similar entities.

e The recommendations are easplainableand, thus, more intuitive to the user.

Another significant contribution of this work is the releade brand new dataset (crawled

from Twi t t er . com), which is ideal for research on social endorsement netsvork

8.1.1 RoadMap

We begin in Section 8.2 with an overview of the related workSkction 8.3, we discuss
the identification of popular groups of entities. Then, ict8m 8.4, we discuss the process
of tagging the reported groups. In Section 8.5 we introdupdrecipled filtering method
for the elimination of redundant groups. In Section 8.6 wectibe the interactive recom-
mendation mechanism, consisting of an appropriate indextsire and an efficient query
evaluation algorithm. In Section 8.7, we illustrate thecgity of our methods through a
thorough experimental evaluation on real datasets. Finak conclude in Section 8.8,

with a brief overview of our work.
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8.2 Related Work

To the best of our knowledge, ours is the first work to consterproblem ofinterac-
tive recommendations in social endorsement netwadkkanetheless, our work has ties to
numerous fields. Next, we present a brief overview of thevegitliterature.

Our recommendation system is defined in the context of a Isendorsement net-
work, which we formalize in the work. Social endorsement haen also considered
in the past, albeit in a different context. Kunegis et al.q[Ldnalyze different aspects
of the social graph fron®l ashdot . or g, where users have the option to tag others as
“friends” or “foes”, thus providing positive or negative gorsements. In another relevan
paper Leskovec et al. [148] discuss the prediction of pasaind negative edges in social
networks.

Different types of recommendation systems have been peapiosthe broad context
of social networks: Guy et al, considertbgk familiarity networkamong the different users
to support their recommendation system [149]. In a relatgokp Bonhard et al. [150]
explore how the familiarity and similarity among users carutilized to improve recom-
mendations.

The first phase of our framework utilizes a module for miniregjient (popular) groups
of entities. Pattern mining has been explored in the comtexdcommendation systems [151,
152, 153], albeit in contexts that are completely diffetendur social network paradigm.
In the second phase of our system, we employ a tym®ooial tagging Tagging is an in-
creasingly popular research topic, mainly due to the sisookesocial networking platforms
that give their users the option to tag different objectg.(photos, videos). A significant
amount of work has been devoted to methods for automaticxiagotion [154, 155, 156,
157] and to using tagging to enhance recommendation syg$i&fs 159, 160, 161, 162,
163].

Users can interact with our recommendation system via gsielmteractivity in the con-
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text of recommendations systems has also been studied pa#te Viappiani et al. [164]
propose a conversational recommender that collects irgtom and adapts to the user’s
preferences. In a similar setup, Bridge at al. [165] try tonidg the most suitable items
for a user, while keeping query updates to a minimum. ScHestka. [166] propose an
incremental top-k querying-algorithm that takes into ¢desation the relationships among
users to rank tagged objects (e.g. photos).

Finally, our work has ties with collaborative filtering, axtensively studied problem in
the context of recommendation systems [167, 168, 169, THgjugh relevant, our work is
the first to focus on social endorsement networks and enatilrsictiveandexplainable

recommendations.

8.3 Extraction of Popular groups

In this section, we describe the process of identifying geoof entities with a significant
number of common endorsers, given a social endorsemenbretWhis is only the first
phase of our framework, albeit an important one, since itipces an initial collection of
popular entity-groups. These groups will then be processejed, filtered, and finally
organized toward an efficient recommendation engine.

We formalize the problem of extracting popular groups asnatence of the problem
of mining frequent itemsets: we are given a set of transastiovhere each transaction
includes a set of items. We then want to find groups of items weae often grouped
together. In our context, a transaction is the set of estiiat are endorsed by a user.

Formally, we define the problem as follows:

Problem 11. Given a social endorsement netwdrk= (U, V, E') and a group of endorsed

entitiesg € 2V, let N(g) return the set of common endorsersydh G. Then, find the set
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Restaurant

Food Type
Location

Price Range
Parking
Delivery

Attire

Outdoor Seating

AN

R1 R2 R3 R4
Chinese Italian Thai Indian
\ Los Angeles Los Angeles Los Angeles Los Angeles \
[sss | [ssss BE | sss |
[ Yes Yes Yes Yes |
Yes No No Yes
Casual Business Casual Business
[ Yes Yes Yes Yes

"Restaurants in Los Angeles with Parking and Outdoor Seating"

Figure 8.2: An example of using tags to identify the corielaamong the entities in
a group. In this case, the four entities are all Restaurant®sAngeles that offer both
Parking and Outdoor seating.

of entity-groupg7, so that

G={glge2", lg|>2, |N(9)| > T} (8.1)

As formulated above, the problem asks for all groups of atle@o endorsed entities
that have at least endorsers in common. In the Experiments section, we showtinaivwg
the value ofl" affects the number of reported groups.

By representing the set of entities endorsed by each userassattion, Problem 11
can be efficiently solved by any of the popular algorithmsnfiming frequent itemsets. In
our experiments, we use the algorithm proposed in [171]clwvproved efficient enough to

easily handle a database of over six million transactions.
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8.4 Group Tagging

After we obtain the popular groups, the next step is to tagitirea way that facilitates
search. Given a group, we want to answer the following qaestWhy where these entities
endorsed by the same large set of usefs7answer this, we need to identify the common
characteristics that make these entities appealing toaime £rowd. In order to achieve
this, we need to obtain and record information on the difieagtributes of each entity.
For example, if the endorsed entity is a restaurant, theofistttributes may include the
type of food served or the restaurant’s location. Such méidiron can be easily encoded
in the form oftags Tagging is an increasingly popular feature, available anynsocial
networking platforms. For example, in Flickr and Faceboagers can tag photos and
videos with descriptive terms or phrases of their choicechags can be submitted by
users who manually assign descriptive tokens to each eotifyoduced by an automated
tagging method [156, 155, 154, 15Qwr framework is compatible with any tagging
methodthat can assign a set of tagge) to each entity. These TagSets can be then used

to compute the TagSet(g) of an entire groug = {e;, €2, ...} as follows:

ts(g) = ﬂts(e) (8.2)

ecyg

Even though this definition worked superbly in our experitagm can easily be relaxed
to include tags that appear &nlarge majority of the group’s entities, rather than all of

them.

Getting the TagsIn the case of automated tag-extraction, a question tieesais the fol-

lowing: Where can we mine the required TagSets frofp@ically, automated methods are
based on a piece of descriptive textual information thataslable for each entity. In cases
where the entity is itself consisting of text (e.g. a webpaigather document), then obtain-

ing such information is a non-issue. Given the abundancefofmation that are available

171



on the Web, such text summaries can be easily obtained finalty any type of entity:
Facebook Groups and Fan Pages have a short passage dgstrbimrature and purpose
of the group. On Twitter and MySpace, users provide a seltew description in their
profiles. Informative pieces of text can also be extractethfsources outside the network:
if the endorsed entity is a product, the text from the produwafficial website can serve as
a descriptive summary. If the entity is a movie, the sourcelmthe plot summary from
sites likei mdb. com If the entity is an influential person, we can use the textnfius

personal page or the respective entry on sitesWkki pedi a. com

Structured Content: In many cases, informative content can be found in a semctsired
format in the Web. The templated entries on the right siddefages on Wikipedia.com
serve as a characteristic example of such a format. SucHdteapacilitate the direct ex-
traction of informative tags. An intuitive way to composeg&ets from such data is via the
construction ofprofiles Examples are given in Figures (8. Bdstaurantand (8.3) Ath-
lete, Singer, Politiciap The profiling process adds an additional level of abstvacind
facilitates the grouping of different entities; Since tivaitable entities are evaluated on a
fixed set of attributes, it is easier to identify common chbtgestics and decode the correla-
tion among the members of a group. An illustrative exampigven in Figure (8.2): we are
given a profile representing a restaurant, along with a goddpur matching entities. In
this case, since all the entities in the group belong to threegarofile, the attribute-set of the
group includes only the seven attributes of the profilod Type, Location, Price Range,
Parking, Delivery, Attire, Outdoor SeatifigThen, the TagSet of the group will contain the
attribute values that remain the same for all restaurantshi$ casets(g) ={Los Angeles,
With Parking, With Outdoor Seatihg These three tags compose the TagSet of the group ,

and reveal why such a large number of users endorsed allaurasts.
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David Mick John : D. Beckam, M. Jagger, J. McCain
Beckham Jagger McCain : Caucasian Males
Athlete Singer Politician g2
Age[25-35] Age[65-75] Age[65-75] P L e e T e L e e O CE T CE LU EUT EEECTEPT ORI
Male Male Male : D. Beckam, M. Jagger :
Caucasian Caucasian Caucasian : Caucasian Males from England :
England England USA T P T TP PP PP PP
g3
PSLTEICITPTCPETTEPTET RO EPECERTTERTE .
: D. Beckam, J. McCain :
| ! Caucasian Males :
g4
.........................................
Tagsets : M. Jagger, J. McCain

i Caucasian Males between
65 and 75 years of age

Figure 8.3: An Example of Group redundangy:is pruned, since it is a subset ¢f and
ts(gs) C ts(g1).

8.5 Eliminating Redundancy

In this section we identify a type of redundancy among efgityups and propose a princi-
ple method to eliminate it. Consider the example given in f@d8.3): we are given three
entities: David Beckham (athlete), John McCain (politiciamd Mick Jagger (singer).
We assume that the three individuals have a significant numbeommon endorsers
and have been identified as a popular group. On the right, geefishows all the pos-
sible (sub)groups with at least two members, along withrthespective TagSets. We
observe thays; is a subset ofy;, and also bears no additional tags (i.¢; C ¢; and
ts(gs) = ts(g1) = {Caucasian, Male}). Therefore,g; is redundant and we can safely
prune it without losing any information. On the other hanasrethough botly, andg, are
also subsets qf;, they also have richer TagSets and thus have to be includie ifinal

set. Formally, we define the problem as follows:
Problem 12. Given a set of group§, find a filtered seg¢* C G, so that:
1. Vge G, 3¢ € G's.t. {ts(g) Cts(¢’)and g C ¢'}

2. G* is the smallest set among all those that satisfy the 1st dondi
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Algorithm 6 GroupFi | ter
Input: Set of Entity Groups/
Output: Filtered set of non-redundant Grou@s
. filteredIndex < () /| supports superset queries.
. SortgG in desc order by group size
. for each groug € G do
1sRedundant + false
S « lookup_sups( filteredIndez, g)
for (each super-groug € S) do
if (ts(g) C ts(S)) then
1sRedundant < true
break
if (lisRedundant) then
11: filteredIndex.insert(g)

12: return filteredIndex.getGroups()

© NPT REB®NR

=
=

The first condition requires that, for every groupe G, there exists a groug € G*
that contains all the entities @f, and is also tagged with all the tags includedtifg)
(among others). The second condition implicitly asks foeac®nsisting exclusively of
non-redundant groups: even if a single redundant groupseixi/*, we can safely prune
it and thus get a set of smaller size. In order to address tioislgm, we propose the
G oupFi | t er algorithm, which reports a filtered set, consisting only ohsredundant

groups. The pseudocode is given in Algorithm (6).

Details of Algorithm (6): The input consists of the complete set of grogpsvhile the
output is a filtered saf* of all non-redundant groups. The algorithm maintains aexnd
of the non-redundant groupgi{teredindex). For every group;, we probe the index to
retrieve the set of (non-redundant) super-groups (i.euggdhat contain, among others, all
the entities included ig). Any structure that supports sushperset queriesan be used
to build the index. We use the UBTree [172], a simple and efiic&ructure for indexing
sets. We refer the reader to the original paper for moreldainithe structure.

G oupFi | t er begins by sorting all the groups by size (i.e. number of mes)ba

descending order. This ensures that all super-groups ofitendant group will be evaluated
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before it is. Then, for each groupe G, we probe the index to retrieve its set of super-
groupsS. If there exists a super-group € S that has all the tags of (i.e. ts(g) C
ts(S)), theng is redundant and can be ignored. Note that, since the Tad@etgup

is guaranteed to contain all the tags included in any of ipesgroups, it is sufficient to
check if|ts(g)| < |ts(S)|. If there exists no supersétthat satisfies this inequality, is
non-redundant and can be safely inserted in the index. Afpibint we know thay is non-
redundant, otherwise it would have been pruned earliecédine groups iy are sorted).
This guarantees that our index only contains non-redungianips, leading to a structure
that is smaller and faster to probe. After all the groups Hmeen evaluated, the algorithm

returns the filtered set of non-redundant groups.

8.6 Interactive Recommendations

In this section, we describe a search engine for the recomatiem of entity-groups. Con-
ceptually, we want to respond to queries of the tyffénd large groups of entities that
share a set of tag$ti, 2, ..., t,n }, and also have a significant number of common en-
dorsers. By asking for larger groups, we maximize the amount of infation returned to
the user, who can then further investigate the numerousesnith a group. Maximizing the
number of endorsers would not be reasonable in our coniexe & would lead to trivial,

single-entity groups. We formalize the problem as one ofid@valuation, as follows:

Problem 13. Given a set of entity-group§ = {g1, 92, ..., 9, } and a query of tagg =

{t1,ts, ..., tm }, find thek largest groups frong that satisfy the following condition:

tS(g) Nt; #0, Vt; €q (83)

Conceptually, Problem 13 asks for thelargest groups that contain all the tags of

the query in their respective TagSets. To address the pmhie use an inverted index
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Algorithm 7 TopKFi nder
Input: Inverted Indexindex, query of tags) = {t1,ts, ..., t }, iNtk
Output: set oftop — k£ matching groups
1: TopK <« () // sorted, holds at mogtelements
2: L+ {Li|t; € q}
3: while TopK.size() < k) do
4 for (every List L € L) do
5 g < getNext(L)
6: if (¢ =null)thenreturn TopK
7: elseif(L'[g] # 0,VL' € L) then
8
9:

TopK.insert(g)
return Top K

structure, mapping each tag to the list of groups that corittalhe groups in each list are
primarily sorted in descending order by their size. In dddita secondary sort is done
by the number of endorsers, also in descending order. Tkigres that, among groups of
equal cardinality, those with the highest number of endsradl have priority. Given the
inverted index, we can retrieve the top-k results using pkiravaluation algorithm, shown
in Algorithm (7).

The algorithm, which we refer to apKFi nder , begins by retrieving the set of
group-lists that correspond to the tags of the query. Then, for each list € L, the
getNext(L) function is used to retrieve the next group under sortedssccEhe function
returnsnull if L has been exhausted. For each candidate graup, the algorithm checks
ifitis also included in all other lists if. Each list is checked using a random access probe,
supported by an appropriate structure. An example of suttuetsre is a hash-set, where
each group is hashed by a label consisting of its tags (oDayih lexicographical order.
If ¢ is indeed included in all the lists, then it is included in tlae — k. The algorithm
continues, untilk groups have been identified or until at least one of the lists lheen
exhausted (Line 6).

TopKFi nder is essentially a simplified version of the popular Threshaligorithm

(TA) [32]. In the typical use case dfA, the score of each object (group) is different in
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every list. Therefore, the algorithm has to retrieve th@eetive scores of the object from
all the lists, and compute the cumulative value. A scoreetydisreshold mechanism is used
as a termination criterion. In our case, this mechanismdamdant, since the score of each
group is the same in all the lists (i.e. equal to the grougze)si

With TopKFi nder, we can evaluate any multi-tag query submitted by a user and
efficiently solve Problem 13. Even though the inverted intlexf is not original, its appli-

cation to interactive recommendation systems is on of thvelties of our work.

8.7 Experiments

In this section, we present the thorough experimental evalo that we conducted to eval-
uate the proposed search framework. We begin with a dismusdithe datasets used

throughout the section, and proceed with a detailed dismusé each experiment.

8.7.1 Datasets

The Twi t t er dataset: This is a new corpus, which we composed particularly for the
purposes of this work. The corpus is built based on data aeltefrom Twitter.com, a
popular social networking platform, where one can “folloather users and get updates
on their posts. The dataset is constructed as follows: firstpbtain the list of the 1000
users in Twitter with the most followers (from TwitterHalbom. We then crawl Twitter
to retrieve the set of followers for each of these usérse reason for focusing on the
top-1000 users is that they are widely known, making the vefication of our results
intuitive. Clearly, reporting groups of unknown individuals would béhex cryptic and
impossible to evaluate.

After a detailed inspection of the data, we identified fivetgmirofiles that represent the
most dominant types among these highly-followed entitMssic Artist, TV Personality,

Athlete, Business Persand Other (e.g. authors, bloggers, politicians). These include
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real-life public figures and share the following attributége occupation (also the name of
the profile), the gender, the age group (e.g. 20-30), thetopohorigin, the state of origin
(or city if non-usa), and the particular type or genre eaaisqe belongs to, within their
bounds of their profession. This includes the music type(sartists, the genre(s) for TV
personalities, the different properties of people assignagheOther profile (e.g. author,
blogger, columnist), and the specific sport for athletes.

The TagSets for the followed individuals are populated in an etirely automated
manner. Since TwitterHolic.com provides the actual names of tipet000 users, we build
a focused crawling and parsing system that, given a nameves the required informa-
tion from the Web. For TV Personalities, we use thredb. comwebsite, which hosts all
the required information, including the relevant genrasefach person (we only kept the
top-3 genres per person, as ranked by imdb). For all othéitgsave usaN ki pedi a. com
which maintains all the required profile information in a aegie entry within the HTML
template. The crawling system successfully retrieved thélp information for about 500
individuals. A manual examination of the unidentified aesitverified that they were ei-
ther not real-life people (e.g. cnn.com), spam (e.g. fal@muaats), or simply users for
which the information was not available on Wikipedia or im@be500 profiled individu-
als constitute the séf of endorsed entities, in the context of a social endorsemsmtork
G = (U,V, E). The set of endorsers is represented by the entire population of followers,
which consisted of, 436, 382 distinct Twitter users (by username). The minimum number

of endorsers per group (as a percentage of the total numibseds) was set t0.007.

The DBLP dataset: To create the second benchmark for our experiments, we usaoa s
shot of the data taken from the DBLP Bibliography Server on IAtj 2006 .

For each published paper, the snapshot contains the hitesdt of authors, and the
set of cited papers. Using this information, we constructsmcial endorsement network

G = (U,V, F) as follows: the set of endorsetsconsists of all the papers that reference

http://kdl.cs.umass.edu/data/dblp/dblp-info.html
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at least one other paper. The set of endorsed entitiesnsists of the authors that have at
least one citation to one of their papers. Thus, the set afrsedhent edgek is populated
by adding an edge from a paperilinto an author i/, if the paper cites the author’s work.
Finally, the TagSet of each author consists of the diststeihimed) terms that appear in his
papers’ titles. Alternatively, one could use the set of atglio represent both the endorsers
and the endorsed entities. However, this would fail to captases where an authdrcites
multiple papers of another auth®. The collection includeg56764 distinct authors and
728510 research papers (we discarded PhD and masters theses).ifilmeim number of

endorsers per group (as a percentage of the total numbeeis)wgas set t6.005.
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Figure 8.4: Quantitative analysis of our framework, as igoldn theTwi t t er andDBLP
datasets. Figures 8.4(a) and 8.4(c) show the distributidheoreported groups’ sizes for
DBLP andTwi tt er, respectively. Figures and 8.4(b) and 8.4(d) show histograf the
different list sizes in the Inverted Index. For example,BBi.P, more tharb0% of the tags
were mapped to lists of at most 20 groups.
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8.7.2 Quantitative Analysis

Here, we perform a detailed quantitative analysis of ounéaork on thefwi t t er and

DBLP datasets.

Group Size Distribution: Figures 8.4(a) and 8.4(c) show the distribution of the uaio
group sizes foDBLP andTwi t t er, respectively. The x-axis holds the different group
cardinalities, while the y-axis shows the number of groufik this particular cardinality
(in log-scale). FoDBLP, the majority of the groups consist of 2-10 authors, whileyve
few have over 20 members. Fowi t t er , the reported groups are generally smaller, with
the largest groups consisting of 12 entities. This can béaeexd by the fact that the num-
ber of distinct entities iMMwi tt er is considerably smaller (500 individuals, Vs. several
thousand authors iDBLP), making it less likely to find large groups that share a digni
icant number of followers and also have overlapping TagSetaddition, the profiles in
DBLP typically consist of numerous tags (twelve per author, cgrage), making it easier

to identify groups of authors with overlapping TagSets.

Inverted Index: Next, we evaluate the inverted-index structure employedunryframe-
work, by examining the size of the group-lists mapped to tidexed tags. For both
datasets, a clear majority of the lists in the inverted inglexsmall, leading to a compact
structure that is easy to stored and probe.

Figures 8.4(b) and 8.4(d) show histograms of the list sibe©BLP andTwi t t er,
respectively. Each bar represents a size range (e.g. thediren Figure 8.4(b) represents
all lists of size between 1 and 20). The y-axis (in log-scat@yks the percentage of tags
that are mapped to a list with a size that falls within the eetipe range.

For DBLP, Figure 8.4(b) shows that ove0% of the tags where included in the TagSets
of less than 20 groups. The 3 most popular tags were “datghdsgstems” and “data”,
which appeared 182326, 20015 and19645 groups, respectively. These fall within tB&

of the tags that were mapped to more tBa00 groups.
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ForTwi t t er, Figure 8.4(d) shows that aroufd% of the lists in the index contained
betweenl and5 groups. For this dataset, tBenost popular tags where “Male”, “Age[30-

40]” and “TV Personality”, which appeared #8033, 2441 and2054 groups, respectively.

8.7.3 Qualitative Analysis

Next, we evaluate the quality of our results onTive t t er andDBLP datasets. First, we
create a set of 10 queries for each datasetDBP, the first9 queries are taken from the
session names of the SIGKDD conference from 2006 (the saareween the data was
collected). We also added a 10th query (“world wide web”)ridevance. Folfwi t t er,

the queries consist of popular tags from the corpus, in dalenhance the verifiability of
the results. For each query, we report the top-1 group ofiemtieturned by our search
framework, as well as the number of common endorsers pepgrbioe results foDBLP

andTwi t t er are shown in Tables 8.1 and 8.2, respectively.

Discussion of the Results:For DBLP, we are looking for large groups of authors that
have the terms of the query in their TagSets, and whose warkes cited in the same
papers. As can be seen from the table, the reported groupsstof highly-cited and
well-known authors. This was anticipated, since authoits wumerous papers are not
only more likely to be cited, but also more likely to have krgnore diverse TagSets that
overlap with those of other authors. Certain names are iedun the groups for many
queries, indicating that the respective authors have betwvean different areas, while
being able to attract a significant number of citations. Aeotimportant observation is
that co-authorships can be a deciding factor in the formaifa@roups of co-cited entities.
A characteristic example is that of ent#9: Won Kim, Nat Ballou, Jorge F. Garza and
Darrell Woelk were all included in the top-1 group for the guéprivacy”, partly due
to their highly-cited paper “A Distributed Object-Oriedt®atabase System Supporting

Shared and Private Databases”.
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ForTwi tt er, we are looking for groups of individuals that match the st query,
and share a significant number of followers. As can be seeraleT8.2, the reported
groups consist of people who are well-known in their respedields. Less focused
gueries lead to more diverse groups: the group reporteden“between the ages of 30
and 40" consists of 2 actors, 1 athlete and 4 people from thméss world. Interestingly
enough, ove68000 Twitter users chose to follow these individuals.

Particularly interesting observations can be made fronmaxiag the groups reported
for queries#2, #3 and#4, which are ordered from the more general to the more focused
one. For query#2, a group of 4 pop-music artists is reported. Qugy/is more refined,
asking for groups ofemalepop-music artists. Britney Spears is the only person regorte
for both queries, indicating that she shares a significantbar of followers with both
male and female artists. Note that Britney Spears had thet lrgest number of followers
among all the individuals ifwi t t er . The first 2 positions are held by Ashton Kutcher
and Ellen DeGeneres (TV personalities), who are also imcud top-1 groups. Britney
Spears is also included in the top-1 group for qugry This query is even more focused,
asking for women that are also between the ages of 20 and 3htévesting observation
here is that the reported group has more followers than tiegs®ted for the previous two
queries, even though it is more refined. This is beacuse thgpgnas only 3 members
(while the groups for querieg2 and+#3 had 4). As described in Section 8.6, we prefer

large groups, while using the number of followers for se@gadanking.

8.7.4 Redundancy Filtering

Here, we evaluate the redundancy filter described in Se8tionFirst, we use the mech-
anism described in Section 8.3 to obtain the complete setoptilar groups for both

datasets. We repeat the experiments for different valuethéominimum number of com-

mon endorserd’, expressed as a percentage of the total number of userddil@vers

onTwi t t er and papers oBLP). For each value of’, we apply theG oupFi | t er
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Figure 8.5: Effects of the Group Redundancy Filter forThe t t er andDBLP datasets.

algorithm and compute the number of eliminated groups. €bkalts are shown in Figures
8.5(a) and 8.5(b). The x-axis represents the support tole§h while they — axis rep-
resents the number of reported groups (in logarithmic ¥ciler each value dt’, we plot
the number of groups before and after the application ofédemdancy filter.

The Results illustrate that, f@BLP, redundant groups cover a very high percentage
of the unfiltered set. Our filter eliminates this redundancg produces a compact and
informative set. This translates to significant computalasavings for a framework that
needs to maintain and search the corpus of groupsT®t t er , the volume of pruned
groups was reduced. This can be explained by the fact thagcedly for higher values
of T, the size of the unfiltered corpus was already quite smathpared to the respective
number forDBLP. However, for lower values df', the number of filtered groups was still
significant. For example, faf = 0.007, the number of groups dropped fras¥36171 to
56695, while for 7" = 0.008 it went from t027410 to 5756.

8.8 Conclusion

In this work, we formalized the problem ofteractive recommendations in social endorse-

ment networksWe presented an efficient, query-driven framework for thlatgon of the
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problem, able to make high-quality and explainable recomdagons. In addition, our
framework is equipped with a filtering mechanism for the @liation of redundancy, which
can be used reduce the size of the corpus and produce a ctispfammative dataset. The
entire recommendation system is designed in a principledediicient manner, making
it ideal for large-scale systems. Finally, we illustratbée efficacy of our methods in a

thorough experimental evaluation on real datasets.
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Table 8.1: Groups of Authors iDBLP

Tag-Query Top-1 Group of Authors # Qommon
Citations
e Tomasz Imielinski, Rakesh Agrawal, Sakti P. Ghosh,

1. | classification i ] 54
Balakrishna R. lyer, Arun N. Swami

2. | web mining Serge Abiteboul, Stefano Ceri 70

3. | clustering Jiawei Han, Philip S. Yu, Rakesh Agrawal, Jong Soo Park, Arun Nn8wa 43

4. | graph mining | Jiawei Han, Philip S. Yu, Rakesh Agrawal, Ming-Syan Chen 54

5. | time series H. V. Jagadish, R. Ramakrishnan 127

6. | pattern mining | Jiawei Han, Philip S. Yu, R. Agrawal, R. Srikant, Jong Soo Park, MipygrSChen 49

7. | text mining Rakesh Agrawal, Ramakrishnan Srikant, Heikki Mannila 71

8 | structured data Nievergelt, C. .Faloutsos,.H. Hinterberger, B. Seeger, 55
J., K. C. Sevcik, H.-P. Kriegel, A. Guttman

9. | privacy Won Kim, Nat Ballou, Jorge F. Garza, Darrell Woelk 228

10. | world wide web| Alberto O. Mendelzon, Alon Y. Halevy, Anand Rajaraman, Joann J. Ordille 40




98T

Table 8.2: Groups of Infividuals ifiwi t t er

| Tag-Query | Top-1 Group of Individuals | #Followers
1 | Athlete Shaquille O’'Neal (baskgtball), Lance Armstrong (cycling), 83309
Tony Hawk (skateboarding)
2. | Music Artist, Pop Britney Spears, Diddy, MC Hammer, Sara Bareilles 79443
Music Artist, Pop, Female Britney Spears, Ashlee Simpson, Sara Bareilles, Maledy Moore69056
4. | Music Artist, Pop, Female, Age[20-30]Britney Spears, Ashlee Simpson, Lily Rose Allen 99765
5. | Business person, Age[30-40] Eyan Wllllams, Biz Stone, Jack Dorsey (TWIttel’),. 71017
Michael Arrington (TechCrunch) , Kevin Rose (DigQg)
6. | TV Personality, Female Ellefn. DeGeneres,.Martha Stewart, Brooke Burke, 69910
Felicia Day, Veronica Belmont
TV Personality, Female, Age[50-60] | Ellen DeGeneres, Oprah Winfrey 286545
Music Artist, New York Diddy, 50 Cent, Mariah Carey 90294
9. | Comedian, New York Jimmy Fallon, Danny Masterson 117300
10. | Male, Age[30-40] Ashton Kutcher, Lance Armstrong, Evan Williams, 68429

Kevin Rose, Wil Wheaton, Michael Arrington, Biz Stone
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