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Abstract of the Dissertation

Novel machine learning and correlation network

methods for genomic data

by

Lin Song

Doctor of Philosophy in Human Genetics

University of California, Los Angeles, 2013

Professor Stefan Horvath, Chair

Correlation measures are often used to define co-expression networks among genes.

As an alternative, mutual information (MI) is often used because it measures non-

linear relationships. It is not clear how much MI adds beyond standard (robust)

correlation measures or regression model based association measures. Further, it

is important to assess which measures lead to biologically meaningful modules

(clusters of genes). We provided a comprehensive comparison between mutual

information and several correlation measures in 8 empirical data sets and in sim-

ulations. We confirmed close relationships between MI and correlation in all data

sets, reflecting the fact that most gene pairs satisfy linear or monotonic relation-

ships. The biweight midcorrelation, a robust form of correlation, outperformed MI

in terms of elucidating gene pairwise relationships. Coupled with the topological

overlap matrix transformation, it often led to modules superior to MI and maximal

information coefficient (MIC) in terms of gene ontology enrichment. In addition,

we proposed the use of polynomial or spline regression models as an alternative to

MI for capturing non-linear relationships between quantitative variables. Overall,

our results indicated that MI networks could be safely replaced by correlation

networks for stationary co-expression data.
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Sample classification, especially disease status prediction, is an important area

of investigation for gene expression studies. Many machine learning methods, i.e.

predictors, have been developed to tackle this problem. Ensemble predictors such

as random forest are known to have superior accuracy but their black-box pre-

dictions are difficult to interpret. In contrast, a generalized linear model (GLM)

coupled with forward feature selection is very interpretable but tends to overfit the

data and leads to low predictive accuracy. We proposed a novel bootstrap aggre-

gated (bagged) GLM predictor randomGLM (RGLM) that shares the advantages

of a random forest predictor and those of a GLM predictor. RGLM incorporates

several elements of randomness and instability, such as random subspace method,

optional interaction terms and forward feature selection. The prediction perfor-

mances of various predictors were evaluated on hundreds of genomic data sets,

the UCI machine learning benchmark data and simulations. RGLM often out-

performed alternative methods including random forests and penalized regression

models (ridge regression, elastic net, lasso) in both binary and continuous outcome

predictions. Further, RGLM provides variable importance measures that can be

used to define a “thinned” ensemble predictor (involving few features) retaining

excellent predictive accuracy.

RGLM has won the 2012 COPD Improver Challenge, in which we aimed to

predict the chronic obstructive pulmonary disease (COPD) status based on gene

expression data. We outlined how RGLM compared with random forest on the

COPD data set, and discussed potential reasons for the superior performance of

RGLM in this sub-challenge.
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CHAPTER 1

Comparison of co-expression measures: mutual

information, correlation, and model based

indices
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Introduction

Co-expression methods are widely used for analyzing gene expression data and

other high dimensional “omics” data. Most co-expression measures fall into one

of two categories: correlation coefficients or mutual information measures. MI

measures have attractive information-theoretic interpretations and can be used

to measure non-linear associations. Although MI is well defined for discrete or

categorical variables, it is non-trivial to estimate the mutual information between

quantitative variables, and corresponding permutation tests can be computation-

ally intensive. In contrast, the correlation coefficient and other model based as-

sociation measures are ideally suited for relating quantitative variables. Model

based association measures have obvious statistical advantages including ease of

calculation, straightforward statistical testing procedures, and the ability to in-

clude additional covariates into the analysis. Researchers trained in statistics

often measure gene co-expression by the correlation coefficient. Computer scien-

tists, trained in information theory, tend to use a mutual information (MI) based

measure. Thus far, the majority of published articles use the correlation coeffi-

cient as co-expression measure [1–5] but hundreds of articles have used the mutual

information (MI) measure [6–12].

Several articles have used simulations and real data to compare the two co-

expression measures when clustering gene expression data. Allen et al. have found

that correlation based network inference method WGCNA [5] and mutual informa-

tion based method ARACNE [9] both perform well in constructing global network

structure [13]; Steuer et al. show that mutual information and the Pearson corre-

lation have an almost one-to-one correspondence when measuring gene pairwise

relationships within their investigated data set, justifying the application of Pear-

son correlation as a measure of similarity for gene-expression measurements [14].

In simulations, no evidence could be found that mutual information performs bet-
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ter than correlation for constructing co-expression networks [15]. However, MI

continues to be used in recent publications. Some authors have argued that MI is

more robust than Pearson correlation in terms of distinguishing various clustering

solutions [10]. Given the debates, it remains an open question whether mutual in-

formation could be supplanted by standard model based association measures. We

affirmatively answer this question by i) reviewing the close relationship between

mutual information and likelihood ratio test statistic in the case of categorical

variables, ii) finding a close relationship between mutual information and correla-

tion in simulations and empirical studies, and iii) proposing polynomial and spline

regression models as alternatives to mutual information for modeling non-linear

relationships.

While previous comparisons involved the Pearson correlation, we provide a

more comprehensive comparison that considers i) different types of correlation

coefficients, e.g. the biweight midcorrelation (bicor), ii) different approaches for

constructing MI based and correlation based networks, iii) different ways of trans-

forming a network adjacency matrix (e.g. the topological overlap reviewed be-

low [4, 16–18]), and iv) 8 diverse gene expression data from yeast, mouse and

humans. Our unbiased comparison evaluates co-expression measures at the level

of gene pair relationships and at the level of forming co-expression modules (clus-

ters of genes).

This chapter presents the following results. First, probably the most compre-

hensive empirical comparison to date is used to evaluate which pairwise associa-

tion measure leads to the biologically most meaningful network modules (clusters)

when it comes to functional enrichment with GO ontologies. Second, polynomial

regression and spline regression methods are evaluated when it comes to defining

non-linear association measures between gene pairs. Third, simulation studies are

used to validate a functional relationship (cor-MI function) between correlation
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and mutual information in case that the two variables satisfy a linear relationship.

Our comprehensive empirical studies illustrate that the cor-MI function can be

used to approximate the relationship between mutual information and correlation

in case of real data sets which indicates that in many situations the MI measure

is not worth the trouble. Gene pairs where the two association measures disagree

are investigated to determine whether technical artifacts lead to the incongruence.

A. Association measure and network adjacency

An association measure is used to estimate the relationships between two ran-

dom variables. For example, correlation is a commonly used association measure.

There are different types of correlations. While the Pearson correlation, which

measures the extent of a linear relationship, is the most widely used correlation

measure, the following two more robust correlation measures are often used. First,

the Spearman correlation is based on ranks, and measures the extent of a mono-

tonic relationship between x and y. Second, “bicor” (refer to Materials and Meth-

ods for definition and details) is a median based correlation measure, and is more

robust than the Pearson correlation but often more powerful than the Spearman

correlation [19, 20]. All correlation coefficients take on values between −1 and 1

where negative values indicate an inverse relationship. A correlation coefficient is

an attractive association measure since i) it can be easily calculated, ii) it affords

several asymptotic statistical tests (regression models, Fisher transformation) for

calculating significance levels (p-values), and iii) the sign of correlation allows

one to distinguish between positive and negative relationships. Other association

measures, such as mutual information, will be introduced in the next sections.

Association measures can be transformed into network adjacencies. For n

variables v1, . . . , vn, an adjacency matrix A = (Aij) is an n×n matrix quantifying

the pairwise connection strength between variables. An (undirected) network
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adjacency satisfies the following conditions:

0 ≤ Aij ≤ 1, (1.1)

Aij = Aji,

Aii = 1.

An association network is defined as a network whose nodes correspond to random

variables and whose adjacency matrix is based on the association measure between

pairs of variables [21]. Association networks describe the pair wise associations

between variables (interpreted as nodes). For a given set of nodes, there is a one-

to one relationship between the association network and the adjacency matrix. In

order to build an association network for n variables v = (v1, . . . , vn), we start by

defining an association measure AssocMeasure(x, y) as a real valued function of

two vectors x, y. We then apply this function on the set of N = n2 variable pairs

{Pair1 = (v1, v1), Pair2 = (v1, v2), . . . , PairN = (vN , vN)}, resulting in an n × n

dimensional matrix

S = (AssocMeasure(vi, vj)). (1.2)

Then, one needs to specify how the association matrix S is transformed into

an adjacency matrix. This involves three steps: 1) symmetrize S; 2) transform

(and/or threshold) S to [0, 1]; 3) set diagonal values to 1. As for step 1, many

methods can be used to symmetrize S if it is non-symmetric, such as the following

three ways:

Smin
ij = min(Sij, Sji) (1.3)

Save
ij =

Sij + Sji

2
(1.4)

Smax
ij = max(Sij, Sji). (1.5)
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As for step 2, if LowerBounds(S) and UpperBounds(S) denote symmetric matri-

ces of element-wise lower and upper bounds for S, then a simple transformation

can be defined as:

A =

(
S − LowersBound(S)

UpperBounds(S)− LowerBound(S)

)β

, (1.6)

where the power β is constant and denotes a soft threshold. As an example,

assume that the association measure is given by a correlation coefficient, i.e. S =

(cor(x i,x j)). Since each correlation has the lower bound −1 and upper bound

+1, Eq. 1.6 reduces to the case of a signed weighted correlation network given

by [4,22]:

Aij =

(
1 + cor(x i,x j)

2

)β

. (1.7)

Additional details of correlation based adjacencies (unweighted or weighted, un-

signed or signed) are described in Materials and Methods.

Network adjacency based on co-expression measures

When dealing with gene expression data, xi denotes the expression levels of the

i-th gene (or probe) across multiple samples. In this article, we assume that the m

components of xi correspond to random independent samples. Co-expression mea-

sures can be used to define co-expression networks in which the nodes correspond

to genes. The adjacencies Aij encode the similarity between the expression pro-

files of genes i and j. In practice, transformations such as the topological overlap

measure (TOM) [4, 16–18] are often used to turn an original network adjacency

matrix into a new one. Details of TOM transformation are reviewed in Materials

and Methods.
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B. Mutual information networks based on categorical variables

Assume two random samples dx and dy of length m from corresponding discrete

or categorical random variables DX and DY . Each entry of dx equals one of the

following R levels ldx1, . . . , ldxR. The mutual information (MI) is defined as:

MI(dx, dy) =
Rx∑

r=1

Ry∑

c=1

p(ldxr, ldyc) log

(
p(ldxr, ldyc)

p(ldxr)p(ldyc)

)
(1.8)

where p(ldxr) is the frequency of level r of dx, and log is the natural logarithm.

Note that the following simple relationship exists between the mutual information

(Eq. 1.8) and the likelihood ratio test statistic:

MI(dx, dy) =
LRT.statistic(dx, dy)

2m
(1.9)

This relationship has many applications. First, it can be used to prove that the

mutual information takes on non-negative values. Second, it can be used to cal-

culate an asymptotic p-value for the mutual information. Third, it points to a

way for defining a mutual information measure that adjusts for additional con-

ditioning variables z1, z2, . . . Specifically, one can use a multivariate multinomial

regression model for regressing dy on dx and the conditioning variables. Up to

a scaling factor of 2m, the likelihood ratio test statistic can be interpreted as a

(non-symmetric) measure of mutual information between dx and dy that adjusts

for conditioning variables. More detailed discussion of mutual information can be

found in [14,23,24].

As discussed below, numerous ways have been suggested for construct an adja-

cency matrix based on MI. Here we describe an approach that results in a weighted

adjacency matrix. Consider n categorical variables dx1, dx2, . . . , dxn. Their mu-

tual information matrix MI(dxi, dxj) is a similarity matrix S whose entries are

7



bounded from below by 0. To arrive at an upper bound, we review the relation-

ship between mutual information and entropy (the following equation is text book

knowledge):

MI(dx, dy) = Entropy(dx) + Entropy(dy)− Entropy(dx, dy) (1.10)

where Entropy(dx) denotes the entropy of dx and Entropy(dx, dy) denotes the

joint entropy (refer to Materials and Methods). Using Eq. 1.10, one can prove

that the mutual information has the following 3 upper bounds:

MI(dx, dy) ≤ min(Entropy(dx), Entropy(dy)), (1.11)

MI(dx, dy) ≤ Entropy(dx) + Entropy(dy)

2
, (1.12)

MI(dx, dy) ≤ max(Entropy(dx), Entropy(dy)). (1.13)

Using Eq. 1.6 with β = 1, lower bounds of 0 and UpperBoundsij =

(Entropy(dxi)+Entropy(dxj))/2 (Eq. 1.12) results in the symmetric uncertainty

based mutual information adjacency matrix :

AMI,SymmetricUncertainty
ij =

2MI(dxi, dxj)

Entropy(dxi) + Entropy(dxj)
. (1.14)

A transformation of AMI,SymmetricUncertainty leads to the universal mutual infor-

mation based adjacency matrix version 1 (denoted AUV1):

AMI,UniversalV ersion1
ij =

AMI,SymmetricUncertainty
ij

2− AMI,SymmetricUncertainty
ij

(1.15)

One can easily prove that 0 ≤ AMI,UniversalV ersion1
ij ≤ 1. The term “universal”

reflects the fact that the adjacency based dissimilarity dissMIUniveralV ersion1
ij =

1−AMI,UniversalV ersion1 turns out to be a universal distance function [25]. Roughly
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speaking, the universality of dissMIUniveralV ersion1
ij implies that any other distance

measure between dxi and dxj will be small if dissMIUniveralV ersion1
ij is small. The

term “distance” reflects the fact that dissMIUniveralV ersion1 satisfies the properties

of a distance including the triangle inequality.

Another adjacency matrix is based on the upper bound implied by inequality

1.13. We define the universal mutual information based adjacency matrix version

2, or AUV2, as follows:

AMI,UniversalV ersion2 =
MI(dxi, dxj)

max(Entropy(dxi), Entropy(dxj))
. (1.16)

The name reflects the fact that dissMIUniveralV ersion2 = 1 − AMI,UniversalV ersion2

is also a universal distance measure [25]. While AMI,UniversalV ersion1 and

AMI,UniversalV ersion2 are in general different, we find very high Spearman corre-

lations (r > 0.9) between their vectorized versions.

Many alternative approaches exist for defining MI based networks, e.g.

ARACNE [9], CLR [26], MRNET [27] and RELNET [6, 28] are described in Ma-

terials and Methods.

C. Mutual information networks based on discretized numeric variables

In its original inception, the mutual information measure was only defined for

discrete or categorical variables, see e.g. [23]. It is challenging to extend the

definition to quantitative variables. But, several strategies have been proposed in

the literature [7,28,29]. In this article, we will only consider the following approach

which is based on discretizing the numeric vector x by using the equal width

discretization method. This method partitions the interval [min(x),max(x)] into

equal-width bins (sub-intervals). The vector discretize(x) has the same length as

9



x but its l-th component reports the bin number in which xl falls:

dxl = discretize(x)l = r if xl ∈ binr. (1.17)

The number of bins, no.bins, is the only parameter of the equal-width discretiza-

tion method.

In our subsequent studies, we calculate an MI-based adjacency matrix using

the following three steps. First, numeric vectors of gene expression profiles are

discretized according to the equal-width discretization method with the default

number of bins given by no.bins =
√

m. Second, the mutual information MIij =

MI(discretize(xi), discretize(xj)) is calculated between the discretized vectors

based on Eq. 1.10 and the Miller Madow entropy estimation method (detailed

in Materials and Methods). Third, the MI matrix is transformed into one of

three possible MI-based adjacency matrices: AMI,SymmetricUncertainty (Eq. 1.14),

AMI,UniversalV ersion1 (Eq. 1.15), AMI,UniversalV ersion2 (Eq. 1.16).
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Results

A. An equation relating MI(discretize(x), discretize(y)) to cor(x, y)

As described previously, the mutual information MI(discretize(x), discretize(y))

between the discretized vectors can be used as an association measure. Note that

MI(discretize(x), discretize(y)) is quite different from cor(x, y) in the following

aspects. First, the estimated mutual information depends on parameter choices,

e.g. the number of bins used in the equal-width discretization step for defining

dx = discretize(x). Second, the mutual information aims to measure general

dependence-relationships while the correlation only measures linear or monotonic

relationships. Third, the equations for the two measures are very different. Given

these differences, it is surprising that a simple approximate relationship holds

between the two association measures if x, y are samples from a bivariate normal

distribution and the equal-width discretization method is used with no.bins =
√

m. Under these assumptions, we will show that AMI,UniversalV ersion2 can be

accurately approximated as follows:

AMI,UniversalV ersion2(dx, dy) =
MI(dx, dy)

max(Entropy(dx), Entropy(dy))
(1.18)

≈ F cor−MI(cor(x, y)),

where the “cor-MI” function [21]

F cor−MI(s) =
log(1 + ε− s2)

log(ε)
(1− ω) + ω (1.19)

depends on the following two parameters

ω = 0.43m−0.30 (1.20)

ε = ω2.2 .
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In general, one can easily show that F cor−MI(s) is a monotonically increasing

function that maps the unit interval [0,1] to [0,1] if the two parameters ω and ε

satisfy the following relationship

0 < ε ≤ ω < 1 . (1.21)

Eq. 1.19 was stated in terms of the Pearson correlation, but it also applies for

bicor as can be seen from our simulation studies.

B. Simulations where x and y represent samples from a bivariate normal

distribution

Here we use simulation studies to illustrate that F cor−MI (Eq. 1.19) can be used

for predicting or approximating AMI,UniversalV ersion2 from the corresponding cor-

relation coefficients (Eq. 1.19). Specifically, we simulate 2000 pairs of sample

vectors x and y from a bivariate normal distribution. Each pair of vectors x

and y is simulated to exhibit different pairwise correlations. Figure 1.1 shows

the relationships of the MI-based adjacency measures with the (observed) Pear-

son correlation (cor) or biweight midcorrelation (bicor) when each of the vectors

contains m = 1000 components but the relationship has been confirmed for m

ranging from 20 to 10000. As can be seen from Figures 1.1 (A-B), the cor-MI

function (Eq. 1.19) with parameters specified in Eq. 1.20 provides a highly ac-

curate prediction of AMI,UniversalV ersion2 (Eq. 1.16) on the basis of cor(x, y) and

m. Since x and y are normally distributed, the Pearson correlation and bicor

are practically indistinguishable (Figure 1.1 (C)). Thus, replacing cor by bicor

leads to equally good predictions of AMI,UniversalV ersion2 (Figure 1.1 (D)). Fig-

ure 1.1 (E) shows that AMI,UniversalV ersion2 is practically indistinguishable from

AMI,SymmetricUncertainty. This suggests that cor-MI function can also be used to
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predict AMI,SymmetricUncertainty on the basis of the correlation measure. Figure 1.1

(F) indicates that AMI,UniversalV ersion1 and AMI,UniversalV ersion2 are different from

each other but satisfy a monotonically increasing relationship.

C. Empirical studies involving 8 gene expression data sets

Our simulation results show that both the robust biweight midcorrelation

and the Pearson correlation can be used as input of F cor−MI for predicting

AMI,UniversalV ersion2 when the underlying variables satisfy pairwise bivariate nor-

mal relationships. However, it is not clear whether F cor−MI can also be used to

relate correlation and mutual information in real data applications. In this sec-

tion, we report 8 empirical studies to study the relationship between MI and the

robust correlation measure bicor. To focus the analysis on genes that are likely to

reflect biological variation and to reduce computational burden, we selected the

3000 genes with highest variance across the microarray samples for each data set.

Description of data sets can be found in Materials and Methods.

We first calculate bicor and AMI,UniversalV ersion2 for all gene pairs in each data

set. The two co-expression measures show strong monotonic relationships in most

data sets (Figure 1.2). Then, we predict AMI,UniversalV ersion2 from bicor based on

F cor−MI (Eq. 1.19). Our predictions are closely related to true AMI,UniversalV ersion2

values (Figure 1.3). These results indicate that most gene pairs satisfy linear re-

lationships in real data applications. Among the 8 data sets, SAFHS shows the

strongest association between bicor and AMI,UniversalV ersion2 (Spearman correla-

tion 0.72) and also gives the most accurate AMI,UniversalV ersion2 prediction (Pear-

son correlation 0.92). A possible reason is that the large samples size (m = 1084)

leads to more accurate estimation of mutual information, thus enhancing the as-

sociation with bicor and the performance of the prediction function. In contrast,

the small sample size (m = 44) of the yeast data set adversely affects the calcu-
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lation of mutual information and hence the prediction performance of F cor−MI .

In summary, our examples indicate that for most gene pairs, AMI,UniversalV ersion2

(Eq. 1.16) is a monotonic function (cor-MI) of the absolute value of bicor. This

finding likely reflects the fact that the vast majority of gene pairs satisfy straight

line relationships. This approximation improves with increasing sample size m,

possibly reflecting more accurate estimation of mutual information.

Although F cor−MI reveals a close relationship between bicor and

AMI,UniversalV ersion2 for most gene pairs, there are cases where the two associa-

tion measures strongly disagree. In the following, we present scatter plots to

visualize the relationships between pairs of genes where MI found a significant re-

lationship while bicor did not and vice versa. To facilitate a comparison between

bicor and MI, we standardized each association measure across pairs, which re-

sulted in the Z scores denoted by Z.MIij = (MIij − mean(MI))/
√

(var(MI))

and Z.bicorij = (bicorij − mean(bicor))/
√

(var(bicor)). Next we selected gene

pairs whose value of Z.MIij was large but Z.bicorij was low and vice versa. The

resulting pairs correspond to the blue and red circles in Figures 1.2 and 1.3. To

see what dependence patterns drives the discordant behavior of MI and bicor,

we used scatter plots to visualize the relationship between the pairs of variables

(Figure 1.4). Gene pairs in Figure 1.4 (A) have extreme AMI,UniversalV ersion2 but

insignificant bicor values. Note that the resulting dependencies seem haphazard

and may not reflect real biological dependencies. For example, the gene pair in the

brain cancer data set exhibits no clear relationships as correctly implied by bicor,

while the significant MI value is driven by an array outlier with extremely high

expression for both genes. In the SAFHS data, the gene pair exhibits an unusual

pattern that is more likely to be the result of batch effects rather than biological

signals. The mouse liver data set displays a pairwise pattern that is neither com-

monly seen nor easily explained. The ND data set shows no obvious patterns at
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all, making mutual information less trustworthy. On the contrary, gene pairs with

significant value of Z.bicor but insignificant Z.MI values show approximate linear

relationships in all data sets (Figure 1.4 (B)). Thus, bicor captures gene pairwise

relationships more accurately and sensitively than the mutual information based

adjacency AMI,UniversalV ersion2.

In summary, bicor usually detects linear relationships between gene pairs accu-

rately while mutual information is susceptible to outliers, and sometimes identifies

pairs that exhibit patterns unlikely to be of biological origin or that exhibit no

clear dependency at all. We note that MI results tend to be more meaningful

when dealing with a large number of observations (say m > 300). Although we

only consider 3000 genes with highest variances, our results are highly robust with

respect to the number of genes (data not shown).

D. Gene ontology enrichment analysis of co-expression modules defined

by different networks

Gene co-expression networks typically exhibit modular structure in the sense that

genes can be grouped into modules (clusters) comprised of highly interconnected

genes (i.e., within-module adjacencies are high). The network modules often have

a biological interpretation in the sense that the modules are highly enriched in

genes with a common functional annotation (gene ontology categories, cell type

markers, etc) [3, 30, 31]. In this section, we assess association measures (and

network construction methods) by the gene ontology (GO) enrichment of their

resulting modules in the 8 empirical data sets.

In order to provide an unbiased comparison, we use the same clustering algo-

rithm for module assignment for all networks. Toward this end, we use a module

detection approach that has been used in hundreds of publications: modules are

defined as branches of the hierarchical tree that results from using 1−Adjacency as
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dissimilarity measure, average linkage, and the dynamic tree cutting method [32].

An example of the module detection approach is illustrated in Figure 1.5. To

provide an unbiased evaluation of GO enrichment of each module, we used the

GOenrichmentAnalysis R function to test enrichment with respect to all GO

terms [33,34] and retained the 5 most significant p-values for each module.

The 10 different adjacencies considered here are described in the last 2 columns

of Table 1.1. We first compare modules based on AMI,UniversalV ersion2 with those

resulting from 3 bicor based networks: unsigned adjacency (unsignedA, Eq. 1.32)

, signed adjacency (signedA, Eq. 1.31) and Topological Overlap Matrix (TOM,

Eq. 1.33) based on signed adjacency. GO enrichment p-values of modules in

the 8 real data applications are summarized as barplots in Figure 1.6. Fig-

ure 1.6 indicates that, in terms of gene ontology enrichment, TOM is the best

bicor based gene co-expression network construction method, and it is superior

to AMI,UniversalV ersion2. Note that signed correlation network coupled with the

topological overlap transformation exhibit the most significant GO enrichment

p-values in all data sets, and the difference is statistically significant (p < 0.05) in

6 out of 8 comparisons. The effect of module size is discussed below. An obvious

question is whether the performance of MI can be improved when using an al-

ternative MI based network inference method. To address this, we compared the

performance of the signed correlation network (with TOM) versus 4 commonly

used mutual information: ARACNE, CLR, MRNET and RELNET (described in

Materials and Methods). ARACNE allows one to choose a tolerance threshold ε

ranging from 0 to 1. As ε increases, more edges of the ARACNE network will be

preserved. We evaluated ARACNE (ε = 0), ARACNE (ε = 0.2) and ARACNE

(ε = 0.5) into our comparison. Similar to Figure 1.6, Figure 1.7 summarizes the

GO enrichment p-values of modules in the 8 real data applications. TOM leads to

the highest enrichment p-values in 5 cases, and the difference is statistically sig-
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nificant in 4 of them. In two applications, ARACNE (ε = 0) performs best, and

MRNET performs best in one application. We need to point out that another

mutual information based method, maximal information coefficient (MIC) [35],

has been proposed recently. Although computational intensive, the MIC has clear

theoretical advantages when it comes to capturing general dependence patterns.

Figure 1.8 compares the performance of MIC with that of TOM when it comes

to GO ontology enrichment. TOM clearly outperforms MIC to identify GO en-

riched modules in 6 out of 7 data sets which may suggest that MIC tends to

overfit the data in these applications. SAFHS data set is not included because

the computation of MIC was time-consuming on this large data set.

Overall, these unbiased comparisons show that signed correlation networks

coupled with the topological overlap transformation outperform the commonly

used mutual information based algorithms when it comes to GO enrichment of

modules.

E. Polynomial and spline regression models as alternatives to mutual

information

A widely noted advantage of mutual information is that it can detect general,

possibly non-linear, dependence relationships. However, estimation of mutual in-

formation poses multiple challenges ranging from computational complexity to

dependency on parameters and difficulties with small sample sizes. Standard

polynomial and spline regression models can also detect non-linear relationships

between variables. While perhaps less general than MI, relatively simple poly-

nomial and spline regression models avoid many of the challenges of estimating

MI while adequately modeling a broad range of non-linear relationships. In ad-

dition to being computationally simpler and faster, regression models also make

available standard statistical tests and model fitting indices. Thus, in this section
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we examine polynomial and spline regression as alternatives to MI for capturing

non-linear relationships between gene expression profiles. We define association

measures based on polynomial and spline regression models and study their per-

formance.

Networks based on polynomial and spline regression models

Consider two random variables x and y and the following polynomial regression

model of degree 3:

E(y|x) = β0 + β1x + β2x
2 + β3x

3. (1.22)

The model fitting index R2(x, y) (described in Materials and Methods) can be

used to evaluate the fit of the model. One can then reverse the roles of x and y

to arrive at a model fitting index R2(y, x). In general, R2(x, y) 6= R2(y, x).

Now consider a set of n variables x1, . . . , xn. One can then calculate pairwise

model fitting indices R2
ij = R2(xi, xj) which can be interpreted as the elements of

an n × n association matrix (R2
ij). This matrix is in general non-symmetric and

takes on values in [0, 1], with diagonal values equal to 1. A large value indicates

a close relationship between variables xi and xj. To define an adjacency matrix,

we symmetrize (R2
ij) through Eq. 1.3, 1.4 or 1.5.

Spline regression models are also known as local polynomial regression models

[36]. Local refers to the fact that these models amount to fitting models on

subintervals of the range of x. The boundaries of subintervals are referred to as

knots. In analogy to polynomial models, we build natural cubic spline model

for all pairs of xi, xj. We use the following rule of thumb for the number of

knots: if m > 100 use 5 knots, if m < 30 use 3 knots, otherwise use 4 knots. We

then calculate model fitting indices and create corresponding network adjacencies.

(Details of spline model construction can be found in Materials and Methods.)
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Compared to spline regression, polynomial regression models have a potential

shortcoming: the model fit can be adversely affected by outlying observations. A

single outlying observation (xu, yu) can ”bend” the fitting curve into the wrong

direction, i.e. adversely affect the estimates of the β coefficients. Spline regression

alleviates this problem by fitting model on sub-intervals of the range of x.

Figure 1.9 (A-B) illustrates the use of regression models for measuring non-

linear relationships. In simulation, polynomial and cubic spline regression can

correctly capture non-linear trends.

Relationship between regression and MI based networks

Previously, we discussed the relationship between correlation and mutual infor-

mation based adjacencies in simulations where x and y represent samples from a

bivariate normal distribution. Here, we consider the performance of polynomial

and spline association measure in the same scenario (Figure 1.10). With all x, y

pairs following linear relationships, both regression models reduce to simple linear

models, and perform almost identically to correlation based measures (panel A

and C). We find that the cor-MI function introduced previously also allows us

to relate spline and polynomial regression based networks to the MI based net-

work (panel B and D), e.g. AUV 2ij ≈ F cor−MI(
√

max(R2(xi, xj), R2(xj, xi))).

Note that different symmetrization methods (Eq. 1.3) applied R2 result in similar

adjacencies in our applications (data not shown), thus it’s valid to use any of

them.

In addition, our empirical data show that regression models and mutual infor-

mation adjacency AMI,UniversalV ersion2 are highly correlated, and the relationship is

stronger than that between bicor and AMI,UniversalV ersion2 (Figure 1.9 (C-F)). This

indicates that AMI,UniversalV ersion2 and regression models discover some common

gene pairwise non-linear relations that can not be identified by correlations.
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Simulations for module identification in data with non-linear relation-

ships

Our empirical studies show that most gene pairs satisfy linear relationships, which

implies that correlation based network methods perform well in practice. But one

can of course simulate data where non-linear association measures (such as MI,

spline R2) outperform correlation measures when it comes to module detection.

To illustrate this point, we simulated data with non-linear gene-gene relationships.

Here we simulated 200 genes in 3 network modules across 200 samples. Two of

the simulated modules, labeled for convenience by the colors turquoise and blue,

contain linear and non-linear (quadratic) gene-gene relationships (Figure 1.5). We

then use several different network inference methods to construct networks and

define modules. To evaluate how well each network inference method recovers the

simulated modules, we use the Rand index between the inferred and simulated

module assignment. In this case, non-linear association measures, i.e. AUV2,

polynomial and spline regression, identify modules more accurately than correla-

tion based measures (Figure 1.5). In networks based on correlations, the simulated

turquoise and blue modules are clearly divided into two separate ones, indicating

that they miss the non-linear relationships within these two modules. In contrast,

regression models capture non-linear gene pairwise relations and correctly assign

these genes into the same modules. To study the effect of the number of observa-

tions, we repeated the analysis for m ranging from 10 to 500. Figure 1.11 shows

that non-linear association measures, especially regression models, outperform

correlation based measures as data sample size increases. Note that polynomial

and spline regression based co-expression measures perform as well as MI based

networks in this situation. Overall, our results validate the usage of polynomial

and spline regression models as alternatives to mutual information for detecting

non-linear relationships.
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F. Overview of network methods and alternatives

A thorough review of network methods is beyond our scope and we point the

reader to the many many review articles [37–40]. But Table 1.1 describes not

only the methods used in this article but also alternative approaches. Table 1.1

also describes the kind of biological insights that can be gained from these network

methods. As a rule, association networks (based on correlation or MI) are ill suited

for causal analysis. While association networks such as WGCNA or ARACNE

have been been successfully used for gene regulatory networks (GRNs) [13], a

host of alternatives are available. For example, the DREAM (Dialogue for Re-

verse Engineering Assessments and Methods) project has repeatedly tackled this

problem [41–43]. A limitation of our study is that we are focusing on undirected

(as opposed to directed, causal models). Structural equation models, Bayesian

networks, and other probabilistic graphical models are widely used for studying

causal relationships. Many authors have proposed to use Bayesian networks for

analyzing gene expression data [44–47] and for generating causal networks from

observational data [48] or genetic data [49,50].

While it is beyond our scope to evaluate network inference methods for time

series data (reviewed in [51]), we briefly mention several approaches. A (proba-

bilistic) Boolean network [52] is a special case of a discrete state space model that

characterizes a system using dichotomized data. A Bayesian network is a graph-

based model of joint multivariate probability distributions that captures properties

of conditional independence between variables [45]. Such models are attractive

for their ability to describe complex stochastic processes and for modeling causal

relationships. Several articles describe the relationship between Boolean networks

and dynamic Bayesian networks when it comes to models of gene regulatory rela-

tionships [47, 53]. Finally, we mention that correlation network methodology can

be adapted to model time series data, e.g. many authors have proposed to use a
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time-lagged correlation measure for inferring gene regulatory networks [54].

A large part of GRN research focuses on the accurate assessment of individual

network edges, e.g. [55–58] so many of these methods are not designed as data

reduction methods. In contrast, correlation network methods, such as WGCNA,

are highly effective at reducing high dimensional genomic data since modules can

be represented by their first singular vector (i.e. module eigengene) [21,59].
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Discussion

This article presents the following theoretical and methodological results: i) it

reviews the relationship between the MI and a likelihood ratio test statistic in case

of two categorical variables, ii) it presents a novel empirical formula for relating

correlation to MI when the two variables satisfy a linear relationship, and iii) it

describes how to use polynomial and spline regression models for defining pairwise

co-expression measures that can detect non-linear relationships.

Mutual information has several appealing information theoretic properties. A

widely recognized advantage of mutual information over correlation is that it al-

lows one to detect non-linear relationships. This can be attractive in particular

when dealing with time series data [60]. But mutual information is not unique

in being able to detect non-linear relationships. Standard regression models such

as polynomial and spline models can also capture non-linear relationships. An

advantage of these models is that well established likelihood based statistical es-

timation and testing procedures are available. Regression models allow one to

calculate model fitting indices that can be used to define network adjacencies as

well as flag possible outlying observations by analyzing residuals.

For categorical variables, mutual information is (asymptotically) equivalent

to other widely used statistical association measures such as the likelihood ra-

tio statistic or the Pearson chi-square test. In this case, all of these measures

(including MI) are arguably optimal association measures. Interpreting MI as a

likelihood ratio test statistic facilitates a straightforward approach for adjusting

the association measure for additional covariates.

We and others [14] have found close relationships between mutual information

and correlation based co-expression networks. Our comprehensive empirical stud-

ies show that mutual information is often highly related to the absolute value of
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the correlation coefficient. We observe that when robust correlation and mutual

information disagree, the robust correlation findings appear to be more plausi-

ble statistically and biologically. We found that network modules defined using

robust correlation exhibit on average higher enrichment in GO categories than

modules defined using mutual information. Since our empirical studies involved

expression data measured on a variety of platforms and normalized in different

ways, we expect that our findings are broadly applicable.

The correlation coefficient is an attractive alternative to the MI for the fol-

lowing reasons. First, the correlation can be accurately estimated with relatively

few observations and it does not require the estimation of the (joint) frequency

distribution. Estimating the joint density needed for calculating MI typically re-

quires larger sample sizes. Second, the correlation does not depend on hidden

parameter choices. In contrast, MI estimation methods involve (hidden) parame-

ter choices, e.g. the number of bins when a discretization method is being used.

Third, the correlation allows one to quickly calculate p-values and false discov-

ery rates since asymptotic tests are available. In contrast, it is computationally

challenging to calculate a permutation test p-value for the mutual information

between two discretized vectors. Fourth, the sign of the correlation allows one

to distinguish positive from negative relationships. Signed correlation networks

have been found useful in biological applications [22] and our results show that

the resulting modules tend to be more significantly enriched with GO terms that

those of networks that ignore the sign information. Fifth, modules comprised of

highly correlated vectors can be effectively summarized by the module eigennode

(the first principal component of scaled vectors). Sixth, the correlation allows for a

straightforward angular interpretation, which facilitates a geometric interpretation

of network methods and concepts [59]. For example, intramodular connectivity

can be interpreted as module eigennode based connectivity.
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Our empirical studies show that a signed weighted correlation network trans-

formed via the topological overlap matrix transformation often leads to the most

significant functional enrichment of modules. The recently developed maximal

information coefficient [35] has clear theoretical advantages when it comes to

measuring general dependence patterns between variables but our results show

that the biweight midcorrelation coupled with the topological overlap measure

outperforms the MIC when it comes to the GO ontology enrichment of resulting

coexpression modules.

While defining mutual information for categorical variables is relatively

straightforward, no consensus seems to exist in the literature on how to define

mutual information for continuous variables. A major limitations of our study is

that we only studied MI measures based on discretized continuous variables. For

example, the cor-MI function for relating correlation to MI only applies when an

equal width discretization method is used with no.bins =
√

m.

A second limitation concerns our gene ontology analysis of modules identi-

fied in networks based on various association measures in which we found that

the correlation based topological overlap measure (TOM) leads to co-expression

modules that are more highly enriched with GO terms than those of alternative

approaches. A potential problem with our approach is that the enrichment p-

values often strongly depend on (increase with) module sizes, and TOM tends to

lead to larger modules. To address this concern, in Figure 1.12 we show the en-

richment p-values as a function of module size for modules identified by TOM and

by AUV2. It turns out that in most studies, the enrichment of modules defined

by TOM is better than that of comparably sized modules defined by AUV2.

A third limitation concerns our use of the bicor correlation measure as opposed

to alternatives (e.g. Pearson or Spearman correlation). In our study we find that

all 3 correlation measures lead to very similar findings (Figure 1.13).
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Materials and Methods

A. Empirical gene expression data sets description

Brain cancer data set. This data set was composed of 55 microarray samples

of glioblastoma (brain cancer) patients. Gene expression profiling were performed

with Affymetrix high-density oligonucleotide microarrays. A detailed description

can be found in [61].

SAFHS data set. This data set [62] was derived from blood lymphocytes

of randomly ascertained participants enrolled independent of phenotype in the

San Antonio Family Heart Study. Gene expression profiles of 1084 samples were

measured by Illumina Sentrix Human Whole Genome (WG-6) Series I BeadChips.

ND data set. This blood lymphocyte data set consisted of 346 samples

from patients with neurological diseases. Illumina HumanRef-8 v3.0 Expression

BeadChip were used to measure their gene expression profiles.

Yeast data set. The yeast microarray data set was composed of 44 sam-

ples from the Saccharomyces Genome Database (http://db.yeastgenome.org/cgi-

bin/SGD/expression/expressionConnection.pl). Original experiments were de-

signed to study the cell cycle [63]. A detailed description of the data set can

be found in [64].

Tissue-specific mouse data sets. This study uses 4 tissue-specific gene

expression data from a large F2 mouse intercross (B×H) previously described

in [65,66]. Specifically, the surveyed tissues include adipose (239 samples), whole

brain (221 samples), liver (272 samples) and muscle (252 samples).
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B. Definition of entropy among categorical variables

Consider the categorical random variable DX for which the frequency of the r-th

level is given by p(ldxr). Then the entropy of (the frequency distribution of) DX

is defined as

Entropy(DX) = −
no.lDX∑

r=1

pDX(ldxr) log(pDX(ldxr)) , (1.23)

where we set 0 ∗ log(0) = 0 when the probability equals 0.

Assume now that a second categorical variable DY is available, which takes

on the values ldy1, . . . , ldyno.lDY with probabilities pDY (ldy1), . . ., p(ldyno.lDY ),

respectively. Denote the joint probability distribution between DX and DY by

pDX,DY (ldxr, ldyc). The joint entropy of DX and DY is defined as

Entropy(DX, DY ) = −∑
r

∑
c

pDX,DY (ldxr, ldyc) log(pDX,DY (ldxr, ldyc)).

(1.24)

C. Miller-Madow estimators for entropy

Consider a continuous variable X with length m. We obtain DX, the discretized

version of X, by the equal-width discretization method. The equal-width dis-

cretization method results in a vector of relative frequencies p = (p1, . . . , pno.bins)

where pr denotes the frequency of the r-th bin. Using these relative frequencies,

the Miller-Madow estimator is given by

EntropyMM(DX) = −
no.bins∑

r=1

pr log(pr) +
no.bins− 1

2m
. (1.25)
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D. Definition of Biweight Midcorrelation

Biweight midcorrelation (bicor) is considered to be a good alternative to Pearson

correlation since it is more robust to outliers [67]. In order to define the biweight

midcorrelation of two numeric vectors x = (x1, ..., xm) and y = (y1, ..., ym), one

first defines ui, vi with i = 1, ..., m:

ui =
xi −med(x)

9mad(x)
(1.26)

vi =
yi −med(y)

9mad(y)

where med(x) is the median of x, and mad(x) is the median absolute deviation

of x. This leads us to the definition of weight wi for xi, which is,

w
(x)
i = (1− u2

i )
2I(1− |ui|) (1.27)

where the indicator I(1 − |ui|) takes on value 1 if 1 − |ui| > 0 and 0 otherwise.

Therefore, w
(x)
i ranges from 0 to 1. It decreases as xi gets away from med(x),

and stays at 0 when xi differs from med(x) by more than 9mad(x). An analogous

weight w
(y)
i can be defined for yi. Given the weights, we can define biweight

midcorrelation of x and y as:

bicor(x, y) =

∑m
i=1 (xi −med(x))w

(x)
i (yi −med(y))w

(y)
i√∑m

j=1

[
(xj −med(x))w

(x)
j

]2
√∑m

k=1

[
(yk −med(y))w

(y)
k

]2
. (1.28)

A modified version of biweight midcorrelation is implemented as function bicor

in the WGCNA R package [5, 20]. One major argument of the function is “max-

POutliers”, which caps the maximum proportion of outliers with weight wi = 0.

Practically, we find that maxPOutliers = 0.02 detects outliers efficiently while

preserving most data. Therefore, 0.02 is the value we utilize in this study.
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E. Types of correlation based gene co-expression networks

Given the expression profile x,the co-expression similarity sij between genes i and

j can be defined as:

sij = |cor(x i,x j)|.

An unweighted network adjacency Aij between gene expression profiles x i and x j

can be defined by hard thresholding the co-expression similarity sij as follows

Aij =





1 if sij ≥ τ

0 otherwise,
(1.29)

where τ is the ‘hard’ threshold parameter. Hard thresholding of the correlation

leads to simple network concepts (e.g., the gene connectivity equals the number

of direct neighbors) but it may lead to a loss of information.

To preserve the continuous nature of the co-expression information, we define

the weighted network adjacency between 2 genes as a power of the absolute value

of the correlation coefficient [4, 61]:

Aij = sβ
ij, (1.30)

with β ≥ 1. This soft thresholding approach emphasizes strong correlations,

punishes weak correlations, and leads to a weighted gene co-expression network.

An important choice in the construction of a correlation network concerns the

treatment of strong negative correlations. In signed networks negatively correlated

nodes are considered unconnected. In contrast, in unsigned networks nodes with

high negative correlations are considered connected (with the same strength as

nodes with high positive correlations). As detailed in [4, 22], a signed weighted
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adjacency matrix can be defined as follows

Aij = (0.5 + 0.5cor(xi, xj))
β (1.31)

and an unsigned adjacency by

Aij = |cor(xi, xj)|β . (1.32)

β is default to 6 for unsigned adjacency and 12 for signed adjacency. The choice

of signed vs. unsigned networks depends on the application; both signed [22] and

unsigned [30, 61, 65] weighted gene networks have been successfully used in gene

expression analysis.

F. Adjacency function based on topological overlap

The topological overlap matrix (TOM) based adjacency function ATOM maps an

original adjacency matrix Aoriginal to the corresponding topological overlap matrix,

i.e.

ATOM(Aoriginal)ij =

∑
l 6=i,j Aoriginal

il Aoriginal
l,j + Aoriginal

ij

min(
∑

l 6=i A
original
il ,

∑
l 6=j Aoriginal

jl )− Aoriginal
ij + 1

. (1.33)

The TOM based adjacency function ATOM is particularly useful when the entries

of Aoriginal are sparse (many zeroes) or susceptible to noise. This replaces the orig-

inal adjacencies by a measure of interconnected that is based on shared neighbors.

The topological overlap measure can serve as a filter that decreases the effect of

spurious or weak connections and it can lead to more robust networks [17,18,68].
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G. Mutual-information based network inference methods

There are 4 commonly used mutual-information based network inference methods:

RELNET, CLR, MRNET and ARACNE. In order to identify pairwise interactions

between numeric variables xi, xj, all methods start by estimating mutual informa-

tion MI(xi, xj).

RELNET

The relevance network (RELNET) approach [6, 28] thresholds the pairwise mea-

sures of mutual information by a threshold τ . However, this method suffers from

a significant limitation that vectors separated by one or more intermediaries (in-

direct relationships) may have high mutual information without implying a direct

interaction.

CLR

The CLR algorithm [26] is based on the empirical distribution of MI. It first

defines a score zi given the mutual information MI(xi, xj) and the sample mean

µi and standard deviation σi of the empirical distribution of mutual information

MI(xi, xk), k = 1, . . . , n:

zi = max

(
0,

MI(xi, xj)− µi

σi

)
. (1.34)

zj can be defined analogously. In terms of zi, zj, the score used in CLR algorithm

can be expressed as zij =
√

z2
i + z2

j .
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MRNET

MRNET [27] infers a network by repeating the maximum relevance/minimum

redundancy (MRMR) feature selection method for all variables. The MRMR

method starts by selecting the variable xi having the highest mutual information

with target y. Next, given a set S of selected variables, the criterion updates S

by choosing the variable xk that maximizes uj − rj where uj is a relevance term

and rj is a redundancy term. In particular,

uj = MI(xk, y) (1.35)

rj =
1

|S|
∑

xi∈S

MI(xk, xi) (1.36)

The score of each pair xi and xj will be the maximum score of the one computed

when xi is the target and the one computed when xj is the target.

ARACNE

The ARACNE [9] (Algorithm for the Reconstruction of Accurate Cellular Net-

works) developed by Andrea Califano’s group is an extension of RELNET. Given

the limitation of RELNET, ARACNE removes the vast majority of indirect can-

didate interactions using a well-known information theoretic property, the data

processing inequality (DPI). The DPI applied to association networks states that

if variables xi and xj interact only through a third variable xk, then

MI(xi, xj) ≤ min(MI(xi, xk),MI(xk, xj)) (1.37)

ARACNE starts with a network graph where each pair of nodes with MIij > τ

is connected by an edge. The weakest edge of each triplet, e.g. the edge between

i and j, is interpreted as an indirect interaction and is removed if the difference
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between min(MI(xi, xk),MI(xk, xj)) and MI(xi, xj) lies above a threshold ε, i.e.

the edge is removed if

MI(xi, xj) ≤ min(MI(xi, xk),MI(xk, xj))− ε. (1.38)

The tolerance threshold ε could be chosen to reflect the variance of the MI estima-

tor and should decrease with increasing sample size m. Using a non-zero tolerance

ε > 0 can lead to the persistence of some 3-vector loops.

The outputs from RELNET, CLR, MRNET or ARACNE are association ma-

trices. They can be transformed into corresponding adjacencies based on the

algorithm discussed in Introduction.

MIC

Another mutual information based method is the recently proposed the maximal

information coefficient (MIC) [35]. The MIC is a type of maximal information-

based nonparametric exploration (MINE) statistics [35]. In our empirical evalua-

tions, we calculate the MIC using the minerva R package [69].

H. Fitting indices of polynomial regression models

While networks based on the Pearson correlation can only capture linear co-

expression patterns there is clear evidence for non-linear co-expression relation-

ships in transcriptional regulatory networks [70]. The following classical regression

based approaches can be used for studying non-linear relationships. The polyno-

mial regression model:

E(y) = β01 + β1x + β2x
2 . . . + βdx

d (1.39)

= Mβ ,
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where

M = [1, x, . . . , xd] . (1.40)

One can show that the least squares estimate of the parameter vector β̂ is

β̂ = (M τM)−M τ y,

where− denotes the (pseudo) inverse, and τ denotes the transpose of a matrix.

Given β̂, we can calculate the fitting index R2 as:

R2 = cor(y, ŷ)2 = cor(y, Mβ̂)2 (1.41)

In the context of a regression model, R2 is also known as the proportion of variation

of y explained by the model.

I. Spline regression model construction

To investigate the relationship between variable x and y, one can use another

textbook method from the arsenal of statisticians: spline regression models. Here

knots are used to decide boundaries of the sub-intervals. They are typically pre-

specified, e.g. based on quantiles of x. The choice of the knots will affect the

model fit. It turns out that the values of the knots (i.e. their placement) is not

as important as the number of knots. We use the following rule of thumb for the

number of knots: if m > 100 use 5 knots, if m < 30 use 3 knots, otherwise use 4

knots.

To ensure that fit between y and x satisfies a continuous relationship, we review
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the hockey stick function ()+ to transform x:

(s)+ =





s if s ≥ 0

0 if s < 0.
(1.42)

This function can also be applied to the components of a vector, e.g. (x)+ denotes

a vector whose negative components have been set to zero. So (x − knot1)+ is

a vector whose u-th component equals x[u] − knot1 if x[u] − knot1 ≥ 0 and 0

otherwise.

We are now ready to describe cubic spline regression model, which fits polyno-

mial of degree 3 to sub-intervals. The general form of a cubic spline with 2 knots

is as follows

E(y) = β01 + β1x + β2x
2 + β3x

3 + β4(x− knot1)
3
+ + β5(x− knot2)

3
+. (1.43)

The knot parameters (numbers) knot1, knot2, . . . are chosen before estimating the

parameter values. Analogous to polynomial regression, R2 can be calculated as the

association measure between x and y. This method guarantees the smoothness

of the regression line and restrict the influence of each observation to its local

sub-interval.

J. Availability of software

Project name: Adjacency matrix for non-linear relationships

Project home page: http://www.genetics.ucla.edu/labs/horvath/

CoexpressionNetwork/Rpackages/WGCNA

Operating system(s): Platform independent

Programming language: R
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Licence: GNU GPL 3

The following functions described in this article have been implemented in

the WGCNA R package [5]. Function adjacency.polyReg and adjacency.splineReg

calculate polynomial and spline regression R2 based adjacencies. Users can

specify the R2 symmetrization method. Function mutualInfoAdjacency calcu-

lates the mutual information based adjacencies AMI,SymmetricUncertainty (Eq. 1.14),

AMI,UniversalV ersion1 (Eq. 1.15) and AMI,UniversalV ersion2 (Eq. 1.16). Function AF-

corMI implements the F cor−MI prediction function 1.19 for relating correlation

with mutual information.
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List of abbreviations

ARACNE: algorithm for the reconstruction of accurate cellular networks.

Bicor: biweight midcorrelation.

GO: gene ontology.

LRT: likelihoood ratio test.

MI: mutual information.

MIC: maximal information coefficient.

TOM: topological overlap matrix.

WGCNA: weighted correlation network analysis.

37



CHAPTER 1 FIGURES

38



0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

AUV2 vs cor
 cor=0.98, p<1e−200

Absolute Pearson correlation

A
U

V
2

A

0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

AUV2 vs Predicted AUV2
Number of samples m= 1000

Predicted AUV2

A
U

V
2

B

0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

bicor vs cor

Pearson correlation

B
iw

e
ig

h
t 

m
id

c
o
rr

e
la

ti
o
n

C

0.0 0.2 0.4 0.6 0.8 1.0
0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

AUV2 vs bicor
 cor=0.98, p<1e−200

Absolute biweight midcorrelation

A
U

V
2

D

0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

AUV2 vs A.MI.SymmetricUncertainty

A.MI.SymmetricUncertainty

A
U

V
2

E

0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

AUV2 vs AUV1

AUV1

A
U

V
2

F

Figure 1.1: Relating mutual information based adjacencies to the Pear-
son correlation and biweight midcorrelation in simulation. (A) MI-based
adjacency AMI,UniversalV ersion2 versus absolute Pearson correlation. Spearman
correlation of the two measures and the corresponding p-value are shown at
the top. The red line shows the predicted AMI,UniversalV ersion2. (B) Observed
AMI,UniversalV ersion2 versus its predicted value. The straight line has slope 1
and intercept 0. (C) Observed Pearson correlation versus bicor values. (D)
AMI,UniversalV ersion2 versus bicor. Spearman correlation and p-value of the 2
measurements are presented at the top, and predicted AMI,UniversalV ersion2 are
shown as the red line. (E) AMI,UniversalV ersion2 versus AMI.SymmetricUncertainty. (F)
AMI,UniversalV ersion2 versus AMI,UniversalV ersion1.
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Figure 1.2: Comparison of correlation and mutual information based co–
expression measures in 8 empirical data sets. Absolute value of bicor versus
AMI,UniversalV ersion2 for all probe pairs in each data set. The Spearman correla-
tion and corresponding p-value between the two measures are shown at the top.
The red curve predicts AMI,UniversalV ersion2 from bicor based on Eq. 1.19. The
blue circle highlights the probe pair with the highest AMI,UniversalV ersion2 z-score
among those with insignificant bicor z-scores (less than 1.9); the red circle high-
lights the probe pair with the highest bicor z-score among those with insignificant
AMI,UniversalV ersion2 z-scores (less than 1.9).
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Figure 1.3: Comparison of predicted and observed AMI,UniversalV ersion2 in 8
empirical data sets. In all data sets, prediction from bicor based on Eq. 1.19
and observed AMI,UniversalV ersion2 are highly correlated (the Pearson correlation
and corresponding p-value shown at top). Line y=x is added. Blue and red
circles have the same meaning as in Figure 1.2.
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Figure 1.4: Gene expression of example probe pairs for which the cor-
relation and mutual information based measures disagree. (A) Gene
expression of probe pairs highlighted by blue circles in Figure 1.2. (B) Gene ex-
pression of probe pairs highlighted by red circles in Figure 1.2. The Pearson cor-
relation, bicor, AMI,UniversalV ersion2 values and z-scores of the latter two measures
are shown at the top. Mutual information is susceptible to outliers, sometimes
detects unusual patterns that are hard to explain, and often misses linear relations
that are captured by bicor.
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Figure 1.5: Module identification based on various network inference
methods in simulation with non-linear gene-gene relationships. The data
set is composed of 200 genes across 200 samples. 3 true modules are designed.
Two of them, labeled with colors turquoise and blue, contain linear and non-linear
(quadratic) gene-gene relationships. For each adjacency, the clustering tree and
module colors are shown. True simulated module assignment is shown by the first
color band underneath each tree. On top of each panel is the Rand index between
inferred and simulated module assignments.
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Figure 1.6: Gene ontology enrichment analysis comparing
AMI,UniversalV ersion2 with bicor based adjacencies in 8 empirical data
sets. 5 best GO enrichment p-values from all modules identified using each
adjacency are log transformed, pooled together and shown as barplots. Error
bars stand for 95% confidence intervals. On top of each panel is a p-value based
on multi-group comparison test. TOM outperforms the others in all 8 data sets.
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Figure 1.7: Gene ontology enrichment analysis comparing TOM with
MI based adjacencies in 8 empirical data sets. 5 best GO enrichment
p-values from all modules identified using each adjacency are log transformed,
pooled together and shown as barplots. Error bars stand for 95% confidence
intervals. On top of each panel is a p-value based on multi-group comparison test.
TOM outperforms the others in 5 data sets. ARACNE(ε = 0) wins in two data
sets, making it the second best.
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Figure 1.8: Comparison of MIC and correlation based co-expression mea-
sures. Comparison of MIC and correlation in our empirical gene expression data
sets except SAFHS. 5 best GO enrichment p-values from all modules identified
using MIC and TOM are log transformed, pooled together and shown as barplots.
Error bars stand for 95% confidence intervals. On top of each panel is a p-value
based on multi-group comparison test. TOM outperforms MIC in all data sets
except the mouse brain data.
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Figure 1.9: Fitting polynomial and spline regression models to mea-
sure non-linear relationships. (A-B) A pair of simulated data x, y (black
dots) with the black curve illustrating the true expected value E(y|x), where
E(y|x) = cos(x2)2. Red curve: a polynomial regression model with degree d = 4.
Blue curve: a cubic spline regression model with 2 knots. Fitting indices of the two
models are shown at the top. (C-D) Comparisons of regression models and mu-
tual information based co-expression measures in the ND data set. Co-expression
of probe pairs is measured with polynomial (d=3)/cubic spline regressions and
AMI,UniversalV ersion2. The Spearman correlation and p-value of the two measures
are shown at the top. (E-F) Comparisons in the mouse muscle data set.
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Figure 1.10: Compare polynomial and spline regression models to corre-
lation or mutual information based co-expression measures in simula-
tion. Each point corresponds to a pair of numeric vectors x and y with length
m = 1000. (A) Square root of R2 from polynomial regression symmetrized by
Eq. 1.5 versus absolute Pearson correlation values. (B) R2 from polynomial re-
gression symmetrized by Eq. 1.5 versus AMI,UniversalV ersion2. The red line predicts
AMI,UniversalV ersion2 from R2. (C-D) Same plots for spline regression models.
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Figure 1.12: The relationship between module size and gene ontology
enrichment p-values in 8 real data applications. In each panel, module size
(x-axis) is plotted against − log 10 GO enrichment p-values (y-axis)in dots. Loess
regression lines are provided to show the trend. Red and black color represent
network modules constructed using TOM and AMI,UniversalV ersion2 based measures,
respectively. In most data sets, the enrichment of modules defined by TOM is
better than that of comparably sized modules defined by AMI,UniversalV ersion2.
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Figure 1.13: Comparison of bicor, Pearson correlation and Spearman cor-
relation based signed adjacency in 8 empirical data sets. Each panel show
the − log 10 transformed 5 best gene ontology enrichment p-values of all modules
identified using each type of adjacency. Error bars stand for 95% confidence in-
tervals. On top of each panel is a p-value based on multi-group comparison test.
All three types of correlation are similar in terms of GO enrichment.
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CHAPTER 2

Random generalized linear model: a highly

accurate and interpretable ensemble predictor
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Introduction

Prediction methods (also known as classifiers, supervised machine learning meth-

ods, regression models, prognosticators, diagnostics) are widely used in biomedical

research. For example, reliable prediction methods are essential for accurate dis-

ease classification, diagnosis and prognosis. Since prediction methods based on

multiple features (also known as covariates or independent variables) can greatly

outperform predictors based on a single feature [74], it is important to develop

methods that can optimally combine features to obtain high accuracy. Intro-

ductory text books describe well known prediction methods such as linear dis-

criminant analysis (LDA), K-nearest neighbor (KNN) predictors, support vector

machines (SVM) [75], and tree predictors [76]. Many publications have evaluated

popular prediction methods in the context of gene expression data [77–82].

Ensemble predictors are particularly attractive since they are known to lead

to highly accurate predictions. An ensemble predictor generates and integrates

multiple versions of a single predictor (often referred to as base learner), and

arrives at a final prediction by aggregating the predictions of multiple base learn-

ers, e.g. via plurality voting across the ensemble. One particular approach for

constructing an ensemble predictor is bootstrap aggregation (bagging) [83]. Here

multiple versions of the original data are generated through bootstrapping, where

observations from the training set are randomly sampled with replacement. An

individual predictor (e.g. a tree predictor) is fitted on each bootstrapped data

set. Thus, 100 bootstrapped data sets (100 bags) will lead to an ensemble of 100

tree predictors. In case of a class outcome (e.g. disease status), the individual

predictors “vote” for each class and the final prediction is obtained by majority

voting.

Breiman (1996) showed that bagging weak predictors (e.g. tree predictors or
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forward selected linear models) often yields substantial gains in predictive accu-

racy [83]. But it seems that ensemble predictors are only very rarely used for

predicting clinical outcomes. This fact points to a major weakness of ensemble

predictors: they typically lead to ”black box” predictions that are hard to inter-

pret in terms of the underlying features. Clinicians and epidemiologists prefer

forward selected regression models since the resulting predictors are highly inter-

pretable: a linear combination of relatively few features can be used to predict the

outcome or the probability of an outcome. But the sparsity afforded by forward

feature selection comes at an unacceptably high cost: forward variable selection

(and other variable selection methods) often greatly overfit the data which results

in unstable and inaccurate predictors [84,85]. Ideally, one would want to combine

the advantages of ensemble predictors with those of forward selected regression

models. As discussed below, multiple articles describe ensemble predictors based

on linear models including the seminal work by Breiman [83] who evaluated a

bagged forward selected linear regression model. However, the idea of bagging

forward selected linear models (or other GLMs) appears to have been set aside

as new ensemble predictors, such as the random forest, became popular. A ran-

dom forest (RF) predictor not only bags tree predictors but also introduces an

element of randomness by considering only a randomly selected subset of features

at each node split [86]. The number of randomly selected features, mtry, is the

only parameter of the random forest predictor. The random forest predictor has

deservedly received a lot of attention for the following reasons: First, the boot-

strap aggregation step allows one to use out-of-bag (OOB) samples to estimate

the predictive accuracy. The resulting OOB estimate of the accuracy often obvi-

ates the need for cross-validation and other resampling techniques. Second, the

RF predictor provides several measures of feature (variable) importance. Several

articles explore the use of these importance measures to select genes [78, 86, 87].
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Third, it can be used to define a dissimilarity measure that can be used in clus-

tering applications [86, 88]. Fourth, and most importantly, the RF predictor has

superior predictive accuracy. It performs as well as alternatives in cancer gene

expression data sets [78] but it really stands out when applied to the UCI ma-

chine learning benchmark data sets where it is as good as (if not better than)

many existing methods [86]. While we confirm the truly outstanding predictive

performance of the RF, the proposed RGLM method turns out to be even more

accurate than the RF (e.g. across the disease gene expression data sets). Breiman

and others have pointed out that the black box predictions of the RF predictor

can be difficult to interpret. For this reason, we wanted to give bagged forward

selected generalized linear regression models another careful look. After exploring

different approaches for injecting elements of randomness into the individual GLM

predictors, we arrived at a new ensemble predictor, referred to as random GLM

predictor, with an astonishing predictive performance. An attractive aspect of the

proposed RGLM predictor is that it combines the advantages of the RF with that

of a forward selected GLM. As the name generalized linear model indicates, it can

be used for a general outcome such as a binary outcome, a multi-class outcome,

a count outcome, and a quantitative outcome. We show that several incremental

(but important) changes to the original bagged GLM predictor by Breiman add

to up to a qualitatively new predictor (referred to as random GLM predictor)

that performs at least as well as the RF predictor on the UCI benchmark data

sets. While the UCI data are the benchmark data for evaluating predictors, only

a dozen such data sets are available for binary outcome prediction. To provide

a more comprehensive empirical comparison of the different prediction methods,

we also consider over 700 comparisons involving gene expression data. In these

genomic studies, the RGLM method turns out to be slightly more accurate than

the considered alternatives. While the improvements in accuracy afforded by the
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RGLM are relatively small they are statistically significant.

This article is organized as follows. First, we present a motivating example

that illustrates the high prediction accuracy of the RGLM. Second, we compare

the RGLM with other state of the art predictors when it comes to binary out-

come prediction. Toward this end, we use the UCI machine learning benchmark

data, over 700 empirical gene expression comparisons, and extensive simulations.

Third, we compare the RGLM with other predictors for quantitative (continuous)

outcome prediction. Fourth, we describe several variable importance measures

and show how they can be used to define a thinned version of the RGLM that

only uses few important features. Even for data sets comprised of thousands of

gene features, the thinned RGLM often involves fewer than 20 features and is thus

more interpretable than most ensemble predictors.
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Materials and Methods

A. Construction of the RGLM predictor

RGLM is an ensemble predictor based on bootstrap aggregation (bagging) of

generalized linear models whose features (covariates) are selected using forward

regression according to AIC criterion. GLMs comprise a large class of regres-

sion models, e.g. linear regression for a normally distributed outcome, logistic

regression for binary outcome, multi-nomial regression for multi-class outcome

and Poisson regression for count outcome [89]. Thus, RGLM can be used to

predict binary-, continuous-, count-, and other outcomes for which generalized

linear models can be defined. The “randomness” in RGLM stems results from

two sources. First, a non-parametric bootstrap procedure is used which randomly

selects samples with replacement from the original data set. Second, a random

subset of features (specified by input parameter nFeaturesInBag) is selected for

each bootstrap sample. This amounts to a random sub-space method [90] applied

to each bootstrap sample separately.

The steps of the RGLM construction are presented in Figure 2.1. First, start-

ing from the original data set another equal-sized data set is generated using

the non-parametric bootstrap method, i.e. samples are selected with replacement

from the original data set. The parameter nBags (default value 100) determines

how many of such bootstrap data sets (referred to as bags) are being generated.

Second, a random set of features (determined by the parameter nFeaturesInBag)

is randomly chosen for each bag. Thus, the GLM predictor for bag 1 will typically

involve a different set of features than that for bag 2. Third, the nFeaturesInBag of

randomly selected features per bag are rank-ordered according to their individual

association with the outcome variable y in each bag. For a quantitative outcome

y, one can simply use the absolute value of the correlation coefficient between
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the outcome and each feature to rank the features. More generally, one can fit a

univariate GLM model to each feature to arrive at an association measure (e.g.

a Wald test statistic or a likelihood ratio test). Only the top ranking features

(i.e. features with the most significant univariate significance levels) will become

candidate covariates for forward selection in a multivariate regression model. The

top number of candidate features is determined by the input parameter nCan-

didateCovariates (default value 50). Fourth, forward variable (feature) selection

is applied to the nCandidateCovariates of each bag to arrive at a multivariable

generalized linear model per bag. The forward selection procedure used by RGLM

is based on the stepAIC R function in the MASS R library where method is set

to “forward”. Fifth, the predictions of each forward selected multivariate model

(one per bag) are aggregated across bags to arrive at a final ensemble prediction.

The aggregation method depends on the type of outcome. For a continuous out-

come, predicted values are simply averaged across bags. For a binary outcome,

the adjusted Majority Vote (aMV) strategy [91] is used which averages predicted

probabilities across bags. Given the estimated class probabilities one can get a

binary prediction by choosing an appropriate threshold (default value 0.5).

Importantly, RGLM also has a parameter maxInteractionOrder (default

value 1) for creating interactions up to a given order among features in the

model construction. For example, RGLM.inter2 results from setting maxInterac-

tionOrder=2, i.e. considering pairwise (also known as 2-way) interaction terms.

As example, consider the case when only pairwise interaction terms are used. For

each bag a random set of features is selected (similar to the random subspace

method, RSM) from the original covariates, i.e. covariates without interaction

terms. Next, all pairwise interactions among the nFeaturesInBag randomly se-

lected features are generated. Next, the usual RGLM candidate feature selection

steps will be applied to the combined set of pairwise interaction terms and the
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nFeaturesInBag randomly selected features per bag resulting in nCandidateCo-

variates top ranking features per bag, which are subsequently subjected to forward

feature selection.

These methods are implemented in our R software package randomGLM which

allows the user to input a training set and optionally a test set. It automatically

outputs out-of-bag estimates of the accuracy and variable importance measures.

Parameter choices for the RGLM predictor

As discussed below, we find that it is usually sufficient to consider only nBags =

100 bootstrap data sets. The default value for nFeaturesInBag depends on the

total number of features. It is easier to explain it in terms of the proportion

of features randomly selected per bag, nFeaturesInBag/N , where N is the total

number of features of the training set. Apart from N it is also valuable to consider

the effective number of features which equals the number of features N plus the

number of interaction terms, e.g. N∗ = N + N(N − 1)/2 in case of pairwise

interactions. Using this notation, the default value of nFeaturesInBag can be

arrived at by solving equations presented in Table 2.1. These equations were

found by empirically evaluating various choices of nFeaturesInBag values (e.g.
√

N, N/5, N/3, N/2, 2N/3, N). In particular, we found that in case of N∗ <= 10,

then using all features (i.e setting nFeaturesInBag/N = 1) is often a good choice,

whereas if N∗ > 300 then setting nFeaturesInBag/N = 0.2 works well. The

default value nFeaturesInBag/N = 1.0276−0.00276N∗ in the intermediate case

(10 < N∗ <= 300) results from fitting an interpolation line through the two

points (10,1) and (300, 0.2). We find that RGLM is quite robust with respect

to the parameter nFeaturesInBag. To limit the number of covariates considered

in forward selection (which is computationally intensive), the default value of

nCandidateCovariates is set to 50. Overall, the default values perform well in our
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simulations, empirical gene expression and machine learning benchmark studies.

But we recommend to use the OOB estimate of predictive accuracy to inform the

choice of the parameter values.

B. Relationship with related prediction methods

As discussed below, RGLM can be interpreted as a variant of a bagged predictor

[83]. In particular, it is similar to the bagged forward linear regression model [83]

but differs in the following aspects:

1. RGLM allows for interaction terms between features which greatly improve

the performance on some data sets (in particular the UCI benchmark data

sets). We refer to RGLM involving two-way or three way interactions as

RGLM.inter2 and RGLM.inter3, respectively.

2. RGLM has a parameter nFeaturesInBag that allows one to restrict the

number of features used in each bootstrap sample. This parameter is con-

ceptually related to the mtry parameter of the Random Forest predictor.

In essence, this parameter allows one to use a random subspace method

(RSM, [90]) in each bootstrap sample.

3. RGLM has a parameter nCandidateCovariates that allows one to restrict

the number of features in forward regression, which not only has computa-

tional advantages but also introduces additional instability into the individ-

ual predictors, which is a desirable characteristic of an ensemble predictor.

4. RGLM optimizes the AIC criterion during forward selection.

5. RGLM has a “thinning threshold” parameter which allows one to reduce the

number of features involved in prediction while maintaining good prediction
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accuracy. Since a thinned RGLM involves far fewer features, it facilitates

the understanding how the ensemble arrives at its predictions.

RGLM is not only related to bagging but also to the random subspace method

(RSM) proposed by [90]. In the RSM, the training set is also repeatedly modified

as in bagging but this modification is performed in the feature space (rather

than the sample space). In the RSM, a subset of features is randomly selected

which amounts to restricting attention to a subspace of the original feature space.

As one of its construction steps, RGLM uses a RSM on each bootstrap sample.

Future research could explore whether random partitions as opposed to random

subspaces would be useful for constructing an RGLM. Random partitions of the

feature space are similar to random subspaces but they divide the feature space

into mutually exclusive subspaces [92, 93]. Random partition based predictors

have been shown to perform well in high-dimensional data ( [92]). Both RSM

and random partitions have more general applicability than RGLM since these

methods can be used for any base learner. There is a vast literature on ensemble

induction methods but a property worth highlighting is that RGLM uses forward

variable selection of GLMs. Recall that RGLM goes through the following steps:

1) bootstrap sampling, 2) RSM (and optionally creating interaction terms), 3)

forward variable selection of a GLM, 4) aggregation of votes. Empirical studies

involving different base learners (other than GLMs) have shown that combining

bootstrap sampling with RSM (steps 1 and 2) leads to ensemble predictors with

comparable performance to that of the random forest predictor [94].

Another prediction method, random multinomial logit model (RMNL), also

shares a similar idea with RGLM. It was recently proposed for multi-class out-

come prediction [91]. RMNL bags multinomial logit models with random feature

selection in each bag. It can be seen as a special case of RGLM, except that no

forward model selection is carried out.
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C. Software implementation

The RGLM method is implemented in the freely available R package ran-

domGLM. The R function randomGLM allows the user to output training

set predictions, out-of-bag predictions, test set predictions, coefficient values,

and variable importance measures. The predict function can be used arrive

at test set predictions. Tutorials can be found at the following webpage:

http://labs.genetics.ucla.edu/horvath/RGLM.

D. Short description of alternative prediction methods

Forward selected generalized linear model predictor (forwardGLM). We

denote by forwardGLM the (single) generalized linear model predictor whose co-

variates were selected using forward feature selection (according to the AIC cri-

terion). Thus, forwardGLM does not involve bagging, random feature selection,

and is not an ensemble predictor.

Random forest (RF). RF is an ensemble predictor that consists of a col-

lection of decision trees which vote for the class of observations [86]. The RF

is known for its outstanding predictive accuracy. We used the randomForest R

package in our studies. We considered two choices for the RF parameter mtry:

i) the default RF predictor where mtry equals the square root of the number of

features and ii) RFbigmtry where mtry equals the total number of features. We

always generated at least 500 trees per forest but used 1000 trees when calculating

variable importance measures.

Recursive partitioning and regression trees (Rpart). Classification and

regression trees were generated using the default settings rpart R package. Tree

methods are described in [76].

Linear discriminant analysis (LDA). LDA aims to find a linear combina-
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tion of features (referred to as discriminant variables) to predict a binary outcome

(reviewed in [95, 96]). We used the lda R function in the MASS R package with

parameter choice method = moment.

Diagonal linear discriminant analysis (DLDA). DLDA is similar to LDA

but it ignores the correlation patterns between features. While this is often an

unrealistic assumption, DLDA (also known as gene voting) has been found to work

well in in gene expression applications [77]. Here we used the default parameters

from the supclust R package [97].

K nearest neighbor (KNN). We used the knn R function in the class R

package [95, 96], which chose the parameter k of nearest neighbors using 3-fold

cross validation (CV).

Support vector machines (SVM). We used the default parameters from

the e1071 R package to fit SVMs [75]. Additional details can be found in [98].

Shrunken centroids (SC). The SC predictor is known to work well in the

context of gene expression data [99]. Here we used the implementation in the pamr

R package [99] which chose the optimal level of shrinkage using cross validation.

Penalized regression models. Various convex penalties can be applied to

generalized linear models. We considered ridge regression [100] corresponding to

an `2 penalty, the lasso corresponding to an `1 penalty [101], and elastic net corre-

sponding to a linear combination of `1 and `2 penalties [102]. We used the glmnet

R function from the glmnet R package [103, 104] with alpha parameter values

of 0, 1, and 0.5 respectively. glmnet also involves another parameter (lambda)

which was chosen as the median of the lambda sequence output resulting from

glmnet. For UCI benchmark data sets, pairwise interaction between features were

considered.
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E. 20 disease-related gene expression data sets

We use 20 disease related gene expression data sets involving cancer and other hu-

man diseases (described in Table 2.2). The first 10 data sets involving various can-

cers were previously used by [78]. These data can be downloaded from the author’s

webpage at http://ligarto.org/rdiaz/Papers/rfVS/randomForestVarSel.html. The

BrainTumor2 and DLBCL data sets were downloaded from http://www.gems-

system.org/. The remaining 8 data sets (lung1 – MSdiagnosis2) were downloaded

from either the Gene Expression Omnibus (GEO) database or the ArrayExpress

data base in raw form and subsequently preprocessed using MAS5 normalization

and quantile normalization. Only the top 10000 probes (features) with highest

mean expression were considered for outcome prediction. We briefly point out

that Diaz et al (2006) report prediction error rates estimated using a bootstrap

method. In contrast, we report 3-fold cross validation estimates (averaged over 100

random partitions of the data into 3 folds), which may explain minor numerical

differences between our study and that of Diaz et al (2006).

F. Empirical gene expression data sets

For all data sets below, we considered 100 randomly selected gene traits, i.e.

100 randomly selected probes. They were directly used as continuous outcomes

or dichotomized according to the median value (top half = 1, bottom half =

0) to generate binary outcomes. For all data sets except “Brain cancer”, 2
3

of

the observations (arrays) were randomly chosen as the training set, while the

remaining samples were chosen as test set. We focused on the 5000 genes (probes)

with the highest mean expression levels in each data set.

Brain cancer data sets. These two related data sets contain 55 and 65

microarray samples of glioblastoma (brain cancer) patients, respectively. Gene
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expression profiles were measured using Affymetrix U133 microarrays. A detailed

description can be found in [61]. The first data set (comprised of 55 samples) was

used as a training set while and the second data set (comprised of 65 samples)

was used as a test set.

SAFHS blood lymphocyte data set. This data set [62] was derived from

blood lymphocytes of randomly ascertained participants enrolled in the San Anto-

nio Family Heart Study. Gene expression profiles were measured with the Illumina

Sentrix Human Whole Genome (WG-6) Series I BeadChips. After removing po-

tential outliers (based on low interarray correlations), 1084 samples remained in

the data set.

WB whole blood gene expression data set. This is the whole blood gene

expression data from healthy controls. Peripheral blood samples from healthy

individuals were analyzed using Illumina Human HT-12 microarrays. After pre-

processing, 380 samples remained in the data set.

Mouse tissue gene expression data sets. The 4 tissue specific gene ex-

pression data sets were generated by the lab of Jake Lusis at UCLA. These data

sets measure gene expression levels (Agilent array platform) from adipose (239

samples), brain (221 samples), liver (272 samples) and muscle (252 samples) tis-

sue of mice from the B×H F2 mouse intercross described in [65, 66]. In addition

to gene traits, we also predicted 21 quantitative mouse clinical traits including

mouse weight, length, abdominal fat, other fat, total fat, adiposity index (to-

tal fat*100/weight), plasma triglycerides, total plasma cholesterol, high-density

lipoprotein fraction of cholesterol, plasma unesterified cholesterol, plasma free

fatty acids, plasma glucose, plasma low-density lipoprotein and very low-density

lipoprotein cholesterol, plasma MCP-1 protein levels, plasma insulin, plasma

glucose-insulin ratio, plasma leptin, plasma adiponectin, aortic lesion size (mea-

sured by histological examination using a semi-quantitative scoring methods),
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aneurysms (semi-quantitative scoring method), and aortic calcification in the le-

sion area.

G. Machine learning benchmark data sets

The 12 machine learning benchmark data sets used in this article are listed in

Table 2.3. Note that only eight of the 12 data sets have a binary outcomes.

The multi-class outcomes of the 4 remaining data sets were turned into binary

outcomes by considering the most prevalent class versus all other classes combined.

Missing data were imputed using nearest neighbor averaging. For each data set

and prediction method, we report the average 3-fold CV estimate of prediction

accuracy over 100 random partitions of the data into 3 folds.

H. Simulated gene expression data sets

We simulated an outcome variable y and gene expression data that contained 5

modules (clusters). Only 2 of the modules were comprised of genes that correlated

with the outcome y. 45% of the genes were background genes, i.e. these genes

were outside of any module. The simulation scheme is implemented in the R

function simulateDatExpr5Modules from the WGCNA R package [5]. This R

function was used to simulate pairs of training and test data sets. The simulation

study was used to evaluate prediction methods for continuous outcomes and for

binary outcomes. For binary outcome prediction, the continuous outcome y was

thresholded according to its median value.

We considered 180 different simulation scenarios involving varying sizes of the

training data (50, 100, 200, 500, 1000 or 2000 samples) and varying numbers of

genes (60, 100, 500, 1000, 5000 or 10000 genes) that served as features. Test sets

contained the same number of genes as in the corresponding training set and 1000
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samples. For each simulation scenario, we simulate 5 replicates resulting from

different choices of the random seed.
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Results

A. Motivating example: disease-related gene expression data sets

We compare the prediction accuracy of RGLM with that of other widely used

methods on 20 gene expression data sets involving human disease related out-

comes. Many of the 20 data sets (Table 2.2) are well known cancer data sets,

which have been used in other comparative studies [77, 78, 124, 125]. A brief de-

scription of the data sets can be found in Materials and Methods.

To arrive at an unbiased estimate of prediction accuracy, we used 3-fold cross

validation (averaged over 100 random partitions of the data into 3 folds). Note

that the accuracy equals 1 minus the median misclassification error rate. Table 2.4

reports the prediction accuracy of different methods including RGLM, random for-

est (RF, with default value for its mtry parameter), random forest (RFbigmtry,

with mtry equal to the total number of features), tree predictor (also known as

recursive partitioning, Rpart), linear discriminant analysis (LDA), diagonal linear

discriminant analysis (DLDA), k nearest neighbor (KNN), support vector ma-

chine (SVM) and shrunken centroid (SC). A short description of these prediction

methods is provided in Materials and Methods.

As seen from Table 2.4, RGLM achieves the highest mean accuracy in these

disease data sets, followed by RFbigmtry and SC. Note that the standard ran-

dom forest predictor (with default parameter choice) performs worse than RGLM.

The accuracy difference between RGLM and alternative methods is statistically

significant (Wilcoxon signed rank test < 0.05) for all predictors except for RF-

bigmtry, DLDA and SC. Since RFbigmtry is an ensemble predictor that relies on

thousands of features it would be difficult to interpret its predictions in terms of

the underlying genes.

Our evaluations focused on the accuracy (and misclassification error). How-
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ever, a host of other accuracy measures could be considered. We calculated sensi-

tivity and specificity. The top 3 methods with highest sensitivity are: RF (median

sensitivity= 0.969), SVM (0.969) and RGLM (0.960). The top 3 methods with

highest specificity are: SC (0.900), RGLM (0.857) and KNN (0.848).

A strength of this empirical comparison is that it involves clinically or bio-

logically interesting data sets but a severe limitation is that it only involves 20

comparisons. Therefore, we now turn to more comprehensive empirical compar-

isons.

B. Binary outcome prediction

Empirical study involving dichotomized gene traits

Many previous empirical comparisons of gene expression data considered fewer

than 20 data sets. To arrive at 700 comparisons, we use the following approach:

We started out with 7 human and mouse gene expression data sets. For each data

set, we randomly chose 100 genes as gene traits (outcomes) resulting in 7 × 100

possible outcomes. We removed the gene corresponding to the gene trait from the

feature set. Next, each gene trait was dichotomized by its median value to arrive

at a binary outcome y. The goal of each prediction analysis was to predict the

dichotomized gene trait y based on the other genes. At first sight, this artificial

outcome is clinically uninteresting but it is worth emphasizing that clinicians often

deal with dichotomized measures of gene products, e.g. high serum creatinine

levels may indicate kidney damage, high PSA levels may indicate prostate cancer,

and high HDL levels may indicate hypercholesterolemia. To arrive at unbiased

estimates of prediction accuracy, we split each data set into a training and test

set. Figure 2.2 (A) shows boxplots of the accuracies across the 700 comparisons.

Similar performance patterns are observed for the individual data sets (Figure
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2.2 (B-H)). The figure also reports pairwise comparisons of the RGLM method

versus alternative methods. Specifically, it reports the two-sided Wilcoxon signed

rank test p-values for testing whether the accuracy of the RGLM predictor is

higher than that of the considered alternative method. Strikingly, RGLM is more

accurate than the other methods overall. While the increase in accuracy are often

minor, they are statistically significant as can be seen by comparing RGLM to

RF (median difference = 0.02, p = 2.1 × 10−51), RFbigmtry (median difference

= 0.01, p = 7.3 × 10−16), LDA (median difference = 0.06, p = 2.4 × 10−53), SVM

(median difference = 0.03, p = 1.8×10−62) and SC (median difference = 0.04, p =

4.3×10−71). Other predictors perform even worse, and the corresponding p-values

are not shown.

The fact that RFbigmtry is more accurate in this situation than the default

version of RF probably indicates that relatively few genes are informative for pre-

dicting a dichotomized gene trait. Also note that RGLM is much more accurate

than the unbagged forward selected GLM which reflects that forward selection

greatly overfits the training data. In conclusion, these comprehensive gene ex-

pression studies show that RGLM has outstanding prediction accuracy.

Machine learning benchmark data analysis

Here we evaluate the performance of RGLM on the UCI machine learning

benchmark data sets which are often used for evaluating prediction methods

[83, 86, 126–129]. We consider 12 benchmark data sets from the mlbench R pack-

age: 9 UCI data sets and 3 synthetic data sets (Table 2.3). We choose these data

sets for two reasons. First, these 12 data sets were also used in the original eval-

uation of the random forest predictor [86]. Second, these data include all of the

available data sets with binary outcomes in the mlbench R package. A detailed

description of these data sets can be found in Materials and Methods. In his orig-
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inal publication on the random forest, Breiman found that the RF outperformed

bagged predictors on the UCI benchmark data which may explain why bagged

GLMs have not received much attention. We hypothesize that the relatively poor

performance of a bagged logistic regression model on these data sets could be

ameliorated by considering interaction terms between the features. Table 2.5 con-

firms our hypothesis. RGLM.inter2 (corresponding to pairwise interaction terms)

has superior or tied accuracy compared to RGLM in 10 out of 12 benchmark data

sets. In particular, pairwise interactions greatly improve the prediction accuracy

in the ringnorm data set. Higher order interactions (RGLM.inter3) do not per-

form better than RGLM.inter2 but dramatically increase computational burden

(data not shown).

Overall, we find that RGLM.inter2 ties with SVM (diff = −0.001, p = 0.96)

and RF (diff = 0.001, p = 0.26) for the first place in the benchmark data.

Moreover, RGLM.inter2 achieves the highest sensitivity and specificity (data not

shown), which also support its good performance in the benchmark data sets.

A potential limitation of these comparisons is that we considered pairwise in-

teraction terms for the RGLM predictor but not for the other predictors. To

address this issue, we also considered pairwise interactions among features for

other predictors. Table 2.6 shows that no method surpasses RGLM.inter2 when

pairwise interaction terms are considered. In particular, interaction terms between

features do not improve the performance of the random forest predictor. A note-

worthy disadvantage of RGLM.inter in case of many features is the computational

burden that may result from adding interaction terms. In applications where in-

teraction terms are needed for RGLM, faster alternatives (e.g. RF) remain an

attractive choice.
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Simulation study involving binary outcomes

As described in Materials and Methods, we simulated 180 gene expression data

sets with binary outcomes. The number of features (genes) ranged from 60 to

10000. The sample sizes (number of observations) of the training data ranged

from 50 to 2000. To robustly estimate the test set accuracy we chose a large size

for the corresponding test set data, n = 1000. Figure 2.3 shows the boxplots of

the test set accuracies of different predictors. The accuracy of the forwardGLM is

much lower than that of RGLM, demonstrating the benefit of creating an ensemble

predictor. Overall, RGLM delivers significantly higher median accuracy than all

other methods except the random forest (with default parameter setting).

C. Continuous outcome prediction

In the following, we show that RGLM also performs exceptionally well when

dealing with continuous quantitative outcomes. We not only compare RGLM to a

standard forward selected linear model predictor (forwardGLM) but also a random

forest predictor (for a continuous outcome). We do not report the findings for the

k-nearest neighbor predictor of a continuous outcome since it performed much

worse than the above mentioned approaches in our gene expression applications

(the accuracy of a KNN predictor was decreased by about 30 percent). We again

split the data into training and test sets. We use the correlation between test

set predictions and truly observed test set outcomes as measure of predictive

accuracy. Note that this correlation coefficient can take on negative values (in

case of a poorly performing prediction method).
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Empirical study involving continuous gene traits

Here we used the same 700 gene expression comparisons as described above (100

randomly chosen gene traits from each of 7 gene expression data sets) but did not

dichotomize the gene traits. Incidentally, prediction methods for gene traits are

often used for imputing missing gene expression values. Our results presented in

Figure 2.4 indicate that for the majority of genes high accuracies can be achieved.

But for some gene traits, the accuracy measure, which is defined as a correla-

tion coefficient, takes on negative values indicating that there is no signal in the

data. Note that the forward selected linear predictor ties with the random for-

est irrespective of the choice of the mtry parameter and both methods perform

significantly worse than the RGLM predictor.

Mouse tissue expression data involving continuous clinical outcomes

Here we used the mouse liver and adipose tissue gene expression data sets to

predict 21 clinical outcomes (detailed in Materials and Methods). Again, RGLM

achieved significantly higher median prediction accuracy compared to the other

predictors (Figure 2.5).

Simulation study involving continuous outcomes

180 gene expression data sets are simulated in the same way as described pre-

viously (for evaluating a binary outcome) but here the outcome y was not di-

chotomized. As shown in Figure 2.6, RGLM yields significantly higher predic-

tion accuracy than other predictors, although the differences are minor. The

forwardGLM accuracy trails both RGLM and RF, reflecting again the fact that

forward regression overfits the data.
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D. Comparing RGLM with penalized regression models

In our previous comparisons, we found that RGLM greatly outperforms forward

selected GLM methods based on the AIC criterion. Many powerful alternatives

to forward variable selection have been developed in the literature, in particular

penalized regression models. Here, we compare RGLM to 3 major types of penal-

ized regression models: ridge regression [100], elastic net [102], and the lasso [101].

The predictive accuracies of these penalized regression models were compared to

those of the RGLM predictor using the same data sets described above for evalu-

ating binary outcome and quantitative outcome prediction methods. Wilcoxon’s

signed rank test was used to determine whether differences in predictive accu-

racy were significant. Figure 2.7 (A) shows that RGLM outperforms penalized

regression models when applied to binary outcomes. For all comparisons, the

paired median difference (median of RGLM accuracy minus penalized regression

accuracy) is positive which indicates that RGLM is at least as good if not better

than any of these 3 penalized regression models. In particular, RGLM is signif-

icantly better than ridge regression (diff = 0.025, p = 2 × 10−52) and the lasso

(diff = 0.011, p = 7× 10−10) on the 700 dichotomized gene expression trait data.

Also, RGLM is significantly better than elastic net (diff = 0.022, p = 2× 10−27)

and lasso (diff = 0.03, p = 3 × 10−28) in simulations with binary outcomes.

Figure 2.7 (B) shows that RGLM outperforms penalized regression models for

continuous outcome prediction as well. Positive accuracy differences again imply

that RGLM is at least as good as these penalized regression models. In partic-

ular, it significantly outperforms ridge regression (diff = 0.035, p = 2 × 10−86)

in the 700 continuous gene expression traits data and outperforms elastic net

(diff = 0.029, p = 4 × 10−25) and lasso (diff = 0.034, p = 8 × 10−27) in simula-

tions with continuous outcomes.

As a caveat, we mention that cross validation methods were not used to in-
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form the parameter choices of the penalized regression models since the RGLM

predictor was also not allowed to fine tune its parameters. By only using default

parameter choices we ensure a fair comparison. In a secondary analysis , however,

we allowed penalized regression models to use cross validation for informing the

choice of the parameters. While this slightly improved the performance of the pe-

nalized regression models (data not shown), it did not affect our main conclusion.

RGLM outperforms penalized regression models in these comparisons.

E. Feature selection

Here we briefly describe how RGLM naturally gives rise to variable (feature)

importance measures. We compare the variable importance measures of RGLM

with alternative approaches and show how variable importance measures can be

used for defining a thinned RGLM predictor with few features.

Variable importance measure

There is a vast literature on using ensemble predictors and bagging for selecting

features. For example, Meinshausen and Bühlmann describe “stability selection”

based on variable selection employed in regression models [130]. The method

involves repetitive sub-sampling, and variables that occur in a large fraction of

the resulting selection set are chosen. Li et al. use a random k-nearest neigh-

bor predictor (RKNN) to carry out feature selection [125]. The Entropy-based

Recursive Feature Elimination (E-RFE) method of Furlanello et al. ranks fea-

tures in high dimensional microarray data [131]. RGLM, like many ensemble

predictors, gives rise to several measures of feature (variable) importance. For

example, the number of times a feature is selected in the forward GLM across

bags, timesSelectedByForwardRegression, is a natural measure of variable im-

portance (similar to that used in stability selection [130]). Another variable
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importance measure is the number of times a feature is selected as candidate

covariate for forward regression, timesSelectedAsCandidates. Note that both

timesSelectedByForwardRegression and timesSelectedAsCandidates have to

be ≤ nBags. Finally, one can use the sum of absolute GLM coefficient values,

sumAbsCoefByForwardRegression, as a variable importance measure. We pre-

fer timesSelectedByForwardRegression, since it is more intuitive and points to

the features that directly contribute to outcome prediction.

To reveal relationships between different types of variable importance mea-

sures, we present a hierarchical cluster tree of RGLM measures, RF measures

and standard marginal analysis based on correlations in Figure 2.8. As expected,

the marginal association measures (standard Pearson correlation and the Kruskal-

Wallis test which can both be used for a binary outcome) cluster together. The

same holds for the random forest based importance measures (“mean decreased

accuracy” and “mean decreased node purity”) and the 3 RGLM based importance

measures.

RGLM predictor thinning based on a variable importance measure

Both RGLM and random forest have superior prediction accuracy but they differ

with respect to how many features are being used. Recall that the random forest

is composed of individual trees. Each tree is constructed by repeated node splits.

The number of features considered at each node split is determined by the RF

parameter mtry. The default value of mtry is the square root of the number of

features. In case of 4999 gene features in our empirical studies, the default value is

mtry = 71. For RFbigmtry, we choose all possible features, i.e. mtry = 4999. We

find that a random forest predictor typically uses more than 40% of the features

(i.e. more than 2000 genes) in the empirical studies. In contrast, RGLM typically

only involves a few hundred genes in these studies. There are several reasons why
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RGLM uses far fewer features in its construction. First, and foremost, it uses

forward selection (coupled with the AIC criterion) to select features in each bag.

Second, the number of candidate covariates considered for forward regression is

chosen to be low, i.e. nCandidateCovariates = 50.

In RGLM, the number of times a feature is selected by forward regression

models among all bags, timesSelectedByForwardRegression, follows a highly

skewed distribution. Only few features are repeatedly selected into the model

while most features are selected only once (if at all). It stands to reason that an

even sparser, highly accurate predictor can be defined by refitting the GLM on

each bag without considering these rarely selected features. We refer to this fea-

ture removal process as RGLM predictor thinning. Thus, features whose value of

timesSelectedByForwardRegression lies below a pre-specified thinning thresh-

old will be removed from the model fit a posteriori.

Figure 2.9 presents the effects of predictor thinning in our empirical study.

Here nFeaturesInBag is chosen to equal the total number of features. To ensure

a fair comparison, we constructed and thinned the resulting RGLM in the training

set only. Next, we evaluated the accuracy of the resulting thinned predictor in

a test data set. Results were averaged across the 700 studies used in Figure 2.2

(A). Figure 2.9 (A) shows that the mean (and median) test set accuracies across

700 tests gradually decreases as the thinning threshold becomes more stringent.

This is expected since the predictor loses potentially informative features with

increasing values of the thinning threshold. Because the number of bags, nBags,

is chosen to be 100, timesSelectedByForwardRegression takes on a value ≤ 100.

Note that for a thinning threshold of 70 or larger, the median accuracy is constant

at 0.5 which indicates that for at least 50% of comparisons the prediction is no

longer informative. This reflects the fact that for large thinning thresholds, no

covariates remain in the GLM models and the resulting predictor reduces to the
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“naive predictor” which assigns a constant outcome to all observations.

Interestingly, the accuracy diminishes very slowly for initial, low threshold val-

ues. But even low threshold values lead to a markedly sparser ensemble predictor

(Figure 2.9 (B)). In other words, the average fraction of features (genes) remaining

in the thinned RGLM declines drastically as the thinning threshold increases.

We have found that the following empirical function accurately describes the

relationship between thinning threshold (timesSelectedByForwardRegression

threshold) and proportion of features left in the thinned RGLM predictor:

propLeft = F (x) =





1 x = 0

exp{−e(ex)0.775nBags0.0468(1−log(x))} 0 < x ≤ 1
(2.1)

where x = thinning threshold
nBags

and e denotes Euler’s constant e ≈ 2.718. Eq. 2.1

was found by log transforming the data and using optimization approaches for

estimating the parameters. No mathematical derivation was used. One can easily

show that F (x) (Eq. 2.1) is a monotonically decreasing function which accurately

describes the proportion of remaining features as can be seen from Figure 2.9

(B). Since the proportion of remaining variables depends not only on the thinning

threshold but also on the number of bags nBags, we also study how these results

depend on the choice of nBags. Toward this end, we varied nBags from 20 to

500 for predicting the 100 dichotomized gene traits in the mouse adipose data

set. The predicted values (red curve) based on Eq. 2.1 overlaps almost perfectly

with the observed values ( black curve) for all considered choices of nBags (data

not shown), which indicates that Eq. 2.1 accurately estimates the proportion of

remaining features for range of different values of nBags.

Our results demonstrate that the number of required features decreases rapidly

even for low values of the thinning threshold without compromising the predic-

tion accuracy of the thinned predictor. Figure 2.9 (C) shows that a thinning
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threshold of 20, leads to a thinned predictor whose accuracy is negligibly lower

(difference in median accuracy=0.009) than that of the original RGLM predictor

but it involves less than 20% of the original number of variables. Recall that even

the original number of variables is markedly lower than that of the RF predictor.

These results demonstrate that the thinned RGLM combines the advantages of an

ensemble predictor (high accuracy) with that of a forward selected GLM model

(few features, interpretability).

RGLM thinning versus RF thinning

The idea behind RGLM thinning is to remove features with low values of the

variable importance measure. Of course, a similar idea can be applied to other

predictors. Here we briefly evaluate the performance of a thinned random forest

predictor which removed variables based on a low value of its importance measure

(“mean decreased accuracy”). To arrive at an unbiased comparison, both RGLM

and RF are thinned based on results obtained in the training data. Next, accu-

racies of the thinned predictors are evaluated in the test set data. Figure 2.10

compares thinned RGLM versus thinned RF in our disease related data sets and

also the empirical studies. Numbers that connect dashed lines are RGLM thin-

ning thresholds. For a pre-specified threshold, the number of features used in the

thinned random forest is matched to that used in the thinned RGLM (except for

the threshold 0). Without thinning, RF uses a lot more features than RGLM

as mentioned previously. As expected, the median number of genes left for pre-

diction and the corresponding median prediction accuracy generally decrease as

the thinning threshold becomes more stringent. Overall, a thinned RGLM yields

a significantly higher median accuracy than a thinned RF across different thin-

ning thresholds (see the paired Wilcoxon signed rank test p-values). In clinical

practice, a thinned predictor with very few features and good accuracy can be
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very useful and interpretable. For example, choosing a threshold of 5 in panel

Figure 2.10 (A) and a threshold of 35 in panel (B) would result in very sparse

predictors. In both cases, especially in panel (A), the thinned RGLM has higher

median accuracy than that of the thinned RF.
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Discussion

A. Why was the RGLM not discovered earlier?

After Breiman proposed the idea of bagged linear regression models in 1996

[83], many authors have explored the utility of bagging logistic regression mod-

els [133–139]. Most previous studies report that bagging does not improve the

accuracy of logistic regression. Bühlman and Yu showed theoretically that bag-

ging helps for “hard threshold” methods but not for “soft threshold” methods

(such as logistic regression) [140]. These studies indicate that bagged logistic

regression models are not beneficial since the individual predictors (logistic re-

gression models) are too stable. Overall, we agree with these results. But our

comprehensive evaluations show that by injecting elements of randomness and

instability into a bagged logistic regression model one arrives at a state of the

art prediction method that often outperforms existing methods. Figure 2.11 de-

scribes why the construction of the RGLM runs counter to conventional wisdom.

As indicated by the upper right hand panel of Figure 2.11, the RGLM is based on

two seemingly bad modifications to a GLM. As indicated by the top left panel of

Figure 2.11, forward selection of a GLM is typically a bad idea since it overfits the

data and thus degrades the prediction accuracy of a single GLM predictor. As in-

dicated by the bottom right panel of Figure 2.11, bagging a full logistic regression

(i.e. without variable selection) is also a bad idea since it leads to a complicated

(ensemble) predictor without clear evidence for increased accuracy (see related

articles by [133–138]). But these two seemingly bad modifications add up to a

superior prediction method. Breiman already noted that the instability afforded

by variable selection is important for constructing a bagged linear model based

predictor [83]. In order to define an accurate GLM based ensemble predictor, we

also find that it is important to introduce additional elements of randomness and
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instability, which is also reflected in the name random GLM. Our results show

that the proposed changes (allowing for interaction terms, forward variable se-

lection using AIC, restricting the number of features per bag and the number of

candidate features) results in a more accurate predictor that involves surprisingly

few features (especially when thinning is used).

Additional reasons why the merits of RGLM have not been recognized earlier

may be the following. First, it may be a historical accident. Bagging was quickly

over-shadowed by other seemingly more accurate ways of constructing ensemble

predictors, such as boosting [141] and the RF [86], both of which have markedly

better performance on the UCI benchmark data. We find that RGLM.inter2

ties with SVM and RF for the top spot in UCI benchmark data set (Table 2.5).

Incidentally, RGLM performs significantly better than SVM and RF on the disease

data sets (Table 2.4) and in the 700 gene expression comparisons (Figure 2.2).

Second, previous comparisons of bagged predictors in the context of genomic

data were based on limited empirical evaluations. Many comparisons involved

fewer than 20 microarray data sets when comparing predictors [77, 78]. While

the comparisons involved clinically important data sets from cancer applications,

these studies were simply not comprehensive enough.

Third, previous studies probably did not consider enough bootstrap samples

(bags). While previous studies used 10 to 50 bags, we always used 100 bags when

constructing the RGLM. To illustrate how prediction accuracy depends on the

number of bags, we evaluate the brain cancer data with 1 to 500 bags using 5 gene

traits randomly selected from those used in our binary and continuous outcome

prediction, respectively. The results are shown in Figure 2.12. Most improvement

is gained in the first several dozens of bags. 100 bags is generally enough although

fluctuations remain. More bags may lead to slightly better predictions but at the

expense of longer computation time.
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B. Strengths and limitations

RGLM shares many advantages of bagged predictors including a nearly unbiased

estimate of the prediction accuracy (the out-of-bag estimate) and several variable

importance measures. While our empirical studies focus on binary and continuous

outcomes, it is straightforward to define RGLM for count outcomes (resulting in

a random Poisson regression model) and for multi-class outcomes (resulting in a

random multinomial regression model).

A noteworthy limitation of RGLM is computational complexity since the for-

ward selection process (e.g. by the function stepAIC [95] from the MASS R

package) is particularly time-consuming. The total time depends on the number

of candidate features, the order of interaction terms, and the number of bags. Our

R software implementation allows the user to specify three-way or higher order

interaction terms but it is not clear how much they add beyond pairwise interac-

tion terms. Our R implementation allows the user to use parallel processing for

speeding up the calculations.

Our empirical studies demonstrate that RGLM compares favorably with the

random forest, support vector machines, penalized regression models, and many

other widely used prediction methods. As a caveat, we mention that we chose

default parameter choices for each of these methods in order to ensure a fair

comparison. Future studies could evaluate how these prediction methods compare

when resampling schemes (e.g. cross validation) are used to inform parameter

choices. Our randomGLM R package will allow the reader to carefully evaluate

the method.
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List of abbreviations

AIC: Akaike information criteria.

aMV: adjusted majority vote.

CV: cross validation.

DLDA: diagonal linear discriminant analysis.

E-RFE: entropy-based recursive feature elimination.

forwardGLM: forward selected generalized linear model.

GLM: generalized linear model.

KNN: K nearest neighbor.

LDA: linear discriminant analysis.

RF: random forest with default mtry.

RFbigmtry: random forest with mtry equal to the total number of features.

RGLM: random generalized linear model.

RGLM.inter2: RGLM considering pairwise interactions between features.

RGLM.inter3: RGLM considering two-way and three-way interactions between

features.

RKNN: random K nearest neighbor.

RMNL: random multinomial logit model.

Rpart: recursive partitioning.

RSM: random subspace method.

SC: shrunken centroids.

SVM: support vector machine.
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CHAPTER 2 FIGURES
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Figure 2.1: Overview of the RGLM construction. The figure outlines the
steps used in the construction of the RGLM. The pink rectangles represent data
matrices at each step. Width of a rectangle reflects the number of remaining
features.
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Figure 2.2: Binary outcome prediction in empirical gene expression data
sets. The boxplots show the test set accuracies across 700 comparisons. The
horizontal line inside each box represents the median accuracy. The horizontal
dashed red line is the median accuracy of RGLM. P-values result from using the
two-sided Wilcoxon signed rank test for evaluating whether the median accuracy
of RGLM is the same as that of the mentioned method. For example, p.RF results
from testing whether the median accuracy of RGLM is the same as that of RF.
(A) summary across 7 data sets. (B-H) results for individual data sets.
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Figure 2.3: Binary outcome prediction in simulation. This boxplot shows
the test set prediction accuracies across the 180 simulation scenarios.The red
dashed line indicates the median accuracy of the RGLM. P-values result from
using the two-sided Wilcoxon signed rank test for evaluating whether the median
accuracy of RGLM is the same as that of the mentioned method.
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Figure 2.4: Continuous outcome prediction in empirical gene expression
data sets. The boxplots show the test set prediction correlation in 700 appli-
cations. (A) summary of 7 expression data set. (B-H)results for individual data
sets.
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Figure 2.5: Continuous clinical outcome prediction in mouse adipose
and liver data sets. The boxplots show the test set prediction correlation for
predicting 21 clinical outcomes in (A) mouse adipose and (B) mouse liver. The
red dashed line indicates the median correlation for RGLM. P-values result from
using the two-sided Wilcoxon signed rank test for evaluating whether the median
accuracy of RGLM is the same as that of the mentioned method.
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Figure 2.6: Continuous outcome prediction in simulation studies. This
boxplot shows the test set prediction accuracy across the 180 simulation scenarios.
The red dashed line indicates the median accuracy for the RGLM. Wilcoxon signed
rank test p-values are presented.
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Figure 2.7: Penalized regression models versus RGLM. The heatmap
reports the median difference in accuracy between RGLM and 3 types of penalized
regression models in (A) binary outcome prediction and (B) continuous outcome
prediction. Each cell entry reports the paired median difference in accuracy (up-
per number) and the Wilcoxon signed rank test p-value (lower number). The cell
color indicates the significance of the finding, where red implies that RGLM out-
performs penalized regression model and green implies the opposite. The color
panel on the right side shows how colors correspond to −log10(p-values).
diff.Ridge = median(RGLM.accuracy − RidgeRegression.accuracy).
diff.ElasticNet = median(RGLM.accuracy − ElasticNet.accuracy).
diff.Lasso = median(RGLM.accuracy − Lasso.accuracy).
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Relationship of feature ranking methods

Figure 2.8: Relationship between variable importance measures based on
the Pearson correlation across 70 tests. This figure shows the hierarchical
cluster tree (dendrogram) of 7 variable importance measures. absPearsonCor
is the absolute Pearson correlation between each gene and the dichotomous
trait. KruskalWallis stands for the −log10 p-value of the Kruskal-Wallis group
comparison test (which evaluates whether the gene is differentially expressed be-
tween the two groups defined by the binary trait). RFdecreasedAccuracy
and RFdecreasedPurity are variable importance measures of the RF.
timesSelectedAsCandidates, timesSelectedByForwardRegression and
sumAbsCoefByForwardRegression are RGLM measures. These measures
are evaluated in 10 tests from each of the 7 empirical expression data sets. In
every test, different measures independently score genes for their relationship
with a specific dichotomized gene trait. A Pearson correlation matrix was
calculated by correlating the scores of different variable importance methods.
Matrices across the 70 tests were averaged and the result was transformed to
a dissimilarity measure that was subsequently used as input of hierarchical
clustering.
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Figure 2.9: RGLM predictor thinning. This figure averages the thinning
results of 700 applications (predicting 100 gene traits from each of 7 empirical
data set). (A) Accuracies decrease as the thinning threshold increases. The
black and blue lines represent the median and mean accuracies, respectively. (B)
The average fraction of genes left in final models (y-axis) drops quickly as the
thinning threshold increases as shown in the black line. The function in Eq. 2.1
approximates the relationship between the two variables as shown in the red line.
(C) Number of genes used in prediction for no thinning versus thinning threshold
equal to 20. On average, less than 20% of genes remain.
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Figure 2.10: RGLM thinning versus RF thinning. This figure compares
the thinned RGLM with the thinned RF in (A) the 20 disease related data sets
and (B) the 700 gene expression traits. Numbers that connect dashed lines are
RGLM thinning thresholds. For a pre-specified threshold, the number of features
used for a thinned random forest is matched with that for the thinned RGLM
(except for a threshold of 0). The x − axis (log-scaled) and the y − axis report
the median number of genes left for prediction and the median accuracy across
data sets, respectively. The Wilcoxon signed rank test was used to test whether
the median accuracy of the thinned RGLM equals that of the thinned RF. Note
that the thinned RGLM consistently yields higher accuracies than the thinned RF
(according to the 2-sided test p-values).
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Figure 2.11: How do modifications of a GLM affect the prediction accu-
racy. The figure illustrates how two bad modifications to a GLM add up to a
superior predictor (RGLM). In general, bagging or forward model selection alone
lower the prediction accuracy of generalized linear models (such as logistic re-
gression models). However, combining these two bad modifications leads to the
superior prediction accuracy of the RGLM predictor. The figure may also explain
why the benefits of RGLM type predictors were not previously recognized.
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Figure 2.12: Prediction accuracy versus number of bags used for RGLM.
This figure presents the results for predicting 5 gene traits in the brain cancer data
set when different numbers of bags (bootstrap samples) are used for constructing
the RGLM. Each color represents one gene trait. (A) Binary outcome prediction.
The 5 gene traits were randomly selected from all 100 gene traits used in the
binary outcome prediction section. (B) Continuous outcome prediction. The 5
gene traits were randomly selected from all 100 gene traits used in the continuous
outcome prediction.
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Table 2.1: Default setting of nFeaturesInBag.
N nFeaturesInBag/N N∗ nFeaturesInBag/N

No interaction 1− 10 1 1− 10 1
11− 300 1.0276− 0.00276N 11− 300 1.0276− 0.00276N∗

> 300 0.2 > 300 0.2

2-way interaction 1− 4 1 1− 10 1
5− 24 1.0276− 0.00276N(N + 1)/2 11− 300 1.0276− 0.00276N∗

> 24 0.2 > 300 0.2

3-way interaction 1− 3 1 1− 10 1
4− 12 1.0276− 0.00276(N3 + 5N)/6 11− 300 1.0276− 0.00276N∗

> 12 0.2 > 300 0.2

This table shows the default values of nFeaturesInBag in terms of nFeaturesInBag/N for
RGLM, RGLM.inter2 and RGLM.inter3. N is the total number of features of the training data.
N∗ is the effective number of features which equals the number of features N plus the number
of interaction terms. Formulas are shown in terms of both N and the corresponding N∗. 1.0276
and 0.00276 are obtained by interpolating a straight line between (10,1) and (300, 0.2).

101



T
ab

le
2.

2:
D

e
sc

ri
p
ti

o
n

o
f
th

e
2
0

d
is

e
a
se

e
x
p
re

ss
io

n
d
a
ta

se
ts

.

D
at

a
se

t
S
am

p
le

s
F
ea

tu
re

s
R

ef
er

en
ce

D
at

a
se

t
ID

B
in

ar
y

ou
tc

om
e

ad
en

o
ca

rc
in

om
a

76
98

68
[1

05
]

N
A

m
os

t
pr

ev
al

en
t

cl
as

s
vs

ot
he

rs
b
ra

in
42

55
97

[1
06

]
N

A
m

os
t

pr
ev

al
en

t
cl

as
s

vs
ot

he
rs

b
re

as
t2

77
48

69
[1

07
]

N
A

m
os

t
pr

ev
al

en
t

cl
as

s
vs

ot
he

rs
b
re

as
t3

95
48

69
[1

07
]

N
A

m
os

t
pr

ev
al

en
t

cl
as

s
vs

ot
he

rs
co

lo
n

62
20

00
[1

08
]

N
A

m
os

t
pr

ev
al

en
t

cl
as

s
vs

ot
he

rs
le

u
ke

m
ia

38
30

51
[1

09
]

N
A

m
os

t
pr

ev
al

en
t

cl
as

s
vs

ot
he

rs
ly

m
p
h
om

a
62

40
26

[1
10

]
N

A
m

os
t

pr
ev

al
en

t
cl

as
s

vs
ot

he
rs

N
C

I6
0

61
52

44
[1

11
]

N
A

m
os

t
pr

ev
al

en
t

cl
as

s
vs

ot
he

rs
p
ro

st
at

e
10

2
60

33
[1

12
]

N
A

m
os

t
pr

ev
al

en
t

cl
as

s
vs

ot
he

rs
sr

b
ct

63
23

08
[1

13
]

N
A

m
os

t
pr

ev
al

en
t

cl
as

s
vs

ot
he

rs
B

ra
in

T
u
m

or
2

50
10

36
7

[1
14

]
N

A
A

na
pl

as
ti

c
ol

ig
od

en
dr

og
lio

m
as

vs
G

lio
bl

as
to

m
as

D
L
B

C
L

77
54

69
[1

15
]

N
A

fo
lli

cu
la

r
ly

m
ph

om
a

vs
di

ffu
se

la
rg

e
B

-c
el

l
ly

m
ph

om
a

lu
n
g1

58
10

00
0

[1
16

]
G

SE
10

24
5

A
de

no
ca

rc
in

om
a

vs
Sq

ua
m

ou
s

ce
ll

ca
rc

in
om

a
lu

n
g2

46
10

00
0

[1
17

]
G

SE
18

84
2

A
de

no
ca

rc
in

om
a

vs
Sq

ua
m

ou
s

ce
ll

ca
rc

in
om

a
lu

n
g3

71
10

00
0

[1
18

]
G

SE
21

09
A

de
no

ca
rc

in
om

a
vs

Sq
ua

m
ou

s
ce

ll
ca

rc
in

om
a

p
so

ri
as

is
1

18
0

10
00

0
[1

19
,1

20
]

G
SE

13
35

5
le

si
on

al
vs

he
al

th
y

sk
in

p
so

ri
as

is
2

82
10

00
0

[1
21

]
G

SE
14

90
5

le
si

on
al

vs
he

al
th

y
sk

in
M

S
st

ag
e

26
10

00
0

[1
22

]
E

-M
T
A

B
-6

9
re

la
ps

in
g

vs
re

m
it

ti
ng

R
R

M
S

M
S
d
ia

gn
os

is
1

27
10

00
0

[1
23

]
G

SE
21

94
2

R
R

M
S

vs
he

al
th

y
co

nt
ro

l
M

S
d
ia

gn
os

is
2

44
10

00
0

[1
22

]
E

-M
T
A

B
-6

9
R

R
M

S
vs

he
al

th
y

co
nt

ro
l

Sa
m

pl
e

si
ze

,
nu

m
be

r
of

fe
at

ur
es

,
or

ig
in

al
re

fe
re

nc
e,

da
ta

se
t

ID
s

an
d

ou
tc

om
es

fo
r

th
e

20
di

se
as

e
re

la
te

d
ge

ne
ex

pr
es

si
on

da
ta

se
ts

.

102



Table 2.3: Description of the UCI benchmark data.

Data set Samples Features

BreastCancer 699 9
HouseVotes84 435 16
Ionosphere 351 34
diabetes 768 8
Sonar 208 60
ringnorm 300 20
threenorm 300 20
twonorm 300 20
Glass 214 9
Satellite 6435 36
Vehicle 846 18
Vowel 990 10

Sample size and number of features for the 12 UCI machine learning benchmark
data sets.
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CHAPTER 3

Predicting COPD status with the Random

Generalized Linear Model
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Introduction

Sample classification, especially disease status prediction, is an important area

of investigation for gene expression studies. While the high number of features

measured by microarray expression data promises to result in accurate multivari-

ate predictors of disease outcomes [74], relatively few genomic predictors have

been found to be useful in clinical practice. Many machine learning methods

have been used for predictor construction, such as Random Forest (RF) [86], Sup-

port Vector Machine [75], K-Nearest Neighbor [95, 96] and Linear Discriminant

Analysis [95,96].

We recently developed a highly accurate and interpretable predictor: the Ran-

dom Generalized Linear Model (RGLM) predictor [142]. This ensemble predictor

is based on bootstrap aggregation (bagging) of generalized linear models whose

features (covariates) are selected using a random subspace method coupled with

forward regression. RGLM has shown high prediction accuracy in many gene

expression applications [142].

Although we and others have evaluated predictors in real applications [77,

78], the evaluations are often unrealistic in the sense that training and test data

are subsets from the same original data set, making them very comparable to

each other. In practice, however, a test set is usually composed of new samples

that have not measured using exactly the same methods or equipment as the

available training samples. The 2012 Improver Challenge [143] provides a much

more realistic scenario for evaluating prediction methods in that training and test

data are generated by different groups/labs. Participants in this data analysis

contest aim to predict the disease status of a test set of de-identified samples

using any publicly available training data of their choice. In this article, we focus

on one of the sub-challenge data sets, namely the chronic obstructive pulmonary

108



disease (COPD) data.

COPD is a leading cause of death worldwide [144]. It is estimated to affect

about 9 − 10% of adults aged ≥ 40 years of age [144]. COPD causes irreversible

damage to the lungs, with the airways becoming narrower over time. A major

cause of the disease is cigarette smoking [145]. In clinical practice, no single

symptom or sign can adequately confirm or exclude the diagnosis of COPD [146]

and no widely recognized molecular biomarker exists to date. If feasible, gene

expression based molecular predictors would greatly facilitate the early detection

and diagnosis of COPD. This article is organized as follows. We first describe

the data used for prediction and the corresponding pre-processing procedures in

the Materials and Methods section. Next, we compare the training set out-of-bag

(OOB) prediction performances of RGLM and RF. We then evaluate the test set

prediction and identify gene signatures. We further test which genes, if any, are

indispensable for accurate prediction. Finally, we discuss the potential reasons for

the superior performance of RGLM in the COPD sub-challenge.
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Results

The data pre-processing steps are detailed in the Materials and Methods. Demo-

graphic data for 235 training set samples and 40 test set samples included in this

analysis after pre-processing are shown in Table 3.1. The training set consisted of

26 COPD cases and 209 healthy controls. Samples were combined from different

GEO data sets to increase sample size and thus increase power. Within train-

ing set samples, cases were on average almost 10 years older than controls (51.7

compared with 41.5); the percentage of males was higher in cases (80.8%) than in

controls (67.0%); additionally, the percentage of smokers was much higher in cases

(100%) than in controls (57.4%). In addition, all training set cases were sampled

from the small airways of lungs, while all test set individuals were sampled from

the large airways. Small and large airways may contain slightly different cell types

at different abundances, increasing the difficulty for prediction.

We considered the RGLM predictor and the RF predictor for classification.

Since both methods are ensemble predictors, they naturally provide training set

OOB predictions that can be used to evaluate prediction performance. We there-

fore compared the OOB predictive probability of being affected for true cases and

true controls in the training set (Figure 3.1). The Kruskal-Wallis test p-values on

top of each panel can be used to quantify to what extent each ensemble predictor

can distinguish true cases from controls. As shown in Figure 3.1 (A-B), RGLM

(p = 7.4 × 10−10) performed much better than RF (p = 9.3 × 10−7) for COPD

classification in the training set. To further increase the predictive accuracy of

RGLM, we chose (“tuned”) parameter values. A noteworthy parameter of RGLM

is called “mandatoryCovariates” since it allows one to force specified features into

the prediction models for all bags (detailed in Materials and Methods). This

is particularly beneficial when certain features are known to be associated with

the outcome. For example, smoking status and age are known to be associated
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with COPD status [145,147,148] and we confirmed this in our training data (Ta-

ble 3.1). When including smoking status and age as mandatory covariates into

RGLM, the predictive performance was further improved (p = 2.3 × 10−11) as

indicated in Figure 3.1 (C). There are also important discussions in the literature

on gender differences in susceptibility to smoking effects and lung function reduc-

tion in COPD [149]. When including gender as an extra mandatory covariate into

RGLM, we observed no further performance improvement (p = 3.8× 10−11, Fig-

ure 3.1 (D)). A plausible explanation is that gender may indirectly affect COPD

status through smoking: men smoke more than women, therefore an association

between smoking and COPD would lead to an association between gender and

COPD (Table 3.1). As aside, we mention that gender is not recognized as a

COPD risk factor according to the GOLD (Global Initiative for Chronic Obstruc-

tive Lung Disease) document for COPD [148]. Based on these results, we chose

to use the RGLM predictor with smoking status and age as mandatory covariates

for test set predictions on the Improver challenge data set.

Figure 3.1 also reveals that all predictors were poorly calibrated. Most sam-

ples, even true COPD cases, were assigned very low probabilities of being affected.

This poor calibration reflects the fact that the training data were highly unbal-

anced: 26 COPD cases versus 209 controls. As a result, most true cases would

be classified as controls if the predictive probabilities are thresholded at 0.5. To

solve this issue in test set classification, we re-calibrated the test set predictive

class probabilities assuming half of the test set smokers were COPD cases (as

detailed in the Materials and Methods section).

After the Improver Challenge organizers released the true COPD status of the

test set data, we were able to assess the test set accuracy of the RGLM predictor.

The test set contained 24 true COPD patients and 16 healthy controls. The

RGLM predictor resulted in an accuracy of 0.825, which was much higher than
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that of a naive predictor (0.600) obtained by assigning all test samples to the

most prevalent class (Table 3.2). The RGLM predictor had optimal specificity

(estimated to be 1) but sub-optimal sensitivity (0.708). The receiver operating

curve (ROC) is shown in Figure 3.2 with an impressive area under the ROC

curve of 0.939. Overall, the RGLM predictor performed best among all methods

proposed by the different teams who participated in the COPD sub-challenge.

Variable importance measures provided by the RGLM predictor allowed us to

identify 355 genes (421 probes) relevant for COPD classification in addition to

the mandatory covariates smoking status and age. As detailed in the Materials

and Methods section, these probes served as covariates (dependent variables) in

the forward selected GLMs. Most of these probes were selected only once or twice

across the 100 bags. The top eight most frequently selected “signature” genes

(selected at least five times across the 100 bags) are listed in Table 3.3. Inter-

estingly, four out of these eight genes are involved in transcriptional regulation.

Although not statistically significant, this is consistent with a previous finding

that COPD biomarker genes were enriched for functions related to transcriptional

regulation [150].

In the original RGLM article [142], we introduced “RGLM predictor thinning”,

where we constructed a sparser but still highly accurate predictor by refitting the

GLM in each bag only considering frequently selected features. This method can

be applied here to elucidate which gene features are indispensable in preserving

predictive accuracy in addition to the mandatory covariates. In Figure 3.3, we

only considered gene features that were selected more times than a set “thinning

threshold”. Since gene features were selected up to 8 times among all bags, the

thinning threshold could vary from 0 to 8. We found that the number of gene

features used for modeling declined rapidly from 421 to 0 as the thinning threshold

increased (Figure 3.3 (A)), but the prediction accuracies were not affected at
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all (Figure 3.3 (B)). This indicates that gene features have little effect on the

prediction accuracy. Instead, the high accuracy is achieved via the mandatory

variables (smoking status, age). While the signature genes listed in Table 3.3 are

not needed for predicting COPD status when the mandatory variables are also

included in the model, we list them nevertheless since they may be of interest to

biologists.
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Discussion

In this article, we successfully employed the recently developed RGLM predictor

to predict the COPD status of 40 de-identified individuals whose demographic

information and gene expression profiles were available. We pre-processed the

publicly available training sets and the Improver test set together to make them

comparable. Out of bag estimates of predictive accuracy in the training data led

us to favor RGLM over the random forest predictor. The RGLM predictor with

smoking status and age as mandatory covariates achieved the highest predictive

accuracy not only in the training data but also in the Improver Challenge test

data set. Variable importance measures of the RGLM narrowed down eight gene

features for COPD classification, but high prediction accuracy can be retained by

using only smoking status and age as features.

While RGLM was the best performing method, it is important to note that

the prediction accuracy of different methods cannot be compared directly because

the different Improve Challenge teams used different normalization strategies and

slightly different training data. The success of the RGLM method in the COPD

sub-challenge may reflect our pre-processing steps that aimed to make training

and test sets as comparable as possible. Toward this end, we used the following

pre-processing steps. First, we only used training sets which were measured on the

same Affymetrix microarray platform as the test set because most prediction meth-

ods are vulnerable to platform differences. Second, we used raw Affymetrix CEL

files as opposed to normalized data so that we could apply the same normaliza-

tion method (MAS5) to all data. Here we chose MAS5 normalization to facilitate

comparisons by others using their own data. And we point out that the Improver

Challenge organizers found no significant difference in prediction performance be-

tween teams that used MAS5 and those who used other microarray normalization

methods. Third, we combined training and test sets in our pre-processing steps to
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ensure high comparability. Fourth, we used the SampleNetwork R function [151]

because it implements powerful methods for finding array outliers and for carrying

out quantile normalization and ComBat batch effect correction [152].

The success of the RGLM method also reflects the merits of the predictor

itself. In the majority of applications, we find that RGLM is substantially better

than the non-ensembled version of the GLM as shown in our recent comparative

study [142]. Breiman showed already that a bagged version of an unstable learner

is more accurate than the individual learner [83]. RGLM gained accuracy by

aggregating unstable forward selected GLMs which tended to overfit training data.

In order to quantify the advantage brought by the ensemble, we compared the test

set accuracy of RGLM versus a forwardGLM (the unbagged version of RGLM,

detailed in Materials and Methods) in Table 3.2. As expected, RGLM was much

more accurate than the unbagged forwardGLM (0.825 vs. 0.575), which probably

reflects the well known fact that forward selection greatly overfits the data [153].

As indicated by the Kruskal-Wallis test p-values in Figure 3.1, RGLM outper-

formed the RF, which is a highly accurate ensemble predictor as well. One may

suspect that by tuning the RF parameter mtry, one can improve the performance

of the RF. To some extent, this is indeed the case. The Kruskal-Wallis test p-

value for RF could be improved from 9.3 × 10−7 to 6.4 × 10−8 by setting mtry

to N instead of its default value
√

N , where N is the total number of features.

Large values for mtry work well when relatively few gene features are informative

for predicting COPD. In this application, RGLM outperformed the RF because

of the following reasons. First, it focused on the most associated genes since it

only considered the top 50 most associated features for forward variable selection

in each bag. Second, the RGLM parameter “mandatoryCovariates” allowed us

to force known risk factors (smoking status and age) into each individual GLM.

We expect that the performance of the RF would be greatly improved if the same
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mandatory covariates (smoking status, age) would be included in the construction

of each tree predictor.

A major limitation of our analysis was that we did not distinguish between

small and large airway origin in our study because of lack of pertinent training

set data. As shown in Table 3.1, airway origin was confounded with data set

and COPD status. Thus adjusting for airway origin in our analysis (e.g. by

conditioning) would have removed the desired signal as well. Therefore, we could

only predict large airway samples based on a predictor trained on small airway

samples. Given this limitation, it is surprising, that the prediction was fairly

accurate. We think this reflects that the mandatory covariates used in our study

(smoking status, age) relate to both types of diseases.

A second limitation of the analysis is that we assumed that half of the smokers

are COPD cases. We used this ad-hoc assumption for a technical reason: it allowed

us to counter the effect caused by highly unbalanced training data. An alternative

and statistically superior approach is to sub-sample training set controls so that

they are balanced with respect to the number of cases. In response to a reviewer

comment, we implemented this alternative approach by frequency matching using

age (as detailed in Materials and Methods). As shown in Table 3.2, the test set

prediction performance was not as good as that of our original predictor, perhaps

because the resulting sample sizes were insufficient (sub-sampling resulted in 26

controls down from 209 controls).

The GOLD 2011 document has classified COPD patients into 4 categories

according to airflow limitation severity [148]. Our training cases likely fall into

several of these categories. In future studies, it would be beneficial to distinguish

these disease categories when training the predictor since it would reduce the

disease heterogeneity and thus increase the predictive signal.

Our study identified 355 genes (421 probes) useful for COPD prediction. Al-
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though they have little effects on predictive accuracy when mandatory covariates

smoking status and age are used, they may be of interest to biologists. Further

examination may provide information regarding genetic determinants of COPD.

The overall aim of our study was the development of a predictor of COPD sta-

tus. If, instead, we wanted to learn about the biology underlying COPD, we

would have used signed weighted correlation network analysis (WGCNA) because

it facilitates a systems biologic module based analysis of microarray data [5].
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Materials and Methods

A. Data description

The test data set contains gene expression profiling data for large air-

way samples of lungs from 40 de-identified individuals, measured using the

Affymetrix Human Genome U133 plus 2.0 platform. As part of the data

analysis challenge, we were allowed to use training data from any publicly

available source. We downloaded the following raw gene expression data

from the Gene Expression Omnibus (GEO) database as our training sets for

COPD: GSE10006 [154], GSE10135 [155], GSE11906 [156], GSE11952 [157],

GSE13933 [158], GSE19667 [159], GSE20257 [160], GSE5058 [161, 162],

GSE5059 [161], GSE7832 [162] and GSE8545 [163]. Arrays present in more

than one data set were used only once. All training data were generated from

Affymetrix Human Genome U133 plus 2.0 array with 54675 probes. Training

cases are small airway samples of lungs, while controls contain both small and

large airway samples.

B. Data pre-processing

The raw training and test data were first MAS5 normalized and log2 transformed

using the R package simpleaffy. Next, subject NS047 was removed from the train-

ing data because the smoking status of this individual in GSE10135 and GSE11906

data sets was contradictory. Finally, all training and test data were pooled to-

gether because quantile normalization and batch effect correction (see below) make

training and test data more comparable. Our network based approach for pre-

processing the data was implemented in the SampleNetwork R function [151],

which has powerful methods for identifying array outliers and batch effects. This

user-friendly R function sequentially carries out outlier removal, quantile normal-
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ization and ComBat batch effect correction [152] in an interactive and automatic

manner. No severe array outliers were found in terms of low inter-array correla-

tions. Array batches represented by different data set IDs were corrected without

controlling for other covariates. No feature selection was performed. After pre-

processing, all training sets were combined into one large training set (n = 235 on

54675 probes). Clinical information such as age, gender, race and smoking status

were available in both training and test samples.

C. Classification methods

Random forest Developed by Leo Breiman, RF is a highly accurate ensemble

predictor that consists of an ensemble of individual decision trees which vote on

the final outcome prediction [86]. It has a parameter mtry, i.e. the number of

features considered at each node split. The default mtry value equals the square

root of the number of features. Here we used the randomForest function from the

randomForest R package based on the original Fortran code by Leo Breiman.

Random generalized linear model We recently developed the RGLM pre-

dictor. Similar to the RF, it is an ensemble of weak individual learners. However,

different from the RF, the individual learners are generalized linear models whose

features (covariates) are selected using forward regression according to AIC crite-

ria [142]. In particular, RGLM uses individual logistic regression models for binary

outcome classification. We used the randomGLM function from the randomGLM

R package [142].

Briefly, RGLM for COPD classification was constructed as follows. First, 100

versions of bootstrap samples of observations (referred to as bags) were generated

from the training data. Second, 20% of randomly chosen features (transcription

probes) were selected for each bootstrap data set. Third, feature selection was

carried out in each bag based on correlating each feature with the outcome. Only

119



the top 50 features with the most significant correlation would be considered as

candidate covariates for forward selection in a logistic regression model. Fourth,

a forward selected logistic regression model was fitted in each bag to arrive at one

logistic model based prediction per bag. The forward selection procedure used by

RGLM was based on the stepAIC R function in the MASS R library. Fifth, test set

covariate values were used as input to the prediction models to arrive at a predicted

class probability per bag. Sixth, predicted class probabilities were averaged across

bags to arrive at a final test set class probability estimate. By thresholding the

class probabilities we obtained the final binary outcome prediction.

RGLM has a parameter “mandatoryCovariates” that forces specified features

into the prediction models of all learners (bags). As a result, it overweighs those

features over others. For the COPD classification, we evaluated RGLM without

mandatory covariates, RGLM with mandatory covariates age and smoking status,

and RGLM with mandatory covariates age, smoking status and gender.

forwardGLM We denote by forwardGLM the (single) generalized linear

model predictor whose covariates are selected using forward feature selection ac-

cording to the AIC criterion. Thus, forwardGLM does not involve bagging, ran-

dom feature selection, and is not an ensemble predictor. In this article, we use

forwardGLM with age and smoking status as mandatory covariates.

D. Prediction re-calibration

It is difficult to choose a threshold for the predicted class probabilities since this

depends on the prevalence of the disease. For simplicity, we assumed that half of

the smokers in the test set had COPD while half were healthy controls. There-

fore, the test set predictive probabilities were re-calibrated so that half of the

test set smokers were classified as COPD cases. This could also be achieved by

rescaling the original class probabilities on the log scale as follows: log(new.P) =
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0.417*log(P) and choosing the usual threshold of 0.5.

E. Training controls sub-sampling

There were 26 COPD cases and 209 controls in the training data. Here, we aimed

to sub-sample 26 controls to match the 26 cases by age. Frequency matching

was used. Training samples were grouped into age intervals, i.e. 36 − 40, 41 −
45...71− 75. In each age interval, we sub-sampled the same number of controls as

the number of cases. After sub-sampling, training controls had mean age 52 and

standard deviation 8.6, very similar to the statistics of training cases. Age was

not used as a mandatory covariate in RGLM, since it was used in matching.
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List of abbreviations

AIC: Akaike information criterion.

AUC: Area under the curve.

COPD: Chronic obstructive pulmonary disease.

GEO: Gene Expression Omnibus.

OOB: Out-of-bag.

RF: Random forest.

RGLM: Random generalized linear model.

ROC: Receiver operating characteristic.
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Figure 3.1: Training set OOB prediction of 4 predictors. The boxplots show
the OOB predictive probability of being affected in the true COPD group and true
control group. P-values at the top of each panel are derived from Kruskal-Wallis
tests that compare the median predictive probabilities between the two groups.
Four predictors are considered. (A) Random forest. (B) RGLM. (C) RGLM with
smoking status and age as mandatory covariates. (D) RGLM with smoking status,
age and gender as mandatory covariates.
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Figure 3.3: RGLM predictor thinning. (A) Number of features left in RGLM
drops quickly as the thinning threshold increases. (B) Prediction accuracies fluc-
tuate as the thinning threshold increases.
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Table 3.1: Sample statistics.

Training set
COPD cases
(n=26)

Training set con-
trols (n=209)

Test set samples
(n=40)

Age Mean (SD) 51.7 (8.1) 41.5 (9.4) 51.0 (10.3)
Gender
Male n (%) 21 (80.8%) 140 (67.0%) 32 (80.0%)
Female n (%) 5 (19.2%) 69 (33.0%) 8 (20.0%)

Smoker
Yes n (%) 26 (100%) 120 (57.4%) 32 (80.0%)
No n (%) 0 (0) 89 (42.6%) 8 (20.0%)

Tissue
Small airway n (%) 26 (100%) 149 (71.3%) 0 (0)
Large airway n (%) 0 (0) 60 (28.7%) 40 (100%)
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Table 3.2: Evaluation of test set COPD classification by RGLM, for-
wardGLM, and RGLMsubSamp with smoking status and age as manda-
tory covariates.

Predictor Näıve Accuracy Sensitivity Specificity PPV NPV AUC
Accuracy

RGLM 0.600 0.825 0.708 1 1 0.700 0.939
forwardGLM 0.600 0.575 0.292 1 1 0.485 0.646
RGLMsubSamp 0.600 0.700 0.750 0.625 0.750 0.625 0.700
Näıve Accuracy: accuracy achieved by assigning all test samples as COPD cases; PPV: Positive
Predictive Value; NPV: Negative Predictive Value; AUC: area under the ROC curve.
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Table 3.3: Top eight signature genes.

Times Probe ID Gene
symbol

Chr. Description Function

8 219041 s at REPIN1 7 Replication initiator 1 Initiation of
DNA replica-
tion

1560328 s at NA 2 NA NA
7 231126 at C2orf70 2 Chr2 open reading frame 70 Unknown
6 228305 at ZNF565 19 Zinc finger protein 565 Transcriptional

regulation
242758 x at KDM3A 2 Lysine (K)-specific

demethylase 3A
Transcriptional
activation

5 1553336 a at MIER3 5 Mesoderm induction early
response 1, family member 3

Transcriptional
repressor

219517 at ELL3 15 Elongation factor RNA
polymerase II-like 3

RNA poly-
merase II
catalysis

SERINC4 Serine incorporator 4 Lipid synthesis
228268 at FMO2 1 Flavin containing monooxy-

genase 2
Oxidation
catalysis

Only gene features that are selected at least five times in 100 bags are included.
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