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ABSTRACT OF THE DISSERTATION 

 

Experimental and Theoretical Study of 

Instabilities in Magnetohydrodynamic Duct Flows 

with Inflectional Velocity Profiles 

 

by 

 

Jack Nathaniel Young 

Doctor of Philosophy in Mechanical Engineering 

University of California, Los Angeles, 2019 

Professor Mohamed Abdou, Chair 

 

 

 

This theoretical and experimental study focuses on instability in magnetohydrodynamic 

liquid metal fusion blanket duct flows with inflectional velocity profiles, the understanding 

of which is crucial to predictions of transitions between flow regimes in blanket systems. 

Flow regimes strongly affect heat and material advection across a poloidal blanket duct, 

and in the hopes of enhancing our capability to predict flow regimes and transport behavior 

in a wide range of blanket conditions, this study strives to uncover the mechanism behind 

MHD duct flow destabilization. This research builds on a large volume of theoretical, 

numerical and experimental work suggesting bulk instability and a two-stage mechanism 

as the most likely culprit for flow destabilization in these systems and supplies a much 

needed set of detailed experimental data to help validate numerical simulations and 



iii 

 

improve predictions of critical flow parameters, which have historically varied across 

orders of magnitude depending on the assumptions used to determine stability criteria for 

these flows. The derivation of an exact analytical solution for a fully-developed laminar 

electrically driven MHD duct flow with two wall jets is presented, which provides useful 

velocity field data that can help identify the laminar regime and helps determine the 

conditions required for quasi-two-dimensional (Q2D) flow. This is followed by a 

description of quasi-two-dimensional simulations of a duct-like electrically driven MHD 

cavity flow performed in parallel with an experiment with the same geometry and boundary 

conditions. Results from these two efforts are compared with the analytical solution and 

one another as a validation of their data, and key details of the flow dynamics and flow 

statistics are explored and used to identify the different types of instability present under a 

variety of conditions. The combination of these three avenues of research are leveraged to 

determine exactly how instabilities form in this system and through what stages they evolve 

as the flow approaches a transition to Q2D turbulence. The results are then used to develop 

tools that can more easily detect these regimes of instability from simple duct flow 

diagnostics.
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t   time 
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𝑈̿   velocity component matrix in POD 

 

 𝒰̿   velocity component matrix in DMD 

 

𝑢⃑⃑1(𝑢1, 𝑣1)  fluctuating part of velocity vector or component 

 

u’, v’   measured velocity components in rotated frame 

 

𝑢𝐴   Alfvén velocity 

 

𝑢𝑖𝑛𝑡   integrating probe velocity 
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𝑈𝑚   mean Hartmann flow velocity 

 

UDV   ultrasonic Doppler velocimetry 

 

𝑣̃(𝑦)   𝑦-dependent part of the vertical velocity disturbance 

 

V   volt(s) or volume 

 

𝑉̃   non-dimensional version of 𝑣̃ used to write the Rayleigh equation 

 

W   west 

 

𝑤𝑒𝑙   electrode width 

 

 𝑊̿̿̿   eigenvectors of  𝐴 ̿̃  

 

 𝑥⃑⃑⃑(𝑥, 𝑦, 𝑧)   position vector or component 

 

𝑥̂, 𝑦̂, 𝑧̂    unit position vectors 

 

𝑌(𝑦)   𝑦-dependent part of separable solution 

 

𝑍±(𝑧)   𝑧-dependent part of separable solution 
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𝑎̿(𝑡)   temporal coefficient matrix in POD 

 

𝛽   complex frequency of disturbance 
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𝛾   Lorentz factor (in special relativity) 

 

𝛾𝑛   𝐻𝑎 and series term order-dependent component of analytical solutions 

 

𝛿( )   Dirac delta function 

 

𝛿𝑖𝑗   Kronecker delta 

 

𝛿𝐻𝑎   Hartmann layer thickness 

 

𝛿𝑚𝑎𝑥   maximum velocity deviation 

 

𝛿𝑅𝑀𝑆   RMS velocity deviation 

 

𝛿𝑆ℎ   Hartmann layer thickness 

 

𝛿𝑅𝑒ℎ   Reynolds number based on the velocity deviation and channel height 

 

𝛿𝑈   velocity variation metric for defining two-dimensionality 

 

∆𝑉   voltage drop across an element or system 

 

∆𝜑    electric potential difference 

 

Δ𝑡   time difference 

 

𝜀   electric permittivity 

 

𝜀𝐽𝑜𝑢𝑙𝑒   Joule dissipation 

 

𝜀𝑣𝑖𝑠𝑐   viscous dissipation 

 

𝜖   calculation tolerance 

 

𝜖𝑖𝑗𝑘   Levi-Civita anti-symmetric pseudotensor 

 

𝜁𝑛(𝑧)   velocity series term component dependent upon 𝑧 

 

𝜂    magnetic diffusivity 

 

𝜅   series form of the pressure force per unit mass 
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𝜆   wavelength of disturbance 

 

𝜆𝑘   eigenvalues in Λ̿ 

 

Λ̿   matrix of eigenvalues of  𝐴 ̃̿ 

 

𝜇   magnetic permeability of a material 

 

𝜇𝑜    permeability of free space 

 

𝜈    kinematic viscosity 

 

𝜉±   Elsässer variables 

 

𝜋𝑖𝑗   viscous stress tensor 

 

𝜌    mass density 

 

𝜌𝑒    free charge density 

 

𝜎    electrical conductivity 

 

∑     series summation operator 

 

 Σ ̿   diagonal matrix of eigenvalues of 𝐴̿ in DMD 

 

𝜏2𝐷    time scale for two-dimensionalization 

 

𝜏𝜈    viscous time scale 

 

𝜏𝐻    Hartmann braking time scale 

 

𝜏𝐽    Joule time scale 

 

𝜏𝑡𝑢    turnover time scale 

 

𝜏𝑤   wall shear stress 

 

𝜑    electric potential 

 

𝜙⃑⃑𝑘(𝑥⃑)   spatial mode in POD 
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Φ̿   orthogonal eigenmode matrix in POD or eigenvectors of 𝐴̿ in DMD 

 

𝜓    streamfunction 

 

𝜓1    fluctuating part of the streamfunction 

 

 𝜓̃(𝑦)   𝑦-dependent part of the streamfunction disturbance 

 

𝜔⃑⃑⃑(𝜔𝑥, 𝜔𝑦, 𝜔𝑧 𝑜𝑟 𝜔)  vorticity vector and components 

 

𝜔1   fluctuating part of the perturbed vorticity 

 

𝜔𝑘   Ritz values (angular frequencies of DMD modes) 

 

𝜔̃(𝑦)   𝑦-dependent part of the vorticity disturbance 

 

𝜔̇𝑓   vorticity forcing term 

 

Ω   ohm(s) 

 

𝒟   derivative (with respect to 𝑦) operator 

 

𝑖   square root of  −1 

 

ℐ𝓂   imaginary part 

 

𝒦   Koopman operator 

 

𝒪(   )   order of magnitude 

 

ℛℯ   real part 

 

×   cross product operator 

 

∇⃑⃑⃑   gradient operator 

 

∇⃑⃑⃑ ∙    divergence operator 

 

∇⃑⃑⃑ ×   curl operator 

 

∇2, ∆    Laplacian operator 
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∫     integral operator 

 

∮     path integral operator 

 

 

 

 

Subscripts 

 

 

⊥   perpendicular to the applied magnetic field 

 

∥   parallel to the applied magnetic field 

 

𝑎𝑑𝑗   adjustment 

 

𝐶𝐿   centerline 

 

𝑐𝑟,𝑐𝑟𝑖𝑡   critical value 

 

𝑒𝑙   electrode 

 

𝐻𝑎   Hartmann wall 

 

𝑖   𝑖th component of a vector or imaginary part 

 

𝐿   Lorentz or lower 

 

𝑚   mode with greatest imaginary part of the frequency or wave speed 

 

𝑚𝑖𝑛   minimum 

 

𝑚𝑎𝑥   maximum 

 

𝑛   surface normal component of a vector 

 

𝑁   Nernst 

 

𝑝   pressure 

 

𝑟   real part 
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𝑡𝑢𝑟𝑏   turbulent 

 

𝑢   based only on 𝑢-component of velocity 

 

𝑈   upper 

 

𝑣   based only on 𝑣-component of velocity 

 

𝑣𝑜𝑟𝑡   of a vortex 
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†   complex conjugate transpose 
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∗   dimensionless quantity or complex conjugate 
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 ′′   second derivative with respect to independent variable 

 

 ′′′   third derivative with respect to independent variable 

 

(𝐼𝑉)   fourth derivative with respect to independent variable 

 

(0,1,…)  order of expansion term 

 

𝑒𝑙   electrode 

 

𝑎𝑚𝑝𝑙   amplitude 
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CHAPTER 1 

 

Introduction 

 

The theoretical and experimental study presented herein focuses on inflectional instabilities of a 

flow of liquid metal in a rectangular duct immersed in a strong, transverse magnetic field, in an 

effort to better understand the behavior of similar liquid metal magnetohydrodynamic (MHD) 

fusion blanket duct flows. These flows often exhibit velocity profiles with strong jets near the 

walls parallel to the magnetic field and, typically, two or more inflection points. There is significant 

contention among scientist regarding the mechanism leading to flow destabilization and, 

eventually, transition between flow regimes in such a system, and no theoretical analysis based on 

boundary layer stability has yet resulted in an accurate prediction of a critical parameter at which 

transition occurs. Not only is the rate of heat and material transport across a fusion blanket duct 

strongly dependent on the flow regime, like in hydrodynamic flows, transport properties can be 

very anisotropic in the turbulent flow regime due to the effect of the magnetic field. Therefore, it 

is extremely important to develop a robust capability to predict the flow regime that will appear in 

a fusion blanket duct based on fundamental design parameters and to deduce from simple in situ 

measurements the flow regime present in an assembled device. In this study, the exact mechanism 

of transition is sought, along with the conditions under which this occurs and the detailed flow 

structures and statistics associated with these processes. Unlike for typical hydrodynamic duct 

flows, this work and recent numerical analyses suggest that MHD duct flow transitions appear to 

be caused not by instability initiated in boundary layers, but rather by bulk inflectional instabilities 
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that grow and subsequently interact with the boundary layers, destabilizing the entire flow as 

complex mixed-mode instabilities develop. 

Currently, there are insufficient experimental data available for the development of predictive 

correlations for transitions in MHD duct flows and for validation of unsteady MHD duct flow 

simulations. The bulk of the effort described in this dissertation is aimed at developing a robust 

theoretical and computational capability for predicting MHD duct flow behavior coupled with an 

experimental approach that offers exceptional control over a base velocity profile, which shares 

key topological properties with common fusion blanket duct flows, and a method for 

experimentally capturing important details of the flow field well-resolved both temporally and 

spatially. Even the best previous experimental efforts have, in general, suffered from uncontrolled 

and unmeasured inlet conditions to their test section, often relying on the natural development of 

a particular velocity profile with the hope that the flow features of interest will appear in the 

vicinity of their instrumentation. Those that employ a traversable velocity probe to measure flow 

details also risk disturbing the flow they measure and find that such velocimetry techniques cannot 

access interesting regions of the flow. Since the experiment developed in this work is designed to 

create a specific custom-tailored velocity profile, provide well-known and highly-controllable 

boundary conditions and rapidly measure the velocity field simultaneously at numerous locations 

in the flow without disturbing it, the data produced from it can be further used to robustly verify 

and validate other theoretical models and computational tools. No experiment like that presented 

in this dissertation has ever been conceived and developed for the purpose of MHD duct flow 

investigation, and its successful implementation has opened up a new experimental research 

methodology for MHD instability investigation that can potentially lead to a much deeper 
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understanding of MHD duct flows and offer a pathway for the development of useful engineering 

tools important to the efficient design and construction of liquid-metal fusion blankets. 

 

1.1 Liquid-metal fusion blankets 

One of the greatest endeavors of humankind undertaken in recent history is the development of a 

fusion power reactor, a device harnessing the process that heats the stars themselves. The United 

States is currently working with a large group of international partners to build the ITER fusion 

device (see Fig. 1.1), which will serve as a testbed to prepare for a future electrical power-

producing fusion device called DEMO (Demonstration Power Station), allowing for the 

improvement of plasma stability and efficiency and the testing of important technology, including 

fusion blankets such as the DCLL (Dual Coolant Lead-Lithium; see Fig. 1.2) in a real fusion 

Figure 1.1. CAD drawing of the 

ITER reactor showing the first 

wall, the blanket, the direction of 

the main component of the 

magnetic field and the direction 

of liquid metal flow in the 

blanket. The size of the reactor 

can be estimated by comparing to 

the person on the lower right. 
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environment. Such a device offers many advantages over conventional power generation plants, 

such as the lack of greenhouse gas production, relatively harmless byproducts, the potential for 

enormous energy output, and a thoroughly renewable fuel source. The disadvantages come in the 

form of technical challenges (cf. [2]). The reactor requires the confinement of a plasma held at a 

temperature in excess of 100 million degrees Celsius, a temperature that no known solid material 

can tolerate. Since such a plasma is composed of charged particles, the natural solution is to confine 

it inside a chamber, in a region far enough from the solid walls to avoid any harmful interactions, 

using electromagnetic fields, though the physics involved are hideously complex. This technical 

challenge has been met with great success, though it took decades of work to understand all of the 

small and large-scale phenomena that can interact to render a plasma unstable and to find 

approaches to ensure that control may be maintained over such a highly-energetic plasma for a 

useful duration. Many examples of plasma burning research devices are available. The primary 

Figure 1.2. Sketch of the US ITER 

DCLL Test Blanket Module 

showing the direction of PbLi 

flow [1]. 
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remaining challenges to the development of an energy-producing fusion reactor relate to the 

technology supporting the plasma, including development of systems for maintaining plasma 

purity, continuously adding fresh fuel, raising and maintaining the plasma temperature to fusion 

conditions, removing produced energy to produce electricity and producing new fuel. The last two 

tasks are accomplished with a fusion blanket, a structure surrounding the plasma chamber that 

collects energy from fusion reaction products such as electromagnetic radiation and energetic 

neutrons, ultimately to be converted into electrical power, and uses these incoming sources of 

radiation to breed fuel. 

There are many concepts for such a blanket structure, including variants that use a solid pebble-

bed breeder with a separate coolant and others that employ a liquid breeder material, which may 

also serve as the sole coolant or only one component of the cooling system. Of all the available 

choices for reactor fuels, a mixture of deuterium (D or 2H) and tritium (T or 3H) is the most 

attractive option, since compared with other available options, a D-T reaction requires a relatively 

low activation energy, has a large reaction cross-section (probability of reacting), and produces 

particles with plenty of energy, which is necessary to keep the reaction going and to heat whatever 

coolant flows in the blanket. Deuterium is plentiful and can be extracted from seawater, but tritium 

has a very short half-life and is in extremely short supply. Fusion power reactors – tokamaks, 

stellarators, or any other type of deuterium-tritium (D-T) fueled fusion device – may be best served 

by a liquid metal coolant and tritium breeder flowing through poloidal ducts in a blanket 

surrounding the reactor first wall for a couple of reasons. First, by mixing lithium in with a working 

liquid metal such as molten lead, which also serves as a neutron multiplier, tritium can be produced 

in the liquid metal when neutrons emitted from the fusion plasma react with lithium to produce 
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this valuable fuel component. Second, unlike in a solid breeder design, it is nearly impossible for 

voids in the liquid metal to form that would cause fusion power to be lost and possibly allow 

dangerous radiation to escape the reactor. Thus, a liquid metal can be employed to convert and 

transport energy, generated in a fusion reactor in the form of high-energy neutrons, to generate 

tritium fuel, and to serve as a component of the radiation shielding that will never develop a crack 

or void. However, there are significant challenges inherent in the circulation of a conductive fluid 

around a fusion reactor because of the strong toroidal magnetic field needed to confine a fusion 

plasma. 

Motion of a conductive fluid through the high magnetic field environment necessary to confine a 

fusion plasma gives rise to electric currents in the flow that interact with the magnetic field to 

produce strong Lorentz body forces in the fluid. Since this coupling between the fluid velocity and 

magnetic field renders the fluid behavior quite complex, it has so far proven quite difficult to 

predict the conditions for flow regime transitions in fusion blanket MHD duct flows. The pressure 

drop and thermal/material transport properties across and along a duct, strongly influenced by the 

flow regime, can vary drastically along a duct if a transition and two or more flow regimes appear 

in a duct segment.  These are key engineering concerns for safe and efficient fusion blanket design. 

A mistaken prediction regarding the flow details in a fusion blanket duct could, in extreme 

circumstances, lead to a non-uniform distribution of thermal energy causing a catastrophic failure 

in the blanket structure due to thermal stresses. Perhaps less dangerous, but still destructive to the 

ultimate dream of reliable and efficient fusion energy, an uninformed design could result in such 

a large pressure drop in the blanket system that the amount of power required to circulate liquid 

metal would make the operation of a fusion reactor uneconomical. In order to mitigate this extreme 



7 
 

pressure drop, blanket ducts will most likely be lined with some kind of insulating flow channel 

insert (FCI), so investigation of insulating ducts is worthwhile, since insulated ducts provide less 

damping than conducting ducts and will therefore likely be even more strongly affected by 

inflectional instability. 

 

1.2 Motivation for the investigation of MHD inflectional instability 

The difficulty in developing useful correlations for flow transitions in MHD duct flows stems from 

both the complexity of the underlying flow physics and the dearth of velocimetry options for 

conductive fluids, making the development of trustworthy numerical tools and well-controlled 

experiments challenging and, in the latter case, expensive.  As can be deduced from Figures 1.1 

and 1.2, the poloidal blanket ducts and the toroidal magnetic field may be approximated as a simple 

rectangular duct immersed in a transverse magnetic field, which in virtually all MHD duct 

experiments and simulations is taken as the prototypic geometry. Because the velocity field that 

develops in a given set of circumstances arises due to an intricate feedback between the evolving 

velocity distribution and the induced current and magnetic field distributions, it is quite difficult 

to simulate these systems with great confidence, except for very basic geometries and conditions. 

In particular, unsteady flows have proven to be a challenge to simulate with a sufficient degree of 

accuracy to capture instabilities, as there is very little time-dependent experimental data available 

with enough detail to allow for fine-tuning of computational tools and intensive code validation. 

The stability of inflectional velocity profiles is of great interest to the fusion community, as there 

is strong evidence that bulk instabilities appearing at the inflection points in these profiles may 

well be the principal cause of destabilization and transition to turbulence in many blanket duct 
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flows, both for conducting and electrically insulating ducts. The development of reliable 

computational tools has been held back partially because few experiments have been performed to 

provide detailed data for validation of theoretical models and direct numerical simulation (DNS) 

results.  Those experiments that have investigated these important flow fields generally require a 

sophisticated, expensive experimental setup to provide conditions where these flows appear, and 

much of the available instrumentation, unlike for normal transparent non-conductive fluids, does 

not allow for measurements in the bulk flow without disturbing it significantly. Moreover, such 

experiments generally do not offer a great degree of control over the particular velocity profile that 

appears in the vicinity of the instrumentation, making it difficult to investigate a large parameter 

space. 

With a cleverly designed experiment complemented by theoretical and computational tools, useful 

velocimetry data for different flow regimes may be produced with a great deal of confidence in 

their validity based on favorable comparisons among the different investigative approaches. An 

analytical solution for a laminar flow may be used to verify and validate experimental and 

computational results at low flow rates, and reliable computational results in more disordered flow 

regimes may be used to observe fine details in the flow that are not detectable via experimental 

measurements after comparisons among commonly available data from the two approaches are 

used to ensure measured and computed flows are indeed equivalent. Thus, using all three 

approaches, a clear understanding of the particular types of instabilities that develop as the flow 

evolves from one flow regime to another may be identified, and this knowledge can lead to an 

understanding of the mechanism that destabilizes a flow. With these unique details revealed, 

specific measurable metrics and statistical properties may be identified that can help identify the 
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flow regime in other flows without the need for sophisticated control of the flow or elaborate 

instrumentation. Furthermore, identification of conditions that yield a particular flow regime 

provides important engineering tools that can aid the design of an efficient and predictable fusion 

blanket. Without such tools, each blanket design must be individually simulated or built and tested 

without knowing a priori how it will perform in terms of heat and material transport. 

Inflectional velocity profiles are commonly found in fusion blanket duct flows. The well-known 

symmetric ‘M-shaped’ profiles commonly form in conducting ducts with thin walls (e.g., [3]) and 

in insulating ducts in response to a disturbance, such as a change in the applied magnetic field 

vector or the duct geometry (e.g., [4]), and these velocity profiles typically have at least two 

inflection points.  Also, asymmetric velocity profiles arising in mixed-convection flows generally 

have at least one inflection point on the bulk side of their wall jet. Though these velocity profiles 

are not necessarily found everywhere in a fusion blanket, they are expected to be quite common, 

and instabilities forming from them tend to persist for long distances, making their effect on 

blanket flow stability worth investigating in depth. These velocity profiles also tend to be Q2D. 

Thus, it is worth investigating the general stability characteristics of flows that share the principal 

topological features of these common MHD duct flows – Q2D structures, strong jets near the side 

walls, and inflection points on the bulk side of the wall jets. 

 

1.3 Study objectives and scope of work 

The objectives of this dissertation all center on the development of a new methodology for MHD 

duct flow instability research based on the theoretical, computational and experimental studies of 

an electrically-driven MHD flow in a duct-like geometry with strong wall jets and inflection points 
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between the jets and the core flow. The first element of the research is the development of an exact 

analytical solution for the fully-developed laminar flow produced by pairs of current-injection row 

electrodes spaced symmetrically on either side of the Hartmann wall midline for an infinite duct 

with zero net flow. This solution illuminates the conditions under which a laminar electrically-

driven flow exists in a Q2D state and provides flow statistics representative of the laminar flow 

regime. It also provides a tool for the prediction of how much electric current must be injected into 

a flow to achieve a particular velocity profile in the absence of instability, which is very useful for 

pre-experimental analysis and planning. A detailed derivation of this solution is presented in 

Chapter 3 along with a detailed analysis of the various features of the resulting velocity profile. 

A very useful application for the analytical solution is as a base flow for linear stability analysis. 

Thus, an investigation into the possible modes arising from linear instability are investigated in 

this way, and likely flow patterns and conditions for transition are predicted based on the 

assumption that the transition mechanism is linear. Furthermore, the classic criteria for instability 

– including the Rayleigh’s inflection point criterion, Fjørtoft’s criterion and Howard’s semicircle 

theorem – are reevaluated with respect to the Q2D model used in computations, which replaces 

the Lorentz body force in the Navier-Stokes equation with a linear Hartmann braking term, a model 

that has met with considerable success over the last three decades. These analyses are presented in 

Chapter 4. 

The second key aspect of this research is the simulation of the electrically driven flow in the cavity 

geometry used for the experiment. These computations, based on a Q2D model, take a very long 

time to run for a sufficient duration to produce meaningful statistics that are comparable to 

experimental data, so only four cases are computed. Each case consists of a cavity flow at the same 
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magnetic field, but with a different driving current. The four cases each produce somewhat unique 

behavior and represent distinct states of the flow, including the laminar and Q2D turbulent 

regimes. Fine details of the velocity and vorticity fields allow for the identification of fine details 

such as boundary layer interaction with bulk instabilities and offer on understanding of the 

observed flows not available via experimental measurements. The data produced from these 

computations is carefully processed and analyzed in order to produce useful metrics that can be 

compared against theoretical and experimental results. Also, proper orthogonal decomposition and 

dynamic mode decomposition is performed on the data that provides an excellent window into the 

key modes of fluid motion and the dynamics dominating each flow. These computations and 

analyses are presented in Chapter 5. 

The final element of this research, which required by far the most time and effort of all the tasks 

undertaken, is the construction and operation of a new breed of experiment that allows for the 

creation of a specific base quasi-two-dimensional velocity profile, using a passive flow control 

technique based on a tailored current-injection scheme, and direct observation of the onset and 

development of inflectional instabilities and their evolution to a turbulent state. The requirements 

of the experiment are to eliminate the uncertainties associated with poorly controlled inlet 

conditions inherent in every other MHD duct flow experiment undertaken, to control important 

features of the flow such as the positions of inflection points in the velocity profile, and to 

accurately capture the velocity field in a plane perpendicular to the magnetic field with great spatial 

and temporal resolution and without disturbing the flow. The latter feature, in particular, 

necessitates the use of an electrically-insulating test section, and since fusion blankets will need 

an insulating FCI to function efficiently, this choice is relevant to those systems. The primary 
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hallmarks of the experiment are the use of printed circuit boards (PCBs) on the walls perpendicular 

to the magnetic field with embedded probes for electric potential measurements, which yield the 

two-dimensional (2D) velocity field, and embedded wall electrodes for current-injection used to 

drive the desired base velocity profile. The design, construction, and evolution of the MHD 

Instability Experiment test section and all peripheral equipment and instrumentation is described 

in Chapter 6, as well as copious analysis of the spatial and temporal velocity distribution, flow 

statistics and spectral power density. In the final chapter, Chapter 7, detailed comparisons are made 

among the three principal elements of the dissertation research – the theoretical, computational 

and experimental work – and conclusions are drawn about the nature of the flow regimes found 

throughout the parameter space explored, which are identified based on various useful metrics 

derived from all three of the key research elements. As a final culminating step, a correlation is 

developed for the onset of instability based on the strength of the magnetic field, and based on the 

nature of that relationship, the origin of instability in these flows is evaluated as thoroughly as 

possible based on the available results. At the end of Chapter 7, summaries of the key results and 

their relevance to fusion blanket design are presented, along with suggestions for future research 

that can benefit the MHD and fusion communities. Though it was not possible to construct an 

upgraded version of the MHD Instability Experiment during the course of these doctoral studies, 

a complete design for a second generation of that experiment is offered, with instrumentation 

exceeding what was incorporated in the original version by an order of magnitude and a plethora 

of additional improvements, in the hope that one day this experimental work may be continued. 
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CHAPTER 2 

 

Background and Literature Review 

 

2.1 Liquid metal MHD duct flow properties 

Liquid metals demonstrate unique and surprising behaviors when they move in the presence of a 

magnetic field.  The physics of liquid metal MHD flows are important to many fields, including 

astrophysics, geophysics, electric propulsion for spacecraft, advanced metal casting, high-purity 

semiconductor crystal growth, large-capacity battery technology for green energy storage, 

advanced direct mechanical-to-electrical energy conversion devices and, of course, liquid metal 

fusion blankets.  Though they have been studied theoretically and experimentally since the late 

1930s [5, 6], it is still difficult to predict basic features of these systems, such as the flow regime, 

pressure gradient, and velocity profile of a MHD flow in a duct. 

The fundamental difference between the behavior of conductive and non-conductive fluids in the 

presence of a magnetic field comes from the induction of electric currents in the conducting fluid 

that interact with the applied magnetic field to produce Lorentz body forces, whose distributions 

depend on the detailed motion of the fluid, and provide a new mechanism for energy dissipation, 

called Joule dissipation. Essentially, the fluid motion modifies the force distribution, which results 

in a complex feedback mechanism that makes these flows difficult to predict. In other words, the 

Navier-Stokes equations are strongly coupled with Maxwell’s equations and, due to their 

nonlinearity, are quite difficult to solve, making the accurate prediction of flow behavior quite 
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challenging. Overall, electromagnetic forces typically exert a resistive force on a flow, increasing 

the pressure drop along a duct quite severely in some cases. 

Another consequence of the Lorentz force is the flattening of the velocity profile and the reduction 

of the boundary layer thickness.  In blanket conditions, the side boundary layers can form into jets 

that carry the bulk of the momentum, while the core flow is quite slow and flattened.  This type of 

velocity profile is of great interest to the fusion community, since recent work by Smolentsev and 

others has pointed to the formation of bulk instabilities in such a base profile as a likely cause of 

flow destabilization and transition to turbulence.  Opinions in the field vary as to the cause of 

transition, but many have long suspected that the Hartmann layers control the flow and are the 

likeliest source of initial instability.  However, theoretical predictions based on this source of 

instability do not match well with experimental data. 

 

2.1.1 Governing equations 

The governing equations for liquid metal MHD systems are: (1) the Navier-Stokes equations 

describing momentum transport in a fluid, (2) the continuity equation for incompressible flows, 

representing mass conservation in a liquid metal, (3) Maxwell’s equations, which provide the 

foundation for electromagnetism and govern the electric and magnetic fields, (4) Ohm’s law for a 

moving medium, which determines the electric current density distribution that arises in a 

conductive medium with known velocity, electric and magnetic field distributions, and (5) the 

Lorentz force law, which yields the body force distribution in a liquid metal due to the interaction 

of an electric current distribution and a magnetic field. For a Newtonian fluid, for which stress is 
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a linear function of strain rate, with constant and uniform mass density and viscosity, the 

Navier-Stokes equation may be written 

𝜕𝑢⃑⃑ 

𝜕𝑡
+ (𝑢⃑ ∙ ∇⃑⃑ ) 𝑢⃑ = −

1

𝜌
∇⃑⃑ 𝑝 + 𝜈∇2𝑢⃑ +  𝑓⃑⃑  , (2.1) 

where 𝑢⃑  and 𝑝 are the velocity field and pressure distribution, and 𝑓  is a distribution of body force 

per unit mass, generally dominated by the Lorentz force and, perhaps, gravity (leading to natural 

and mixed convection in heated flows) in liquid metal MHD systems. The variables 𝜌 and 𝜈 are 

the fluid density and the kinematic viscosity, respectively. For an incompressible flow, the 

continuity equation may be expressed in the form 

∇⃑⃑ ∙ 𝑢⃑ = 0 . (2.2) 

Since liquid metals cannot be polarized or magnetized due to their highly-conductive and fluid 

nature, the set of Maxwell’s equations that determine the behavior of electromagnetic fields within 

them may be expressed simply in terms of the electric and magnetic fields 𝐸⃑  and 𝐵⃑  rather than the 

electric displacement field 𝐷⃑⃑ = 𝜀𝐸⃑  and the magnetic field strength 𝐻⃑⃑ = 𝐵⃑ 𝜇⁄ , which are typically 

employed in materials that can sustain bound charges and currents. Here 𝜀 and 𝜇 are the electric 

permittivity and magnetic permeability of a medium, respectively, and are assumed to be constant 

and uniform in this analysis. The four Maxwell’s equations are 

∇⃑⃑ ∙ 𝐸⃑ =
𝜌𝑒

𝜀
 (2.3) 

∇⃑⃑ × 𝐸⃑ = −
𝜕𝐵⃑ 

𝜕𝑡
 (2.4) 

∇⃑⃑ ∙ 𝐵⃑ = 0 (2.5) 

∇⃑⃑ × 𝐵⃑ = 𝜇 𝑗  ⃑ + 𝜇𝜀
𝜕𝐸⃑ 

𝜕𝑡
 , (2.6) 
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where 𝜌𝑒 is the free charge density and  𝑗  ⃑ is the free electric current density. Equations 2.3, 2.4 and 

2.5 are called Gauss’ law, Faraday’s law, and Ampère’s law, respectively. Equation 2.5 represents 

the requirement that magnetic field lines close, i.e., that the magnetic field is solenoidal. For most 

liquid metal MHD applications, the fields do not vary significantly in time, so the partial time 

derivatives in Eqs. 2.4 and 2.6 are typically assumed to be negligible. However, it is possible in 

rare instances that severe disruptions in a fusion reactor plasma may temporarily invalidate this 

assumption, and a more detailed analysis of the electrodynamics becomes necessary to capture all 

details of the flow response, but for the majority of liquid metal MHD duct flows, the assumption 

is entirely reasonable. 

Ohm’s law is typically used to determine the distribution of current 𝑗  that arises in a conductive 

medium in response to an electric field 𝐸⃑  and, in a static system, can be expressed as 

 𝑗  ⃑ = 𝜎𝐸⃑  , (2.7) 

where 𝜎 is the electric conductivity, generally assumed to be constant and uniform. However, in a 

moving medium, relativistic effects on the electric field must be considered even though the 

medium’s velocity is much lower in magnitude than the speed of light 𝑐. An expression for the 

electric field as observed from the laboratory inertial reference frame is 

𝐸⃑ ′ = 𝛾(𝐸⃑ + 𝑢⃑ × 𝐵⃑ ) − (𝛾 − 1)(𝐸⃑ ∙ 𝑢⃑ ) |𝑢⃑ |−2 𝑢⃑  , (2.8) 

where 

𝛾 = (1 − |𝑢⃑ |2 𝑐2⁄ )−1/2 (2.9) 

is the Lorentz factor, which depends on the ratio of the speed of the moving inertial reference 
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frame |𝑢⃑ | to the speed of light 𝑐. Since  |𝑢⃑ | ≪ 𝑐 for all laboratory MHD systems, one may safely 

take 𝛾 = 1, the non-relativistic limit. Then Ohm’s law yields a current density in the moving fluid: 

𝑗 = 𝜎𝐸⃑ ′ = 𝜎(𝐸⃑ + 𝑢⃑ × 𝐵⃑ ) . (2.10) 

Since the electric potential 𝜑 is generally more practical to measure in MHD systems, the electric 

field is typically written in the form 

𝐸⃑ = −∇⃑⃑ 𝜑 −
𝜕𝐴 

𝜕𝑡
 , (2.11) 

 where the vector potential 𝐴  is used to define the magnetic field as 𝐵⃑ = ∇⃑⃑ × 𝐴 , a formulation that 

automatically satisfies Eq. 2.5. But due to the aforementioned assumption that fields vary slowly 

in liquid metal MHD systems, the partial time derivative is generally considered to be negligible 

so that Eq. 2.11 reduces to the simpler form 𝐸⃑ = −∇⃑⃑ 𝜑, rendering Eq. 2.4 unnecessary. It is also 

assumed that there is no source or sink for charge to enter or leave the liquid metal, so to ensure 

conservation of charge, the divergence of the current density must vanish, i.e., 

∇⃑⃑ ∙  𝑗  ⃑ = 0 . (2.12) 

The final governing equation is the Lorentz force law, which provides the body force per unit mass 

in a fluid containing a charge density distribution 𝜌𝑒 and an electric current distribution  𝑗  ⃑. The 

Lorentz body force per unit mass is 

 𝑓⃑⃑ 𝐿 =
1

𝜌
(𝜌𝑒𝐸⃑ +  𝑗  ⃑ × 𝐵⃑ ) , (2.13) 

though typically, the charge density 𝜌𝑒 is assumed to be quite small everywhere in the flow due to 
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the high conductivity of the fluid and the associated high mobility of charge carriers, making the 

electric force term negligible compared with the second term, which is commonly referred to as 

the Laplace force. This assumption can be justified by considering Eq. 2.12 with the current density 

given by Eq. 2.10 inserted, taking the conductivity 𝜎 constant and uniform, and substituting in 

Eq. 2.3 to introduce the charge density 𝜌𝑒. 

∇⃑⃑ ∙ 𝐸⃑ + ∇⃑⃑ ∙ (𝑢⃑ × 𝐵⃑ ) =
𝜌𝑒

𝜀
+ ∇⃑⃑ ∙ (𝑢⃑ × 𝐵⃑ ) = 0 (2.14) 

Rearranging terms and applying a vector identity yields an expression for the charge density 

distribution 𝜌𝑒. 

𝜌𝑒 = −𝜀∇⃑⃑ ∙ (𝑢⃑ × 𝐵⃑ ) = 𝜀[𝑢⃑ ∙ (∇⃑⃑ × 𝐵⃑ ) − 𝐵⃑ ∙ (∇⃑⃑ × 𝑢⃑ )]  

𝜌𝑒 =
𝜀

𝜇
𝑢⃑ ∙  𝑗  ⃑ − 𝜀𝐵⃑ ∙ (∇⃑⃑ × 𝑢⃑ ) (2.15) 

The first term is vanishingly small since the induced current is almost entirely orthogonal to the 

velocity field. Even in regions with strong vorticity, the second term multiplied by the electric field 

is quite small compared with the  𝑗  ⃑ × 𝐵⃑  term in Eq. 2.13 due to the small constant 𝜀 (approximately 

the free space value, 𝜀0 =  8.85 × 10−12  F m⁄ ). Thus the most fundamental governing equations 

for a liquid metal MHD system are taken to be Eq. 2.1, substituting in Eq. 2.13 without the electric 

field term, Eq. 2.2, Eq. 2.6 without the partial time derivative, and Eqs. 2.5, 2.10 (in terms of the 

electric potential) and 2.12. 

𝜕𝑢⃑⃑ 

𝜕𝑡
+ (𝑢⃑ ∙ ∇⃑⃑ ) 𝑢⃑ = −

1

𝜌
∇⃑⃑ 𝑝 + 𝜈 ∇2  𝑢⃑ +

1

𝜌
   𝑗  ⃑ × 𝐵⃑  (2.16a) 

∇⃑⃑ ∙ 𝑢⃑ = 0 (2.16b) 
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∇⃑⃑ × 𝐵⃑ = 𝜇  𝑗  ⃑ (2.16c) 

∇⃑⃑ ∙ 𝐵⃑ = 0 (2.16d) 

 𝑗  ⃑ = 𝜎(−∇⃑⃑ 𝜑 + 𝑢⃑ × 𝐵⃑ ) (2.16e) 

∇⃑⃑ ∙  𝑗  ⃑ = 0 (2.16f) 

These six equations govern momentum, mass conservation, induced magnetic field creation, the 

solenoidal magnetic field constraint, induced current creation and charge conservation, 

respectively, and they may be combined to eliminate one or more variables, yielding three common 

formulations: the 𝐵-formulation, the 𝜑-formulation, and the 𝑗-formulation. 

The typical expression for the momentum equation in the 𝐵-formulation is obtained by eliminating 

the current from the Lorentz force term in the momentum equation so that the equation is in terms 

of only velocity and magnetic field vectors, as follows. 

𝜕𝑢⃑⃑ 

𝜕𝑡
+ (𝑢⃑ ∙ ∇⃑⃑ ) 𝑢⃑ = −

1

𝜌
∇⃑⃑ 𝑝 + 𝜈∇2  𝑢⃑ +

1

𝜌𝜇
(∇⃑⃑ × 𝐵⃑ ) × 𝐵⃑  (2.17) 

Electromagnetic effects can also be encapsulated in a tensor known as the Maxwell stress tensor, 

which is analogous to the viscous stress tensor and has the same units. To understand how this 

tensor relates to the Lorentz force, consider the cross product in the Lorentz force term, which may 

be rewritten as follows, using index notation. 

( 𝑗  ⃑ × 𝐵⃑ )
𝑖
= [

1

𝜇
(∇⃑⃑ × 𝐵⃑ ) × 𝐵⃑ ]

𝑖
=

1

𝜇
𝜖𝑖𝑗𝑘  𝜖𝑗𝑙𝑚

𝜕𝐵𝑚

𝜕𝑥𝑙
𝐵𝑘  

=
1

𝜇
(𝛿𝑘𝑙𝛿𝑖𝑚 − 𝛿𝑘𝑚𝛿𝑖𝑙)

𝜕𝐵𝑚

𝜕𝑥𝑙
𝐵𝑘                                                             
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( 𝑗  ⃑ × 𝐵⃑ )
𝑖
=

1

𝜇
(
𝜕𝐵𝑖

𝜕𝑥𝑘
𝐵𝑘 −

𝜕𝐵𝑘

𝜕𝑥𝑖
𝐵𝑘)                                                                         

               =
𝜕

𝜕𝑥𝑘
[
1

𝜇
(𝐵𝑖𝐵𝑘 −

1

2
𝐵2𝛿𝑖𝑘)] ≡

𝜕𝑚𝑖𝑘

𝜕𝑥𝑘
 (2.18) 

Here, 𝑚𝑖𝑘 is the magnetic part of the Maxwell stress tensor. The viscous stress tensor 𝜋𝑖𝑘 may be 

written as follows based on the previously stated assumptions. 

𝜋𝑖𝑘 = 𝜌𝜈 (
𝜕𝑢𝑖

𝜕𝑥𝑘
+

𝜕𝑢𝑘

𝜕𝑥𝑖
) (2.19) 

With these definitions, the momentum Eq. 2.16(a) may be rewritten using index notation as 

𝜕𝑢𝑖

𝜕𝑡
+ 𝑢𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
=

1

𝜌

𝜕

𝜕𝑥𝑗
𝑃𝑖𝑗 =

1

𝜌

𝜕

𝜕𝑥𝑗
(−𝑝𝛿𝑖𝑗 + 𝜋𝑖𝑗 + 𝑚𝑖𝑗) , (2.20) 

where the total stress tensor 𝑃𝑖𝑗 = (−𝑝𝛿𝑖𝑗 + 𝜋𝑖𝑗 + 𝑚𝑖𝑗). The Maxwell stress tensor can be easily 

modified to include effects of an applied electric field, as well, and this approach to writing the 

momentum equation is delightfully compact. 

To obtain an expression that describes the evolution of the magnetic field  𝐵⃑ , one may replace  𝑗   in 

Ampère’s law, Eq. 2.16(c), with the expression given by Ohm’s law, Eq. 2.10, and take the curl of 

this expression, yielding the induction equation: 

𝜕𝐵⃑ 

𝜕𝑡
= ∇⃑⃑ × (𝑢⃑ × 𝐵⃑ ) − 𝜂∇⃑⃑ (∇⃑⃑ ∙ 𝐵⃑ ) + 𝜂∇2𝐵⃑  , (2.21) 

where 𝜂 = 1 𝜇𝑜𝜎⁄  is the magnetic diffusivity, and Eq. 2.4, Faraday’s law, is used to replace the 

curl of the electric field with the partial time derivative of 𝐵⃑ . Using vector identities, this equation 

can also be written in the alternative form 
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𝜕𝐵⃑ 

𝜕𝑡
+ (𝑢⃑ ∙ ∇⃑⃑ )𝐵⃑ = (𝐵⃑ ∙ ∇⃑⃑ )𝑢⃑ + 𝜂∇2𝐵⃑  . (2.22) 

The induction equation for the magnetic field in the form of Eq. 2.21 or 2.22 describes the transport 

of magnetic field 𝐵⃑  in a liquid metal and, in conjunction with the momentum Eq. 2.17 and an 

expression for mass conservation, given by Eq. 2.16(b), form a complete set of coupled equations 

that describe the evolution of a liquid metal MHD flow solely in terms of the velocity and magnetic 

field, 𝑢⃑  and 𝐵⃑ , along with the scalar pressure field 𝑝, which must either be assumed or solved for 

separately. This form of the governing equations is generally referred to as the 𝐵-formulation, and 

there are other formulations discussed in literature, such as the 𝜑-formulation [7] and 𝑗-formulation 

[8], that are not developed here, but may offer their own distinct advantages for particular 

geometries, boundary conditions, and solution methods. 

If a flow can be modeled as a two-dimensional system, it is often useful to solve for the vorticity 

distribution 

𝜔⃑⃑ = ∇⃑⃑ × 𝑢⃑  (2.23) 

rather than the velocity vector field  𝑢⃑ , since the pressure field does not appear in the vorticity 

equation and. hence, does not need to be found to determine the flow field. An equation governing 

the behavior of vorticity in an incompressible MHD flow can be derived simply by taking the curl 

of the momentum equation. 

𝜕𝜔⃑⃑⃑ 

𝜕𝑡
+ (𝑢⃑ ∙ ∇⃑⃑ ) 𝜔⃑⃑⃑ = (𝜔⃑⃑ ∙ ∇⃑⃑ ) 𝑢⃑ + 𝜈∇2𝜔⃑⃑ +

1

𝜌
∇⃑⃑ × ( 𝑗  ⃑ × 𝐵⃑ ) (2.24) 

It is common to write the vorticity equation for a two-dimensional incompressible flow entirely in 

terms of the vorticity 𝜔 and streamfunction 𝜓, where velocity 𝑢⃑  and streamfunction are related as 
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𝑢⃑ (𝑥, 𝑦) = ∇⃑⃑ × [𝜓(𝑥, 𝑦)𝑧̂] (2.25) 

This definition of the velocity implicitly satisfies the incompressibility condition of the flow. Then 

the streamfunction-vorticity equation may be written 

𝜕𝜔

𝜕𝑡
+

𝜕𝜓

𝜕𝑦

𝜕𝜔

𝜕𝑥
−

𝜕𝜓

𝜕𝑥

𝜕𝜔

𝜕𝑦
= 𝜈 (

∂2𝜔

𝜕𝑥2 +
∂2𝜔

𝜕𝑦2) +
1

𝜌
[  ∇⃑⃑ × ( 𝑗  ⃑ × 𝐵⃑ )]

𝑧
 (2.26) 

where the first term on the right-hand side of Eq. 2.24 has vanished since the flow field is entirely 

orthogonal to the vorticity vector in a two-dimensional system. For quasi-two-dimensional models, 

the Lorentz force term is often replaced with a Hartmann friction term that is linearly dependent 

on the velocity. In this case, the last term in Eq. 2.26 is a linear function of the vorticity. Also, in 

a two-dimensional system, the Laplacian of the streamfunction is equal in magnitude to the 

vorticity 𝜔, but antiparallel, i.e., 

∇2𝜓 = −𝜔 . (2.27) 

The solution of these coupled equations, along with a governing equation for the electric current 

or magnetic field, yields all the dynamics of the flow field. The pressure distribution can then be 

obtained by solving the pressure Poisson equation, which may be written as follows. 

∇2𝑝 = 2𝜌 (
𝜕𝑢

𝜕𝑥

𝜕𝑣

𝜕𝑦
−

𝜕𝑣

𝜕𝑥

𝜕𝑢

𝜕𝑦
) = 2𝜌 [

𝜕2𝜓

𝜕𝑥2

𝜕2𝜓

𝜕𝑦2 − (
𝜕2𝜓

𝜕𝑥𝜕𝑦
)
2

] (2.28) 

Typical wall boundary conditions for velocity in liquid metal MHD duct flows include the no-slip 

and impermeable wall conditions, which require all velocity components to vanish at a stationary 

wall. However, the no-slip condition may be violated in certain circumstances, such as when a 

layer of bubbles forms on a wall (cf. [9]). Like in a typical hydrodynamic flow, inlet and outlet 
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conditions vary depending on the details of the particular system. The boundary conditions on the 

magnetic field may be different for each component. The normal component of the magnetic field 

is continuous across any boundary, and the tangential component is discontinuous across an 

interface between two materials if a surface current exists at the boundary or if the two materials 

have different magnetic permeabilities. These requirements may be combined with a Dirichlet 

boundary condition on the magnetic field far from the system or a Neumann boundary condition 

at the duct wall based on Ampère’s law, Eq. 2.16(c), if the current distribution is known at that 

boundary. In the latter case, for insulating walls, the wall-normal component of the current density, 

and therefore, the wall-normal component of the curl of the magnetic field, must vanish there. 

To understand which terms in the governing equations dominate, it is helpful to non-

dimensionalize the equations using appropriate scales and identify any relevant non-dimensional 

parameters that appear. If we choose scales for length, velocity, time, pressure, magnetic field, 

current density, and electric potential as follows: 

[𝑥] = [𝑦] = [𝑧] = 𝐿          [𝑈] = 𝑈𝑜  

[𝑡] = 𝐿 𝑈𝑜⁄                          [𝑝] = 𝜌𝑈𝑜
2 

[𝐵] = 𝐵𝑜                             [𝑗] = 𝜎𝑈𝑜𝐵𝑜  

[𝜑] = 𝑈𝑜𝐵𝑜𝐿  

such that the non-dimensional variables are defined as follows, 

𝑥∗ = 𝑥 𝐿⁄  ,     𝑦∗ = 𝑦 𝐿⁄  ,    𝑧∗ = 𝑧 𝐿⁄  ,     𝑡∗ = 𝑡𝑈𝑜 𝐿⁄  ,     𝑈∗ = 𝑈 𝑈𝑜⁄           

𝑝∗ = 𝑝 𝜌𝑈𝑜
2⁄  ,      𝐵∗ = 𝐵 𝐵𝑜⁄  ,      𝑗∗ = 𝑗 𝜎𝑈𝑜𝐵𝑜⁄  ,      𝜑∗ = 𝜑 𝑈𝑜𝐵𝑜𝐿⁄   

then Eqs. 2.16 and 2.22 can be transformed into the following form: 
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𝜕𝑢⃑⃑ ∗

𝜕𝑡∗ + (𝑢⃑ ∗ ∙ ∇⃑⃑ ∗)𝑢⃑ ∗ = −∇⃑⃑ ∗𝑝∗ +
1

𝑅𝑒
(∇ ∗)2𝑢⃑ ∗ +

𝐻𝑎2

𝑅𝑒
 𝑗  ⃑∗ × 𝐵⃑ ∗ (2.29a) 

∇⃑⃑  ∗ ∙ 𝑢⃑  ∗ = 0 (2.29b) 

∇⃑⃑  ∗ × 𝐵⃑  ∗ = 𝑅𝑒𝑚  𝑗  ⃑ ∗ (2.29c) 

∇⃑⃑ ∗ ∙ 𝐵⃑ ∗ = 0 (2.29d) 

 𝑗  ⃑∗ = −∇⃑⃑ ∗𝜑∗ + 𝑢⃑ ∗ × 𝐵⃑ ∗ (2.29e) 

∇ ⃑⃑ ∗ ∙  𝑗  ⃑ ∗ = 0 (2.29f) 

𝜕𝐵⃑  ∗

𝜕𝑡∗ + (𝑢⃑  ∗ ∙ ∇⃑⃑  ∗)𝐵⃑  ∗ = (𝐵⃑ ∗ ∙ ∇⃑⃑ ∗)𝑢⃑ ∗ +
1

𝑅𝑒𝑚
(∇ ∗)2𝐵⃑  ∗ (2.29g) 

The dimensionless numbers that appear, which are relevant to MHD duct flows, are: 

𝑅𝑒 =
𝑈𝑜𝐿

𝜈
                                   𝑅𝑒𝑚 =

𝑈𝑜𝐿

𝜂
= 𝜇𝑜𝜎𝑈𝑜𝐿 

𝐻𝑎 = 𝐿𝐵𝑜√
𝜎

𝜌𝜈
                              𝑁 =

𝐻𝑎2

𝑅𝑒
=

𝜎𝐵𝑜
2𝐿

𝜌𝑈𝑜
 

The Reynolds number Re represents the ratio of inertial to viscous forces, the Hartmann number 

Ha represents the square root of the ratio of electromagnetic to viscous forces, and the magnetic 

Reynolds number 𝑅𝑒𝑚 represents the ratio of magnetic advection to magnetic diffusion (or induced 

to applied magnetic field strength). The compound parameter appearing in the last term in the 

momentum equation represents the ratio of electromagnetic to inertial forces and is also known as 

the interaction parameter (or Stuart number) 𝑁. If the governing equations are non-

dimensionalized in different ways, these key parameters may appear in different locations in the 

equations, and for systems where other effects, such as buoyancy, are present, other dimensionless 

parameters may appear, but these four are the most fundamental to liquid metal MHD duct flows. 
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A typical fusion blanket duct flow for a blanket such as the DCLL (shown in Fig. 1.2) would have: 

Re = 30,000 to 60,000, Ha = 6,000 to 10,000, N = 600 to 3000, and Rem ≈ 0.1.  The governing 

equations in dimensionless form provide insight into which terms dominate in different 

circumstances. For the MHD duct flows found in fusion blankets and relevant laboratory 

experiments, 𝑅𝑒 is typically large, and 𝑁 ≫  𝑅𝑒−1 since 𝐻𝑎2 ≫ 1, so we expect the Lorentz force 

to dominate over viscous forces in momentum transport. The magnetic Reynolds number 𝑅𝑒𝑚 is 

very small for these flows, unlike for geophysical and astrophysical systems, which have very 

large length scales (e.g., MHD flows in the Earth’s core or plasma flows in the Sun), so we expect 

the magnetic diffusion term to dominate the right side of the induction equation and that the 

induced magnetic field is much, much weaker than the applied field. 

These dimensionless parameters have a strong impact on many important features of liquid metal 

MHD flows. Much like in hydrodynamic flows, as Reynolds number increases, a flow tends to 

evolve from a laminar flow to a turbulent state. However, the Hartmann layer plays a major role 

in this evolution, since the magnetic field suppresses fluctuations, delaying transitions between 

flow regimes, and causes the flow to become highly anisotropic. A quasi-two-dimensional 

turbulent flow regime is possible, in fact, which is discussed in detail in Sections 2.1.3 and 2.1.4. 

Moreover, boundary layer structure is dependent solely upon the strength (and orientation) of the 

magnetic field, i.e., Hartmann number controls the boundary layers rather than Reynolds number, 

which is discussed in Section 2.1.2. The parameters 𝐻𝑎 and 𝑁 also strongly affect the structure 

and behavior of bulk eddies, which are explored in Section 2.2 as part of the description of 

instabilities in liquid metal MHD flows. 
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2.1.2 MHD boundary layers 

An interesting and important difference between MHD duct flows and typical hydrodynamic duct 

flows is the dependence of boundary layer structure and thickness on the strength and orientation 

of the magnetic field, called the ‘Hartmann effect’, which is the reduction of the boundary layer 

thickness and steepening of the velocity gradient in this region with increasing magnetic field. 

Boundary layers perpendicular to the magnetic field are called ‘Hartmann layers’, and the 

boundary layers parallel to the field lines are called ‘side layers’ or ‘Shercliff layers’, as shown in 

Fig. 2.1.  The side layers (thickness ~𝐻𝑎−1/2) are much thicker than the Hartmann layers 

(thickness ~𝐻𝑎−1) for large 𝐻𝑎, which can be extremely thin (~ m) for a large magnetic field. 

Motion in these duct flows parallel to the applied magnetic field is strongly damped, so changes 

in the velocity field predominantly take place along the directions perpendicular to the field, and 

the characteristic length for 𝑅𝑒 and 𝑅𝑒𝑚 is 𝑎, while the characteristic length for 𝐻𝑎 number is 𝑏. 

Figure 2.1. Schematic of MHD duct flow, with velocity and applied magnetic field 𝑈⃑⃑  and 𝐵⃑ 0, 

showing Hartmann layers (thickness ~𝐻𝑎−1) in red and side layers (thickness ~𝐻𝑎−1/2) in 

green. Since in general 𝐻𝑎 ≫ 1, Hartmann boundary layers are much thinner than side layers. 



27 

 

Thus, for a MHD duct flow, the appropriate dimensionless parameters take the form 

𝑅𝑒 =
𝑈0𝑎

𝜈
 (2.30) 

𝑅𝑒𝑚 =
𝑈0𝑎

𝜂
= 𝜇𝑜𝜎𝑈𝑜𝑎 (2.31) 

𝐻𝑎 = 𝑏𝐵0√
𝜎

𝜌𝜈
 (2.32) 

𝑁 =
𝐻𝑎2

𝑅𝑒
=

𝑏

𝑎

𝑏𝜎𝐵0
2

𝜌𝑈0
 . (2.33) 

Though these parameters are nearly the same as the versions presented above, save for the insertion 

of the appropriate length scales, this small difference is very important to the proper scaling for 

MHD duct flows due to the anisotropy introduced by the magnetic field. Large difference in the 

two principal length scales of a duct result in marked changes in flow dynamics and force balances. 

 

2.1.2.1 The Hartmann flow and Hartmann layers 

For the Hartmann layers, the boundary layer thickness is derived based on the ideal Hartmann 

flow, which is a steady, fully-developed MHD flow in an insulating duct with rectangular cross-

section, where the duct width perpendicular to the magnetic field is much, much greater than the 

width parallel to the flow, in effect a plane flow. The applied magnetic field 𝐵0 is taken to be in 

the 𝑧-direction, with the flow oriented in the 𝑥-direction. The velocity and induced magnetic field 

are assumed to have only one component each, both parallel to the walls (i.e., oriented in the 

𝑥-direction) and varying with distance from the walls (𝑢(𝑧) and 𝐵𝑖(𝑧), respectively), as shown in 

Fig. 2.2. The flow reaches a velocity of approximately 𝑈0 in the core, where the velocity profile is 

quite flat for a strong applied field, a common feature of MHD duct flows. The induced current is 



28 

 

perpendicular to the applied magnetic field, except near the Shercliff layers, which we neglect in 

this treatment, so it also has a single relevant component 𝑗𝑦, though it is understood that for a finite 

geometry, the current paths must close in the side layers, flowing in the 𝑧-direction from the center 

upward and downward toward the Hartmann walls. All derivatives in the 𝑥- and 𝑦-directions are 

assumed to vanish due to the fully-developed assumption and infinite extent of the geometry into 

the page. Thus, the governing Eqs. 2.16(a,e) and 2.22 reduce to  

0 = −
1

𝜌

𝑑𝑝

𝑑𝑥
+ 𝜈

d2𝑢

𝑑𝑧2
+

1

𝜌
𝑗
𝑦
𝐵𝑧 = −

1

𝜌

𝑑𝑝

𝑑𝑥
+ 𝜈

d2𝑢

𝑑𝑧2
+

𝜎

𝜌
(𝐸 − 𝑢𝐵0)𝐵0 (2.34) 

0 = 𝐵0
𝑑𝑢

𝑑𝑧
+

1

𝜇𝜎

d2𝐵𝑖

𝑑𝑧2
 . (2.35) 

In Eq. 2.34, we have substituted in the current from Ohm’s law, Eq. 2.16(e), where 𝐸 = −𝑑𝜑/𝑑𝑦 

is the electric field, which is assumed to be steady and uniform. With the walls taken to be at       

𝑧 = ±𝑏, the solutions of these governing equations may be written:  

      
𝑢

𝑈0
= 1 −

cosh(𝐻𝑎∙𝑧 𝑏⁄ )

cosh(𝐻𝑎)
 (2.36) 

𝐵𝑖

𝐵0𝑅𝑒𝑚
=

1

𝐻𝑎
∙
sinh(𝐻𝑎∙𝑧 𝑏⁄ )

cosh(𝐻𝑎)
− (1 +

𝐸

𝐵0𝑈𝑜
) ∙

𝑧

𝑏
 (2.37) 

𝑗𝑦

𝜎𝐵0𝑈0
=

𝐸

𝐵0𝑈0
+ 1 −

cosh(𝐻𝑎∙𝑧 𝑏⁄ )

cosh(𝐻𝑎)
 (2.38) 

where 

𝑈0 =
𝜌𝐺

𝜎𝐵0
2 −

𝐸

𝐵0
 , 𝑅𝑒𝑚 = 𝜇𝜎𝑈0ℎ , 𝐻𝑎 = 𝐵0ℎ√

𝜎

𝜌𝜈
 , 

and 𝐺 = −𝜌−1(𝑑𝑝/𝑑𝑥) is the constant force per unit mass on the fluid due to the pressure gradient. 

The exact core velocity differs from 𝑈0 by a factor [cosh(𝐻𝑎)]−1, which is extremely small in the 
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large Hartmann number limit. The mean velocity is 

𝑈𝑚 = 𝑈0 [1 −
tanh(𝐻𝑎)

𝐻𝑎
] , (2.39) 

which is also very nearly equal to the core flow velocity in the large 𝐻𝑎 limit. Some velocity 

profiles for a range of 𝐻𝑎 are plotted in Fig. 2.3. The flattening of the velocity profile with 

Figure 2.3. Hartmann flow velocity profiles for various values of 𝐻𝑎. 

Figure 2.2. Hartmann flow geometry, showing velocity field 𝑈(𝑧), Hartmann layer thickness 

𝛿𝐻𝑎, induced magnetic field 𝐵𝑖(𝑧), and applied magnetic field 𝐵0. 
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increasing 𝐻𝑎 is quite apparent. For 𝐻𝑎 ≫ 1, the Hartmann layer thickness 𝛿𝐻𝑎 scales as 

𝛿𝐻𝑎  ~
1

𝐵0
√

𝜌𝜈

𝜎
=

𝑏

𝐻𝑎
 .  (2.40) 

At this distance from the Hartmann wall, the streamwise velocity has reached its core value as long 

as 𝐻𝑎 ≳ 10. Plotting several values of the boundary layer thickness, defined to be at the location 

where the velocity reaches either 95% or 99% of the core velocity, and curve fitting confirms this 

estimate (see Fig. 2.4). The exact Hartmann layer thickness depends, of course, on the precise 

definition of where the boundary layer edge lies. It is interesting to note that the distance from the 

Figure 2.4. Hartmann layer thickness 𝛿𝐻𝑎 (markers), calculated using Eq. 2.32, plotted against the 

Hartmann number 𝐻𝑎, and curve fits (dashed lines). The black circles and red line correspond to 
a Hartmann layer boundary defined to be where the flow reaches 95% of the core velocity, and the 

blue squares and dashed line correspond to a boundary where the flow reaches 99% of the core 

velocity. 
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wall for which a Hartmann flow reaches 99% of the core velocity 𝑈0 is more than half again the 

distance at which it reaches 95% of 𝑈0. This drastic change in the flattening of the velocity profile 

compared with that nearer the walls is due to the exponential nature of the wall shear layer. This 

result is independent of the driving pressure gradient and holds as long as the basic assumptions 

made deriving Eq. 2.36 are satisfied. Much research has been done on the Hartmann layers due to 

their strong influence on the core flow, much like Ekman layers in rotating fluids [10].  

 

2.1.2.2 The Shercliff flow and Shercliff layers 

The Shercliff layers scale differently from the Hartmann layers. To find the dependence of these 

boundary layers’ thickness on the Hartmann number, a two-dimensional insulated duct cross-

section orthogonal to the mean flow is considered, again with a width in the direction of the applied 

magnetic field of 2𝑏 but now with a finite duct width perpendicular to the field equal to 2𝑎, as 

shown in Fig. 2.5. In this case, the governing equations at steady state take the form 

0 = −
1

𝜌

𝑑𝑝

𝑑𝑥
+ 𝜈 (

∂2𝑢

𝜕𝑦2
+

∂2𝑢

𝜕𝑧2
) +

1

𝜌
𝑗
𝑦
𝐵𝑧 = −

1

𝜌

𝑑𝑝

𝑑𝑥
+ 𝜈 (

∂2𝑢

𝜕𝑦2
+

∂2𝑢

𝜕𝑧2
) +

𝐵0

𝜌𝜇

∂𝐵𝑖

𝜕𝑧
 (2.41) 

0 = 𝐵0
𝜕𝑢

𝜕𝑧
+

1

𝜇𝜎
(

∂2𝐵𝑖

𝜕𝑦2
+

∂2𝐵𝑖

𝜕𝑧2
) (2.42) 

where in Eq. 2.41, the current density has been replaced with derivatives of the induced magnetic 

field via Ampère’s law, Eq. 2.16(c). Following the example of Shercliff [11], the pressure term is 

assumed to be a constant 𝐺 within the duct, just as in the Hartmann flow treatment, and we write 

it in terms of a Fourier series for a step function 𝜅(𝑦) equal to 𝐺 𝜈⁄  within the duct and vanishing 

at the duct walls, i.e., for |𝑦| ≥ 𝑎. 
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𝜅(𝑦) ≡ −
1

𝜌𝜈

𝑑𝑝

𝑑𝑥
=

4𝐺

𝜋𝜈
∑

(−1)𝑛−1

2𝑛−1
cos [

(2𝑛−1)𝜋𝑦

2𝑎
]∞

𝑛=1  (2.43) 

Equation 2.41 is multiplied by 𝜈−1 and Eq. 2.42 by 𝜎𝜇 √𝜇𝜌𝑃𝑟𝑚⁄ , where the magnetic Prandtl 

number is 𝑃𝑟𝑚 = 𝜎𝜇𝜈, to obtain two governing equations for 𝑢 and 𝐵𝑖. 

0 = 𝜅(𝑦) +
∂2𝑢

𝜕𝑦2
+

∂2𝑢

𝜕𝑧2
+

𝐵0

𝜌𝜇𝜈

∂𝐵𝑖

𝜕𝑧
 (2.44) 

0 =
1

√𝜇𝜌𝑃𝑟𝑚
(

∂2𝐵𝑖

𝜕𝑦2
+

∂2𝐵𝑖

𝜕𝑧2
) +

𝜎𝜇𝐵0

√𝜇𝜌𝑃𝑟𝑚

𝜕𝑢

𝜕𝑧
 (2.45) 

We then define a new variable constructed from the induced magnetic field that has units of 

velocity, also called “Alfvén units” in MHD systems. 

𝐵∗ ≡
𝐵𝑖

√𝜇𝜌𝑃𝑟𝑚
=

𝐵𝑖

𝜇√𝜌𝜎𝜈
 (2.46) 

Rewriting Eqs. 2.44 and 2.45 in terms of 𝑢 and 𝛽 yields two very similar governing equations. 

0 = 𝜅(𝑦) +
∂2𝑢

𝜕𝑦2
+

∂2𝑢

𝜕𝑧2
+

𝐻𝑎

𝑏

∂𝐵∗

𝜕𝑧
 (2.47) 

0 =
∂2𝐵∗

𝜕𝑦2
+

∂2𝐵∗

𝜕𝑧2
+

𝐻𝑎

𝑏

𝜕𝑢

𝜕𝑧
 (2.48) 

Figure 2.5. Schematic cross-section of 

MHD duct flow showing directions of 

mean flow 𝑈0, applied magnetic field 

𝐵0 and Lorentz body force F, as well as 

the induced current distribution j. 

U0 

2a 

2b 
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We next define the Elsässer variables [12] 𝜉+ and 𝜉−. 

𝜉± ≡ 𝑢 ± 𝐵∗ (2.49) 

The governing Eqs. 2.47 and 2.48 may then be added and subtracted to obtain two governing 

equations for the Elsässer variables. 

0 = 𝜅(𝑦) +
∂2𝜉±

𝜕𝑦2
+

∂2𝜉±

𝜕𝑧2
±

𝐻𝑎

𝑏

∂𝜉±

𝜕𝑧
 (2.50) 

For an insulated duct, the induced magnetic field, like the velocity, vanishes at the walls (cf. [11]), 

so the Elsässer variables also vanish there. Assuming a separable solution of the form                    

𝜉± = 𝑌(𝑦) 𝑍±(𝑧) and applying the boundary condition 𝜉± = 0 at all of the walls, we obtain the 

solutions 

𝜉± =
16𝐺𝑎2

𝜋3𝜈
∑

(−1)𝑛−1

(2𝑛−1)3
∞
𝑛=1 cos [

(2𝑛−1)𝜋𝑦

2𝑎
] ∙  

                                  ∙ {1 +
sinh(𝑚2𝑏)𝑒𝑚1𝑧−sinh(𝑚1𝑏)𝑒𝑚2𝑧

sinh(𝑚1𝑏)cosh(𝑚2𝑏)−sinh(𝑚2𝑏)cosh(𝑚1𝑏)
} (2.51) 

where 

𝑚1
± =

𝐻𝑎

2𝑏
(𝛾𝑛 ∓ 1) (2.52) 

𝑚2
± = −

𝐻𝑎

2𝑏
(𝛾𝑛 ± 1) (2.53) 

with 𝛾𝑛 defined as follows. 

𝛾𝑛 ≡ √1 +
(2𝑛−1)3𝜋2

𝐻𝑎2

𝑏2

𝑎2 (2.54) 

The velocity distribution is obtained by adding the two Elsässer variables together and dividing 
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the result in half. Some plots of velocity distributions obtained with this result are shown in 

Figs. 2.6-2.8. 

𝑢(𝑦, 𝑧) =
𝜉++𝜉−

2
=

16𝐺𝑎2

𝜋3𝜈
∑

(−1)𝑛−1

(2𝑛−1)3
∞
𝑛=1 cos [

(2𝑛−1)𝜋𝑦

2𝑎
] ∙  

     ∙ {1 −
sinh[

𝐻𝑎

2
(𝛾𝑛+1)]cosh[

𝐻𝑎

2
(𝛾𝑛−1)

𝑧

𝑏
]+sinh[

𝐻𝑎

2
(𝛾𝑛−1)]cosh[

𝐻𝑎

2
(𝛾𝑛+1)

𝑧

𝑏
]

sinh(𝐻𝑎∙𝛾𝑛)
} (2.55) 

The induced magnetic field distribution is similarly constructed from half of the difference 

between the Elsässer variables. 

𝐵𝑖(𝑦, 𝑧) = 𝜇√𝜌𝜎𝜈𝐵∗ = 𝜇√𝜌𝜎𝜈   
𝜉+−    𝜉−

2
  

𝐵𝑖(𝑦, 𝑧) =
16𝐺𝑎2𝜇

𝜋3 √
𝜌𝜎

𝜈
∑

(−1)𝑛−1

(2𝑛−1)3
∞
𝑛=1 cos [

(2𝑛−1)𝜋𝑦

2𝑎
] ∙  

                    ∙ {
sinh[

𝐻𝑎

2
(𝛾𝑛−1)] sinh[

𝐻𝑎

2
(𝛾𝑛+1)

𝑧

𝑏
]−sinh[

𝐻𝑎

2
(𝛾𝑛+1)] sinh[

𝐻𝑎

2
(𝛾𝑛−1)

𝑧

𝑏
]

sinh(𝐻𝑎∙𝛾𝑛)
} (2.56) 

Figure 2.6. Shercliff flow velocity profiles at 𝑧 = 0 for various values of 𝐻𝑎. 𝑈0 is the centerline 

velocity and 𝑎 is the half-width of the duct perpendicular to the applied magnetic field. 



35 

 

The 2-D current distribution associated with this flow, obtained via Ampère’s law, has components 

𝑗𝑦 =
1

𝜇

𝜕𝐵𝑖

𝜕𝑧
=

8𝐺𝐻𝑎 𝑎2

𝜋3𝑏
√

𝜌𝜎

𝜈
∑

(−1)𝑛−1

(2𝑛−1)3
∞
𝑛=1 cos [

(2𝑛−1)𝜋𝑦

2𝑎
] ∙  

         ∙
{

(𝛾𝑛+1)sinh[
𝐻𝑎

2
(𝛾𝑛−1)] 𝑐𝑜𝑠ℎ[

𝐻𝑎

2
(𝛾𝑛+1)

𝑧

𝑏
]                                                                      

                                                                   −(𝛾𝑛−1)sinh[
𝐻𝑎

2
(𝛾𝑛+1)]cosh[

𝐻𝑎

2
(𝛾𝑛−1)

𝑧

𝑏
]

sinh(𝐻𝑎∙𝛾𝑛)

}
 (2.57) 

𝑗𝑧 = −
1

𝜇

𝜕𝐵𝑖

𝜕𝑦
= −

8𝐺𝐻𝑎

𝜋2

𝑎

𝑏
√

𝜌𝜎

𝜈
∑

(−1)𝑛−1

(2𝑛−1)2
∞
𝑛=1 sin [

(2𝑛−1)𝜋𝑦

2𝑎
] ∙  

                  ∙ {
𝑠𝑖𝑛ℎ[

𝐻𝑎

2
(𝛾𝑛−1)]𝑠𝑖𝑛ℎ[

𝐻𝑎

2
(𝛾𝑛+1)

𝑧

𝑏
]−𝑠𝑖𝑛ℎ[

𝐻𝑎

2
(𝛾𝑛+1)] 𝑠𝑖𝑛ℎ[

𝐻𝑎

2
(𝛾𝑛−1)

𝑧

𝑏
]

𝑠𝑖𝑛ℎ(𝐻𝑎∙𝛾𝑛)
} (2.58) 

Figure 2.7. Velocity profiles for a Shercliff flow with 𝐻𝑎 = 100. The red plot line is the velocity 

along the line bisecting the flow parallel to the applied magnetic field (𝑧 = 0), essentially a 

Hartmann flow profile, exhibiting very thin Hartmann boundary layers. The blue plot line is the 

velocity along the line bisecting the flow perpendicular to the magnetic field with coordinate 

𝑦 = 0, with Shercliff boundary layers much thicker than the Hartmann layers, as expected. 
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The dependence of the side boundary layer thickness on 𝐻𝑎 differs from the 𝐻𝑎−1 dependence 

exhibited by the Hartmann layers. The above result for 𝑢, Eq. 2.55, is used to determine the value 

of 𝑦 at which the velocity reaches 95% or 99% of the maximum velocity, two common choices for 

defining the boundary layer thicknesses 𝛿𝑆ℎ,95 and 𝛿𝑆ℎ,99, respectively. The results of this 

calculation and curve fits through the data are shown in Fig. 2.9. This analysis reveals that the side 

boundary layers scale as 

𝛿𝑆ℎ ~ 
𝑎

𝐻𝑎1/2  . (2.59) 

Though the relation in Eq. 2.59 was derived for a MHD flow in an insulating duct, it has been 

shown that this relation holds for conducting ducts, as well [13]. The dependence of the boundary 

layer thickness on the magnetic field rather than the flow rate leads to important properties of 

MHD duct flows. The pressure drop is slightly affected by the flow regime due to the magnetic 

Figure 2.8. Surface plot of velocity in a Shercliff flow with 𝐻𝑎 = 100. 𝑈0 = 𝑈(0,0) is the 

centerline velocity, 𝑎 is the duct half-width perpendicular to the applied magnetic field, oriented 

in the 𝑧-direction, and 𝑏 is the duct half-width parallel to the applied magnetic field. 
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field’s tendency to dampen fluctuations and reduce Reynolds stresses, but for even moderate 

magnetic fields this effect on the skin friction pales in comparison to the Hartmann effect. The 

Hartmann layers, in particular, play another important role in controlling the MHD flow in a duct. 

In most MHD duct flows with a transverse applied magnetic field, induced current is distributed 

in such a way that it mostly flows perpendicular to the magnetic field and mean flow in the bulk 

and closes the circuit by flowing in the opposite direction through the thin Hartmann layers (see, 

e.g., Fig. 2.5), in the case of an electrically insulating duct, or through the conductive walls. In the 

former case, the incredibly thin Hartmann layers offer a high resistance to this current flow, 

Figure 2.9. Shercliff layer thickness 𝛿𝑆ℎ (markers), calculated using Eq. 2.51, plotted against the 

Hartmann number Ha, and curve fits (dashed lines). The black circles and red line correspond to 

a Shercliff layer boundary defined to be where the flow reaches 95% of the core velocity, and the 

blue squares and dashed line correspond to a boundary where the flow reaches 99% of the core 

velocity. 



38 

 

restricting the overall current density throughout the duct and leading to a much higher current 

density in this region so that virtually all Joule dissipation occurs in these boundary layers. Since 

viscous dissipation is concentrated in the boundary layers like in normal hydrodynamic flows, 

virtually all energy loss is concentrated there, leaving the core flow very non-dissipative. To be 

clear, the conductivity of the duct walls strongly affects the electromagnetic drag force on a flow, 

as mentioned above, but the boundary layer structure is not significantly influenced by the current 

density distribution since viscous drag in the boundary layers tends to mitigate any acceleration of 

the flow there due to return currents. 

 

2.1.3 Quasi-two-dimensionality 

MHD duct flows in a transverse magnetic field tend to become two-dimensional in their core, a 

process explained first by Sommeria and Moreau [14] as a diffusion of momentum along the field 

lines due to the action of Alfvén waves (SM82 model) and later by Davidson [15, 16] as a 

consequence of mechanical processes and conservation of momentum. This effect also occurs on 

a smaller scale, affecting the structure of turbulent eddies significantly and giving rise to a special 

form of quasi-two-dimensional turbulence. The term ‘quasi’ refers to the fact that the flows in the 

extremely thin Hartmann boundary layers contain some 3D motion, in the form of secondary flows 

within the boundary layers, even when the core flow has become almost entirely two-dimensional. 

Quasi-two-dimensional (Q2D) models have been found to work well for systems with a large 

transverse magnetic field in spite of neglecting this 3D motion, as long as a linear Hartmann 

braking term is included in the momentum equation to account for the Lorentz force brought about 

by the complex motion in these layers. 
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a. Sommeria and Moreau’s SM82 model: 

The SM82 model is developed starting from the 𝐵-formulation, comprised of Eqs. 2.16(d), 2.16(f), 

2.17 and 2.22. The magnetic field consists of a large applied constant magnetic field 𝐵⃑ 0 = 𝐵0𝑧̂ and 

the induced magnetic field 𝐵⃑ 𝑖, such that the total magnetic field is 

𝐵⃑⃑ = 𝐵0  𝑧̂ + 𝐵⃑⃑ 𝑖 .  (2.60) 

The flow is assumed to have a very low magnetic Reynolds number 𝑅𝑒𝑚 (i.e., |𝐵⃑⃑ 𝑖| ≪ |𝐵0|), which 

is reasonable for any laboratory MHD flow in a steady applied magnetic field, so the left-hand side 

of Eq. 2.22 may be neglected. Then, substituting Eq. 2.60 into 2.22 yields 

∇2𝐵⃑⃑ 𝑖 = −𝜎𝜇 (𝐵⃑ 0 ∙ ∇⃑⃑ ) 𝑢⃑ = −𝜎𝜇𝐵0
𝜕𝑢⃑⃑ 

𝜕𝑧
 (2.61) 

If the Laplacian operator is defined as ∆    ≡ ∇2, then the inverse Laplace operator is denoted ∆−1, 

and the above equation may be “solved” approximately as 

𝐵⃑ 𝑖 = −𝜎𝜇𝐵0∆
−1 𝜕𝑢⃑⃑ 

𝜕𝑧
 . (2.62) 

We now consider the Lorentz force, decomposed as in Eq. 2.18, which may be written 

𝑗 × 𝐵⃑ =
1

𝜇
(𝐵⃑ ∙ ∇⃑⃑ )𝐵⃑ − ∇⃑⃑ (

𝐵2

2𝜇
) =

1

𝜇
𝐵0

𝜕𝐵⃑ 𝑖

𝜕𝑧
− ∇⃑⃑ 𝑝𝑚𝑎𝑔 (2.63) 

based on the preceding assumptions, where 𝑝𝑚𝑎𝑔 = 𝐵2 2𝜇⁄  is the magnetic pressure. Substituting 

the induced field from Eq. 2.62, the Lorentz force takes the form 

 𝑗  ⃑ × 𝐵⃑ = −𝜎𝐵0
2∆−1 𝜕2𝑢⃑⃑ 

𝜕𝑧2 − ∇⃑⃑ 𝑝𝑚𝑎𝑔 . (2.64) 
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Inserting this expression into the momentum equation, Eq. 2.16(a), yields 

𝜕𝑢⃑⃑ 

𝜕𝑡
+ (𝑢⃑ ∙ ∇⃑⃑ )𝑢⃑ = −

1

𝜌
∇⃑⃑ (𝑝 + 𝑝𝑚𝑎𝑔) + 𝜈∇2𝑢⃑ −

𝜎𝐵0
2

𝜌
∆−1 𝜕2𝑢⃑⃑ 

𝜕𝑧2  . (2.65) 

If the magnetic Reynolds number is small and the Reynolds number is large, the energy containing 

eddies rapidly lengthen in the direction of the magnetic field even if the turbulence was initially 

isotropic, and we can make the approximations  
𝜕

𝜕𝑧
≪

𝜕

𝜕𝑥
,

𝜕

𝜕𝑦
 and 𝑢𝑧 ≲ 𝑢𝑥, 𝑢𝑦. In the plane 

transverse to the applied magnetic field, the following operators are defined: ∇⊥, ∆⊥, and     

𝐷/𝐷𝑡 = 𝜕/𝜕𝑡 + 𝑢⊥ ∙ ∇⊥ (where ⊥ indicates components perpendicular to the applied magnetic 

field).  Then, defining the total pressure to be  𝓅 = 𝑝 + 𝑝𝑚𝑎𝑔, the momentum and continuity 

equations are 

𝐷𝑢⃑⃑ 

𝐷𝑡
= −

1

𝜌
∇⃑⃑ ⊥𝓅 + 𝜈∆⊥𝑢⃑ −

𝜎𝐵0
2

𝜌
∆⊥

−1 𝜕2𝑢⃑⃑ 

𝜕𝑧2 (2.66) 

∇⃑⃑ ⊥ ∙ 𝑢⃑ ⊥ = 0 . (2.67) 

For an eddy of a particular scale 𝑙⊥ perpendicular to the applied field, 

∆⊥
−1≅ − 𝑙⊥

2  (2.68) 

so Eq. 2.65 can be approximated as 

𝐷𝑢⃑⃑ 

𝐷𝑡
= −

1

𝜌
∇⃑⃑ ⊥𝓅 + 𝜈∆⊥𝑢⃑ + 𝐷𝑚

𝜕2𝑢⃑⃑ 

𝜕𝑧2 (2.69) 

where 

𝐷𝑚 ≡
𝜎𝐵0

2

𝜌
𝑙⊥
2  (2.70) 
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is the magnetic diffusivity, the coefficient for the last term, which represents magnetic diffusion 

of momentum in the direction of the applied magnetic field, from the core flow to the Hartmann 

layers where this component of momentum dissipates. This magnetic diffusion term vanishes in 

the core flow when the curvature of the velocity profile with respect to the coordinate 𝑧 declines 

to zero, i.e., when the flow ceases to vary in the direction of the applied magnetic field. The 

coefficient 𝐷𝑚 depends on the transverse scale of a structure in the flow, such as an eddy, so larger 

structures experience a much faster rate of momentum diffusion and therefore elongate more 

quickly. The term causes velocity fluctuations parallel to the magnetic field to quickly vanish after 

the flow is subjected to the applied magnetic field, so eddies tend to evolve rapidly to a two-

dimensional state, with larger structures elongating faster than smaller structures (see Fig. 2.10). 

The Alfvén waves [17] held responsible by Sommeria and Moreau as the mechanism for magnetic 

diffusion arise when there are small distortions in a uniform magnetic field that travel along 

magnetic field lines much like transverse waves on a taught string that has been plucked. These 

Figure 2.10. Representation of the development of quasi-two-dimensional eddies from isotropic 

eddies in a MHD duct flow. 
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waves travel along the magnetic field lines at the Alfvén speed 𝑣𝐴 = 𝐵0 √𝜇𝜌 ⁄  (~ 10 m/s for 

𝐵0 ~ 1 T). For a duct with a width on the order of several centimeters, the time for an Alfvén 

wave to cross the duct is on the order of one millisecond. The relevant time scales for different 

processes within MHD duct flows are discussed in more detail in the next section in the context of 

MHD turbulence. 

It is worth reiterating that the component of velocity parallel to the applied magnetic field vanishes 

in the core flow, but in the Hartmann layers, this is not the case. In a Q2D flow, though the core 

may be fully 2D, the velocity must necessarily decline from the core value down to zero at the 

walls, which occurs in the Hartmann boundary layers. The influence of the boundary layers on the 

flow is not negligible. In fact, there is a strong braking effect on the mean flow and on circulation 

of eddies originating in the Hartmann layers. Integrating Eq. 2.69 yields a momentum equation for 

a Q2D flow, first introduced by Sommeria and Moreau [14], which contains all Hartmann layer 

effects in a braking term that is linearly dependent upon the velocity. 

𝐷𝑢⃑⃑ 

𝐷𝑡
= −

1

𝜌
∇⃑⃑ 𝓅 + 𝜈∇2𝑢⃑ −

𝑢⃑⃑ 

𝜏𝐻
 (2.71) 

In Eq. 2.71, the component of velocity parallel to the magnetic field has been integrated out of the 

equation, so 𝑢⃑  contains only the two velocity components perpendicular to the applied field vector. 

The time scale in the last term 

𝜏𝐻 =
𝑏2

𝜈 𝐻𝑎
 (2.72) 

is the Hartmann braking time scale. For large  𝐻𝑎, this formulation has proven to be quite accurate. 

In the linear stability analysis described in Section 3, this equation is linearized and used for the 
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calculation of perturbative modes rather than the full system of governing equations given by 

Eqs. 2.16a-f, since the analysis is much more straightforward. 

b. Davidson’s explanation for Q2D structure formation: 

The two-dimensionalization of structures in MHD flows can also be explained through 

conservation laws for angular momentum and energy, a mechanism proposed by Davidson [16]. 

For this approach, the flow may be taken to be inviscid, since the addition of viscosity does not 

change the result, and this assumption simplifies the analysis. Then the only force in the flow that 

can exert a torque on the fluid is the Lorentz force. If   𝑓⃑⃑ 𝐿 =  𝑗  ⃑ × 𝐵⃑ 0 is the Lorentz force per unit 

volume and 𝑥  is the position vector, then the global torque exerted on a parcel of fluid is 

𝑇⃑ = ∫ 𝑥 × 𝑓 𝐿𝑑𝑉
 

𝑉
= ∫ 𝑥 × ( 𝑗  ⃑ × 𝐵⃑ 0)𝑑𝑉

 

𝑉
 . (2.73) 

The global angular momentum 𝐿⃑  of the fluid in the volume 𝑉 with a velocity field 𝑢⃑  is given by 

𝐿⃑ = ∫ 𝜌𝑥 × 𝑢⃑  𝑑𝑉
 

𝑉
 . (2.74) 

The total torque is the rate of change of the angular momentum, i.e., 

𝑇⃑ =
𝑑𝐿⃑ 

𝑑𝑡
 . (2.75) 

To see how the angular momentum evolves under the influence of the torque shown in Eq. 2.73, 

the integrand is rewritten in a more useful form. 

[𝑥 × ( 𝑗  ⃑ × 𝐵⃑ 0)]𝑖 =
1

2
{[(𝑥 ×  𝑗  ⃑) × 𝐵⃑ 0]𝑖 +

𝜕

𝜕𝑥𝑛
[(𝑥 × (𝑥 × 𝐵⃑ 0))

𝑖
𝑗𝑛]  } (2.76) 
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This identity holds for any solenoidal vector field substituted in place of   𝑗  ⃑. The second term on 

the right side may be decomposed as follows. 

𝜕

𝜕𝑥𝑛
[(𝑥 × (𝑥 × 𝐵⃑ 0))

𝑖
𝑗𝑛] =

𝜕

𝜕𝑥𝑛
[𝜖𝑖𝑗𝑘  𝑥𝑗  𝜖𝑘𝑙𝑚  𝑥𝑙  𝐵𝑚   𝑗𝑛]  

                         =
𝜕

𝜕𝑥𝑛
[(𝛿𝑖𝑙  𝛿𝑗𝑚 − 𝛿𝑖𝑚  𝛿𝑗𝑙) 𝑥𝑗  𝑥𝑙  𝐵𝑚   𝑗𝑛]  

                         =
𝜕

𝜕𝑥𝑛
[𝑥𝑗  (𝑥𝑖  𝐵𝑗 − 𝑥𝑗  𝐵𝑖)  𝑗𝑛]  

                         = 𝑥𝑗   𝑗𝑛  
𝜕

𝜕𝑥𝑛
(𝑥𝑖  𝐵𝑗 − 𝑥𝑗  𝐵𝑖) + (𝑥𝑖  𝐵𝑗 − 𝑥𝑗  𝐵𝑖)  𝑗𝑛

𝜕𝑥𝑗  

𝜕𝑥𝑛
  

                                                         + 𝑥𝑗  (𝑥𝑖  𝐵𝑗 − 𝑥𝑗  𝐵𝑖)
𝜕𝑗𝑛

𝜕𝑥𝑛
 (2.77) 

This expression does not appear to be in an immediately useful form, but the vector identity 

identified in Jackson’s Electrodynamics [18] Eq. 5.52, 

∫  [  𝑓( 𝑗  ⃑ ∙ ∇⃑⃑ )𝑔 + 𝑔( 𝑗  ⃑ ∙ ∇⃑⃑ )𝑓 + 𝑓𝑔∇⃑⃑ ∙  𝑗  ⃑  ] 𝑑𝑉
 

𝑉
= 0 , (2.78) 

where 𝑓 and 𝑔 are, in this case, 

𝑓 = 𝑥𝑗    and    𝑔 = 𝑥𝑖  𝐵𝑗 − 𝑥𝑗  𝐵𝑖  ,   

allows us to simplify the torque expression, Eq. 2.73, with Eqs. 2.76, 2.77 and 2.78 used to rewrite 

the integrand. 

𝑇𝑖 = ∫
1

2
{[(𝑥 ×  𝑗  ⃑) × 𝐵⃑ 0]𝑖 +

𝜕

𝜕𝑥𝑛
[(𝑥 × (𝑥 × 𝐵⃑ 0))

𝑖
𝑗𝑛]  } 𝑑𝑉

 

𝑉

  

     =
1

2
∫[(𝑥 ×  𝑗  ⃑) × 𝐵⃑ 0]𝑖  𝑑𝑉

 

𝑉

+
1

2
∫ [𝑓( 𝑗  ⃑ ∙ ∇⃑⃑ )𝑔 + 𝑔( 𝑗  ⃑ ∙ ∇⃑⃑ )𝑓 + 𝑓𝑔∇⃑⃑ ∙  𝑗  ⃑  ] 𝑑𝑉

 

𝑉
  

     =
1

2
∫[(𝑥 ×  𝑗  ⃑) × 𝐵⃑ 0]𝑖  𝑑𝑉

 

𝑉
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𝑇⃑ =
1

2
∫ (𝑥 ×  𝑗  ⃑) × 𝐵⃑ 0  𝑑𝑉

 

𝑉
 (2.79) 

This expression for the torque can be further evolved by substituting in the current density, 

Eq. 2.16e, into Eq. 2.79 as follows. Since the applied magnetic field is a constant, it may be brought 

outside the integral. 

𝑇⃑ =
1

2
∫ [𝑥 × 𝜎(−∇⃑⃑ 𝜑 + 𝑢⃑ × 𝐵⃑ 0)] 𝑑𝑉 × 𝐵⃑ 0

 

𝑉
  

    =
𝜎

2
∫ (∇⃑⃑ 𝜑 × 𝑥 ) 𝑑𝑉 × 𝐵⃑ 0

 

𝑉
+

𝜎

2
∫ [𝑥 × (𝑢⃑ × 𝐵⃑ 0)] 𝑑𝑉 × 𝐵⃑ 0

 

𝑉
 (2.80) 

The first integral may be rewritten using the following well-known vector identity. 

∇⃑⃑ × (𝜑𝑥 ) = ∇⃑⃑ 𝜑 × 𝑥 + 𝜑∇⃑⃑ × 𝑥 = ∇⃑⃑ 𝜑 × 𝑥  (2.81) 

The second term in the identity vanishes, since the curl of the position vector always vanishes 

identically. With Eq. 2.81 used to replace the integrand in the first integral of Eq. 2.80 with a 

simple curl, Gauss’ law can be applied to rewrite the volume integral as a surface integral over the 

closed surface 𝑆 bounding the volume 𝑉. 

∫ (∇⃑⃑ 𝜑 × 𝑥 ) 𝑑𝑉
 

𝑉
= ∫ ∇⃑⃑ × (𝜑𝑥 ) 𝑑𝑉

 

𝑉
= ∮ 𝑛̂ × (𝜑𝑥 ) 𝑑𝑆

 

𝑆
 (2.82) 

The unit vector 𝑛̂ is the outward normal on the closed surface 𝑆, and 𝑑𝑆 is the area of an 

infinitesimal surface element. If the surface is chosen to be a sphere, then the integrand is 

identically zero everywhere, and Eq. 2.82 vanishes, reducing Eq. 2.80 to 

𝑇⃑ =
𝜎

2
∫ [𝑥 × (𝑢⃑ × 𝐵⃑ 0)] 𝑑𝑉 × 𝐵⃑ 0

 

𝑉
 . (2.83) 

The vector triple product can be expanded by again leveraging the identity given in Eq. 2.76 with 
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 𝑗  ⃑ replaced by 𝑢⃑ , which is also solenoidal in an incompressible flow. 

𝑇𝑖 =
𝜎

2
∫

1

2
{[(𝑥 × 𝑢⃑ ) × 𝐵⃑ 0]𝑖 +

𝜕

𝜕𝑥𝑛
[(𝑥 × (𝑥 × 𝐵⃑ 0))

𝑖
𝑢𝑛]  }  𝑑𝑉 × 𝐵⃑ 0

 

𝑉

 (2.84) 

The second term vanishes based on the same logic demonstrated in Eqs. 2.77 and 2.78 with  𝑗  ⃑ 

replaced by 𝑢⃑ .  If we designate components of vectors in the system parallel and perpendicular to 

the applied field with the symbols ∥ and ⊥, respectively, the torque becomes 

𝑇⃑ =
𝜎

4
[∫ (𝑥 × 𝑢⃑ ) 𝑑𝑉 × 𝐵⃑ 0

 

𝑉
] × 𝐵⃑ 0 =

𝜎

4𝜌
(𝐿⃑ × 𝐵⃑ 0) × 𝐵⃑ 0  

    = −
𝜎𝐵0

2

4𝜌
𝑥̂∥ × (𝐿⃑ ⊥ × 𝑥̂∥) = −

𝜎𝐵0
2

4𝜌
[𝐿⃑ ⊥(𝑥̂∥ ∙ 𝑥̂∥) − 𝑥̂∥(𝑥̂∥ ∙ 𝐿⃑ ⊥)]  

𝑇⃑ = −
𝜎𝐵0

2

4𝜌
𝐿⃑ ⊥ = −

𝐿⃑ ⊥

4 𝜏𝐽
 . (2.85) 

Thus, the torque 𝑇⃑  acts to reduce the component of angular momentum perpendicular to the 

magnetic field 𝐿⃑ ⊥, but leaves the parallel component 𝐿⃑ ∥ unchanged. In addition, the torque is 

proportional to 𝐿⃑ ⊥ but opposes it, and the time scale 𝜏𝐽 associated with this action is the Joule 

dissipation time, which, extended from a single vortex to a field of vortices in a turbulent flow, is 

the characteristic time for decay of isotropic turbulence. An analysis of the energy evolution yields 

the same conclusion (cf. [16]). This result indicates that the global angular momentum in a given 

control volume evolves to a state where it has only a single component oriented parallel to the 

magnetic field, causing circulating structures within a flow to elongate along the field lines. This 

process leads to two-dimensionalization of a conductive fluid moving in the presence of a strong 

applied magnetic field, which is precisely the phenomenon observed in experiments and predicted 

theoretically by Sommeria and Moreau, as discussed in the first part of this section. 
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This anisotropic damping effect on circulating structures in liquid metal MHD flows is of 

particular interest in an exploration of MHD duct flow instability. Aside from the macroscopic 

effect of an applied magnetic field two-dimensionalizing the overall flow field, the anisotropic 

suppression of velocity fluctuations can have a significant effect on the character of turbulence, 

giving rise to a special form of quasi-two-dimensional turbulence with behavior significantly 

different from isotropic turbulence. Quasi-2D turbulence is a flow regime unique to MHD duct 

flows and systems with a large disparity among their characteristic lengths, such as thin films, the 

ocean and the atmosphere. This form of turbulence is different from isotropic turbulence in a 

number of ways. For instance, Q2D turbulence demonstrates an inverse energy cascade [19], 

where smaller eddies in a flow join together and form larger eddies, transporting energy from small 

scales to large scales. This behavior starkly differs from normal turbulence, in which larger-scale 

eddies break down into smaller and smaller eddies, finally dissipating at the smallest 

(Kolmogorov) scale. Another difference between isotropic and Q2D turbulence is the energy 

spectrum dependence on the spatial frequency 𝑘 (where 𝑘 = 2𝜋/𝜆 is a wavenumber based on the 

wavelength, or turbulent eddy size, 𝜆) in the inertial range. In Fourier space, normal turbulence 

distributes its energy in the inertial range among scales proportionally to 𝑘−5/3, while in Q2D 

turbulence, the spectrum takes on a 𝑘−3 dependence (cf. [20], [21], [22]). Finally, rather than the 

randomness inherent in fluctuation measurements in isotropic turbulence, strong periodicity is 

present in Q2D turbulent fluctuations. 

Due to the aforementioned special traits of MHD duct flows under the action of a transverse 

magnetic field, the largest eddies rapidly become elongated along the field lines and tend to grow 

to a diameter on the order of the duct width. Energy is continually fed into these large eddies by 
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instabilities in the flow and is dissipated via Joule and viscous dissipation in the Hartmann 

boundary layers, with the balance between these processes leading to columnar structures aligned 

with the applied magnetic field that can remain stable for long periods. Compared to a fully-three-

dimensional turbulent flow, mixing parallel to the field is significantly reduced due to the damping 

of fluid motion, including fluctuations, in that direction. Mixing perpendicular to the magnetic 

field may be enhanced by the formation of large, coherent 2D eddies, though this effect may be 

mitigated somewhat by alterations to the flow structure such as flattening and broadening of wall 

jets [23], which can inhibit mixing as the shear within the jets is reduced. To determine the effect 

of Q2D turbulence on mixing, each unique flow must be carefully investigated. 

The time scales over which these processes occur provide an idea of which processes dominate the 

flow and how quickly an initially 3D or disturbed flow will reach a Q2D state [24]. If we designate 

length scales perpendicular and parallel to the magnetic field, 𝑙⊥ and 𝑙∥, respectively, then the time 

scales corresponding to viscous dissipation 𝜏𝜈, turnover 𝜏𝑡𝑢, Joule dissipation 𝜏𝐽 (introduced in 

Eq. 2.85), and two-dimensionalization 𝜏2𝐷 are shown below in Eqs. 2.86-2.89. 

   𝜏𝜈 =
𝑙⊥
2

𝜈
 (2.86) 

  𝜏𝑡𝑢 =
𝑙⊥

𝑈0
 (2.87) 

   𝜏𝐽 =
𝜌

𝜎𝐵𝑜
2 (2.88) 

𝜏2𝐷 =
𝜌

𝜎𝐵0
2

𝑙∥
2

𝑙⊥
2  (2.89) 

For the working fluid and physical parameters of the MHD Instability Experiment discussed in 

Section 2.5 and, in much greater detail, in Section 6, approximate values for these time scales 
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calculated based on properties of mercury and length, velocity and magnetic field scales   

𝑙⊥ ≈  𝑎 = 2 cm, 𝑙∥ ≈ 𝑏 = 1.5 cm, 𝑈0 ~ 1 𝑐𝑚/𝑠, and 𝐵0 ~ 1 𝑇 (where ⊥ and ∥ refer to the 

orientation relative to the applied field, perpendicular and parallel to it, respectively) are: 

𝜏𝜈 ~ 103 sec,   𝜏𝑡𝑢 ~ 1 sec, 𝜏𝐽 ~ 10−2 sec, and  𝜏2𝐷 ~ 10−2 sec. Comparing these time scales, two 

things become clear. First, the time scale for viscous dissipation is five orders of magnitude longer 

than that for Joule dissipation, which supports the assertions made about the dominance of Joule 

dissipation in Section 2.1.2. Second, the turnover time is two orders of magnitude longer than the 

time scale for two-dimensionalization (one second compared with ten milliseconds), which 

suggests that two-dimensionalization will take hold in the experimental flow very rapidly for the 

range of magnetic fields employed. 

The above time scales and the Hartmann braking time (given in Eq. 2.72), scaled by the turnover 

time 𝜏𝑡𝑢, can offer further insight into the dimensionless parameters given in Eqs. 2.30-2.33. With 

non-dimensionalized quantities denoted with an asterisk superscript, e.g., 𝜏𝑡𝑢
∗ = 1, and with the 

length scales 𝑙⊥ = 𝑎 and 𝑙∥ = 𝑏 (such that these time scales are for flow throughout the duct, in 

general), 

𝜏𝜈
∗ =

𝜏𝜈

𝜏𝑡𝑢
=

𝑈0𝑎

𝜈
= 𝑅𝑒 (2.90) 

𝜏𝐽
∗ =

𝜏𝐽

𝜏𝑡𝑢
=

𝜌𝑈0

𝑎𝜎𝐵0
2 =

𝑏2

𝑎2

𝜌𝜈

𝑏2𝐵0
2𝜎

𝑈0𝑎

𝜈
= (

𝑏

𝑎
)
2 1

𝑁
 (2.91) 

𝜏2𝐷
∗ =

𝜏2𝐷

𝜏𝑡𝑢
=

𝜌𝑈0

𝑎𝜎𝐵0
2

𝑏2

𝑎3 = (
𝑏

𝑎
)
4 1

𝑁
 (2.92) 

𝜏𝐻
∗ =

𝜏𝐻

𝜏𝑡𝑢
= (

𝑏

𝑎
)
2 𝑅𝑒

 𝐻𝑎
 . (2.93) 
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From these ratios, it is clear that compared with the turnover time, which is the time scale for 

convective transport within the duct, Joule dissipation occurs on the order 𝒪(𝑁−1) if the duct 

length scales are similar, which is the order of magnitude of the decay time for turbulence and, 

hence, the process of flow two-dimensionalization [3, 25]. Once a Q2D flow has developed, 

damping in the core flow is weak since Q2D vortices do not generate strong induced electric 

currents, and essentially all damping occurs in the Hartmann layers for sufficiently large 𝐻𝑎. This 

occurs because under such conditions, viscous and Lorentz forces in the Hartmann layer balance 

one another, changing the scaling for the Hartmann braking effect so that it occurs on a time scale 

longer than turbulence decay by a factor of 𝐻𝑎. This leads to the overall damping of Q2D 

turbulence typically taking place much more slowly than the two-dimensionalization process, so 

turbulence persists in a two-dimensionalized flow even under a very strong magnetic field, which 

explains the persistent pulsations seen be early researchers even when the pressure drop had 

decreased to a laminar flow value with a sufficiently strong magnetic field, somewhat erroneously 

termed “laminarization”; in fact, the flow was not in a completely laminar regime, but rather in a 

Q2D turbulent regime. 

Another interesting point that arises when considering these time scales is that a spectrum of eddy 

sizes may experience different time scales for two-dimensionalization. If the length scales in 

Eq. 2.89 are assigned to those of some arbitrary eddy that is becoming anisotropic in a turbulent 

flow exposed to a strong transverse magnetic field (such as that pictured in the middle of Fig. 2.10), 

say 𝑙⊥ = 𝑑𝑒𝑑 and 𝑙∥ = 𝑙𝑒𝑑, then one can see that based on the expression for 𝜏2𝐷, this eddy will 

become two-dimensional much slower than an eddy of similar length but greater diameter  

𝐷 > 𝑑𝑒𝑑, since the time scale decreases with the square of the eddy diameter, i.e., 
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𝜏2𝐷,𝐷 𝜏2𝐷,𝑑𝑒𝑑
= (𝑑𝑒𝑙 𝐷⁄ )2⁄ . Thus, it is possible for a developing flow at some location in a duct to 

have large-diameter columnar structures that are fully two-dimensionalized while smaller-

diameter structures elongate to attain a similar length parallel to the magnetic field but retain some 

3D motion as they evolve from a curvy vortex tube to a fully columnar structure along their journey 

down the duct, possibly being absorbed into larger vortices as their energy is transferred to larger 

scales in the inverse energy cascade. 

In the core flow of a Q2D turbulent flow, vortices indeed become columnar as previously 

described, but to be more precise, at finite 𝐻𝑎 they generally attain a barrel-like shape due to 

secondary flows recirculating fluid between the Hartmann layers and the core flow, as shown in 

Fig. 2.11. These secondary flows were derived by Pothérat, Sommeria and Moreau [26] as a first-

order correction on the order 𝒪(𝑁−1) appearing in a two-parameter expansion in terms of 𝑁−1 

and 𝐻𝑎−1, where both 𝑁 and 𝐻𝑎 (defined in Section 2.1.1) are very large. This interpretation was 

later expanded upon by Knaepen and Moreau [25], who connected the secondary flows to inertial 

effects that produce the barrel shape and provided a bit more detailed description of the 

recirculation dynamics and a pictorial representations of these secondary flows. The current 

density associated with these secondary flows is of the order 𝒪(𝐻𝑎−1) compared with the primary 

induced current in the Hartmann layer. Sommeria and Moreau [14] suggest that neglecting the 

induced current density in Q2D flows in ducts with insulating walls leads to an alteration of the 

electric potential gradient on the same order as the secondary flows, 𝒪(𝑁−1), though under 

strongly Q2D conditions, this error becomes of the order 𝒪(𝐻𝑎−1), which is generally a reduction 

since quite often in laboratory conditions 𝑅𝑒 > 𝐻𝑎. However, Moreau [7] later states that, in 

insulated ducts, electric potential only varies across the Hartmann layer of the order 𝒪(𝐻𝑎−2), 
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which suggests that electric potential measurements at the wall are extremely accurate. For the 

weakest magnetic field and greatest injected electric currents considered in the experimental work 

presented in this dissertation, regardless of which of these statements is correct, the measurement 

error is below 6%, and for the majority of experimental cases is much less than 1%, which means 

that wall potential measurements represent the core flow to a very high degree of accuracy. 

One complication that arises in Q2D turbulent flows, which is also seen in normal turbulence, 

though of a different character, is the phenomenon of large-scale intermittency (LSI). In MHD 

duct flows, LSI comes about when a flow evolves from a 3D state into a Q2D state, but because 

Joule dissipation nearly disappears under Q2D conditions, any 3D perturbations that are not 

Figure 2.11. Cross-sectional sketch of a quasi-two-dimensional vortex in a MHD duct flow with 

a transverse applied magnetic field 𝐵0, exhibiting the typical barrel, or cigar, shape. The 

secondary Ekman flows 𝑢𝑣𝑜𝑟𝑡
(1)

 [26] that are responsible for this departure from two-

dimensionality, of order 𝒪(𝐻𝑎−1) compared with the zeroth-order velocity 𝑢𝑣𝑜𝑟𝑡
(0)

, enter the 

vortex through the Hartmann boundary layers and then flow out of the vortex into the core flow, 

decreasing in strength parabolically with distance from the wall. 
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completely suppressed grow and return the flow to a 3D state once again [27]. This process repeats 

intermittently, not with perfect periodicity, since the mechanism occurs only when a localized 

perturbation persists somewhere in the Q2D flow, and the timing of the amplification depends on 

the size of this perturbation and its specific location. This tendency of MHD duct flows to become 

Q2D for a wide range of laboratory-scale 𝐻𝑎 and 𝑅𝑒 is of paramount importance to the operation 

of the MHD Instability Experiment, described in detail in Section 6. In fact, the experimental 

technique presented in this dissertation is only possible because, with a strong enough applied 

magnetic field, a MHD flow is virtually guaranteed to be in a Q2D state, which allows for the 

generation and measurement of a particular bulk flow field using current-injection electrodes and 

probes mounted exclusively on the Hartmann walls.  Additionally, the conditions in a fusion 

reactor will likely result in mostly Q2D blanket flows, making the results produced in this work 

quite relevant to these systems. 

 

2.2 MHD duct flow stability 

Inflectional instability was first addressed by Lord Rayleigh [28] in 1879, who showed that a 

necessary condition for linear instability in jets is the presence of an inflection point in a velocity 

profile. This was later expanded upon by Fjørtoft [29] in 1950 to include the requirements that the 

product of the velocity profile curvature and the velocity, relative to the velocity at the inflection 

point, on either side of the inflection point be negative. Howard [30] developed an expression for 

the limits on the real and imaginary parts of the complex wave speed in 1961 that bound the growth 

rates of linear instabilities, which, combined with the previous results, furnished researchers with 

the ability to intuitively estimate stability for linearly unstable flows. However, for many fluid 
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systems – in fact, virtually all but the most basic Poiseuille and Couette flows – nonlinear effects 

are often very relevant to the stability of the flow. This is particularly true for MHD flows, and 

decades of research were required before this fact was fully accepted by the MHD community. As 

far back as 1950, Batchelor [31] predicted the amplification of magnetic perturbations in a 

turbulent MHD flow, which are quite significant in solar plasmas and geophysical MHD flows 

[32] but are less so on their own in a laboratory-scale liquid metal MHD flow. However, the 

interplay between fluid and magnetic fluctuations can give rise to interactions that do, in fact, lead 

to very important effects on MHD flow stability. The understanding of instability mechanisms, 

whether they be linear or nonlinear, is crucial to the prediction of transitions between MHD flow 

regimes, which in turn is extremely important for effective and efficient fusion blanket design. The 

remainder of this section presents a brief history of MHD flow stability research in order to make 

clear the state of the art at the time of writing of this dissertation and the incremental discoveries 

and technological developments that evolved it to its present form. 

The search for transition conditions in MHD duct flows has been underway since the research into 

these systems began in 1937, when Hartmann and Lazarus [6] made experimental measurements 

of the friction coefficient in rectangular insulating duct flows immersed in a magnetic field via 

pressure taps. In 1953, Murgatroyd [33] developed the expression for the critical Reynolds number 

for transition between laminar and turbulent flow 𝑅𝑒𝑐𝑟 𝐻𝑎⁄ ≅ 225 (converting from his definition 

of the Reynolds number to that utilized in this work) based on similar experiments. In 1960, 

Lykoudis [34] investigated the theoretical basis for transition and calculated the value 

𝑅𝑒𝑐𝑟 𝐻𝑎⁄ ≃ 236, which he pointed out, upon reviewing their results, matched the data of 

Hartmann and Lazarus better than previous estimates. 
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But the investigation into the mechanism of flow destabilization was first directly approached 

analytically by Stuart in 1954 [35], who performed linear stability analysis on a channel flow under 

a transverse magnetic field, and experimentally by Lehnert in 1955 [36], who observed vortex 

formation in rotating mercury flows in a transverse magnetic field, with the number of vortices 

increasing with the magnetic field strength. Based on the assumption of linear instability, Stuart 

estimated critical Reynolds numbers of 5100 without a magnetic field and 5500 ≤ 𝑅𝑒𝑐𝑟 ≤ 31 500 

for the range of interaction parameters 0.0094 ≤ 𝑁 ≤ 0.092, which corresponds to 7 ≤ 𝐻𝑎 ≤ 54 

and 765 ≥ 𝑅𝑒𝑐𝑟 𝐻𝑎⁄ ≥ 585, respectively – somewhat higher than the values found in experiment. 

Though Lehnert’s experiments were interesting and produced fascinating images of organized 

vortex formation along MHD shear layers, he was unable to furnish a confident explanation for 

the result and admitted an inability to predict similar behavior in different geometries, but he did 

point out the competing effects of a magnetic field on a flow’s stability – suppression of 

fluctuations and the possible production of special MHD instabilities. Lock also attempted linear 

stability analysis of a MHD channel flow in 1955 [37], following Stuart, and reached the 

conclusion that as 𝐻𝑎 increases to large values, the critical Reynolds number asymptotes to  

𝑅𝑒𝑐𝑟 ≃ 50 000 𝐻𝑎, though he only calculated cases for 𝐻𝑎 ≤ 4. Of course, like Stuart, Lock 

considered a MHD channel flow and, thus, neglected the stability of the Shercliff layers, not to 

mention changes to the velocity profile due to duct conductivity. For this reason, or because 

instability in these flows is not of a linear nature, this estimate is a gross overestimation if earlier 

experimental work is to be trusted. 

In 1988, Reed and Picologlou [38] experimentally investigated sidewall instabilities in ANL’s 

ALEX facility as a possible source of transition in thin-walled conducting ducts and found that 
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instability developed at a Reynolds number in the range 2650 < 𝑅𝑒𝑐𝑟 < 5100 independent of the 

Hartmann number, though it appeared to be excited by the passage of the flow through a non-

uniform magnetic field region and persisted as a relatively stable perturbation that thickened the 

side layers and caused fluctuations close to the walls but did not lead to a chaotic flow in the core. 

This has since been attributed to shear instability in the sidewall jets, which may form due to 

disturbances or changes in duct geometry [39, 40, 41] or in a duct with thin conductive walls [42], 

that is not sufficiently strong to deform the core flow [3]. In 1996, Bühler [43] completed a 

numerical study that suggested the critical Reynolds number for transition to turbulence in a duct 

with non-uniform wall conductivity was linearly related to the Hartmann number, but the 

computed ratio 𝑅𝑒𝑐𝑟 𝐻𝑎 ~ 0.2⁄  was far from experimental measurements (cf. [6], [33], [34], [44]), 

which fell in the range 150 < 𝑅𝑒𝑐𝑟 𝐻𝑎⁄ < 250 for sufficiently high 𝐻𝑎. 

Lingwood and Alboussière [45] later investigated the linear stability of the Hartmann layer, 

suspecting it may be responsible for transitions, since it controls so many other aspects of MHD 

duct flows. However, their estimate of a critical Reynolds number 𝑅𝑒𝑐𝑟 𝐻𝑎⁄  ~ 48,250 for both 

conducting and insulating walls was far higher than any experimentally measured value. They 

performed an energy stability analysis that yielded a minimum critical value of 𝑅𝑒𝑐𝑟 𝐻𝑎⁄ = 26, 

which was, or course, far lower than experiments suggest since energy stability analyses are 

expected to provide a lower bound for true critical values. The conclusion of these results is that 

the mechanism for transition is most likely not linear instability. 

In 2000, Burr, Barleon, Müller and Tsinober published their experimental work on turbulent 

momentum and heat transport [3], identifying two types of instabilities that arise in Hunt’s flow 

[46, 47], a flow with strong, persistent jets near the side walls in a duct with conducting Hartmann 
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walls and insulating side walls. The details of their experimental setup and data analyses are 

presented in Section 2.4.  For this review, suffice it to say that they had the capability to measure 

unsteady velocity signals across the duct, though not very close to the side walls, and through their 

analysis of the mean flow and velocity perturbations, they found rows of vortices aligned with the 

side walls that appeared in two categories, which they defined as Type I and Type II instabilities 

(see Fig. 2.12). Type I instabilities appear as vortices that develop on the bulk-side of the wall jet 

and, due to the direction of the velocity gradient in this region, rotate such that they accelerate fluid 

closer to the walls in the streamwise direction and retard flow closer to the bulk. These vortices 

are far enough from the wall that they tend not to disturb the Shercliff boundary layers excessively, 

though perturbations from their turbulent fluctuations are detectable there. Type II instabilities take 

the form of vortices that form on the wall-side of the wall jet and therefore have a rotation opposite 

to that of Type I instabilities, since the shear layer there has a velocity gradient pointing in the 

direction opposite to the one on the bulk-side. These vortices are closer to the side wall and, due 

to the direction of their rotation, produce an adverse pressure gradient in the Shercliff boundary 

Figure 2.12. Schematics of an M-shaped velocity profile wall jet near the side wall – undisturbed 

(left) and disturbed by Type I (middle) and Type II (right) instabilities, as defined in [3]. 
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layer and strongly disturb its structure. Moreover, vortices associated with the Type II instability 

cause a flattening and local breakdown of the overall jet structure, though the jet geometry may 

still be recovered in long-period averages. Such interactions with the Shercliff boundary layer 

strongly enhances local turbulent mixing between the side walls and the bulk flow; however, this 

enhancement is somewhat mitigated by flattening of the jet and the associated reduction of shear 

near the wall, but to what degree is currently not well-known. 

In flows with Type I and Type II instabilities, turbulent kinetic energy tends to rise with increasing 

𝐻𝑎, disproving the notion that an applied magnetic field always suppresses all fluctuations; rather, 

fluctuations parallel to the field are suppressed while those orthogonal to it may actually be 

amplified in the core flow, even with the Hartmann braking effect damping motion parallel to the 

walls in the Hartmann layers. Also, in contrast with typical behavior in simple hydrodynamic 

flows, there is not an obvious trend of increasing turbulent kinetic energy with increasing 𝑅𝑒. The 

peak turbulent kinetic energy in both types of instabilities occurs in the jet region (in the vicinity 

of the vortices), and the Type II instability peaks at roughly double the turbulent kinetic energy of 

the Type I instability, while at the duct centerline, this ratio rises to over 500 to one. However, 

perhaps offering more insight into the nature of these two types of instabilities are the ratios of 

peak turbulent kinetic energy to centerline turbulent kinetic energy for each case. For Type I 

instability, this ratio is over 1000, while for Type II instability, the ratio is only 3.5. This striking 

difference suggests that the fluctuations generated in the shear layers, though roughly of the same 

order as one another, communicate to the core flow quite differently, spreading instability from 

the Shercliff layers into the core much more effectively when the instability forms in the wall-side 

of the side wall jets. Perhaps this is only a result of jet width spreading due to clockwise vortex 
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rotation, or perhaps the structure of Type II instabilities somehow transfers momentum fluctuations 

to the bulk more effectively, while the momentum fluctuations of Type I instabilities are primarily 

carried along the wall jet flow, better confined in that region by the relatively steeper gradients on 

both sides of the jet. 

These revelations, however, do not indicate that the mechanism of transition has actually been 

uncovered, since the core flow is clearly not in a fully turbulent state in any of the cases treated by 

Burr, Barleon, Müller and Tsinober, which precludes the conclusion that these instabilities are, by 

themselves, responsible for transition. Of course, since Type I and Type II instabilities do appear 

to be the first significant instabilities to arise in a MHD duct flow with wall jets, it is certainly 

possible that with increasingly extreme conditions, interaction with the core flow may grow 

sufficiently to trigger a complete destabilization of the flow and transition to a fully-turbulent flow 

regime, but further work is required to determine this progression. 

Moresco and Alboussière [48] suggested in 2003 that the discrepancy between theoretical 

predictions and experimental results was due to nonlinear effects but obtained a lower bound for 

transition of 𝑅𝑒𝑐𝑟 𝐻𝑎⁄ ~ 48,257 assuming weakly nonlinear effects may arise near the linear 

stability regime under the assumption of insulating duct walls. They proceeded to perform an 

experimental study in 2004 [49] for a flow in a curved duct with insulating Hartmann walls and 

conducting side walls that produced a critical value of 𝑅𝑒𝑐𝑟 𝐻𝑎⁄ ≈  380. Also, in 2004, Krasnov, 

Zienicke, Zikanov, Boeck and Thess [50] numerically confirmed the experimental results of 

Moresco and Alboussière using DNS to simulate a Hartmann flow (such that side walls are present 

but do not have a strong effect on mean flow behavior), finding critical values in the range  

350 < 𝑅𝑒𝑐𝑟 𝐻𝑎⁄ < 400. 
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Pothérat [51] performed a Q2D numerical stability analysis in 2007 that suggested instability 

leading to transition in Q2D MHD insulating-duct flows begins with Tollmien-Schlichting waves, 

essentially assuming that side layer instability was responsible for transition, but his results 

suggested a critical Reynolds number dependent upon the square root of the Hartmann number, 

such that 𝑅𝑒𝑐𝑟 𝐻𝑎1/2⁄ ≈ 48,300. This is a clear departure from experimental and DNS results and, 

combined with the results based on Hartmann layer stability, suggests that perhaps neither 

boundary layer is solely responsible for transitions. 

In 2009, Kinet, Knaepen and Molokov [52] performed a numerical study that uncovered further 

important details of MHD flow instability in Hunt’s flow. They identified a new type of instability 

that arises at higher values of 𝑅𝑒 beyond that seen in prior investigations. In the range  

2500 < 𝑅𝑒 < 3700 they found previously discovered rows of small-scale counter-rotating 

vortices with such small magnitudes that the core flow is unaffected and the boundary layers are 

only weakly perturbed, essentially the Type I instability of Burr et al. [3]. For higher Reynolds 

numbers, they saw these vortices growing in intensity and more strongly interacting with the 

sidewall boundary layers, causing jets to erupt from the boundary layers into the core flow and 

affecting it much more dramatically than the weaker versions. This transition between regimes of 

instability is marked by a steep rise in the kinetic energy by at least an order of magnitude. Around 

the same time, an experimental study was performed on MHD flow in an insulated duct by Bühler 

and Horanyi [53] that revealed two instability regimes, the second of which is also characterized 

by bursts from the Shercliff layer into the bulk. The first instability occurs at a value of 𝑅𝑒 𝐻𝑎⁄  

that is at least a couple of orders of magnitude lower than the experimentally determined critical 

value for transition, and the second occurs more than an order of magnitude lower than this critical 
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value, so it is again unlikely that the second unstable regime is, by itself, responsible for transition. 

In 2012, Smolentsev, Vetcha and Moreau [23] hypothesized that inflectional instabilities are, in 

fact, principally responsible for flow destabilization in MHD flows in electrically insulating and 

partially conducting ducts. Based on their analysis, they suggested first that the Type I instability 

is essentially a Kelvin-Helmholtz instability, a robust observation given that these instabilities 

form along the lines of maximal shear in the bulk, and second, that Type II instabilities are not a 

separate type of instability that form from the inner shear layer, but rather a destabilization of the 

Shercliff boundary layer brought about by particularly intense Type I instabilities. Their 

interpretation better explains the enhanced communication of fluctuations from the regions of 

greatest vorticity near the walls to the relatively undisturbed core flow, whereas the idea that 

instabilities originating in the narrow boundary layers disturb the core more intensely than those 

originating in the bulk side of the wall jet seems a bit less likely. Using a parametric model in 

which they controlled the force profile applied to a duct flow, they identified yet another unstable 

flow regime where rows of vortices that form at the inflection points on the bulk side of side wall 

jets common to MHD duct flows interact to form chaotic mixed mode instabilities that severely 

destabilize the flow. This modes are marked by very chaotic vortex-vortex interactions that cause 

strong mixing across a duct or between the Shercliff layers and the bulk, depending on where the 

primary instability forms. They also noted an extremely sharp increase in turbulent kinetic energy 

– much sharper than that seen by Bühler and Horanyi – marking the transition. This mixed-mode 

instability is the mechanism believed by the author to be the most likely cause of transition to a 

fully chaotic flow in many fusion blanket duct flows and is the principal concept under scrutiny in 

the study described in this document. 
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In 2014, Zikanov et al. [54] reviewed earlier experimental results and performed DNS studies to 

determine the critical conditions for MHD duct flows destabilized by boundary layer instabilities. 

They found that the Hartmann and side layers laminarized at different critical values. For the 

Hartmann layer, 𝑅𝑒𝑐𝑟
𝐻𝑎 𝐻𝑎⁄ ≈ 400, and for the Shercliff layer, 𝑅𝑒𝑐𝑟

𝑆ℎ 𝐻𝑎⁄ ≈ 200. These results 

indicate that the side boundary layers destabilize at a much lower Reynolds number than the 

Hartmann layers for a given value of 𝐻𝑎. Krasnov, Zikanov and Boeck [55] performed a DNS 

study of the Hartmann and Lazarus experimental geometry [6] and found the critical value for 

transition of a MHD duct flow to be 𝑅𝑒𝑐𝑟 𝐻𝑎⁄ = 200 - 220, which is in excellent agreement with 

those experiments. The fact that the critical value for transition is slightly higher than the value 

found based on side wall boundary layer instability, but far below that for Hartmann layer 

instability, suggests that the Hartmann layers do not play much of a role, and though the side layers 

may contribute to the duct flow’s destabilization, there is most likely another mechanism that 

produces significant instability in the core flow and generates the Q2D structures responsible for 

the characteristic pulsations found in Q2D turbulence. This analysis supports the conclusions of 

Smolentsev, Vetcha and Moreau, and this dissertation work explores the characteristics of bulk 

instabilities, including their interactions with the side wall boundary layer. Based on their work, 

the secondary instabilities that appear from such interactions are thought to bring highly-vortical 

fluid from the boundary layer region into the core in the form of eruptions from the side layer that 

appear between neighboring bulk vortices. In this dissertation, details of the boundary layer 

interactions are mainly addressed numerically because of the difficulty in instrumenting such a 

small region with velocimeters that resolve sufficiently small details of the flow dynamics, and the 

details of the simulated and experimentally measured bulk flows are compared to verify and 

validate the computational model and numerical methods. 
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2.3 Velocimetry in liquid metals 

Velocimetry in liquid offers some inherent challenges due to its opacity and susceptibility to 

corrosion when exposed to atmosphere. Therefore, no optical measurement techniques used for 

flows of gases and transparent liquids can be employed to measure flow field details in liquid 

metals, and instrumentation must be somehow sealed into the experimental apparatus, impervious 

not only to liquid leaks, but also to the passage of gases into or out of the liquid metal. Some 

standard techniques for non-conductive fluid velocimetry can be used, such as thermal transient 

anemometry (cf. [22], [56], [57], [58], [59], [60], [61]), which is similar to hot-wire and hot-film 

anemometry, Prandtl or Pitot tube measurements (cf. [62]), and pressure tap measurements (cf. [6], 

[33], [22]), but all of these have distinct disadvantages. Hot wires and Prandtl/Pitot tubes disturb 

a flow by causing it to divert around the obstacle presented by the instrument, which is very 

problematic for incompressible fluids in general, but is doubly so for liquid metals since 

disturbances are translated through a flow via electromagnetic effects that transfer the effect of a 

disturbance much faster and farther than in a non-conductive fluid. Pressure taps have been used 

successfully in many MHD duct flow experiments, not only to measure the pressure drop itself, 

but to measure the skin friction coefficient and deduce frequencies associated with turbulent 

fluctuations. Still, none of these methods allows for the imaging of a full plane in the flow, like in 

particle image velocimetry (PIV) and Schlieren photography, and none of them can measure 

velocity directly without causing serious disturbances that affect the results. Another method that 

has been used successfully, though in only limited geometries, is ultra-sonic Doppler velocimetry 

(UDV; cf. [63], [64], [65]). This technique should allow for 3D flow measurements without 

disturbance of the velocity field, but the precision and resolution are not very good compared with 
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other methods, and unfortunately the success of this technique has varied widely with slight 

changes to the makeup and purity of a liquid metal. 

However, in conductive fluids, it is possible to extract information about the velocity field 

inductively through measurements of the electric potential distribution using traversable (e.g., 

Liquid-metal Electromagnetic Velocity Instrument, or LEVI, probes, cf. [57], and miniature 

permanent magnet probes, cf. [66], [67]) or fixed passive probes (cf. [68], [69], [70], [71], [72], 

[73], [74]) or by measuring the drag on a small magnet placed near the flow (cf. [75], [76], [65], 

[77]). The latter method is somewhat limited in resolution, and with the last two methods, it is 

quite difficult to make simultaneous measurements at multiple locations in the flow. LEVI probes 

are quite popular, coming in a variety of arrangements with different numbers of probes, though 

they cannot make measurements very close to the walls and, since they must protrude into the 

flowing liquid, are difficult to position with great precision due to the possibility of probe 

movement due to inertial effects and may potentially disturb the flow [78, 79]. Some researchers 

employ traversable probes with a combination of potential-difference velocimeters and hot-film-

wire anemometers (cf. [80]). Wall-mounted inductive probes offer the advantage of producing 

virtually no disturbance in the flow, if embedded flush with a wall surface, and their positions are 

always precisely known, but they cannot directly measure complex fluid motion in the core of a 

duct flow and, thus, are mainly useful for measuring Q2D flows where wall measurements are 

representative of the core flow. 

The use of inductive electric potential measurements is by far the preferred method for modern 

MHD experimentalists. This velocimetry technique is based on Ohm’s law, i.e., Eq. 2.16(e), which 

when rearranged in the form 
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𝑗 

𝜎
= −∇⃑⃑ 𝜑 + 𝑢⃑ × 𝐵⃑ 0 , (2.94) 

where the quasistatic approximation is assumed valid such that the induced magnetic field 

contribution to the cross product in Eq. 2.94 is negligible compared with the applied field 𝐵⃑ 0 and, 

hence, is not included in the cross product. Because the conductivity 𝜎 is so large, when Eq. 2.94 

is scaled by the product of the mean or centerline velocity and the applied magnetic field 𝑈0𝐵0, 

the electric current term on the left hand side is of order 𝒪(𝐻𝑎−1) while the electric potential 

gradient and induced field terms on the right are of order 𝒪(1), so the electric current is negligible 

compared with both terms on the right hand side of Eq. 2.94 for even a moderate applied magnetic 

field [81], i.e., 

∇⃑⃑ 𝜑 ≅ 𝑢⃑ × 𝐵⃑ 0 . (2.95) 

This relation is especially accurate when the duct walls are perfectly insulating, since the Hartmann 

layer acts like a strong resistor in the induced current circuits within the flow, strictly limiting the 

peak current density. Of course, the relationship between the potential gradient and the velocity 

represented by Eq. 2.95 prevents measurement of the velocity component parallel to the applied 

magnetic field vector, but in a Q2D flow, this velocity component is negligible (see Section 2.1.3), 

which makes this limitation unimportant. As discussed in Section 2.1.3, electric potential 

measurements made on the walls in a Q2D flow represent details of the flow in the core with an 

error on the order of only 𝒪(𝐻𝑎−1) [25]. 

One complication that can arise when measuring velocity via the electric potential distribution 

comes from the thermoelectric effect [66, 71, 81, 82], which can alter the potential distribution. 
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This phenomenon, also known as the Seebeck effect, is the development of an electric current and 

associated potential gradient aligned with a temperature gradient in a conductive medium. The 

current is antiparallel to the temperature gradient since electrons move in the direction of net heat 

flow, and this contribution to the current density is given by 

𝑗 𝑆 = −𝜎𝑆∇⃑⃑ 𝑇 , (2.96) 

where 𝑆 is the Seebeck coefficient or thermopower, and 𝑇 is the temperature distribution. When 

two dissimilar metals (with different Seebeck coefficients) are in contact at a location where one 

wishes to measure temperature, and their other ends – some distance away from the measurement 

point – are both at the same reference temperature so that they each experiences the same 

temperature gradient, the difference in potentials arising from the Seebeck effect can be used to 

determine their temperature. This is the basis for a thermocouple. 

Another similar correction comes from the thermomagnetic effect, or Nernst effect. This is 

essentially the thermoelectric movement of electrons due to a temperature gradient in the presence 

of a magnetic field, with a result akin to the Hall effect. 

𝑗 𝑁 = −𝜎𝑆𝑁  ∇⃑⃑ 𝑇 × 𝐵⃑ 0 , (2.97) 

where 𝑆𝑁 is the Nernst coefficient. 

These are generally very small contributions to the current density in a MHD flow, and the same 

consideration applied to Eq. 2.94 is valid here as well, so the thermoelectric and thermomagnetic 

effects modify the potential gradient as follows. 
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∇⃑⃑ 𝜑 ≅ 𝑢⃑ × 𝐵⃑ 0 − 𝑆∇⃑⃑ 𝑇 − 𝑆𝑁(∇⃑⃑ 𝑇) × 𝐵⃑ 0 (2.98) 

However, in a MHD flow with no extreme temperature gradients due to external heating or strong 

Joule heating, the thermoelectric and thermomagnetic effects are entirely negligible, and Eq. 2.95 

is used for the interpretation of inductive velocimetry measurements. For example, in mercury, the 

Seebeck coefficient is 𝑆𝐻𝑔 = 0.6 V/K. Since electric potential gradients associated with a fluid 

velocity of 1 cm/s in a 1-T magnetic field are on the order of 10 V/mm, a temperature gradient 

on the order of at least 1 K/mm in the vicinity of the potential probes would be required to 

significantly affect a determination of velocity via electric potential measurement. The 

thermomagnetic effect is generally of even smaller order. Of course, in any system in which 

temperature gradients may be present, careful measurement of the temperature field should be 

done to correct measured potentials and recover the true fluid velocity components (e.g., [66]). For 

the experiments presented in this dissertation, temperature gradients near the electric potential 

probes are not an issue, so the above thermoelectric and thermomagnetic corrections are neglected, 

but if a similar velocimetry technique were applied to a system with an external heat source or 

strong injected current, an array of temperature sensors in the vicinity of the electric potential 

probes would be a prudent addition to the experimental apparatus. 

 

2.4 Previous experimental work 

To put the experimental work contained in this dissertation in context and understand its 

importance, it is important to review previous experimental efforts dedicated to uncovering the 

behavior of MHD duct flows. The first MHD duct flow experiment, mentioned in Section 2.2, was 
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performed by Hartmann and Lazarus in 1937 [6] and consisted of a flow loop filled with mercury 

that measured the pressure drop across a test section of rectangular cross-section with electrically 

insulating walls, along with the wall pressure distribution, which yields through analysis an 

estimate of the skin friction coefficient. This study established that the magnetic field has some 

effect on the pressure drop, first a decrease as turbulent fluctuations are suppressed and then an 

increase as the Hartmann effect (the flattening of the velocity profile and reduction of boundary 

layer thicknesses due to the magnetic field) begins to dominate Reynolds stresses. In the following 

decade, Kolin [68, 69] began work on two-wire electromagnetic velocimeters using both direct 

and alternating current, but his focus was entirely on instrumentation and did not directly advance 

the knowledge of MHD duct flows at the time, though he did set the stage for modern inductive 

velocimetry techniques. The initial experimental investigation by Hartmann and Lazarus was 

eventually followed up by Murgatroyd in 1953 [33]. The technique he employed was essentially 

the same as that used 16 years earlier, though Murgatroyd did provide an estimate of the critical 

conditions for transition based on non-dimensional parameters. The understanding of the time was 

that a magnetic field could “laminarize” a turbulent flow by damping fluctuations, but even when 

a laminar-like pressure drop was observed, in many cases an inexplicable pulsation reminiscent of 

turbulent fluctuations was evident in pressure tap measurements. Starting around the same time 

and continuing into the following decade, Shercliff [70, 81] further developed and refined the 

technique of electromagnetic flow measurement in ducts and pipes, which are still used in 

inductive velocimetry technologies today. 

Over the next two decades, many prominent researchers (e.g., [83], [84], [10], [39], [61]) studied 

a variety of geometries, including circular pipes, prismatic ducts, flows with obstacles, sudden and 
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gradual expansions, elbows and manifolds, attempting to build a catalog of engineering tools for 

use in designing various liquid metal systems, such as metallurgy facilities and fusion blankets. 

By 1975, when Lielausis [85] compiled a summary of the various theoretical analyses and 

experiments from 200 publications performed over the previous four decades (many published in 

Russian journals) in an effort to understand the nature of liquid metal MHD duct flows, in 

particular transition conditions and pressure drop relations, several important discoveries had been 

made, including that strong jets commonly form near the walls parallel to the magnetic field 

[46, 47] (i.e., an M-shaped velocity profile) after a disturbance such as an abrupt expansion, but a 

deeper understanding of the instabilities and flow regimes that arise in these systems would remain 

elusive for many years to come. Many of the turbulent pressure-drop results discussed by Lielausis 

appear to contradict one another, though this is primarily because inlet conditions were not well-

documented or impossible to ascertain, and the various experiments performed were only valid for 

very narrow ranges of key parameters. In 1978, Reed and Lykoudis [62] measured turbulent 

fluctuations in mercury using a hot-wire anemometer, with a traversable Pitot tube and an 

electromagnetic flowmeter used to capture the velocity distribution and flow rate, respectively. 

They observed the centerline transverse velocity distribution with exceptional accuracy, which 

showed a tendency to flatten with an applied magnetic field at moderate Re and the development 

of side layer jets at higher 𝑅𝑒. Their hotwire anemometer measurements demonstrated a clear 

reduction in Reynolds stresses, calculated directly from the measured velocity signals, with 

increasing magnetic field. Most significantly to the present work, this publication contained the 

first discussion of the M-shaped velocity profile in a duct with insulating walls. Of course, though 

the presence of side wall jets was well known by this time, their role in transitions was still not 

appreciated. 
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In 1988, Reed and Picologlou [38] investigated sidewall instabilities in Argonne National 

Laboratory’s ALEX experimental facility, noting the presence of strong periodicity and the 

absence of small scale structures, a clear departure from normal turbulent behavior. Their data 

were obtained from pressure taps and potential measurements taken with a LEVI probe and an 

oscilloscope. Though they could only access one location in the flow at a time, the temporal 

resolution was excellent, and their results contributed significantly to the understanding of 

periodicity in MHD turbulence, in particular the growth of low frequencies as large scale vortices 

develop. In 2000, Burr, Barleon, Müller and Tsinober [3] performed the ambitious experiment 

mentioned in Section 2.2, which was designed to investigate side wall instabilities evolved from 

an M-shaped velocity profile, formed in a conducting duct with Hartmann and Shercliff walls of 

differing thickness, and their effect on heat transport. The side wall jets develop upon the flow’s 

passage through a fringing magnetic field region as it enters the homogeneous magnetic field 

region. Shortly after the field becomes uniform, in the non-isothermal case, heat is applied to the 

side wall for a large span of the field region. The velocity field and temperature distributions are 

measured via a traversable four-pole temperature-potential probe, wall-mounted potential probes 

on the conducting Hartmann wall, and thermocouples mounted at the fluid-side wall interface. The 

use of conducting Hartmann walls reduces the accuracy of the wall-mounted potential probes 

considerably, since the current flowing through the wall is unknown and certainly not insignificant, 

affecting the potential gradient such that the measured gradient does not accurately represent the 

velocity field near the wall. The traversable probe data is more trustworthy, but it somewhat 

disturbs the flow [78, 79]. Furthermore, inlet conditions are not defined or measured, and the 

M-shaped velocity profile is measured only at a single streamwise location in spite of its variance 

in development and evolution along the duct depending upon the particular combination of flow 
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rate and magnetic field strength. These issues suggest that that important details of the flow field 

may well have remained hidden from the researchers. However, this experiment is the only one 

performed to date that addresses heat transfer associated with the very common M-shaped velocity 

profile and is of great value even if one considers all the unknown details of the experiment and 

possible sources of error. 

The first electrically driven quasi-two-dimensional flow, though not in a straight, prismatic duct, 

but rather in an azimuthal geometry, was demonstrated in the MATUR experiment in 2002 by 

Messadek and Moreau [74, 86]. Its use of current-injection to induce a particular velocity field and 

wall-mounted probes to measure velocity make it worth mentioning even though it is not a standard 

duct geometry, since it was the inspiration for the MHD Instability Experiment described in 

Section 6. Their electric potential measurements, made with 1-mm diameter probes – thin wires 

inserted through drilled holes in the ceramic material comprising the electrically insulating 

Hartmann wall – were very accurate, though the placement precision of the probes (and current-

injection electrodes mounted in the same wall) suffered from a challenging construction technique, 

prone to error associated with manual alignment of machining tools. They relied on a very thin 

layer of mercury sitting on the single Hartmann wall to guarantee a uniform distribution of current 

from the row of point electrodes in the Hartmann wall to the conducting curved side wall. In the 

regions of the probe arrays, a two-dimensional velocity field was inductively measured and used 

to investigate properties of Q2D turbulence. From their data, Messadek and Moreau extracted the 

turbulent shear layer thickness, the spectral energy distributions and its moments, and the transit 

time of large-scale vortex structures. This experiment has been used to inform and validate MHD 

turbulence models (e.g., [35]) and is the best experimental source to date for such data. 
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No recent experiments have addressed instabilities in duct geometries that lead to the development 

of vortices in the bulk flow, though a recent effort by Pothérat and Klein [87, 88] has been made 

to thoroughly investigate the transition from three-dimensional to quasi-two-dimensional 

turbulence in a cube with stationary, electrically-driven vortices. Theirs is the only experiment 

besides those presented in this dissertation (see [89], [73] and Section 6) to use printed circuit 

boards with embedded current-injection electrodes or electric potential probes for duct walls. 

This review of previous experiments should serve to illustrate the lack of existing MHD duct flow 

experiments that can provide detailed observation of a quasi-two-dimensional velocity field over 

a large area, which do not disturb the flow through the use of traversable probes or other 

velocimetry devices that protrude into the liquid metal. Such an experiment in a duct configuration 

that can provide observations of the large structures in a flow field with good spatial and temporal 

resolution, accompanied by precise information about inlet conditions and the capability to control 

and maintain a specific base velocity profile, is needed for a complete understanding of the 

mechanisms behind MHD duct flow transitions. The technical details of an attempt at such an 

experimental apparatus – the MHD Instability Experiment – are briefly presented in Section 2.5 

and extensively expanded upon in Section 6. 

 

2.5 MHD flow forcing via current injection 

The concept of a Lorentz body force arising from the interaction of electric current, flowing 

through a liquid metal, and an applied magnetic field was discussed in detail in Section 2.1, where 

the current is induced by fluid motion – one of the key features of a MHD flow – and the force 

distribution is defined in Eq. 2.13. This sequence can, in a sense, be reversed, where current 
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injected into a conductive fluid, which is immersed in an applied magnetic field, can produce a 

tailored Lorentz force that drives fluid motion. It is well known that injection of electric current 

into a conductive fluid through a small, circular wall electrode, with its axis parallel to an applied 

magnetic field, yields a local current distribution that flows radially away from the electrode and 

yields an azimuthal Lorentz force, driving a circulation of fluid about the electrode axis, thus 

producing vorticity in the fluid orthogonal to the wall [87, 88, 90]. A line electrodes on the same 

wall will produce vorticity normal to the wall all along its surface, creating a shear layer for the 

length of the electrode. However, in practice, a line electrode is a long, thin rectangle, which is 

susceptible to induced currents along its longer dimension that can make an otherwise insulating 

wall behave as though it is partially conducting, unacceptably altering the current distribution in 

the liquid metal and, hence, the flow. Thus, line electrodes are approximated in well-designed 

laboratory experiments by placing a series of closely spaced, very small, circular electrodes in a 

line (cf. [73], [74], [86]). The vorticity produced by each “point” electrode combines with that 

produced by its neighbors to create the desired shear layer, while avoiding any possibility of 

inducing currents along its length. This combined effect is much like the production of straight 

magnetic field lines in a solenoid by wrapping circular cross-section wires very close to one 

another around the cylindrical solenoid exterior. 

The core concept behind the MHD Instability Experiment is the controlled creation of a specific 

velocity profile using current-injection through a custom arrangement of small, closely-spaced, 

circular Hartmann wall electrodes arranged into lines. The particular arrangement of current-

injection electrodes produces a tailored Lorentz body force distribution in the duct and an 

opposing, uniform pressure gradient  𝑓⃑⃑ 𝑃 arises, along with a viscous drag force, that combine to 
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produce the desired velocity field 𝑈⃑⃑ . In the experimental design, each Hartmann wall has two rows 

of electrodes located symmetrically about the centerline of the wall, each electrode row placed 

midway between the centerline and the sidewalls (see the cross-section in Fig. 2.13), that are 

responsible for driving the flow in the 50% of the duct volume bounded by them. The pressure 

gradient that forms in opposition to this applied force is spread across the entire duct, reducing the 

net force in the middle part of the duct somewhat (though not enough to change the direction of 

the total force there) and pushing the flow above and below the electrode rows in the direction 

opposite the centerline force to form the desired sidewall jets. This force balance is portrayed in 

Fig. 2.13. 

The experiment was conceived under the assumption that a flow of conductive fluid in a duct 

subjected to a strong transverse magnetic field will quickly evolve to and remain in a quasi-two-

dimensional state (as explained in great detail in Section 2.1.3), so even though current is injected 

Figure 2.13. (1) Cross-sectional sketch of the MHD Instability Experiment showing the current 

distribution 𝑗  and directions of mean velocity 𝑈⃑⃑  and applied magnetic field 𝐵⃑ 0, and as seen from 

the Hartmann wall, (2) Lorentz force  𝑓⃑⃑ 𝐿 and pressure gradient force  𝑓⃑⃑ 𝑝, (3) net force  𝑓⃑⃑ 𝑛𝑒𝑡, and 

(4) velocity profile. 
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between pairs of electrodes on each wall, the injected current, and hence the force distribution, 

rapidly spreads across the duct, forming a Q2D block of Lorentz force-driven fluid in the 

rectangular cross-sectional region bounded by the electrodes. This phenomenon also allows 

velocimetry measurements on the Hartmann walls. In the MHD Instability Experiment, flow 

forcing through wall-embedded current-injection electrodes is done in a closed cavity, and the only 

driving force in the flow comes from the injected current and the associated pressure gradient 

created by it, but the same concept may be applied to a forced flow. In fact, the same hardware 

used to form the Hartmann walls of the cavity in the MHD Instability Experiment may be used in 

the test-section of a liquid metal loop to create an electromagnetic obstacle, retarding flow in one 

part of the duct (e.g., to create wall jets), or to accelerate the flow and/or retard the flow in different 

parts of the duct, using a different configuration of electrodes with different amounts of current 

passing through each, to create more complex tailored flow fields. Other uses for such a technique 

may be envisioned that could provide fine control of flows in fusion blankets and metallurgy 

facilities, including adjusting flow imbalances after disruptive duct geometry or magnetic field 

configuration changes and mitigating or enhancing the formation of jets to promote heat and mass 

transfer across ducts. It may even be possible to reduce the pressure drop in a MHD duct flow by 

judiciously controlling the flow of current into or out of duct walls to control flow regime 

transitions. Only a passive control scheme is presented in this work, but with feedback-regulated 

active control, the possibilities for real-time MHD flow control and triggering or damping 

instabilities are limitless. 



76 

 

CHAPTER 3 

 

Analytical Solutions for MHD Duct Flows with 

Current Injection through Symmetric Wall-Electrodes 

 

3.1 Problem formulation 

A two-dimensional analytical solution for a fully-developed MHD flow in a duct with a transverse 

applied magnetic field and current-injection through wall electrodes is of great use in 

understanding important features of the base flow that provide clues to the nature of instabilities 

generated therein. Historically, exact solutions are quite difficult to find for liquid metal MHD 

flows except for the most basic geometries with the simplest boundary conditions, such as the 

Hartmann and Shercliff flows explored in Section 2.1.2. A careful consideration of the problem 

reveals that it holds many similarities to the Shercliff flow, including being governed by the same 

governing equations and having the same boundary conditions on the velocity field, but with 

different boundary conditions on the magnetic field due to the presence of electrodes through 

which current enters or exits the liquid metal. As will be explained in Section 3.1.2, the boundary 

conditions on these walls can be expressed as a trapezoidal distribution that may be expressed 

using a Fourier series, which enables the solution derived in Section 3.2, found in the same way 

as that discussed in Section 2.1.2.2. 

The geometry considered here, shown in Fig. 3.1 is an infinite rectangular duct with the flow 

oriented orthogonally to the cross-section in the 𝑥-direction and the applied magnetic field oriented 
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in the 𝑧-direction transverse to the flow. The electrodes are oriented symmetrically about the 

centerline, their long dimension parallel to it, with mirror-symmetric pairs on the opposing wall. 

All four electrodes (assumed to have a long, thin rectangular shape) extend without end along the 

walls in the flow direction.  The “upper” electrodes are taken to be the “positive” electrodes, where 

electric current flows inward into the fluid from the wall, and the “lower” or “negative” electrodes 

serve as current sinks, extracting electric current from the liquid metal. Aside from the electrode 

regions, all walls are electrically insulated. 

The parameters incorporated into the analytical solution are: the duct dimensions, 2𝑎 and 2𝑏, the 

electrode width in the 𝑦-direction 𝑤𝑒𝑙, the separation of the electrodes 2𝑠𝑒𝑙 (so that the electrode 

centers are located at 𝑦 = ±𝑠𝑒𝑙 ), the applied current 𝐼𝑎𝑝𝑝, and the applied magnetic field 𝐵0. The 

Figure 3.1. Section of infinite duct with mirror-symmetric wall electrodes. Direction of mean 

velocity 𝑈, applied magnetic field 𝐵0, and current density at the electrodes of  ±𝑗
0
 shown, along 

with duct and electrode dimensions and locations. 
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pressure gradient in the 𝑥-direction is also an input into the solution, though this parameter can be 

expressed in terms of the other inputs if the flow rate 𝑄 is specified, as shown in Section 3.3. 

The derivation and calculation of a two-dimensional base velocity profile for a fully-developed 

flow is of great value to the understanding of important features of inflectional velocity profiles. 

The details of the undisturbed boundary layer, locations of inflection points in the velocity profile 

and an upper limit for the centerline velocity, among other features, can be extracted from such a 

solution. Furthermore, the process of stability analysis is much simpler with an exact base velocity 

profile and its derivatives available on whatever grid is desired, without interpolation, an advantage 

not shared by numerical solutions. 

The following assumptions are made about the fluid and flow properties for the basic mean flow 

solution: 

 the fluid is Newtonian 

 the flow is laminar and incompressible 

 the velocity profile is fully-developed 

 fluid properties are steady and uniform 

 the velocity field has only one component, 𝑢 

 the induced magnetic field has only one component, 𝐵𝑖,𝑥 

 the quasistatic approximation [91] applies, i.e., 𝑅𝑒𝑚 ≪ 1, so only 𝐵0 

contributes significantly to the Lorentz force 

 there are no significant time-varying electromagnetic fields 

 the duct walls are impermeable 

 the duct walls have perfect electrical insulation except at the electrodes 

 the fluid velocity vanishes at the walls (i.e., obeys the no-slip condition) 
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These assumptions, except for that involving the current-injection electrodes, are exactly the same 

as for the Shercliff flow solution presented in Section 2.1.2.2, and hence, the solution process here, 

at first, bears a strong resemblance to that work. 

 

3.1.1 Governing equations 

The governing equations for the system of study are the same as those applied to the Shercliff flow 

in Section 2.1.2.2, including the use of a step function 𝜅(𝑦) to describe the pressure gradient within 

the duct. Expressing the induced magnetic field in Alfven units 𝐵∗ =
𝐵𝑖

𝜇√𝜌𝜎𝜈
 those equations, the 

Navier-Stokes and Induction equations, are given by Eqs. 2.41 and 2.42: 

0 = 𝜅(𝑦) +
∂2𝑢

𝜕𝑦2 +
∂2𝑢

𝜕𝑧2 +
𝐻𝑎

𝑏

∂𝐵∗

𝜕𝑧
  

0 =
∂2𝐵∗

𝜕𝑦2 +
∂2𝐵∗

𝜕𝑧2 +
𝐻𝑎

𝑏

𝜕𝑢

𝜕𝑧
 .  

As in the Shercliff flow treatment, the system of coupled equations is decoupled through a 

transformation to Elsässer variables [12] 𝜉± = 𝑢 ± 𝐵∗, with the same resulting governing 

equations, given by Eq. 2.44. 

0 = 𝜅(𝑦) +
∂2𝜉±

𝜕𝑦2 +
∂2𝜉±

𝜕𝑧2 ±
𝐻𝑎

𝑏

∂𝜉±

𝜕𝑧
 ,  

where, referring to Eq. 2.37, 

𝜅(𝑦) ≡ −
1

𝜌𝜈

𝑑𝑝

𝑑𝑥
=

4𝐺

𝜋𝜈
∑

(−1)𝑛−1

2𝑛−1
cos [

(2𝑛−1)𝜋𝑦

2𝑎
]∞

𝑛=1  .  

Though the governing equations for the electrode-driven flow are the same as that for the far 
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simpler Shercliff flow, the boundary conditions are quite different, containing all the details of the 

current-injection electrode effects, and are entirely responsible for the unique and interesting 

features of the final solution. 

 

3.1.2 Boundary conditions 

The boundary conditions for the transformed governing equations for the Elsässer variables are a 

sum or difference of the velocity and the induced magnetic field at the walls. For the case with 

wall-electrodes injecting or removing current through the walls, a set of Dirichlet boundary 

conditions may be developed just as was done for the Shercliff flow. As before, the velocity 

vanishes at the walls, but due to the presence of the electrodes, the induced magnetic field must 

deviate from a constant value along the electrode surface due to the presence of non-zero current 

flow normal to the walls in these regions. The electrodes on the duct walls are very small, and the 

current flowing through them is assumed well-controlled, so they can be considered as simple 

sources and sinks of current, with uniform wall-normal current densities across each electrode 

surface. The boundary condition on 𝐵𝑖  is determined from Ampere’s law, formulated in 

Eq. 2.16(c). The component of this equation that lies in the 𝑧-direction is 

𝜕𝐵𝑦

𝜕𝑥
−

𝜕𝐵𝑥

𝜕𝑦
= 𝜇𝑗𝑧 . (3.1) 

We have assumed the flow is fully-developed, so all derivatives of velocity in the 𝑥-direction 

vanish. This leaves us with the following expression for the partial derivative with respect to 𝑦 of 

the induced magnetic field, which is assumed to be in the 𝑥-direction. 
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𝜕𝐵𝑖

𝜕𝑦
≡

𝜕𝐵𝑥

𝜕𝑦
= −𝜇𝑗𝑧 (3.2) 

Of course, this provides a Neumann boundary condition at the walls for the induced magnetic field, 

rather than the promised Dirichlet boundary condition, but the actual distribution of 𝐵𝑖 along the 

boundary may be determined from it as follows. Since the current density at the walls is uniform 

throughout each electrode, the induced magnetic field may be determined there via a simple 

integration. Based on the fact that the duct is electrically insulating at the fluid-wall boundary 

everywhere that is electrode-free, the magnetic field must be constant there, just as was argued for 

the Shercliff flow in Section 2.1.2.2. If the lower edge of an electrode sits at the coordinate 𝑦0 

(which, of course, puts the top electrode edge at 𝑦 = 𝑦0 + 𝑤𝑒𝑙) with current at the boundary 

flowing in the +𝑧-direction, then the expression for the induced magnetic field there is given by 

𝐵𝑒𝑙
𝑖 = 𝐵𝑒𝑙

𝑖 (𝑦0) − 𝜇𝑗0𝑦 , (3.3) 

where 

𝑗0 ≡
𝐼𝑎𝑝𝑝

2𝑤𝑒𝑙𝐿𝑒𝑙
 (3.4) 

is the magnitude of the current density at the electrode surface if a total electric current 𝐼𝑎𝑝𝑝 per 

unit length 𝐿𝑒𝑙 is sent through two pairs of rectangular electrodes of infinite length with widths 

𝑤𝑒𝑙, as shown in Fig. 3.1. Since a 2D magnetic field must form closed contours, as was explained 

in Section 2.1.2.2, the Hartmann walls above and below the electrodes and the Shercliff walls must 

be part of the same contour, such that both are at the same constant value of 𝐵𝑖. If we assume, as 

we did for the Shercliff flow, that the induced magnetic field vanishes on the walls farthest from 

the electrodes, then the walls all have an induced magnetic field of zero except along the electrodes, 
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where the field rises or falls, and between the electrodes where the field is a non-zero constant. 

Thus, along the electrode walls, the boundary condition on 𝐵𝑖 and, hence, on 𝜉± takes the form of 

a trapezoid, as shown in Fig. 3.2. 

This trapezoidal distribution may be represented by a Fourier series, similar in form to what was 

developed for the step-function pressure gradient. The signs of the constant values between the 

electrodes, i.e., 𝑦 ∈ [−𝑠𝑒𝑙 +
𝑤𝑒𝑙

2
 , +𝑠𝑒𝑙 −

𝑤𝑒𝑙

2
], are opposite one another on opposing walls, since 

opposing electrodes, though both are either injecting or extracting current, have surface normal 

vectors antiparallel to one another. To avoid confusion, the boundary condition is first derived for 

the Hartmann wall at 𝑧 = +𝑏. The boundary condition for each governing equation simply takes 

on the opposite sign at 𝑧 = −𝑏, as mentioned earlier. If we denote the locations of the electrode 

edges in the direction of increasing 𝑦 as follows, 

(𝑎)  𝑦1 = −𝑠𝑒𝑙 −
𝑤𝑒𝑙

2

(𝑏)  𝑦2 = −𝑠𝑒𝑙 +
𝑤𝑒𝑙

2

(𝑐)  𝑦3 = 𝑠𝑒𝑙 −
𝑤𝑒𝑙

2
   

(𝑑)  𝑦4 = 𝑠𝑒𝑙 +
𝑤𝑒𝑙

2
 .

 (3.5) 

We note that 𝑦1 = −𝑦4 and 𝑦2 = −𝑦3, a consequence of the electrode placement symmetry about 

𝑦 = 0. Also, the magnetic field boundary conditions on opposing wall are antisymmetric, i.e., 

𝐵𝑧=−𝑏
∗ (𝑦) = −𝐵𝑧=+𝑏

∗ (𝑦) , (3.6) 

as mentioned earlier. The piecewise expression for the boundary condition on 𝐵∗ at 𝑧 = +𝑏 is 

given by 
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𝐵𝑧=+𝑏
∗ (𝑦) =

𝐵𝑖(𝑦,𝑏)

𝜇√𝜌𝜎𝜈
=

{
 
 
 

 
 
 

 

        0                                   − 𝑎 ≤ 𝑦 ≤ 𝑦1  

−
𝑗0

√𝜌𝜎𝜈
(𝑦 − 𝑦1)                    𝑦1 ≤ 𝑦 ≤ 𝑦2  

−
𝑗0𝑤𝑒𝑙

√𝜌𝜎𝜈
                                    𝑦2 ≤ 𝑦 ≤ 𝑦3  

   
𝑗0

√𝜌𝜎𝜈
(𝑦 − 𝑦4)                     𝑦3 ≤ 𝑦 ≤ 𝑦4  

        0                                      𝑦4  ≤ 𝑦 ≤ +𝑎

 . (3.7) 

This piecewise expression for the boundary condition may be represented by an infinite Fourier 

series of the form 

𝐵𝑧=+𝑏
∗ (𝑦) =

𝑎0

2
+ ∑ [𝐴𝑛 sin(𝑘𝑛𝑦) + 𝐵𝑛 cos(𝑘𝑛𝑦)]∞

𝑛=1  , (3.8) 

where 

𝐵𝑛 =
1

𝑎
∫ 𝐵𝑧=+𝑏

∗ (𝑦) cos(𝑘𝑛𝑦)𝑑𝑦
𝑎

−𝑎
 . (3.9) 

Figure 3.2. Hartmann wall boundary conditions on the induced magnetic field 𝐵𝑖 for an 
insulated duct with current-injection electrodes oriented symmetrically about 𝑦 = 0. The top 

electrodes are injecting current into the fluid domain, and the bottom electrodes are extracting 

current, the direction of current flow represented by red arrows. 
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Because the function 𝐵𝑧=+𝑏
∗ (𝑦) is even (i.e., mirror-symmetric) about 𝑦 = 0, 

𝐴𝑛 =
1

𝑎
∫ 𝐵𝑧=+𝑏

∗ (𝑦) sin(𝑘𝑛𝑦)𝑑𝑦
𝑎

−𝑎
= 0 . (3.10) 

We first choose the wavenumber to be 

𝑘𝑛 =
𝑛𝜋

2𝑎
,     𝑛 odd (3.11) 

so that the terms all vanish at 𝑦 = ±𝑎. For all terms with 𝑛 even, the coefficient 𝐴1,𝑛 is equal to 

zero. This requirement can instead be incorporated directly into the wavenumber by writing it more 

succinctly as follows, conveniently matching the argument used in the pressure gradient term. 

𝑘𝑛 =
(2𝑛−1)𝜋

2𝑎
 (3.12) 

This construction effectively eliminates all even-𝑛 terms, so we set 𝑎0 = 0, accordingly. The 

coefficients, given by Eq. 3.9 with the piecewise function described in Equation (3.6) inserted, are 

then 

𝐵𝑛 =
1

𝑎
∫ 𝐵𝑧=+𝑏

∗ (𝑦) cos(𝑘𝑛𝑦)𝑑𝑦
𝑎

−𝑎
  

      =
1

𝑎
∫ [−

𝑗0

√𝜌𝜎𝜈
(𝑦 − 𝑦1)] cos(𝑘𝑛𝑦)𝑑𝑦

𝑦2

𝑦1
+

1

𝑎
∫ [−

𝑗0𝑤𝑒𝑙

√𝜌𝜎𝜈
] cos(𝑘𝑛𝑦)𝑑𝑦

𝑦3

𝑦2
  

                                         +
1

𝑎
∫  

𝑗0

√𝜌𝜎𝜈
(𝑦 − 𝑦4) cos(𝑘𝑛𝑦)𝑑𝑦

𝑦4

𝑦3
 . (3.13) 

The above integration contains integrals of two types: 

𝐼1(𝐴, 𝐵) = ∫ cos(𝑘𝑛𝑦)𝑑𝑦
𝐵

𝐴
=

1

𝑘𝑛
[sin(𝑘𝑛𝐵) − sin(𝑘𝑛𝐴)] (3.14) 
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𝐼2(𝐴, 𝐵) = ∫ 𝑦 cos(𝑘𝑛𝑦)𝑑𝑦
𝐵

𝐴
=

𝜕

𝜕𝑘𝑛
∫ sin(𝑘𝑛𝑦) 𝑑𝑦

𝐵

𝐴
  

                =
𝜕

𝜕𝑘𝑛
{−

1

𝑘𝑛
[cos(𝑘𝑛𝐵) − cos(𝑘𝑛𝐴)]}  

                =
1

𝑘𝑛
2 [cos(𝑘𝑛𝐵) − cos(𝑘𝑛𝐴)]  

                                           + 
1

𝑘𝑛
[𝐵 sin(𝑘𝑛𝐵) − 𝐴 sin(𝑘𝑛𝐴)] . (3.15) 

Thus, Eq. 3.12 may be rewritten as follows. 

𝐵𝑛 =
𝑗0

𝑎√𝜌𝜎𝜈
[−𝐼2(𝑦1, 𝑦2) + 𝑦1𝐼1(𝑦1, 𝑦2)  

                           − 𝑤𝑒𝑙𝐼1(𝑦2, 𝑦3)  +  𝐼2(𝑦3, 𝑦4) − 𝑦4𝐼1(𝑦3, 𝑦4)] (3.16) 

Substituting in the results from Equations (3.14) and (3.15), this becomes 

𝐵𝑛 =
𝑗0

𝑎√𝜌𝜎𝜈
{ −

1

𝑘𝑛
2 [cos(𝑘𝑛𝑦2) − cos(𝑘𝑛𝑦1)]  

                         − 
1

𝑘𝑛
[𝑦2 sin(𝑘𝑛𝑦2) − 𝑦1 sin(𝑘𝑛𝑦1)]  

                         + 𝑦1
1

𝑘𝑛
[sin(𝑘𝑛𝑦2) − sin(𝑘𝑛𝑦1)]  

                         − 𝑤𝑒𝑙
1

𝑘𝑛
[sin(𝑘𝑛𝑦3) − sin(𝑘𝑛𝑦2)]  

                         + 
1

𝑘𝑛
2 [cos(𝑘𝑛𝑦4) − cos(𝑘𝑛𝑦3)]  

                         + 
1

𝑘𝑛
[𝑦4 sin(𝑘𝑛𝑦4) − 𝑦3 sin(𝑘𝑛𝑦3)]  

                         − 𝑦4
1

𝑘𝑛
[sin(𝑘𝑛𝑦4) − sin(𝑘𝑛𝑦3)] } . (3.17) 

 

The expression is immediately simplified by making the additional substitutions 𝑦1 = −𝑦4 and 

𝑦2 = −𝑦3. 

𝐵𝑛 =
2𝑗0

𝑎√𝜌𝜎𝜈

1

𝑘𝑛
{ |

| 1

𝑘𝑛
 [cos(𝑘𝑛𝑦4) − cos(𝑘𝑛𝑦3)]   

                                        + ( 𝑦4 − 𝑦3 − 𝑤𝑒𝑙)sin(𝑘𝑛𝑦3) 
||} (3.18) 
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Now the electrode edge coordinates 𝑦3 and  𝑦4 are replaced with the expressions given in 

Eqs. 3.5(c,d). 

𝐵𝑛 =
2𝑗0

𝑎√𝜌𝜎𝜈

1

𝑘𝑛
[  

  
| 1 |

𝑘𝑛
{cos [𝑘𝑛 (𝑠𝑒𝑙 +

𝑤𝑒𝑙

2
)] − cos [𝑘𝑛 (𝑠𝑒𝑙 −

𝑤𝑒𝑙

2
)]  }

|

   

                    + (𝑠𝑒𝑙 +
𝑤𝑒𝑙

2
− 𝑠𝑒𝑙 +

𝑤𝑒𝑙

2
− 𝑤𝑒𝑙) sin [𝑘𝑛 (𝑠𝑒𝑙 −

𝑤𝑒𝑙

2
)]

|
]  

       =
2𝑗0

𝑎√𝜌𝜎𝜈

1

𝑘𝑛
2 { cos [𝑘𝑛 (𝑠𝑒𝑙 +

𝑤𝑒𝑙

2
)] − cos [𝑘𝑛 (𝑠𝑒𝑙 −

𝑤𝑒𝑙

2
)]

|
} (3.19) 

This expression can be even further simplified by applying the trigonometric identity: 

cos(𝑋 ± 𝑌) = cos(𝑋) cos(𝑌) ∓ sin(𝑋) sin(𝑌). 

𝐵𝑛 =
2𝑗0

𝑎√𝜌𝜎𝜈

1

𝑘𝑛
2 { cos [𝑘𝑛 (𝑠𝑒𝑙 +

𝑤𝑒𝑙

2
)] − cos [𝑘𝑛 (𝑠𝑒𝑙 −

𝑤𝑒𝑙

2
)]

|
}  

      =
2𝑗0

𝑎√𝜌𝜎𝜈

1

𝑘𝑛
2 [cos(𝑘𝑛𝑠𝑒𝑙) cos (𝑘𝑛

𝑤𝑒𝑙

2
) − sin(𝑘𝑛𝑠𝑒𝑙) sin (𝑘𝑛

𝑤𝑒𝑙

2
)  

                          − cos(𝑘𝑛𝑠𝑒𝑙) cos (𝑘𝑛
𝑤𝑒𝑙

2
) − sin(𝑘𝑛𝑠𝑒𝑙) sin (𝑘𝑛

𝑤𝑒𝑙

2
)]  

𝐵𝑛 = −
4𝑗0

𝑎√𝜌𝜎𝜈

1

𝑘𝑛
2 sin(𝑘𝑛𝑠𝑒𝑙) sin (𝑘𝑛

𝑤𝑒𝑙

2
) (3.20) 

Thus, the boundary conditions on 𝐵∗ take on the final form 

𝐵𝑧=+𝑏
∗ (𝑦) = ∑ 𝐵𝑛 cos(𝑘𝑛𝑦)∞

𝑛=1   

                   = −
4𝑗0

𝑎√𝜌𝜎𝜈
∑

1

𝑘𝑛
2 sin(𝑘𝑛𝑠𝑒𝑙) sin (𝑘𝑛

𝑤𝑒𝑙

2
) cos(𝑘𝑛𝑦)∞

𝑛=1  (3.21) 

and 

𝐵𝑧=−𝑏
∗ (𝑦) =

4𝑗0

𝑎√𝜌𝜎𝜈
∑

1

𝑘𝑛
2 sin(𝑘𝑛𝑠𝑒𝑙) sin (𝑘𝑛

𝑤𝑒𝑙

2
) cos(𝑘𝑛𝑦)∞

𝑛=1  . (3.22) 
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The corresponding boundary conditions on the Elsässer variables 𝜉± = 𝑢 ± 𝐵∗ are then 

𝜉±(𝑦)|𝑧=𝑏 = ±∑ 𝐵𝑛 cos(𝑘𝑛𝑦)∞
𝑛=1   

                     = ∓
4𝑗0

𝑎√𝜌𝜎𝜈
∑

1

𝑘𝑛
2 sin(𝑘𝑛𝑠𝑒𝑙) sin (𝑘𝑛

𝑤𝑒𝑙

2
) cos(𝑘𝑛𝑦)∞

𝑛=1  (3.23) 

𝜉±(𝑦)|𝑧=−𝑏 = ∓∑ 𝐵𝑛 cos(𝑘𝑛𝑦)∞
𝑛=1   

                       = ±
4𝑗0

𝑎√𝜌𝜎𝜈
∑

1

𝑘𝑛
2 sin(𝑘𝑛𝑠𝑒𝑙) sin (𝑘𝑛

𝑤𝑒𝑙

2
) cos(𝑘𝑛𝑦)∞

𝑛=1  (3.24) 

𝜉±|𝑦=±𝑎 = 0 (3.25) 

with 𝑘𝑛 given by Eq. 3.12. This is the last item required for the pursuit of a solution, which is 

demonstrated in the following section. 

 

3.2 Series solutions for the velocity and induced magnetic field 

A series solution is sought under the assumption that the solution is separable into a product of 

two functions, one solely dependent upon 𝑦 and the other solely dependent upon 𝑧, i.e., a solution 

of the form 

𝜉±(𝑦, 𝑧) = ∑ 𝑓𝑛(𝑦)𝑔𝑛
±(𝑧)∞

𝑛=1  . (3.26) 

The governing equations, given by Eq. 2.44, differ only in the sign of the last term, which is 

dependent only upon 𝑧. Thus, only the function 𝑔𝑛
±(𝑧) differs for the two Elsässer variable, while 

the function 𝑓𝑛(𝑦) serves as a solution for both equations. For convenience, the pressure gradient 

term 𝜅(𝑦), given by Eq. 2.37, is rewritten as follows: 



88 

 

𝜅(𝑦) = ∑ 𝐺𝑛 cos(𝑘𝑛𝑦)∞
𝑛=1  , (3.27) 

with the coefficient given by 

𝐺𝑛 =
4𝐺

𝜋𝜈

(−1)𝑛−1

2𝑛−1
 . (3.28) 

Plugging these elements into the governing equations, we obtain the following differential 

equation. 

0 = ∑ [𝐺𝑛 cos(𝑘𝑛𝑦) + 𝑓𝑛
′′𝑔𝑛

±(𝑧) + 𝑓𝑛(𝑦)𝑔𝑛
±′′ ±

𝐻𝑎

𝑏
𝑓𝑛(𝑦)𝑔𝑛

±′]∞
𝑛=1  (3.29) 

where each prime denotes a derivative with respect to the variable upon which the function 

depends. If we assume that the function 𝑓𝑛(𝑦) has the form of a coefficient 𝐶𝑛 multiplied by a 

cosine function with the same argument 𝑘𝑛𝑦 found in the expressions for the pressure gradient 

step function and the boundary conditions at 𝑧 = ±𝑏, since that argument satisfies the boundary 

conditions at 𝑦 = ±𝑎, Eq. 3.25, then the second derivative is 

𝑓𝑛
′′ = −𝑘𝑛

2𝐶𝑛 cos(𝑘𝑛𝑦) = −𝑘𝑛
2𝑓𝑛(𝑦) , (3.30) 

and the differential equation simplifies somewhat. 

0 = ∑ [𝐺𝑛
||
cos(𝑘𝑛𝑦) − 𝑘𝑛

2 𝐶𝑛cos(𝑘𝑛𝑦)𝑔𝑛
±(𝑧)∞

𝑛=1   

                                         + 𝐶𝑛cos(𝑘𝑛𝑦)𝑔𝑛
±′′ ±

𝐻𝑎

𝑏
𝐶𝑛cos(𝑘𝑛𝑦)𝑔𝑛

±′]  

    = ∑ cos(𝑘𝑛𝑦) [𝐺𝑛 − 𝐶𝑛𝑘𝑛
2𝑔𝑛

±(𝑧) + 𝐶𝑛𝑔𝑛
±′′ ± 𝐶𝑛

𝐻𝑎

𝑏
𝑔𝑛

±′]∞
𝑛=1  (3.31) 

For the equation to vanish, the terms in square brackets must vanish for each and every 𝑛. This 

requirement provides an inhomogeneous ordinary differential equation for the function 𝑔𝑛
±(𝑧). 
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𝑔𝑛
±′′

±
𝐻𝑎

𝑏
𝑔𝑛

±′
− 𝑘𝑛

2𝑔𝑛
±(𝑧) = −

𝐺𝑛

𝐶𝑛
 (3.32) 

The complementary solution takes the form of an exponential, and the particular solution is simply 

a constant. 

𝑔𝑛,𝐶
± (𝑧) = 𝑒𝑥𝑝(𝑚±𝑧) (3.33) 

𝑔𝑛,𝑃
± (𝑧) = 𝐷0,𝑛 =

𝐺𝑛

𝑘𝑛
2𝐶𝑛

 (3.34) 

We set 𝐶𝑛 = 1 since this coefficient can be simply absorbed into the constants in 𝑔𝑛
±(𝑧). To 

determine the values for 𝑚±, the characteristic equation is found by plugging the complementary 

solution into the homogeneous part of the differential equation as follows. 

(𝑚±)2 𝑒𝑥𝑝(𝑚±𝑧) ±
𝐻𝑎

𝑏
𝑚±𝑒𝑥𝑝(𝑚±𝑧) − 𝑘𝑛

2𝑒𝑥𝑝(𝑚±𝑧) = 0  

(𝑚±)2  ±
𝐻𝑎

𝑏
𝑚± − 𝑘𝑛

2 = 0 (3.35) 

This quadratic expression for 𝑚± admits two solutions. 

𝑚1
± = ∓

𝐻𝑎

2𝑏
+

1

2
√(

𝐻𝑎

𝑏
)
2

− 4(−𝑘𝑛
2) = ∓

𝐻𝑎

2𝑏
+

𝐻𝑎

2𝑏
√1 + (

2𝑏𝑘𝑛

𝐻𝑎
)
2

 (3.36) 

𝑚2
± = ∓

𝐻𝑎

2𝑏
−

1

2
√(

𝐻𝑎

𝑏
)
2

− 4(−𝑘𝑛
2) = ∓

𝐻𝑎

2𝑏
−

𝐻𝑎

2𝑏
√1 + (

2𝑏𝑘𝑛

𝐻𝑎
)
2

 (3.37) 

For convenience, the square root term is defined as 

𝛾𝑛 ≡ √1 + (
2𝑏𝑘𝑛

𝐻𝑎
)
2

= √1 + [
(2𝑛−1)𝜋

𝐻𝑎

𝑏

𝑎
]
2

 , (3.38) 

so that 
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𝑚1
± =

𝐻𝑎

2𝑏
(𝛾𝑛 ∓ 1) (3.39) 

and 

𝑚2
± = −

𝐻𝑎

2𝑏
(𝛾𝑛 ± 1) = −𝑚1

∓ ≡ −𝑚𝑛
∓ . (3.40) 

Then the function 𝑔𝑛
±(𝑧) takes the form 

𝑔𝑛
±(𝑧) = 𝑔𝑛,𝑃

± (𝑧) + 𝑔𝑛,𝐶
± (𝑧) ,  

which, with the complementary and particular solutions inserted, becomes 

𝑔𝑛
±(𝑧) = 𝐷0,𝑛 + 𝐷1,𝑛

± 𝑒𝑥𝑝(𝑚𝑛
±𝑧) + 𝐷2,𝑛

± 𝑒𝑥𝑝(𝑚2
±𝑧)  

             = 𝐷0,𝑛 + 𝐷1,𝑛
± 𝑒𝑥𝑝(𝑚𝑛

±𝑧) + 𝐷2,𝑛
± 𝑒𝑥𝑝(−𝑚𝑛

∓𝑧) . (3.41) 

From Eq. 3.34, with 𝐶𝑛 = 1, we have 𝐷0,𝑛 =
𝐺𝑛

𝑘𝑛
2. The other constants may be determined from the 

boundary conditions. The full solution (with two undetermined constants) is now 

𝜉±(𝑦, 𝑧) = ∑ cos(𝑘𝑛𝑦) [
𝐺𝑛

𝑘𝑛
2 + 𝐷1,𝑛

± 𝑒𝑚𝑛
±𝑧 + 𝐷2,𝑛

± 𝑒−𝑚𝑛
∓𝑧]∞

𝑛=1  . (3.42) 

Setting Eq. 3.42 with 𝑧 = +𝑏 equal to Eq. 3.23, and with 𝑧 = −𝑏, equal to Eq. 3.24, yields the 

following two equations for 𝐷1,𝑛
±  and 𝐷2,𝑛

±  . 

𝐺𝑛

𝑘𝑛
2 + 𝐷1,𝑛

± 𝑒𝑚𝑛
±𝑏 + 𝐷2,𝑛

± 𝑒−𝑚𝑛
∓𝑏 = ±𝐵𝑛 (3.43) 

𝐺𝑛

𝑘𝑛
2 + 𝐷1,𝑛

± 𝑒−𝑚𝑛
±𝑏 + 𝐷2,𝑛

± 𝑒𝑚𝑛
∓𝑏 = ∓𝐵𝑛 (3.44) 

These two equations are now added and subtracted, then divided through by two, to obtain 
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𝐺𝑛

𝑘𝑛
2 + 𝐷1,𝑛

± cosh(𝑚𝑛
±𝑏) + 𝐷2,𝑛

± cosh(𝑚𝑛
∓𝑏) = 0 (3.45) 

𝐷1,𝑛
± sinh(𝑚𝑛

±𝑏) − 𝐷2,𝑛
± sinh(𝑚𝑛

∓𝑏) = ±𝐵𝑛 . (3.46) 

Solving Eq. 3.45 for 𝐷2,𝑛
±  yields 

𝐷2,𝑛
± = −

𝐺𝑛

𝑘𝑛
2 cosh(𝑚𝑛

∓𝑏)
− 𝐷1,𝑛

± cosh(𝑚𝑛
±𝑏)

cosh(𝑚𝑛
∓𝑏)

 . (3.47) 

This expression is then substituted into Eq. 3.46 and rearranged to solve for 𝐷1,𝑛
±  . 

𝐷1,𝑛
± sinh(𝑚𝑛

±𝑏) − [ −
𝐺𝑛

𝑘𝑛
2 cosh(𝑚𝑛

∓𝑏)
− 𝐷1,𝑛

± cosh(𝑚𝑛
±𝑏)

cosh(𝑚𝑛
∓𝑏)

 ] sinh(𝑚𝑛
∓𝑏) = ±𝐵𝑛   

𝐷1,𝑛
± = [ 

cosh(𝑚𝑛
∓𝑏)

sinh(𝑚𝑛
±𝑏)cosh(𝑚𝑛

∓𝑏)+cosh(𝑚𝑛
±𝑏)sinh(𝑚𝑛

∓𝑏)
 ] ∙  

                                                                        ∙ [−
𝐺𝑛 sinh(𝑚𝑛

∓𝑏)

𝑘𝑛
2 cosh(𝑚𝑛

∓𝑏)
± 𝐵𝑛]   

𝐷1,𝑛
± =

−  
𝐺𝑛

𝑘𝑛
2 sinh(𝑚𝑛

∓𝑏)  ±  𝐵𝑛 cosh(𝑚𝑛
∓𝑏)

sinh[(𝑚𝑛
±  + 𝑚𝑛

∓)𝑏]
 (3.48) 

This result may now be substituted back into Eq. 3.47 to obtain an expression for 𝐷2,𝑛
± . 

𝐷2,𝑛
± = −

𝐺𝑛

𝑘𝑛
2 cosh(𝑚𝑛

∓𝑏)
−

cosh(𝑚𝑛
±𝑏)

cosh(𝑚𝑛
∓𝑏)

[−  
𝐺𝑛

𝑘𝑛
2 sinh(𝑚𝑛

∓𝑏) ± 𝐵𝑛 cosh(𝑚𝑛
∓𝑏)]

sinh[(𝑚𝑛
±  + 𝑚𝑛

∓)𝑏]
  

         =
𝐺𝑛

𝑘𝑛
2

cosh(𝑚𝑛
±𝑏) sinh(𝑚𝑛

∓𝑏)−sinh[(𝑚𝑛
±+𝑚𝑛

∓)𝑏]

cosh(𝑚𝑛
∓𝑏)sinh[(𝑚𝑛

±  + 𝑚𝑛
∓)𝑏]

∓ 𝐵𝑛
cosh(𝑚𝑛

±𝑏)

sinh[(𝑚𝑛
±  + 𝑚𝑛

∓)𝑏]
   

𝐷2,𝑛
± =

−  
𝐺𝑛

𝑘𝑛
2 sinh(𝑚𝑛

±𝑏) ∓ 𝐵𝑛 cosh(𝑚𝑛
±𝑏)

sinh[(𝑚𝑛
±  + 𝑚𝑛

∓)𝑏]
= 𝐷1,𝑛

∓ ≡ 𝐷𝑛
∓ (3.49)  
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It should be noted that the denominator in Eq. 3.49 may be simplified. 

         (𝑚𝑛
± + 𝑚𝑛

∓)𝑏 =
𝐻𝑎

2𝑏
(𝛾𝑛 ∓ 1) +

𝐻𝑎

2𝑏
(𝛾𝑛 ± 1) = 𝐻𝑎 𝛾𝑛 (3.50)  

Now that all of the constants have been found, the full solution can be completed. With the 

relationships established in Eq. 3.49, Eq. 3.42 takes on the surprisingly simple form:  

𝜉±(𝑦, 𝑧) = ∑ cos(𝑘𝑛𝑦) [
𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

±𝑒𝑚𝑛
±𝑧 + 𝐷𝑛

∓𝑒−𝑚𝑛
∓𝑧]∞

𝑛=1  (3.51) 

with 𝑘𝑛, 𝐵𝑛, 𝐺𝑛, 𝛾𝑛, 𝑚± and 𝐷𝑛
± given by Eqs. 3.12, 3.20, 3.28, 3.38, 3.40 and 3.49, respectively, 

repeated below for convenience. 

𝑘𝑛 =
(2𝑛−1)𝜋

2𝑎
  

𝐵𝑛 = −
4𝑗0

𝑎√𝜌𝜎𝜈

1

𝑘𝑛
2 sin(𝑘𝑛𝑠𝑒𝑙) sin (𝑘𝑛

𝑤𝑒𝑙

2
)  

𝐺𝑛 =
4𝐺

𝜋𝜈

(−1)𝑛−1

2𝑛−1
= −

4

𝜋𝜌𝜈

𝑑𝑝

𝑑𝑥

(−1)𝑛−1

2𝑛−1
  

𝛾𝑛 = √1 + [
(2𝑛−1)𝜋

𝐻𝑎

𝑏

𝑎
]
2

  

𝑚𝑛
± =

𝐻𝑎

2𝑏
(𝛾𝑛 ∓ 1)  

𝐷𝑛
± =

−  
𝐺𝑛

𝑘𝑛
2 sinh(𝑚𝑛

∓𝑏) ± 𝐵𝑛 cosh(𝑚𝑛
∓𝑏)

sinh(𝐻𝑎 𝛾𝑛)
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Recall, also, that the current density at an electrode surface is 𝑗0 = 𝐼𝑎𝑝𝑝 𝑤𝑒𝑙𝐿𝑒𝑙⁄ . The velocity and 

induced magnetic field may be found immediately from this solution by taking the sum and 

difference of the Elsässer variables. 

𝑢(𝑦, 𝑧) =
𝜉++𝜉−

2
  

              =
1

2
∑ cos(𝑘𝑛𝑦) ∙∞

𝑛=1   

                         ∙ [2
𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+(𝑒𝑚𝑛
+𝑧 + 𝑒−𝑚𝑛

+𝑧) + 𝐷𝑛
−(𝑒𝑚𝑛

−𝑧 + 𝑒−𝑚𝑛
−𝑧)]  

             = ∑ cos(𝑘𝑛𝑦) [ 
𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ cosh(𝑚𝑛
+𝑧) + 𝐷𝑛

− cosh(𝑚𝑛
−𝑧)]∞

𝑛=1   

𝑢(𝑦, 𝑧) = ∑ cos(𝑘𝑛𝑦)∞
𝑛=1 𝜁𝑛(𝑧) (3.52a) 

where 

𝜁𝑛(𝑧) =
𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ cosh(𝑚𝑛
+𝑧) + 𝐷𝑛

− cosh(𝑚𝑛
−𝑧) (3.52b) 

𝐵𝑖(𝑦, 𝑧) = 𝜇√𝜌𝜎𝜈 (
𝜉+−𝜉−

2
)  

                =
𝜇√𝜌𝜎𝜈

2
∑ cos(𝑘𝑛𝑦) ∙∞

𝑛=1   

                                          ∙ [𝐷𝑛
+(𝑒𝑚𝑛

+𝑧 − 𝑒−𝑚𝑛
+𝑧) − 𝐷𝑛

−(𝑒𝑚𝑛
−𝑧 − 𝑒−𝑚𝑛

−𝑧)]   

                = 𝜇√𝜌𝜎𝜈 ∑ cos(𝑘𝑛𝑦) [𝐷𝑛
+ sinh(𝑚𝑛

+𝑧) − 𝐷𝑛
− sinh(𝑚𝑛

−𝑧)]∞
𝑛=1   

𝐵𝑖(𝑦, 𝑧) = 𝜇√𝜌𝜎𝜈 ∑ cos(𝑘𝑛𝑦) 𝛽𝑛(𝑧)
∞
𝑛=1  (3.53a) 

where 

𝛽𝑛(𝑧) = 𝐷𝑛
+ sinh(𝑚𝑛

+𝑧) − 𝐷𝑛
− sinh(𝑚𝑛

−𝑧) (3.53b) 
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For a system with a prescribed flow rate, the pressure gradient magnitude is unknown a priori and 

must be calculated or found iteratively. This is the only unknown constant left in the above 

solutions, hidden in the factor 𝐺𝑛, which appears in the coefficients 𝐷𝑛
±  . The following section 

describes a method for deducing this value. 

 

3.3 Derivation of the pressure gradient required for zero net flow 

The pressure gradient, encapsulated in the constant 𝐺 = −𝜌−1 𝑑𝑝 𝑑𝑥⁄ , can be determined from the 

solution derived in Section 3.2 if the net flow rate is fixed and known. To obtain the flow rate 𝑄, 

the velocity is integrated over the duct cross-section. 

𝑄 = ∫ ∫ 𝑢(𝑦, 𝑧) 𝑑𝑦 𝑑𝑧
𝑎

−𝑎

𝑏

−𝑏
  

    = ∫ ∫ ∑ cos(𝑘𝑛𝑦) [
𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ cosh(𝑚𝑛
+𝑧) + 𝐷𝑛

− cosh(𝑚𝑛
−𝑧)]∞

𝑛=1 𝑑𝑦 𝑑𝑧
𝑎

−𝑎

𝑏

−𝑏
 

   

    = ∑
2

𝑘𝑛
sin(𝑘𝑛𝑎) ∫ [

𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ cosh(𝑚𝑛
+𝑧) + 𝐷𝑛

− cosh(𝑚𝑛
−𝑧)] 𝑑𝑧

𝑏

−𝑏
∞
𝑛=1   

    = 4∑
sin(𝑘𝑛𝑎)

𝑘𝑛
[
𝐺𝑛𝑏

𝑘𝑛
2 +

𝐷𝑛
+

𝑚𝑛
+ sinh(𝑚𝑛

+𝑏) +
𝐷𝑛

−

𝑚𝑛
− sinh(𝑚𝑛

−𝑏)]∞
𝑛=1  (3.54) 

The constants 𝑚𝑛
± and 𝐷𝑛

± are then replaced with the expressions in Eqs. 3.40 and 3.49. 

𝑄 =
8𝑏

𝐻𝑎
∑

sin(𝑘𝑛𝑎)

𝑘𝑛
{ 

𝐻𝑎

2

𝐺𝑛

𝑘𝑛
2

|
∞
𝑛=1   

           − 

𝐺𝑛

𝑘𝑛
2 sinh[

𝐻𝑎

2
(𝛾𝑛+1)]+𝐵𝑛 cosh[

𝐻𝑎

2
(𝛾𝑛+1)]

(𝛾𝑛−1)sinh(𝐻𝑎 𝛾𝑛)
sinh [

𝐻𝑎

2
(𝛾𝑛 − 1)]  

 
𝐺𝑛

𝑘𝑛
2

|
− 

 
𝐺𝑛

𝑘𝑛
2 sinh[

𝐻𝑎

2
(𝛾𝑛−1)]+𝐵𝑛 cosh[

𝐻𝑎

2
(𝛾𝑛−1)]

(𝛾𝑛+1)sinh(𝐻𝑎 𝛾𝑛)
sinh [

𝐻𝑎

2
(𝛾𝑛 + 1)] } (3.55) 
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This expression can now be rearranged to isolate 𝐺𝑛 and extract the pressure gradient 𝐺 by 

replacing 𝐺𝑛 with the expression in Eq. 3.28 and noting that  sin(𝑘𝑛𝑎) = (−1)𝑛−1. 

𝑄∙𝐻𝑎

8𝑏
=

4𝐺

𝜋𝜈
∑

1

2𝑛−1

1

𝑘𝑛
3

1

sinh(𝐻𝑎 𝛾𝑛)
∙∞

𝑛=1   

   ∙ {
𝐻𝑎

2
sinh(𝐻𝑎 𝛾𝑛) −

2𝛾𝑛

𝛾𝑛
2−1

sinh [
𝐻𝑎

2
(𝛾𝑛 + 1)] sinh [

𝐻𝑎

2
(𝛾𝑛 − 1)] }  

                                                  + ∑
(−1)𝑛−1𝐵𝑛

𝑘𝑛

sinh(𝐻𝑎 𝛾𝑛)−𝛾𝑛sinh(𝐻𝑎)

(𝛾𝑛
2−1)sinh(𝐻𝑎 𝛾𝑛)

∞
𝑛=1  (3.56) 

Eq. 3.56 can now be solved for 𝐺. 

𝐺 = −
1

𝜌

𝑑𝑝

𝑑𝑥
=

𝑃1

𝑃2
 (3.57) 

where 

𝑃1 =
𝜋𝜈𝑄∙𝐻𝑎

32𝑏
−

𝜋𝜈

4
∑

(−1)𝑛−1𝐵𝑛

𝑘𝑛

sinh(𝐻𝑎 𝛾𝑛)−𝛾𝑛sinh(𝐻𝑎)

(𝛾𝑛
2−1)sinh(𝐻𝑎 𝛾𝑛)

∞
𝑛=1  (3.58) 

𝑃2 = ∑
1

(2𝑛−1)𝑘𝑛
3

∞
𝑛=1 { 

𝐻𝑎

2
−

2𝛾𝑛

𝛾𝑛
2−1

sinh[
𝐻𝑎(𝛾𝑛+1)

2
]sinh[

𝐻𝑎(𝛾𝑛−1)

2
]

sinh(𝐻𝑎 𝛾𝑛)
 } (3.59) 

with 𝑘𝑛 and 𝛾𝑛 given by Eqs. 3.12 and 3.28.  Setting 𝑄 = 0 yields the required pressure gradient 

for zero net flow. 

 

3.4 High-precision calculation of series solutions using MATLAB 

The derived exact series solution is only useful in practice if a large number of terms can be added 

to provide an accurate approximation, truncating the series once additional terms cease to 

significantly alter the solution. It was discovered that MATLAB has serious trouble calculating 

certain terms, such as those with hyperbolic sine or cosine functions having large positive or 
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negative arguments and, to a lesser degree, sine functions with extreme arguments. With standard 

double precision, a large negative argument yields a result of machine zero, and a large positive 

argument yields machine infinity or simply not-a-number (NaN). This problem consistently 

manifests for higher-order terms, since the argument increases almost linearly with 𝑛 for large 

𝑛-values. 

To achieve reliable and consistently accurate results, a very slow mode of computation available 

in MATLAB’s Symbolic Math Toolbox, called Variable Precision Arithmetic (the ‘vpa’ 

function), is used to perform the series term calculations and summation. This mode allows for 

computations to be performed using a “symbolic” data type, which can hold as many digits as 

specified by the user, assuming sufficient memory is available on the user’s computer. 

Through trial and error, it was discovered that using 100 digits to represent the values of arguments 

and computed results is sufficient to achieve high precision final values for the series terms and 

truncated series sums. However, this mode of computation takes considerably more time to 

perform calculations, and the cost increases with increasing precision, so the choice of how many 

digits to hold in memory is a compromise, sacrificing speed for precision or vice versa. 

Compounding this is the need to iteratively determine the pressure gradient required for a flow 

rate equal to zero, within some small tolerance. 

A procedure was developed to first compute a close guess for the pressure gradient using the 

expression developed in Section 3.3 (Eqs. 3.57-3.59), then computing the velocity field and flow 

rate for pressure gradients a tiny bit below this value (~99.999% of the initial guess) and again for 

a pressure gradient slightly higher than this starting guess (~100.01%). These two results are used 
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to compute an estimate for the value that should yield zero-net-flow via a Newton-Raphson 

method, which is then used for the third computation of the velocity field and flow rate. The two 

pressure gradient values that yield positive and negative flow rates closest to zero are then used to 

compute the next pressure gradient guess, with this procedure repeated until the computed flow 

rate, normalized by the centerline velocity multiplied by the duct cross-sectional area, remains less 

than a small chosen tolerance 𝜖 (𝜖 = 10−5 for the results presented in this dissertation). Up to this 

point, the velocity fields are calculated using only 100 series terms, but upon reaching the desired 

tolerance with this number of terms, 900 additional terms are computed for a total of 1000. If the 

correction from the additional terms results in a normalized flow rate outside the tolerance, the 

pressure gradient is iterated again until a normalized flow rate below the tolerance is reached with 

a summation of 1000 terms. With this procedure, calculating six to eight velocity profiles to obtain 

the precise pressure gradient and then calculating 1000 series terms on a 401 x 128 grid typically 

takes upwards of 12 hours. 

After calculating a significant number of velocity profiles with different applied magnetic fields 

and driving currents, using the above procedure, enough data were collected to determine a trend 

for the amount by which the initial guess falls short of the final calculated pressure gradient. The 

pressure gradient force predicted from Eqs. 3.57-3.59, scaled by the applied current, is plotted in 

Fig. 3.3 along with a plot of the maximum relative difference for each value of 𝐻𝑎. Using 

MATLAB, a third-order polynomial curve fit is found 

𝐺𝐶−𝐺0

𝐺0
= (𝑐0 + 𝑐1 𝐻𝑎 + 𝑐2 𝐻𝑎2 + 𝑐3 𝐻𝑎3) ∙ 10−3 (3.60) 

             𝑐0 = 0.225733            𝑐2 = 1.20744 ∙ 10−2  

             𝑐1 = −7.42019            𝑐3 = −7.22833 ∙ 10−3    
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that allows for a further refinement of the initial pressure gradient guess by providing an upper 

bound greater than, but very close to, the correct value. This curve fit provides a sufficiently large 

coefficient of determination, defined as 

𝑅2 = 1 −
∑ (𝐺𝐶,𝑖−𝐺𝑖

𝑓𝑖𝑡)
2

𝑁
𝑖=1

∑ (𝐺𝐶,𝑖−𝐺𝐶)
2𝑁

𝑖=1

= 0.999 , (3.61) 

where 𝑁 is the number of data points, 𝐺𝐶,𝑖 is the 𝑖𝑡ℎ calculated pressure gradient term, 𝐺𝑖
𝑓𝑖𝑡

 is the 

value predicted by the curve fit given in Eq. 3.60 for the 𝑖𝑡ℎ magnetic field, and 𝐺𝐶 is the mean 

calculated pressure gradient term. Using the original calculated value of the pressure gradient term 

Figure 3.3. Plots of (left axis) the ratio of the dimensionless pressure gradient 𝐺∗ = (𝑎3 𝜈2⁄ )𝐺0 - 

calculated from the analytical solution (Eq. 6.57-3.59) - and the dimensionless applied current  

𝐼𝑎𝑝𝑝
∗ = 𝐼𝑎𝑝𝑝 (𝜈√𝜎𝜌𝜈)⁄  for several different values of 𝐻𝑎 and (right axis) the relative difference 

between the iteratively calculated and analytically predicted pressure gradient forces, 𝐺𝐶 and 𝐺0, 
averaged over all currents for each magnetic field. 
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as the lower guess, and an upper guess determined from Eq. 3.60, drastically reduces the overall 

time required for calculation of the zero-net-flow velocity profile, as the number of velocity field 

calculations is reduced from a minimum of six iterations down to at most three. 

 

3.4.1 Accuracy of truncated series solutions 

Though the trend of the series terms is to drop in magnitude as their order increases, there is a 

certain amount of oscillation superimposed on that decay, so one must be careful to add enough 

terms to guarantee that additional terms would not significantly change the solution. Therefore, an 

examination of the series term size evolution is warranted and can aid in the search for the 

minimum number of series terms needed. Plots of the series term sizes for a few different values 

of applied magnetic field and current are displayed in Fig. 3.4, and it was determined, based on 

the declining contribution to the flow rate with increasing order, that for all cases, terms with order 

𝑁 > 800 do not significantly change the solution. For this study, based on the preceding 

observation, series solutions are calculated using 1000 terms, as mentioned earlier in Section 3.4. 

The truncated series with 1000 terms allows for the calculation of a pressure gradient to double 

precision that yields a flow rate, non-dimensionalized by the centerline velocity multiplied by the 

duct cross-sectional area 4𝑎𝑏𝑈0, equal to a value less than the chosen tolerance of  𝜖 = 10−5, 

which was discussed in the precious section. Combined with the high-precision calculations 

described in Section 3.4 and the use of a fine computational grid, with 401 equally-spaced points 

in the direction perpendicular to the magnetic field and 129 points in the direction parallel to the 

magnetic field, 50 of which are clustered near the Hartmann walls with a spacing 1/25 of those in 

the core, the results of the truncated series summation are quite robust and capture all important 
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features of the flow, including the boundary and shear layers, with a high resolution. One quadrant 

of the grid on which the velocity field is calculated to determine a pressure gradient that yields 

zero net flow (within the tolerance 𝜖) is shown in Fig. 3.5. 

 

3.4.2 Calculated velocity profiles and induced magnetic field 

distributions 

In this section, some examples of the calculated velocity profiles and induced magnetic field 

distributions are plotted, and general features of these results are discussed. Surface plots of 2D 

fully-developed velocity fields are shown in Figs. 3.6(a, c, e, g and i) next to surface plots of the 

corresponding induced magnetic field distributions in Figs. 3.6(b, d, f, h and j) for four different 

Figure 3.4. Dimensionless change in flow rate ∆𝑄 with the addition of successive series terms 

for three different Hartmann numbers at the same 𝑅𝑒. 



101 

 

Hartmann numbers (i.e., applied magnetic fields) with the same applied current. 

The lowest magnetic field (0.01 T) is chosen such that the Hartmann number (𝐻𝑎 = 4) is far too 

low for a quasi-2D state to be reached. This fact is apparent when looking at the wall jet peaks and 

central flow (see Fig. 3.6(a) ), which both demonstrate a noticeable M-shape in the direction of the 

magnetic field, with greater velocity near the Hartmann walls than in the core. This is of course on 

top of the typical M-shape in the velocity profile perpendicular to the magnetic field, driven by the 

injected current distribution, so this velocity profile is of a distinctly 3D nature, as may be 

expected. The magnetic field distribution, shown in Fig. 3.6(b), is quite featureless compared with 

those associated with stronger applied magnetic fields. 

The velocity profile for the next magnetic field (0.1 T), with a Hartmann number (𝐻𝑎 = 39), an 

order of magnitude larger than the case shown in Figs. 3.6(a and b), is significantly more two-

Figure 3.5. Upper right quadrant of the computational grid on which the velocity field series is 

calculated with a magnified corner region showing the extra fine grid near the Hartmann walls. 
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dimensional (see Fig. 3.6(c) ), though it still contains some visible curvature along the wall jet 

peaks and central flow in the direction of the applied magnetic field. It also lacks the characteristic 

flattening of the central flow that is common in Q2D flows under stronger applied magnetic fields. 

Furthermore, at this Hartmann number, the induced magnetic field distribution, shown in 

Fig. 3.6(d), demonstrates a significantly more interesting structure, with a series of peaks near the 

Hartmann walls that form due to the modification of the injected current distribution by the flow, 

in particular their concentration in the Hartmann boundary layers. 

The velocity and induced magnetic field distributions shown in Figs. 3.6(e-j), correspond to 

sufficiently strong applied magnetic field to form true Q2D flows (0.5, 1.0, and 1.5 T;                 

𝐻𝑎 = 194, 389, and 583). The precise measurement of these flows’ degree of two-dimensionality 

is discussed in detail in Section 3.9. All of these flows have extremely flat core flows, which 

become successively flatter with increasing magnetic field strength. At 𝐻𝑎 ≈ 200, the wall jet 

peaks (see Fig. 3.6(e) ) still have a very slight curvature in the applied magnetic field direction, but 

for the two strongest magnetic field cases, the velocity profiles are quite visibly two-dimensional 

and the jet peaks are even flattened like the core flow (see Figs. 3.6(g and i) ). The induced 

magnetic field distributions (see Figs. 3.6(h and j) ) also become significantly sharper in their 

transition regions and more flattened in the applied magnetic field direction between the narrow 

regions with strong gradients. As is explained in greater detail in Section 3.6, the sharp features in 

the induced magnetic field distributions occur where the current distribution undergoes rapid 

changes in direction, which is especially pronounced near the current injection electrodes, since 

current is flowing outward or inward from or to each source or sink electrode and, hence, the 

magnetic field slope must change sign from one side of an electrode to the other, by Eq. 2.16(c). 
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Figure 3.6. Non-dimensionalized velocity 𝑈/𝑈0 and induced magnetic field 𝐵𝑖/𝐵0 profiles for:  

(a,b) 𝐻𝑎 = 4 (0.01 𝑇), 𝑅𝑒 = 1669; (c,d) 𝐻𝑎 = 39 (0.1 𝑇), 𝑅𝑒 = 5962; (e,f) 𝐻𝑎 = 194 (0.5 𝑇), 

𝑅𝑒 = 6467. 𝑈0 = 𝑈(0,  0) is the centerline velocity, and 𝐵0 is the applied magnetic field. Each case is 

calculated for the same applied electric current of 1 A. 
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3.4.3 Velocity and magnetic field trends 

As discussed in the previous section, the magnetic field has a distinct effect on the shape of the 

velocity profile, with increasing field strength flattening the wall jet peaks and the core flow. The 

applied current does not produce such a remarkable change to the shape of the velocity profile, but 

it does increase the magnitudes of the jet peak and core velocities. Figure 3.7 exemplifies these 

Figure 3.6 (continued). Non-dimensionalized velocity 𝑈/𝑈0 and induced magnetic field 𝐵𝑖/𝐵0 profiles 

for: (g,h) 𝐻𝑎 = 389 (1.0 𝑇), 𝑅𝑒 = 6566; (i,j) 𝐻𝑎 = 583 (1.5 𝑇), 𝑅𝑒 = 6609. 𝑈0 = 𝑈(0,  0) is the 

centerline velocity, and 𝐵0 is the applied magnetic field. Each case is calculated for the same applied 

electric current of 1 A. 
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trends. The left plot, which demonstrates the effect on the velocity profile of altering the applied 

field while keeping all other parameters constant, not only exhibits the profile flattening that is 

quite evident in the surface plots, but also shows that for weaker magnetic fields, the locations 

where the velocity changes direction can lie closer to the centerline rather than near the electrode 

center, as it does for higher field strengths. This plot also demonstrates that though the maximum 

peak velocity can actually decrease slightly with increasing magnetic field, the magnitude of the 

centerline velocity always increases; however, this increase lessens dramatically at higher fields. 

The change in mean velocity with applied current or magnetic field is a useful metric for comparing 

theoretical predictions, numerical simulations, and experimental results. Based on the analytical 

work presented in this section, the velocity is expected to scale linearly with applied current, 

though this is of course only for a laminar flow free of instability. The dependence of the velocity 

Figure 3.7. Plots of the distribution of 𝑅𝑒 at 𝑧 = 0 versus 𝑦 𝑎⁄  for (left) different magnetic fields 

at the same driving electric current of 𝐼𝑎𝑝𝑝 = 1 A and for (right) different driving electric 

currents at the same magnetic field of 𝐵0 = 0.5 T (𝐻𝑎 = 194). 
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on magnetic field is more complex, as evidenced by the convoluted dependence of series terms on 

𝐻𝑎. While increasing the injected electric current directly increases the Lorentz force in the fluid 

but leaves opposing forces mostly unchanged, an increase in the applied magnetic field increases 

the Lorentz force and also increases the Hartmann braking force, which becomes non-linearly 

stronger with increasing 𝐻𝑎. At lower magnetic fields, this retarding force is much weaker than 

the Lorentz force, but at higher magnetic fields, it becomes comparable in magnitude, balancing 

any further increase in the driving force with increasing 𝐻𝑎, causing a saturation effect to appear 

in the trend plots. Plots of the dimensionless centerline velocity, i.e., the Reynolds number 𝑅𝑒𝐶𝐿, 

and the product 𝑅𝑒𝐶𝐿𝐻𝑎 are shown in Fig. 3.8(a-b) as functions of applied current. The log-log 

plot shown in Fig. 3.8(a) highlights the slight effect of the magnetic field on the velocity, which is 

clearly not linear, and the linear increase of 𝑅𝑒𝐶𝐿 with applied current at any fixed 𝐻𝑎. The slopes 

of the curves in Fig. 3.8(a) are tabulated in Table 3.1 for 𝐻𝑎 = 4 – 620 (𝐵 = 0.01 - 1.6 T). For 

the range of experimentally accessible magnetic fields (0.3 - 1.5 T), the slope does not change 

much, ranging from 𝑅𝑒𝐶𝐿 𝐼𝑎𝑝𝑝[A]⁄ = 6366 to 6609, with an average value of approximately 

𝑅𝑒𝐶𝐿 𝐼𝑎𝑝𝑝[A]⁄ ≅ 6500 (where 𝐼𝑎𝑝𝑝[A] is the applied driving current in units of Amps). 

Because of the aforementioned saturation effect, for magnetic fields greater than roughly 0.1 T, 

i.e., 𝐻𝑎 = 39, all of the plots of 𝑅𝑒𝐶𝐿 versus applied current fall almost on top of one another. To 

better distinguish among these data, Fig. 3.8(b) shows the product 𝑅𝑒𝐶𝐿𝐻𝑎 versus the applied 

current for values that fall in the ranges used in the MHD Instability Experiment (see Section 6), 

and in this plot, it becomes much more apparent that the velocity is linearly dependent upon 

current. Figure 3.9 directly shows the effect of the magnetic field on the velocity for a specific 

arbitrary applied electric current, with several values of 𝐻𝑎 in the very low magnetic field range  
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Figure 3.8. Plots of (a) centerline Reynolds number 𝑅𝑒𝐶𝐿 vs. non-dimensional applied current 

𝐼/𝐼0 for analytical solution of current-driven M-shaped velocity profile, including all calculated 

cases, and (b) 𝑅𝑒𝐶𝐿𝐻𝑎 vs. 𝐼/𝐼0 for several cases in the range investigated in the MHD Instability 

Experiment. 𝑅𝑒𝐶𝐿 is based on the centerline velocity 𝑈0 = 𝑈(0,0) and the applied current 𝐼 is 

scaled by 𝐼0 = 𝜈√𝜎𝜌𝜈. 
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 included so that the nature of the increase in 𝑅𝑒𝐶𝐿 leading up to saturation may be observed. For 

very low values of 𝐻𝑎, 𝑅𝑒𝐶𝐿 𝐻𝑎⁄ ≈ 360, and for 𝐻𝑎 ≳ 200, the slope drastically reduces to 

𝑅𝑒𝐶𝐿 𝐻𝑎⁄ ≈ 0.06 due to the saturation effect. These nearly linear segments are connected by a 

knee region that spans the range 15 ≲ 𝐻𝑎 ≲ 200. A wide range of centerline velocity values 

computed from Eqs. 3.52(a,b) and the associated Reynolds number are tabulated in Appendix A 

for reference. 

 

Table 3.1. Slopes of 𝑅𝑒𝐶𝐿 versus 𝐼𝑎𝑝𝑝 curves produced from the analytical solution for a wide 

range of 𝐻𝑎 (magnetic fields). 
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 3.5 Streamfunction and vorticity 

The streamfunction 𝜓 and vorticity 𝜔⃑⃑  can both be derived analytically from the velocity field 

solution 𝑢⃑ , with a single additional boundary condition required for the streamfunction. For a 3D 

flow, the streamfunction takes on a vector form, i.e., 𝑢⃑ = ∇⃑⃑ × 𝜓⃑ , which automatically satisfies 

incompressibility since the divergence of a curl is always identically zero. But in this case  

𝑣 = 𝑤 = 0, so 

𝜕𝜓𝑥

𝜕𝑧
−

𝜕𝜓𝑧

𝜕𝑥
= 0      and       

𝜕𝜓𝑦

𝜕𝑥
−

𝜕𝜓𝑥

𝜕𝑦
= 0 ,  

Figure 3.9. Plot of centerline Reynolds number 𝑅𝑒𝐶𝐿 vs. Hartmann number 𝐻𝑎 (𝐻𝑎 = 4  -1943) 

for the analytical solution for a current-driven M-shaped velocity profile with an applied current 

of 𝐼 = 1 A. 𝑅𝑒𝐶𝐿 increases rapidly for small values of 𝐻𝑎, but due to a saturation effect, the 

plot flattens considerably for 𝐻𝑎 ≳ 200. 
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which may be satisfied if 𝜓𝑥 and 𝜓𝑦 are constant and 𝜓𝑧 = 𝜓(𝑦, 𝑧). Then the streamfunction is 

obtained by integrating the velocity  𝑢 =
𝜕𝜓

𝜕𝑦
  as follows, using the solution given by Eqs. 3.52(a,b). 

𝜓(𝑦, 𝑧) = ∫𝑢(𝑦, 𝑧) 𝑑𝑦 + 𝜓0 = 𝜓0 + ∑ 𝜁𝑛(𝑧) ∫ cos(𝑘𝑛𝑦) 𝑑𝑦∞
𝑛=1    

𝜓(𝑦, 𝑧) = 𝜓0 + ∑
1

𝑘𝑛
𝜁𝑛(𝑧) sin(𝑘𝑛𝑦)∞

𝑛=1  (3.62) 

where 𝜁𝑛(𝑧) is given by Eq. 3.52(b). The constant 𝜓0 is an arbitrary reference value of the 

streamfunction that may, for example, be taken to be the value at 𝑦 = 𝑧 = 0 or at some location 

on one of the walls. 

The vorticity is given by Eq. 2.23 with the solution in Eqs. 3.52(a,b) inserted. Since the velocity 

field depends on both 𝑦 and 𝑧, the vorticity has two components 𝜔𝑦 and 𝜔𝑧  . 

𝜔𝑦(𝑦, 𝑧) =
𝜕𝑢

𝜕𝑧
−

𝜕𝑤

𝜕𝑥
=

𝜕

𝜕𝑧
∑ 𝜁𝑛(𝑧) cos(𝑘𝑛𝑦)∞

𝑛=1   

𝜁𝑛
′ (𝑧) =

𝜕

𝜕𝑧
[𝜁𝑛(𝑧)] =

𝑑

𝑑𝑧
[
𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ cosh(𝑚𝑛
+𝑧) + 𝐷𝑛

− cosh(𝑚𝑛
−𝑧)]  

             = 𝑚𝑛
+𝐷𝑛

+ sinh(𝑚𝑛
+𝑧) + 𝑚𝑛

−𝐷𝑛
− sinh(𝑚𝑛

−𝑧) (3.63) 

𝜔𝑦(𝑦, 𝑧) = ∑ 𝜁𝑛
′ (𝑧) cos(𝑘𝑛𝑦)∞

𝑛=1  (3.64) 

𝜔𝑧(𝑦, 𝑧) =
𝜕𝑣

𝜕𝑥
−

𝜕𝑢

𝜕𝑦
= −

𝜕

𝜕𝑦
∑ 𝜁𝑛(𝑧) cos(𝑘𝑛𝑦)∞

𝑛=1   

                   = ∑ 𝑘𝑛 𝜁𝑛(𝑧) sin(𝑘𝑛𝑦)∞
𝑛=1  (3.65) 

Then the vorticity vector field in a fully-developed electrode-driven MHD duct flow is 

𝜔⃑⃑ = ∑ [ 𝑦̂ 𝜁𝑛
′ (𝑧) cos(𝑘𝑛𝑦) + 𝑧̂ 𝑘𝑛 𝜁𝑛(𝑧) sin(𝑘𝑛𝑦) ]∞

𝑛=1  . (3.66) 
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Upon plotting the two components of vorticity (e.g., Fig. 3.10), it becomes clear that the 

𝑦-component 𝜔𝑦 is essentially zero everywhere except in the very thin Hartmann layers, where it 

is very large due to the steep velocity gradients there. The 𝑧-component of the vorticity is large in 

the Shercliff boundary layers, reaching its local maximum at 𝑧 = 0,  and in the shear layer on the 

inside leg of each wall jet, rising sharply at the electrode locations (inflection points) and peaking 

in the Hartmann boundary layers. These distributions lead to maximal shear, and hence, maximal 

tendency to instability, in the boundary layers and at the inflection points. 

 

3.6 Electric current distribution 

The electric current distribution can be determined from the induced magnetic field (as given by 

Eqs. 3.53(a,b) ) via Ampère’s law in the form found in Eq. 2.16(c). 

Figure 3.10. Surface plots of (left) 𝑦-component and (right) 𝑧-component of vorticity 𝜔𝑦 and 

𝜔𝑧, scaled by 𝑈0 𝑎⁄ , where 𝑈0 = 𝑢(0,0), for analytical solution for current-driven M-shaped 

velocity profile with 𝐻𝑎 = 194 (0.5 T) and applied current of 1 A. 𝜔𝑦 is negligible everywhere 

except in the Hartmann layers, and 𝜔𝑧 is very large only in the Shercliff boundary layers, where 

it peaks in the center at 𝑧 = 0, and at, and very near, the inflection points, where it peaks at the 

duct walls in the Hartmann layers. 
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 𝑗  ⃑ =
1

𝜇
∇⃑⃑ × 𝐵⃑ 𝑖 =

1

𝜇
[𝑦̂  (

𝜕𝐵𝑖,𝑥

𝜕𝑧
−

𝜕𝐵𝑖,𝑧

𝜕𝑥
) + 𝑧̂  (

𝜕𝐵𝑖,𝑦

𝜕𝑥
−

𝜕𝐵𝑖,𝑥

𝜕𝑦
)] (3.67) 

The induced magnetic field has only one component, so we simply write 𝐵𝑖,𝑥 = 𝐵𝑖  . 

𝜕𝐵𝑖

𝜕𝑧
= 𝜇 √𝜌𝜎𝜈 ∑ cos(𝑘𝑛𝑦)

𝜕𝛽𝑛

𝜕𝑧
∞
𝑛=1   

𝜕𝛽𝑛

𝜕𝑧
= 𝛽𝑛

′ (𝑧) = 𝑚𝑛
+𝐷𝑛

+ cosh(𝑚𝑛
+𝑧) − 𝑚𝑛

−𝐷𝑛
− cosh(𝑚𝑛

−𝑧) (3.68a) 

𝑗𝑦 =
1

𝜇

𝜕𝐵𝑖,𝑥

𝜕𝑧
= √𝜌𝜎𝜈 ∑ cos(𝑘𝑛𝑦)𝛽𝑛

′ (𝑧)∞
𝑛=1  (3.68b) 

𝜕𝐵𝑖

𝜕𝑦
= 𝜇 √𝜌𝜎𝜈 ∑

𝜕

𝜕𝑦
cos(𝑘𝑛𝑦) 𝛽𝑛(𝑧)

∞
𝑛=1 = −𝜇√𝜌𝜎𝜈 ∑ 𝑘𝑛sin(𝑘𝑛𝑦) 𝛽𝑛(𝑧)

∞
𝑛=1   

𝑗𝑧 = √𝜌𝜎𝜈 ∑ 𝑘𝑛sin(𝑘𝑛𝑦) 𝛽𝑛(𝑧)
∞
𝑛=1  (3.69) 

The current density vector field is then 

𝑗 = √𝜌𝜎𝜈 ∑ [𝑦̂  cos(𝑘𝑛𝑦) 𝛽𝑛
′ (𝑧) + 𝑧̂  𝑘𝑛sin(𝑘𝑛𝑦) 𝛽𝑛(𝑧)]

∞
𝑛=1  , (3.70) 

with 𝛽𝑛 and 𝛽𝑛
′  given by Eqs. 3.53(b) and 3.68(a). Figure 3.11 contains plots of the current 

distribution vector field, which are also contours of the magnetic field. Comparing these plots with 

Fig. 2.5, a representation of the current paths in a Shercliff flow, the effect of the current-injection 

on the overall current distribution is clear. Whereas for the much simpler Shercliff flow, current 

paths form closed, almost-rectangular loops on either side of the duct, with current predominantly 

flowing downward in the core flow, for the electrically-driven M-shaped velocity profile, there are 

several distinct regions of current recirculation. First, it should be noted that the parts of the current 

paths parallel to the applied magnetic field, i.e., 𝑗𝑧, do not contribute to the Lorentz body force. 
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Figure 3.11. Electric current distribution magnitude (contour plot) and streamlines for  

(a) 𝐻𝑎 = 39 (0.1 T), (b) 𝐻𝑎 = 194 (0.5 T), (c) 𝐻𝑎 = 389 (1.0 T) and (d) 𝐻𝑎 = 583 (1.5 T), all 

with the same injected electric current of 1 A. Current injection electrode centers are at  

𝑦 𝑎⁄ = ±0.5 on the vertical walls, which, along with the corners, are regions of highest current 

density indicated by yellow or orange shaded areas in the contour plot (with black regions 

indicating significantly lower current densities). 
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Second, everywhere there is a non-zero component of the current perpendicular to the applied 

magnetic field, i.e., 𝑗𝑦 ≠ 0, it points downward, even though the fluid in the core is travelling in 

the direction opposite that in regions above and below the core flow, where the bulk of the wall 

jets lie. The factor responsible for the flow moving in different directions in these two regions of 

the domain is the pressure gradient, which is uniform throughout the duct, while the Lorentz force 

is much stronger between the electrodes in the core. The current flow in the core region is mainly 

a consequence of the current injection, while the currents flowing in the jet regions are naturally 

arising, flow-opposing induced currents similar to those that develop in a Shercliff flow. Third, 

current injected into the flow through an electrode does not predominantly flow down the wall to 

then be extracted through the lower potential electrode on the same wall, which may be the path 

of least resistance intuition suggests charges would prefer. Instead, the majority of the injected 

current flows toward the vertical centerline (sections of the background contour plot that are more 

yellow or orange correspond to regions of greater current density), where it then redistributes and 

flows almost uniformly through the core region before being collected near the duct center again 

and then flowing back outward to the current extraction electrodes. This behavior is, of course, 

due to MHD effects arising from the fluid motion and, in particular, is a consequence of the 

tendency of MHD duct flows to become two-dimensional. Fourth, the regions with the strongest 

current density are the regions closest to the current injection electrodes and the corners of the 

duct, where current concentrates and flows into (or out of) the Shercliff layers from (or to) the 

Hartmann layers. Finally, comparisons among the four cases shown in Fig. 3.11 offer insight into 

the effect of the applied magnetic field. As the applied magnetic field is increased for some fixed 

injected current magnitude, the current paths become more aligned with either the Hartmann or 

side walls, with corners in current loops sharpening somewhat. A consequence of this 
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rectangularization of the current paths is their increased concentration in the duct corners and edges 

of the Shercliff layers, indicated by a brightening of those regions of the contour plot. Where this 

concentrated current flows from or to the Hartmann layers, turning to flow perpendicular to the 

applied magnetic field, very large, highly-localized Lorentz forces may develop, making this a 

difficult region in which to predict the behavior of the flow, and it is largely ignored when 

analyzing properties of the MHD boundary layers. 

 

3.7 Electric potential distribution 

With the velocity and current distribution solutions in hand, Ohm’s law can be used to calculate 

the gradient of electric potential, which can then be integrated to find the electric potential 

distribution. Rearranging Eq. 2.16(e) yields the following expression for the gradient. 

∇⃑⃑ 𝜑 = 𝑢⃑ × 𝐵⃑ −
 𝑗 ⃑⃑ 

𝜎
 (3.71) 

Plugging in our expressions for 𝑢⃑  and 𝑗 , given by Eqs. 3.52(a-b) and 3.70, the above equation 

becomes 

∇⃑⃑ 𝜑 = ∑ 𝑥̂ cos(𝑘𝑛𝑦)  𝜁𝑛(𝑧)
∞
𝑛=1 × (𝐵𝑖 𝑥̂ + 𝐵0𝑧̂)  

              −
1

𝜎
√𝜌𝜎𝜈 ∑ [𝑦̂  cos(𝑘𝑛𝑦)𝛽𝑛

′ (𝑧) + 𝑧̂  𝑘𝑛sin(𝑘𝑛𝑦)  𝛽𝑛(𝑧)]∞
𝑛=1   

∇⃑⃑ 𝜑 = −𝑦̂∑  [𝐵0cos(𝑘𝑛𝑦) 𝜁𝑛(𝑧) − √
𝜌𝜈

𝜎
cos(𝑘𝑛𝑦)𝛽𝑛

′ (𝑧)]∞
𝑛=1   

                  − 𝑧̂√
𝜌𝜈

𝜎
∑  𝑘𝑛 sin(𝑘𝑛𝑦)  𝛽𝑛(𝑧)

∞
𝑛=1  (3.72) 

To determine the potential distribution, each component of the gradient is integrated as follows. 
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𝜑1(𝑦, 𝑧) = ∫
𝜕𝜑

𝜕𝑦
𝑑𝑦 + 𝑓1(𝑧)  

               = ∑ ∫ [−𝐵0  𝜁𝑛(𝑧) + √
𝜌𝜈

𝜎
𝛽𝑛

′ (𝑧)] cos(𝑘𝑛𝑦) 𝑑𝑦∞
𝑛=1 + 𝑓1(𝑧)  

               = ∑
1

𝑘𝑛
[−𝐵0  𝜁𝑛(𝑧) + √

𝜌𝜈

𝜎
𝛽𝑛

′ (𝑧)] sin(𝑘𝑛𝑦)∞
𝑛=1 + 𝑓1(𝑧) (3.73) 

𝜑2(𝑦, 𝑧) = ∫
𝜕𝜑

𝜕𝑧
𝑑𝑧 + 𝑓2(𝑦)  

               = ∫ [−√
𝜌𝜈

𝜎
∑  𝑘𝑛 sin(𝑘𝑛𝑦)  𝛽𝑛(𝑧)

∞
𝑛=1 ] 𝑑𝑧 + 𝑓2(𝑦)  

               = −√
𝜌𝜈

𝜎
∑  𝑘𝑛 sin(𝑘𝑛𝑦)∞

𝑛=1 ∫ 𝛽𝑛(𝑧) 𝑑𝑧 + 𝑓2(𝑦)  

∫𝛽𝑛(𝑧) 𝑑𝑧 = ∫[𝐷𝑛
+ sinh(𝑚𝑛

+𝑧) − 𝐷𝑛
− sinh(𝑚𝑛

−𝑧)] 𝑑𝑧  

                     =
𝐷𝑛

+

𝑚𝑛
+ cosh(𝑚𝑛

+𝑧) − 
𝐷𝑛

−

𝑚𝑛
− cosh(𝑚𝑛

−𝑧)  

𝜑2(𝑦, 𝑧) = −√
𝜌𝜈

𝜎
∑  𝑘𝑛 sin(𝑘𝑛𝑦)∞

𝑛=1 ∙  

                                 ∙ [
𝐷𝑛

+

𝑚𝑛
+ cosh(𝑚𝑛

+𝑧) − 
𝐷𝑛

−

𝑚𝑛
− cosh(𝑚𝑛

−𝑧)] + 𝑓2(𝑦) (3.74) 

To determine the functions 𝑓1 and 𝑓2, the difference between 𝜑1 and 𝜑2 is taken and set to zero, 

since they should both represent the same solution. 

𝜑2(𝑦, 𝑧) − 𝜑1(𝑦, 𝑧) = 0 = 𝑓2(𝑦) − 𝑓1(𝑧) + ∑ sin(𝑘𝑛𝑦) ∙∞
𝑛=1   

             ∙ {
1

𝑘𝑛
𝐵0

𝐺𝑛

𝑘𝑛
2 + √

𝜌𝜈

𝜎
[(𝑚𝑛

+)2 + 
𝐻𝑎

𝑏
𝑚𝑛

+ − 𝑘𝑛
2]

𝐷𝑛
+

𝑘𝑛𝑚𝑛
+ cosh(𝑚𝑛

+𝑧)  

                                −√
𝜌𝜈

𝜎
[(𝑚𝑛

−)2 −
𝐻𝑎

𝑏
𝑚𝑛

− − 𝑘𝑛
2]

𝐷𝑛
−

𝑘𝑛𝑚𝑛
− cosh(𝑚𝑛

−𝑧) } (3.75) 

The expressions in square brackets are both identically equal to zero, referring back to Eq. 3.35, 

which reduces the above expression to the following remaining terms. 
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𝑓2(𝑦) − 𝑓1(𝑧) = −∑
𝐵0𝐺𝑛

𝑘𝑛
3 sin(𝑘𝑛𝑦)∞

𝑛=1  . (3.76) 

The right hand side is clearly a function only of 𝑦, so 𝑓1(𝑧) = 𝜑0, which is a constant, and 

𝑓2(𝑦) = 𝜑0 − ∑
𝐵0𝐺𝑛

𝑘𝑛
3 sin(𝑘𝑛𝑦)∞

𝑛=1  . (3.77) 

Then a final expression for the electric potential distribution is 

𝜑(𝑦, 𝑧) = 𝜑0 − ∑
𝐵0𝐺𝑛

𝑘𝑛
3 sin(𝑘𝑛𝑦)∞

𝑛=1   

                                                     −√
𝜌𝜈

𝜎
∑  𝑘𝑛 sin(𝑘𝑛𝑦)∞

𝑛=1 ∙  

                                                                            ∙ [
𝐷𝑛

+

𝑚𝑛
+ cosh(𝑚𝑛

+𝑧) − 
𝐷𝑛

−

𝑚𝑛
− cosh(𝑚𝑛

−𝑧)] (3.78) 

If the potential is known at any point in the system, the constant 𝜑0 can be easily determined 

from the above expression. It is worth noting that along the centerline of the duct, at 𝑦 = 0, the 

series terms in Eq. 3.78 all vanish identically for all 𝑧, and the potential takes on the value of the 

constant 𝜑0, so 𝜑0 is simply the centerline electric potential, constant throughout the plane, at 

𝑦 = 0, that contains the applied magnetic field vector. 

 

3.8 Wall jet structure 

The wall jets, which are the primary features of interest in the electrically-driven flow, consist of 

three distinct regions: the Shercliff boundary layer, the peak region (which is flattened for stronger 

magnetic fields), and the bulk shear layer sitting between the peak and the flat, uniform core flow. 

Instabilities tend to initiate in one of two regions in an M-shaped velocity profile: the Shercliff 

boundary layer, which gives rise to side wall instabilities, and the bulk shear layer, where 
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inflectional instabilities arise. Instabilities may arise in both of these regions, under certain 

circumstances, and may then interact across the jet, producing complex secondary instabilities. It 

is also possible for bulk instabilities to arise in both shear layers and interact across the core to 

produce another type of secondary instability. These secondary instabilities are likely responsible 

for complete destabilization of a MHD duct flow with strong wall jets, leading to transition to a 

fully turbulent flow regime. Thus, it is important to investigate these regions of the flow in 

particular and to characterize and compare them with other known MHD flows so that their 

contribution to these flows’ stability can be understood. A useful tool for identifying the 

boundaries of the jets and shear layers is the vorticity distribution. A plot of the vorticity along a 

cross-section at 𝑧 = 0 is shown in Fig. 3.12, and the distinctive structures associated with the 

Shercliff and shear layers are indicated. 

 

3.8.1   Boundary and bulk shear layer dependence on Ha 

Following a similar procedure to that applied in Section 2.1.2 for the Hartmann and Shercliff flows, 

several values of the boundary layer thickness are plotted in Fig. 3.13 for the velocity profiles 

calculated from the analytic solution given in Section 3.2, and a curve fit is performed to determine 

the dependence of this thickness on the Hartmann number. The same is done for the bulk shear 

layer width and the overall jet width. The edge of each boundary layer and the shear layers are 

defined using the vorticity distribution, which vanishes where the velocity gradient falls to zero. 

The boundary layer edge is defined to be where the vorticity reaches 1% of its local extremum 

value, i.e., the value of vorticity at each wall. The edges of each shear layer are defined to be where 

the vorticity falls to 1% of the jet peak vorticity. With these definitions, values of the boundary 
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layer thickness and shear layer width are calculated for a large number of magnetic field and 

injected current combinations, which correspond to combinations of 𝐻𝑎 and 𝑅𝑒. However, the 

injected current, or 𝑅𝑒, does not appear to affect the result. Only changing the magnetic field 

affects the layer widths, though the ranges of velocity and vorticity vary considerably. 

 

 3.8.2 Wall shear stress 

The boundary layers in MHD flows are special in that their structure depends on the magnetic field 

strength and orientation, as discussed in Section 2.1.2. Thus, the wall shear necessarily has a 

Figure 3.12. Plots of non-dimensional vorticity 𝜔𝑧𝑎 𝑈0⁄  and velocity 𝑈 𝑈0⁄  vs. 𝑦 along cross-

section at 𝑧 = 0 for 𝐻𝑎 = 194 (0.5 T) and an injected current of 1 A, where 𝑈0 = 𝑈(0,0). The 

Shercliff layer and the shear layer, characterized by regions of non-zero 𝜔𝑧, are indicated, as 

well as the flattened wall jet peak region and flattened core regions separating them. 
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similarly unique character. The wall shear stresses at the Hartmann and Shercliff walls, 𝜏𝑤,𝐻𝑎 and 

𝜏𝑤,𝑆ℎ, respectively, are given by the expressions 

𝜏𝑤,𝐻𝑎 = ∓𝜌𝜈
𝜕𝑢

𝜕𝑧
|
𝑧=±𝑏

 (3.79) 

𝜏𝑤,𝑆ℎ = ∓𝜌𝜈
𝜕𝑢

𝜕𝑦
|
𝑦=±𝑎

 . (3.80) 

Derivatives of Eq. 3.52 are now taken and substituted into the above expressions. 

Figure 3.13. Plots of Shercliff layer, shear layer, and wall jet thickness measured in analytical 

solutions for an electrically driven M-shaped velocity profile, non-dimensionalized by the duct 

half-width 𝑎. Curve fits to these data for 𝐻𝑎 > 150 are shown as black lines with fitted power 

laws shown in black. Shercliff and shear layer scaling is ~𝐻𝑎−1/2, just like in Shercliff layers 

in the Shercliff flow, while wall jet width dependence on 𝐻𝑎 diverges from this scaling due to 

the flattening of jet peaks at higher magnetic fields. 
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𝜏𝑤,𝐻𝑎 = ∓𝜌𝜈 {
𝜕

𝜕𝑧
∑ cos(𝑘𝑛𝑦) [

𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ cosh(𝑚+𝑧) + 𝐷𝑛
− cosh(𝑚−𝑧)] ∞

𝑛=1 } |
𝑧=±𝑏

  

            = −𝜌𝜈 ∑ cos(𝑘𝑛𝑦) [𝑚+𝐷𝑛
+ sinh(𝑚+𝑏) + 𝑚−𝐷𝑛

− sinh(𝑚−𝑏)]∞
𝑛=1   

𝜏𝑤,𝑆ℎ = ∓𝜌𝜈 { 
𝜕

𝜕𝑦
∑ cos(𝑘𝑛𝑦) [

𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ cosh(𝑚+𝑧)

+𝐷𝑛
− cosh(𝑚−𝑧)

]  ∞
𝑛=1 } |

𝑦=±𝑎

  

           = 𝜌𝜈 ∑ 𝑘𝑛 sin(𝑘𝑛𝑎) [
𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ cosh(𝑚+𝑧) + 𝐷𝑛
− cosh(𝑚−𝑧)]∞

𝑛=1   

𝜏𝑤,𝐻𝑎(𝑦) = −𝜌𝜈 ∑ 𝜁𝑛
′ (𝑏) cos(𝑘𝑛𝑦)∞

𝑛=1  (3.81) 

𝜏𝑤,𝑆ℎ(𝑧) = 𝜌𝜈 ∑ (−1)𝑛−1  𝑘𝑛   𝜁𝑛(𝑧)
∞
𝑛=1  (3.82) 

As before, 𝜁𝑛(𝑧) and 𝜁𝑛
′ (𝑧) are given by Eqs. 3.52(b) and 3.63. Though the ultimate form of the 

shear stress at the Hartmann walls cannot be clearly visualized without adding a sufficient number 

of series terms, it is worth noting that 𝜏𝑤,𝐻𝑎 vanishes at 𝑦 = ±𝑎. Even less can be said of the 

Shercliff wall shear from simply looking at the individual series terms. In order to reveal these 

shear distributions, a large number of series terms (𝑁 = 1000) have been summed to produce the 

plots shown in Fig. 3.14. As expected, the shear stresses at the walls largely mirror the local 

velocity near each wall, switching signs in the jet and core regions along the Hartmann walls. Both 

shear stresses vanish in the corners, a somewhat complex region where the current paths are forced 

to concentrate in density and dramatically change direction, as discussed in Section 3.6, so that the 

behavior there diverges from that in either boundary layer. Another very interesting result of this 

analysis is the difference in shear stress magnitude for the two wall orientations, with a wall shear 

stress that is greater in magnitude at the Shercliff walls by a factor of about five in spite of the 

much larger boundary layer there. This is somewhat counterintuitive, and it is helpful to look at 

the curvatures of the velocity field in the different boundary layers in order to understand the 
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reasons for such a difference.  The second derivatives of 𝑢 with respect to the coordinates 𝑦 and 𝑧 

are given by 

𝜕2𝑢

𝜕𝑦2 = −∑ 𝑘𝑛
2 cos(𝑘𝑛𝑦) 𝜁𝑛(𝑧)

∞
𝑛=1  (3.83) 

Figure 3.14. Plots of Hartmann wall stress vs. 𝑦 𝑎⁄  and Shercliff wall shear stress vs. 𝑧 𝑏⁄ ,  

non-dimensionalized by 𝜌𝜈𝑈0 𝑎⁄  below a surface plot of the velocity profile showing plot 
locations via colored planes. 
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𝜕2𝑢

𝜕𝑧2 = ∑ cos(𝑘𝑛𝑦) [𝑚𝑛
+2𝐷𝑛

+ cosh(𝑚𝑛
+𝑧) + 𝑚𝑛

−2𝐷𝑛
− cosh(𝑚𝑛

−𝑧)]∞
𝑛=1  , (3.84) 

where 𝜁𝑛(𝑧) is given by Eq. 3.52(b). Evaluating each of these expression in the middle of the wall 

to which the curvature is orthogonal, i.e., Eq. 3.83 orthogonal to the Shercliff boundary layer at 

𝑧 = 0 and Eq. 3.84 orthogonal to the Hartmann boundary layer at 𝑦 = 0, yields the reduced 

versions 

𝜕2𝑢

𝜕𝑦2
|
𝑧=0

= −∑ 𝑘𝑛
2 (

𝐺𝑛

𝑘𝑛
2 + 𝐷𝑛

+ + 𝐷𝑛
−) cos(𝑘𝑛𝑦)∞

𝑛=1  (3.85) 

𝜕2𝑢

𝜕𝑧2
|
𝑦=0

= ∑ [𝑚𝑛
+2𝐷𝑛

+ cosh(𝑚𝑛
+𝑧) + 𝑚𝑛

−2𝐷𝑛
− cosh(𝑚𝑛

−𝑧)]∞
𝑛=1  . (3.86) 

Figure 3.15 contains plots of the velocity profile curvatures normal to the walls and at their centers, 

with a zoomed-in window showing a bit more detail in the boundary layer region. The difference 

in sign near the walls is due to the chosen locations and the change in flow direction across the 

duct, since the velocity profile has negative slope near the Hartmann walls at 𝑦 = 0 and positive 

slope near the Shercliff walls at 𝑧 = 0. Near the Hartmann walls, the velocity curvature normal to 

the wall is more than an order of magnitude smaller than the normal curvature near the Shercliff 

walls. So even though the Hartmann layer is much thinner than the Shercliff layer with a stronger 

average velocity gradient, at the Shercliff walls the gradient is actually much steeper than at the 

Hartmann walls, resulting in a higher Shercliff wall shear stress. This occurs because the greater 

curvature and thicker boundary layer near the Shercliff walls allows for a greater overall change 

of the velocity gradient from zero at the jet peak to its maximum value near the wall. Conversely, 

in the Hartmann boundary layer, the gradient changes less drastically from zero in the bulk to its 

peak value at the wall due to the smaller curvature and shorter distance over which velocity is able 

to change slope. The plots also clearly show the locations of the inflection points at the electrodes. 
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Figure 3.15. Plots of curvatures 𝜕2𝑢 𝜕𝑦2⁄  and 𝜕2𝑢 𝜕𝑧2⁄  vs. 𝑦 𝑎⁄  and 𝑧 𝑏⁄ , scaled by 𝑈0 𝑎2⁄ , 

perpendicular to the walls and at their centers, below the velocity profile with lines showing 

cross-sections plotted. The curvature near the Hartmann walls (black dashed line) is more than 

an order of magnitude smaller than the peak curvature in the Shercliff layers (solid blue line), 

which allows for a greater shear stress at the Shercliff wall than at the Hartmann wall in spite 

of the more aggressive average velocity gradient in the Hartmann layer. 
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3.9 Two-dimensionality of calculated velocity field 

As a measurement of the degree to which a calculated velocity profile is two-dimensional, the 

amount of variance across the duct in the 𝑧-direction, i.e., parallel to the applied magnetic field, is 

measured at the center of the duct (𝑦 = 0) and along the centers of the wall jet peaks. It is expected 

that the greater the magnetic field strength, the more two-dimensional a velocity profile becomes. 

An instance of zero variance is never expected, however, due to the necessary existence of the 

Hartmann boundary layers. The degree of two-dimensionality is measured using the average 

velocity in the z-direction, weighted by the local grid spacing 𝛿𝑈. This variation metric is given 

by 

𝛿𝑈 = ∑
(𝑢𝑖+1+𝑢𝑖) 2⁄

𝑢𝑚𝑎𝑥

(𝑧𝑖+1−𝑧𝑖)

2𝑏

𝑁−1
𝑖=1 = ∑

𝑢𝑖+1 2⁄

𝑢𝑚𝑎𝑥

∆𝑧𝑖+1 2⁄

2𝑏

𝑁−1
𝑖=1  (3.87)  

to account for any non-uniform spacing. The results of the above calculation for a large number of 

applied magnetic field and injected current combinations, i.e., 𝐻𝑎-𝑅𝑒 combinations, are shown in 

Fig. 3.16. As expected, as 𝐻𝑎 increases, the current-driven flow becomes more and more two-

dimensional, and for 𝐻𝑎 ≥ 200, the flow is more than 99% two-dimensional, even including the 

Hartmann layers. The core flow approaches a Q2D state much faster than the wall jets due to the 

more extreme gradients in the jet region. Of particular note is the fact that for each Hartmann 

number, a very large number of different Reynolds numbers (i.e., different injected currents) are 

plotted, but only a single plot point is visible for each value of 𝐻𝑎 due to the near-perfect overlap 

regardless of 𝑅𝑒. Thus, the degree of two-dimensionality does not depend upon the strength of the 

driving Lorentz force (i.e., the injected current magnitude) and the resulting Reynolds number; 

only the magnetic field strength determines this characteristic of a MHD duct flow. 
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Figure 3.16. Average variation of velocity parallel to the applied magnetic field, weighted by 

local grid spacing. Blue circles are velocity variations at the centerline, i.e., 𝑦 = 0. Orange 

diamonds are velocity variations along wall jet peaks at the 𝑦-location where velocity reaches 
its maximum. For each Hartmann number, several cases at different Reynolds numbers are 

plotted, though this is not obvious since data points for each 𝐻𝑎, regardless of 𝑅𝑒, perfectly 

overlap, indicating that the degree of two-dimensionality is driven entirely by the magnetic 

field. 
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3.10 Summary of analytical results 

An exact analytical solution was derived for a fully-developed, laminar flow of a conductive fluid 

immersed in a transverse magnetic field in a duct geometry, with a pair of line electrodes of finite 

width on each Hartmann wall placed mirror-symmetrically about the wall centerline delivering a 

flow of electric current into the fluid that creates a tailored Lorentz body force and drives the flow 

to attain a prescribed Q2D velocity profile, providing the magnetic field is of sufficient strength. 

The parameters on which the solution depends are the duct and electrode geometries, the applied 

magnetic field, and the total injected electric current. Aside from the detailed three-dimensional 

velocity and induced magnetic field profiles arising under the specified set of parameters and the 

dependence of the Reynolds number in such a system on 𝐻𝑎 and the applied current – 

𝑅𝑒(𝐻𝑎, 𝐼𝑎𝑝𝑝) – a number of flow quantities are found from the solution, including: 

 the pressure gradient 𝑑𝑝 𝑑𝑥⁄  that develops for a particular flow rate 𝑄 under the specified 

conditions 

 the streamfunction distribution 𝜓(𝑦, 𝑧) 

 the vorticity distribution 𝜔(𝑦, 𝑧) 

 the electric current distribution 𝑗 (𝑦, 𝑧) 

 the electric potential distribution 𝜑(𝑦, 𝑧) 

 the wall shear stresses at the Hartmann and Shercliff walls, 𝜏𝑤,𝐻𝑎 and 𝜏𝑤,𝑆ℎ 

 the velocity profile curvature. 

In addition to the above distributions that together furnish an extremely profound understanding 

of a laminar electrically-driven MHD duct flow, the analytical solution also leads to useful 
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observations that aid characterization of these flows, including: 

 the saturation of 𝑅𝑒 with increasing 𝐻𝑎 due to the balance of Lorentz and Hartmann 

braking forces at higher magnetic field strengths 

 the increasing isolation of electric current paths on either side of the duct centerlines with 

increasing magnetic field 

 the dependence of Shercliff and bulk shear layer thicknesses on the magnetic field strength 

proportional to 𝐻𝑎−1/2 

 the structure of wall jets in an electrically driven flow, with boundaries between features 

defined by the vorticity distribution 

 the degree to which a flow is two-dimensional at a particular value of 𝐻𝑎, which appears 

to be independent of the injected current, and hence, the Reynolds number. 

These results allow for the thorough characterization of a laminar flow in an electrically-driven 

MHD duct flow, which is quite useful for the verification and validation of certain numerical 

results and for the identification of flow regimes in experimentally measured flows in similar 

systems. They also help identify the conditions under which an assumption of Q2D flow is valid, 

which ensures that the use of a Q2D model for computations or wall electric potential 

measurements for the observation of an experimentally generated MHD duct flow are reliable. In 

addition, the use of a base flow computed from the analytical solution directly on a computational 

grid for linear stability analysis avoids errors inherent in less accurate, interpolated 

approximations. 
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CHAPTER 4 

 

Linear Stability Analysis 

 

One great advantage of having an exact solution 𝑈(𝑦) available is the ability to take derivatives 

analytically, which can be used to perform a linear stability analysis (LSA). Since non-linear 

effects are neglected in this treatment, the prediction of instability formation and growth is 

generally quite conservative, providing an upper limit on the critical Reynolds number at which 

instability is expected. Consideration of non-linear effects typically results in a prediction of 

instability that, in reality, may occur for a much lower Reynolds number. Moreover, in this chapter, 

the base flow is taken to be Q2D, which is an assumption only valid above some minimum 

magnetic field strength, so flows at lower field strength may also become unstable due to effects 

of three-dimensional fluid motion or may in fact remain stable though LSA suggests otherwise. 

LSA can be performed with two main approaches. The modes with maximum growth rate can be 

determined either (1) through a time-marching evolution of the linearized governing equations 

when initiated with an array of random numbers distributed about zero, bounded by a small value, 

i.e., low-amplitude random noise, or (2) by the application of an ansatz that disturbances are 

wavelike with either a spatial or temporal eigenvalue spectrum composed of complex values that 

can be determined through an eigenvalue-eigenvector solution methodology. Either approach may 

be used to determine the mode or modes with the greatest growth rate; here, however, only the 

eigenvalue solution approach is utilized to analyze the stability of the derived analytical solution, 

which is discussed in Section 4.4. The result, which is an expression for the perturbation of some 
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parameter of interest, such as the streamfunction or velocity field, may be added to a mean flow 

solution to predict the total perturbed state of a flow. The wavelengths, growth rates, and oscillation 

frequencies of instabilities are found from this analysis, and other useful quantities related to 

turbulence in the perturbed flow, such as turbulence production and turbulent kinetic energy, may 

also be derived. 

 

4.1 Modal LSA for MHD flows 

There are two primary established approaches to the development of a set of linearized governing 

equations for a MHD flow in a duct, akin to the Rayleigh equation for non-MHD inviscid flows. 

First, a modal solution derived from the momentum, mass conservation and induction equations, 

along with the requirement of a solenoidal magnetic field, given by Eqs. 2.16a and b, 2.22 and 

2.16d, respectively, is developed following the approach of Takashima [92]. The linearized 

governing equations are written in terms of mean quantities plus fluctuating components, i.e., 

𝑢⃑ = 𝑈(𝑦)𝑥̂ + 𝑢⃑ 1(𝑥, 𝑦, 𝑡), 𝐵⃑ = 𝐵0𝑧̂ + 𝐵𝑖(𝑦)𝑥̂ + 𝐵⃑ 1(𝑥, 𝑦, 𝑡) and 𝑝 = 𝑃(𝑥) + 𝑝1(𝑥, 𝑦, 𝑡) (where 𝑢⃑ 1, 

𝐵⃑ 1 and 𝑝1 are the fluctuating components), as follows. 

[
𝜕

𝜕𝑡
+ (𝑈⃑⃑ + 𝑢⃑ 1) ∙ ∇⃑⃑ ] (𝑈⃑⃑ + 𝑢⃑ 1) = −

1

𝜌
∇⃑⃑ (𝑃 + 𝑝1) + 𝜈∇2(𝑈⃑⃑ + 𝑢⃑ 1)  

                                                                    +
1

𝜌𝜇
[∇⃑⃑ × (𝐵⃑ 𝑖 + 𝐵⃑ 1)] × 𝐵⃑ 0 (4.1) 

∇⃑⃑ ∙ (𝑈⃑⃑ + 𝑢⃑ 1) = 0 (4.2) 

[
𝜕

𝜕𝑡
+ (𝑈⃑⃑ + 𝑢⃑ 1) ∙ ∇⃑⃑ ] (𝐵⃑ 𝑖 + 𝐵⃑ 1) = [(𝐵⃑ 0 + 𝐵⃑ 𝑖 + 𝐵⃑ 1) ∙ ∇⃑⃑ ](𝑈⃑⃑ + 𝑢⃑ 1)  

                                                                                    +
1

𝜌𝜇
∇2(𝐵⃑ 𝑖 + 𝐵⃑ 1) (4.3) 
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∇⃑⃑ ∙ (𝐵⃑ 𝑖 + 𝐵⃑ 1) = 0 (4.4) 

The unperturbed quantities alone are solutions to the governing equations, so the governing 

equations with only the unperturbed variables included may be subtracted from the above four 

equations, neglecting second-order terms, to yield a set of governing equations for the 

perturbations themselves. 

(
𝜕

𝜕𝑡
+ 𝑈⃑⃑ ∙ ∇⃑⃑ ) 𝑢⃑ + (𝑢⃑ ∙ ∇⃑⃑ )𝑈⃑⃑ = −

1

𝜌
∇⃑⃑ 𝑝1 + 𝜈∇2𝑢⃑ +

1

𝜌𝜇
(∇⃑⃑ × 𝐵⃑ 1) × 𝐵⃑ 0 (4.5) 

∇⃑⃑ ∙ 𝑢⃑ = 0 (4.6) 

(
𝜕

𝜕𝑡
+ 𝑈⃑⃑ ∙ ∇⃑⃑ ) 𝐵⃑ 1 + (𝑢⃑ 1 ∙ ∇⃑⃑ )𝐵⃑ 𝑖 = (𝐵⃑ 1 ∙ ∇⃑⃑ )𝑈⃑⃑ + (𝐵⃑ 𝑖 ∙ ∇⃑⃑ )𝑢⃑ 1  

                                      + (𝐵⃑ 1 ∙ ∇⃑⃑ ) 𝑈⃑⃑ + [(𝐵⃑ 0 + 𝐵⃑ 𝑖) ∙ ∇⃑⃑ ] 𝑢⃑ 1 +
1

𝜌𝜇
∇2𝐵⃑ 1 (4.7) 

∇⃑⃑ ∙ 𝐵⃑ 1 = 0 (4.8) 

The second approach is to write a linearized momentum equation based on the Q2D approximation 

given by Eq. 2.66, introduced in [14], i.e., the SM82 theory, where the electromagnetic effects are 

encompassed in a “Hartmann braking” term oriented opposite the velocity field and dependent 

only upon the velocity field and applied magnetic field (𝐵0 or 𝐻𝑎). This approximation results in 

a much more economical solution process, as there are only two governing equations for the 

perturbed momentum (the 𝑦 and 𝑧-components of the Q2D momentum equation), and two 

variables (𝑢 and 𝑣), plus the total pressure 𝓅 = 𝒫 + 𝓅1, which includes the magnetic pressure 

introduced in Section 2.1.3. The perturbed governing equation, in this case, is 
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[
𝜕

𝜕𝑡
+ (𝑈⃑⃑ + 𝑢⃑ 1) ∙ ∇⃑⃑ ] (𝑈⃑⃑ + 𝑢⃑ 1) = −

1

𝜌
∇⃑⃑ (𝒫 + 𝓅1)  

                                                                + 𝜈∇2(𝑈⃑⃑ + 𝑢⃑ 1) −
1

𝜏𝐻
(𝑈⃑⃑ + 𝑢⃑ 1) . (4.9) 

Again removing the terms found in the unperturbed governing equation and dropping second-order 

terms, the following linearized governing equation for the velocity perturbation is obtained. 

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
) 𝑢⃑ 1 + 𝑣1

𝜕𝑈⃑⃑ 

𝜕𝑦
= −

1

𝜌
∇⃑⃑ 𝓅1 + 𝜈∇2𝑢⃑ 1 −

1

𝜏𝐻
𝑢⃑ 1 (4.10) 

The SM82 Q2D theory has proven to be reliable for describing behavior in MHD duct flows with 

a strong transverse applied magnetic field. This assertion is explored and strongly supported by 

work discussed in Sections 4 and 5, in particular comparisons between numerical simulations 

based on a Q2D model and experimental results. Of course, though the unperturbed equation 

describes fluid motion in such a flow very well, perturbations in the induced magnetic field are 

ignored, so a stability analysis based on Eq. 4.10 may be somewhat conservative. However, linear 

stability analysis is inherently conservative already for a non-linear system such as a MHD duct 

flow, so the use of a Q2D approximation yields a similar insight into the flow behavior. 

In linear stability analyses, it is very common to eliminate the pressure by first taking the 

divergence of Eq. 4.10 to obtain a Poisson equation for 𝓅 as follows, 

∇⃑⃑ ∙ [(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
) 𝑢⃑ 1 + 𝑣1

𝜕𝑈⃑⃑ 

𝜕𝑦
] = −

1

𝜌
∇2𝓅1 + 𝜈∇2(∇⃑⃑ ∙ 𝑢⃑ 1) −

∇⃑⃑ ∙𝑢⃑⃑ 1

𝜏𝐻
 . (4.11) 

The velocity perturbation is incompressible, like the mean flow, so the last two terms vanish. The 

divergence of the convective terms reduces as follows, with a dash indicating a derivative with 

respect to 𝑦. 
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∇⃑⃑ ∙ (𝑈
𝜕𝑢⃑⃑ 1

𝜕𝑥
) =

𝜕

𝜕𝑥
(𝑈

𝜕𝑢1

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑈

𝜕𝑣1

𝜕𝑥
) = 𝑈

𝜕2𝑢1

𝜕𝑥2 + 𝑈′
𝜕𝑣1

𝜕𝑥
+ 𝑈

𝜕2𝑣1

𝜕𝑥 𝜕𝑦
  

                         = 𝑈
𝜕

𝜕𝑥
(
𝜕𝑢1

𝜕𝑥
+

𝜕𝑣1

𝜕𝑦
) + 𝑈′ 𝜕𝑣1

𝜕𝑥
= 𝑈′

𝜕𝑣1

𝜕𝑥
  

∇⃑⃑ ∙ (𝑣1
𝜕𝑈⃑⃑ 

𝜕𝑦
) =

𝜕

𝜕𝑥
(𝑣1𝑈′) = 𝑈′

𝜕𝑣1

𝜕𝑥
   

Plugging these results back into Eq. 4.11, it becomes 

𝜕

𝜕𝑡
(∇⃑⃑ ∙ 𝑢⃑ 1) + 2𝑈′ 𝜕𝑣1

𝜕𝑥
= −

1

𝜌
∇2𝓅1 , (4.12) 

so the Poisson equation for the pressure perturbation is 

∇2𝓅1 = −2𝜌𝑈′ 𝜕𝑣1

𝜕𝑥
 . (4.13) 

Now the Laplacian operator is applied to Eq. 4.10 so that the pressure term may be eliminated 

using Eq. 4.13. 

∇2 (
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
) 𝑢⃑ 1 + ∇2(𝑣1𝑈⃑⃑ ′) = −

1

𝜌
∇⃑⃑ (∇2𝓅1) + 𝜈∇4𝑢⃑ 1 −

1

𝜏𝐻
∇2𝑢⃑ 1  

𝜕

𝜕𝑡
(∇2𝑢⃑ 1) + 𝑈

𝜕3𝑢⃑⃑ 1

𝜕𝑥3 +
𝜕

𝜕𝑦
(𝑈′ 𝜕𝑢⃑⃑ 1

𝜕𝑥
+ 𝑈

𝜕2𝑢⃑⃑ 1

𝜕𝑥 𝜕𝑦
) +

𝜕2𝑣1

𝜕𝑥2 𝑈⃑⃑ ′ +
𝜕

𝜕𝑦
(𝑣1𝑈⃑⃑ 

′′ +
𝜕𝑣1

𝜕𝑦
𝑈⃑⃑ ′)  

                                             = −
1

𝜌
∇⃑⃑ (−2𝜌𝑈′ 𝜕𝑣1

𝜕𝑥
) + 𝜈∇4𝑢⃑ 1 −

1

𝜏𝐻
∇2𝑢⃑ 1  

𝜕

𝜕𝑡
(∇2𝑢⃑ 1) + 𝑈

𝜕3𝑢⃑⃑ 1

𝜕𝑥3 + 𝑈′′
𝜕𝑢⃑⃑ 1

𝜕𝑥
+ 2𝑈′ 𝜕2𝑢⃑⃑ 1

𝜕𝑥 𝜕𝑦
+ 𝑈

𝜕3𝑢⃑⃑ 1

𝜕𝑥 𝜕𝑦2 +
𝜕2𝑣1

𝜕𝑥2 𝑈⃑⃑ ′  

                   + 𝑣1𝑈⃑⃑ 
′′′ + 2

𝜕𝑣1

𝜕𝑦
𝑈⃑⃑ ′′ +

𝜕2𝑣1

𝜕𝑦2 𝑈⃑⃑ ′  

              = 2𝑈′ 𝜕2𝑣1

𝜕𝑥2 𝑥̂ + 2 (𝑈′′
𝜕𝑣1

𝜕𝑥
+ 𝑈′ 𝜕2𝑣1

𝜕𝑥 𝜕𝑦
) 𝑦̂ + 𝜈∇4𝑢⃑ 1 −

1

𝜏𝐻
∇2𝑢⃑ 1  

Bringing all terms to the left hand side and combining them where possible, this reduces to 
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(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
)∇2𝑢⃑ 1 + 𝑈′′

𝜕𝑢⃑⃑ 1

𝜕𝑥
+ 2𝑈′ 𝜕2𝑢1

𝜕𝑥 𝜕𝑦
𝑥̂ − 2𝑈′ 𝜕2𝑣1

𝜕𝑥2 𝑥̂ +
𝜕2𝑣1

𝜕𝑥2 𝑈⃑⃑ ′  

  + 𝑣1𝑈⃑⃑ 
′′′ + 2

𝜕𝑣1

𝜕𝑦
𝑈⃑⃑ ′′ +

𝜕2𝑣1

𝜕𝑦2 𝑈⃑⃑ ′ − 2𝑈′′ 𝜕𝑣1

𝜕𝑥
𝑦̂ − 𝜈∇4𝑢⃑ 1 +

1

𝜏𝐻
∇2𝑢⃑ 1 = 0 . (4.14) 

The 𝑥-component of Eq. 4.14 is 

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
)∇2𝑢1 + 𝑈′′ (

𝜕𝑢1

𝜕𝑥
+

𝜕𝑣1

𝜕𝑦
) + 𝑈′′ 𝜕𝑣1

𝜕𝑦
+ 𝑈′ 𝜕

𝜕𝑥
(
𝜕𝑢1

 𝜕𝑦
−

𝜕𝑣1

𝜕𝑥
)  

                           + 𝑈′ 𝜕

𝜕𝑦
(
𝜕𝑢1

𝜕𝑥 
+

𝜕𝑣1

𝜕𝑦
) + 𝑈′′′𝑣1 − 𝜈∇4𝑢1 +

1

𝜏𝐻
∇2𝑢1 = 0 .  

Eliminating the terms that contain the divergence of velocity and noting that the fourth term is the 

vorticity perturbation 𝜔1 =
𝜕𝑢1

 𝜕𝑦
−

𝜕𝑣1

𝜕𝑥
, this reduces to 

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
− 𝜈∇2 +

1

𝜏𝐻
)∇2𝑢1 + 𝑈′ 𝜕𝜔1

𝜕𝑥
+ 𝑈′′ 𝜕𝑣1

𝜕𝑦
+ 𝑈′′′𝑣1 = 0 . (4.15) 

The y-component of Eq. 4.14 is 

[(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
− 𝜈∇2 +

1

𝜏𝐻
)∇2 − 𝑈′′

𝜕

𝜕𝑥
] 𝑣1 = 0 (4.16) 

Equation 4.15 depends on both components of the velocity perturbation and the vorticity 

perturbation. It is common to use as a system of equations Eq. 4.16 along with a governing equation 

for the vorticity perturbation rather than Eq. 4.15. A governing equation for the vorticity 𝜔1 is 

obtained by taking the partial derivative with respect to 𝑦 of the 𝑥-component of Eq. 4.10 and 

subtracting the partial derivative with respect to 𝑥 of the 𝑦-component as follows. 

𝜕

𝜕𝑦
[(

𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
)𝑢1] −

𝜕

𝜕𝑥
[(

𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
) 𝑣1] +

𝜕

𝜕𝑦
(𝑣1𝑈′)  

               = −
1

𝜌
(

𝜕

𝜕𝑦

𝜕𝓅1

𝜕𝑥
−

𝜕

𝜕𝑥

𝜕𝓅1

𝜕𝑦
) + 𝜈∇2 (

𝜕𝑢1

𝜕𝑦
−

𝜕𝑣1

𝜕𝑥
) −

1

𝜏𝐻
(
𝜕𝑢1

𝜕𝑦
−

𝜕𝑣1

𝜕𝑥
)  
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𝜕

𝜕𝑡
(
𝜕𝑢1

𝜕𝑦
−

𝜕𝑣1

𝜕𝑥
) + 𝑈′

𝜕𝑢1

𝜕𝑥
+ 𝑈

𝜕2𝑢1

𝜕𝑥 𝜕𝑦
− 𝑈

𝜕2𝑣1

𝜕𝑥2 + 𝑈′
𝜕𝑣1

𝜕𝑦
+ 𝑈′′𝑣1 = 𝜈∇2𝜔1 −

1

𝜏𝐻
𝜔1   

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
− 𝜈∇2 +

1

𝜏𝐻
)𝜔1 = −𝑈′′𝑣1 (4.17) 

Here, the terms with 𝑈′ vanish by continuity. Though this equation still couples the variables 𝜔1 

and 𝑣1, it is much simpler than Eq. 4.15, having the variable 𝑣1 only in a single term, which 

behaves as a source term for the vorticity. Once a result for 𝑣1 is obtained, the pressure perturbation 

may then be solved from Eq. 4.13 using standard techniques for solving Poisson’s equation. 

A modal solution is obtained by making the ansatz that the perturbations all take the form of a 

series of modes with unique spatial and temporal frequencies. For example, perturbations of the 

𝑦-component of the velocity and the vorticity are written, in this case, as the real part (ℛℯ) of a 

complex exponential. 

[𝑣1, 𝜔1] = ℛℯ{  [𝑣̃(𝑦), 𝜔̃(𝑦)] 𝑒𝑖(𝛼𝑥−𝛽𝑡)   } . (4.18) 

Here, it is of course assumed that the flow is two-dimensional and therefore not dependent upon 

𝑧. The coefficients depend solely upon the transverse coordinate 𝑦, and the dependence upon 𝑥, 

the mean flow direction, and 𝑡 is wavelike with wavenumber 𝛼 and frequency 𝛽, respectively, for 

each mode. This ansatz simplifies derivatives and admits the application of an eigen-solution for 

each mode using standard techniques. The same construction may be applied to other perturbation 

variables, such as the x-component of velocity 𝑢1 or the streamfunction 𝜓1. 

With the normal velocity perturbation expressed in the form given in Eq. 4.18, Eq. 4.16 becomes 

(neglecting the decomposition into real and imaginary parts for the moment) 
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0 = [(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
− 𝜈∇2 +

1

𝜏𝐻
)∇2 − 𝑈′′

𝜕

𝜕𝑥
] 𝑣̃(𝑦) 𝑒𝑖(𝛼𝑥−𝛽𝑡)  

    = [− (
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
− 𝜈∇2 +

1

𝜏𝐻
)𝛼2𝑣̃(𝑦)   

                         |
||

+ (
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
− 𝜈∇2 +

1

𝜏𝐻
) 𝑣̃′′ − 𝑖𝛼𝑈′′𝑣̃(𝑦)] 𝑒𝑖(𝛼𝑥−𝛽𝑡)  

0 = [− (−𝑖𝛽 + 𝑖𝛼𝑈 + 𝜈𝛼2 +
1

𝜏𝐻
)𝛼2𝑣̃(𝑦) + 𝜈𝛼2𝑣̃′′   

         + (−𝑖𝛽 + 𝑖𝛼𝑈 + 𝜈𝛼2 +
1

𝜏𝐻
) 𝑣̃′′ − 𝜈𝑣̃′′′′ − 𝑖𝛼𝑈′′𝑣̃(𝑦) ] 𝑒𝑖(𝛼𝑥−𝛽𝑡) (4.19) 

The expression in square brackets must vanish to satisfy Eq. 4.19. If a derivative with respect to 𝑦 

is denoted as the operator 𝒟 ≡
𝜕

𝜕𝑦
, then this equation may be rewritten as 

{[𝑖𝛼 (𝑈 −
𝛽

𝛼
) − 𝜈(𝒟2 − 𝛼2) +

1

𝜏𝐻
] (𝒟2 − 𝛼2) − 𝑖𝛼𝑈′′} 𝑣̃(𝑦) = 0 . (4.20) 

Equation 4.20 is an eigenvalue equation for the normal velocity in a MHD duct flow approximated 

using the SM82 theory for a Q2D flow. If MHD effects are neglected and the flow is taken to be 

inviscid, Eq. 4.20 reduces to the Rayleigh equation: 

[(𝑈 −
𝛽

𝛼
) (𝒟2 − 𝛼2) − 𝑈′′] 𝑣̃(𝑦) = 0 . (4.21) 

The quantity 𝑐 ≡
𝛽

𝛼
  is the wave phase speed, the velocity at which the phase of a disturbance 

propagates in the mean flow direction. Equation 4.20 may now be solved for each mode (series 

term for a perturbation at a specified wavenumber and frequency) using standard eigen-solution 

techniques, which are discussed in detail in Section 4.4. However, before proceeding to this task, 

it is worth exploring what insights may be gleaned from these equations about the flow features 

that lead to instability in MHD duct flows, which is the focus of the following section. 
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4.2 Examination of instability criteria 

For inviscid flows, some criteria have been identified that must be satisfied for instability to arise 

in linear stability analyses. The primary criteria are Rayleigh’s inflection point criterion [28], 

Fjørtoft’s criterion [29], and Howard’s semicircle theorem [30], which were briefly referred to in 

Section 2.2. Rayleigh’s inflection point criterion is derived from Eq. 4.21 by dividing through by 

(𝑈 − 𝑐), multiplying through by the complex conjugate of 𝑣̃ (denoted 𝑣̃∗) and integrating across 

the domain from  𝑦1 = −𝑎  to  𝑦2 = +𝑎  as follows. 

∫ 𝑣̃∗𝒟2𝑣̃  𝑑𝑦
𝑎

−𝑎
− ∫ (𝛼2 +

𝑈′′

𝑈−𝑐
) 𝑣̃∗𝑣̃  𝑑𝑦

𝑎

−𝑎
= 0 (4.22)  

Integrating the first term by parts and noting that 𝑣̃∗𝑣̃ = |𝑣̃|2, this becomes 

[  𝑣̃∗𝒟𝑣̃ |]
−𝑎

𝑎
− ∫ 𝒟𝑣̃∗𝒟𝑣̃  𝑑𝑦

𝑎

−𝑎
− ∫ (𝛼2 +

𝑈′′

𝑈−𝑐
) |𝑣̃|2   𝑑𝑦

𝑎

−𝑎
   

          = [  𝑣̃∗𝒟𝑣̃ |]
−𝑎

𝑎
− ∫ |𝒟𝑣̃|2   𝑑𝑦

𝑎

−𝑎
− ∫ (𝛼2 +

𝑈′′

𝑈−𝑐
) |𝑣̃|2   𝑑𝑦

𝑎

−𝑎
= 0 . (4.23)  

The velocity and its complex conjugate vanish at the boundaries, so the first term is identically 

zero. Here, a temporal instability is sought, where an instability grows in time rather than with 

distance, so the frequency 𝛽 is taken to be complex (i.e., 𝛽 = 𝛽𝑟 + 𝑖𝛽𝑖, where 𝛽𝑟 and 𝛽𝑖 are real, 

and 𝑖 = √−1 ), while the wavenumber 𝛼 is assumed to be real. The wave phase speed 𝑐 is therefore 

complex, so the term containing this value in its denominator is multiplied top and bottom by the 

complex conjugate  (𝑈 − 𝑐∗) = (𝑈 − 𝑐𝑟 + 𝑖𝑐𝑖)  to allow separation of the integrand into real and 

imaginary parts. 

−∫ |𝒟𝑣̃|2   𝑑𝑦
𝑎

−𝑎
− ∫ [𝛼2 +

𝑈′′(𝑈−𝑐𝑟+𝑖𝑐𝑖)

(𝑈−𝑐𝑟)
2+𝑐𝑖

2 ] |𝑣̃|2   𝑑𝑦
𝑎

−𝑎
= 0 . (4.24)  
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The imaginary part of Eq. 4.24 is 

−𝑐𝑖 ∫
𝑈′′

(𝑈−𝑐𝑟)
2+𝑐𝑖

2 |𝑣̃|2   𝑑𝑦
𝑎

−𝑎
= 0 .  (4.25)  

If 𝑐𝑖 ≠ 0, which is assumed here since 𝑐𝑖 > 0 is a requirement for unstable flow, then the integral 

must equal zero. The denominator and |𝑣̃|2 are positive, so for the integral to vanish, U’’ must 

change signs somewhere in the domain. Thus, a necessary condition for instability is that there 

must be an inflection point in the flow, a result referred to as Rayleigh’s inflection point criterion. 

The addition of electromagnetic effects modifies Rayleigh’s criterion somewhat. Under the Q2D 

approximation embodied in the SM82 theory, neglecting viscosity, the eigenvalue equation for the 

normal flow is obtained from Eq. 4.20 by dropping the second term, which contains the kinematic 

viscosity 𝜈, and multiplying through by −
𝑖

𝛼
. 

{[(𝑈 −
𝛽

𝛼
) −

𝑖

𝛼𝜏𝐻
] (𝒟2 − 𝛼2) − 𝑈′′} 𝑣̃(𝑦) = 0 (4.26) 

In a similar process to the derivation of Rayleigh’s inflection point criterion, Eq. 4.26 is divided 

through by (𝑈 − 𝑐 −
𝑖

𝛼𝜏𝐻
), multiplied by the complex conjugate of the velocity 𝑣̃∗, and integrating 

across the domain. 

∫ 𝑣̃∗𝒟2𝑣̃  𝑑𝑦
𝑎

−𝑎
− ∫ (𝛼2 +

𝑈′′

𝑈−𝑐−
𝑖

𝛼𝜏𝐻

) 𝑣̃∗𝑣̃  𝑑𝑦
𝑎

−𝑎
= 0 (4.27)  

Again integrating by parts and multiplying the fraction top and bottom by the complex conjugate 

of the denominator, Eq. 4.27 becomes 
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[  𝑣̃∗𝒟𝑣̃ |]
−𝑎

𝑎
− ∫ 𝒟𝑣̃∗𝒟𝑣̃  𝑑𝑦

𝑎

−𝑎
− ∫ [𝛼2 +

𝑈′′(𝑈−𝑐𝑟+𝑖𝑐𝑖+
𝑖

𝛼𝜏𝐻
)

(𝑈−𝑐𝑟)
2+(𝑐𝑖+

1

𝛼𝜏𝐻
)
2] 𝑣̃∗𝑣̃  𝑑𝑦

𝑎

−𝑎
   

          = −∫ |𝒟𝑣̃|2   𝑑𝑦
𝑎

−𝑎
− ∫ [𝛼2 +

𝑈′′(𝑈−𝑐𝑟+𝑖𝑐𝑖+
𝑖

𝛼𝜏𝐻
)

(𝑈−𝑐𝑟)
2+(𝑐𝑖+

1

𝛼𝜏𝐻
)
2] |𝑣̃|2   𝑑𝑦

𝑎

−𝑎
= 0 . (4.28)  

The imaginary part of Eq. 4.28 is 

 −(𝑐𝑖 +
1

𝛼𝜏𝐽
)∫

𝑈′′

(𝑈−𝑐𝑟)
2+(𝑐𝑖+

1

𝛼𝜏𝐻
)
2 |𝑣̃|2   𝑑𝑦

𝑎

−𝑎
   

                = −
1

𝛼
(𝛽𝑖 +

1

𝜏𝐽
)∫

𝑈′′

(𝑈−𝑐𝑟)
2+(𝑐𝑖+

1

𝛼𝜏𝐻
)
2 |𝑣̃|2   𝑑𝑦

𝑎

−𝑎
= 0 . (4.29)  

Since 𝛽𝑖 > 0 is a necessary requirement for instability, and the Joule dissipation time is positive 

as well, Eq. 4.28 can only be satisfied if the integral vanishes, i.e., if 𝑈’’ changes sign somewhere 

in the domain. Thus, the addition of a Hartmann braking term in the momentum equation does not 

change the fact that an inflection point in the velocity profile is a necessary condition for instability 

in an inviscid flow in the absence of non-linear effects. 

Fjørtoft’s criterion arises from the real part of Eq. 4.24, rearranged as follows. 

−∫ (|𝒟𝑣̃|2 + 𝛼2|𝑣̃|2)  𝑑𝑦
𝑎

−𝑎
= ∫

𝑈′′(𝑈−𝑐𝑟)

(𝑈−𝑐𝑟)
2+𝑐𝑖

2 |𝑣̃|2   𝑑𝑦
𝑎

−𝑎
 (4.30)  

Then, since any multiple of Eq. 4.25 is identically equal to zero, the right hand side may be 

modified by adding an additional term as follows, with the constant 𝑈𝑖𝑛 equal to the velocity at the 

inflection point location 𝑦𝑖𝑛, i.e., 𝑈𝑖𝑛 ≡ 𝑈(𝑦𝑖𝑛). 
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∫
𝑈′′(𝑈−𝑐𝑟)

(𝑈−𝑐𝑟)
2+𝑐𝑖

2 |𝑣̃|2   𝑑𝑦
𝑎

−𝑎
   

          = (𝑐𝑟 − 𝑈𝑖𝑛) ∫
𝑈′′

(𝑈−𝑐𝑟)
2+𝑐𝑖

2 |𝑣̃|2   𝑑𝑦
𝑎

−𝑎
+ ∫

𝑈′′(𝑈−𝑐𝑟)

(𝑈−𝑐𝑟)
2+𝑐𝑖

2 |𝑣̃|2   𝑑𝑦
𝑎

−𝑎
   

          = ∫
𝑈′′(𝑈−𝑈𝑖𝑛)

(𝑈−𝑐𝑟)
2+𝑐𝑖

2 |𝑣̃|2   𝑑𝑦
𝑎

−𝑎
  (4.31)  

So Eq. 4.30 then becomes 

−∫ (|𝒟𝑣̃|2 + 𝛼2|𝑣̃|2)  𝑑𝑦
𝑎

−𝑎
= ∫

𝑈′′(𝑈−𝑈𝑖𝑛)

(𝑈−𝑐𝑟)
2+𝑐𝑖

2 |𝑣̃|2   𝑑𝑦
𝑎

−𝑎
 . (4.32) 

The left hand side is negative unless the velocity perturbation is identically zero, so for instability 

to occur, the right hand side must be negative as well. For this to be true, the numerator in the 

integrand on the right side must be negative, at the least, somewhere in the domain, since all other 

terms in the integrand are positive everywhere in the domain. Assuming a monotonic velocity 

profile in the neighborhood of the inflection point, the product 𝑈′′(𝑈 − 𝑈𝑖𝑛) < 0 everywhere in 

that region of the flow. For a flow that is monotonic across the entire domain, such as a Couette 

flow, this requirement holds everywhere. This is Fjørtoft’s criterion. If MHD effects are included 

using the SM82 model, as was done in Eq. 4.26 (neglecting viscosity), the following equation is 

obtained. 

−∫ (|𝒟𝑣̃|2 + 𝛼2|𝑣̃|2)  𝑑𝑦
𝑎

−𝑎
= ∫

𝑈′′(𝑈−𝑈𝑖𝑛)

(𝑈−𝑐𝑟)
2+(𝑐𝑖+

1

𝛼𝜏𝐻
)
2 |𝑣̃|2   𝑑𝑦

𝑎

−𝑎
 (4.33) 

The resulting conclusion is exactly the same, since Eq. 4.33 differs from Eq. 4.32 only slightly in 

one of the squared terms in the denominator of the right had side. 

The last instability criterion that will be discussed in this section is Howard’s semicircle theorem. 
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This theorem addresses the bounds on the real and imaginary parts of the eigenvalues found from 

a modal linear stability analysis. Following the approach of Schmid and Henningson [93], which 

differs from the original approach of Howard in that they analyze the linearized governing equation 

for the normal velocity rather than the streamfunction, Eq. 4.21 (the Rayleigh equation) is recast 

in terms of a new variable, 

𝑉̃ ≡
𝑣̃

𝑈−𝑐
 .  (4.34) 

To arrive at the most useful form of the transformed equation, the following identity is derived. 

𝒟[(𝑈 − 𝑐)2𝒟𝑉̃] = 𝒟[(𝑈 − 𝑐)𝒟𝑣̃ − 𝑈′𝑣̃]  

                               = (𝑈 − 𝑐)𝒟2𝑣̃ + 𝑈′𝒟𝑣̃ − 𝑈′𝒟𝑣̃ − 𝑈′′𝑣̃   

𝒟[(𝑈 − 𝑐)2𝒟𝑉̃] = (𝑈 − 𝑐)𝒟2𝑣̃ − 𝑈′′𝑣̃ (4.35) 

With Eq. 4.35 and the transformation given by Eq. 4.34, Eq. 4.21 becomes 

𝒟[(𝑈 − 𝑐)2𝒟𝑉̃] − 𝛼2(𝑈 − 𝑐)2𝑉̃ = 0 . (4.36) 

Now Eq. 4.36 is multiplied through by the complex conjugate of 𝑉̃ (denoted 𝑉̃∗) and integrated 

over the domain. 

∫ 𝒟[(𝑈 − 𝑐)2𝒟𝑉̃]𝑉̃∗   𝑑𝑦
𝑎

−𝑎
− ∫ 𝛼2(𝑈 − 𝑐)2𝑉̃𝑉̃∗   𝑑𝑦

𝑎

−𝑎
= 0 (4.37) 

Integrating the first integral by parts, this becomes 

(𝑈 − 𝑐)2  (𝒟𝑉̃) 𝑉̃∗|
−𝑎

𝑎
− ∫ (𝑈 − 𝑐)2(𝒟𝑉̃)(𝒟𝑉̃∗)  𝑑𝑦

𝑎

−𝑎
− ∫ 𝛼2(𝑈 − 𝑐)2|𝑉̃|

2
  𝑑𝑦

𝑎

−𝑎
  

                = −∫ (𝑈 − 𝑐)2|𝒟𝑉̃|
2
  𝑑𝑦

𝑎

−𝑎
− ∫ 𝛼2(𝑈 − 𝑐)2|𝑉̃|

2
  𝑑𝑦

𝑎

−𝑎
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∫ (𝑈 − 𝑐)2 (|𝒟𝑉̃|
2
+ 𝛼2|𝑉̃|

2
)  𝑑𝑦

𝑎

−𝑎
= 0 . (4.38) 

The first term vanishes since the velocity vanishes at both walls. The integrand remaining in 

Eq. 4.38 contains two expressions in parentheses – the first is the square of a complex value, and 

the second is greater than or equal to zero everywhere in the domain. Separating the integral into 

real and imaginary parts, defining for convenience  𝐾 ≡ |𝒟𝑉̃|
2
+ 𝛼2|𝑉̃|

2
, yields 

∫ (𝑈 − 𝑐𝑟 − 𝑖𝑐𝑖)
2  𝐾 𝑑𝑦

𝑎

−𝑎
= ∫ [(𝑈 − 𝑐𝑟)

2 − 𝑐𝑖
2 − 2𝑖𝑐𝑖(𝑈 − 𝑐𝑟)] 𝐾 𝑑𝑦

𝑎

−𝑎
= 0  

∫ [(𝑈 − 𝑐𝑟)
2 − 𝑐𝑖

2] 𝐾 𝑑𝑦
𝑎

−𝑎
= 0  (4.39) 

and 

2𝑐𝑖 ∫ (𝑈 − 𝑐𝑟) 𝐾 𝑑𝑦
𝑎

−𝑎
= 0 .  (4.40) 

It is apparent from Eq. 4.40 that the first term in parentheses must change sign somewhere in the 

domain for the integral to vanish. Therefore, 𝑐𝑟 must lie somewhere within the range of 𝑈, i.e., 

𝑈𝑚𝑖𝑛 < 𝑐𝑟 < 𝑈𝑚𝑎𝑥. Equation 4.40 may also serve to demonstrate the relation 

∫ 𝑈 𝐾 𝑑𝑦
𝑎

−𝑎
= 𝑐𝑟 ∫  𝐾 𝑑𝑦

𝑎

−𝑎
 ,  (4.41) 

which may be combined with Eq. 4.39 as follows. 

∫ (𝑈2 − 2𝑈𝑐𝑟 + 𝑐𝑟
2 − 𝑐𝑖

2) 𝐾 𝑑𝑦
𝑎

−𝑎
   

                                = ∫ (𝑈2 − 𝑐𝑟
2 − 𝑐𝑖

2) 𝐾 𝑑𝑦
𝑎

−𝑎
= 0 (4.42)  

The integral in Eq. 4.42 may then be separated to obtain 
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∫ 𝑈2  𝐾 𝑑𝑦
𝑎

−𝑎
= ∫ (𝑐𝑟

2 + 𝑐𝑖
2) 𝐾 𝑑𝑦

𝑎

−𝑎
 . (4.43)  

Now, the product (𝑈 − 𝑈𝑚𝑖𝑛)(𝑈 − 𝑈𝑚𝑎𝑥) ≤ 0 everywhere in the domain since one of the terms 

in parentheses must be negative or zero, and the other must be positive or zero. Thus, since 𝐾 ≥ 0, 

∫ (𝑈 − 𝑈𝑚𝑖𝑛)(𝑈 − 𝑈𝑚𝑎𝑥) 𝐾 𝑑𝑦
𝑎

−𝑎
≤ 0 . (4.44)  

Expanding this out and using Eqs. 4.41 and 4.43, the inequality may be rewritten as follows. 

∫ [𝑈2 − (𝑈𝑚𝑖𝑛 + 𝑈𝑚𝑎𝑥)𝑈 + 𝑈𝑚𝑖𝑛𝑈𝑚𝑎𝑥] 𝐾 𝑑𝑦
𝑎

−𝑎
   

       = ∫ [ 𝑐𝑟
2 + 𝑐𝑖

2 − (𝑈𝑚𝑖𝑛 + 𝑈𝑚𝑎𝑥)𝑐𝑟 + 𝑈𝑚𝑖𝑛𝑈𝑚𝑎𝑥  ] 𝐾 𝑑𝑦
𝑎

−𝑎
≤ 0 . (4.45)  

Then it may be surmised that 

𝑐𝑟
2 + 𝑐𝑖

2 − (𝑈𝑚𝑖𝑛 + 𝑈𝑚𝑎𝑥)𝑐𝑟 + 𝑈𝑚𝑖𝑛𝑈𝑚𝑎𝑥 ≤ 0 , (4.46)  

or, rearranging this into a more useful form, 

[𝑐𝑟 −
1

2
(𝑈𝑚𝑖𝑛 + 𝑈𝑚𝑎𝑥)]

2

+ 𝑐𝑖
2 ≤

1

4
(𝑈𝑚𝑖𝑛 + 𝑈𝑚𝑎𝑥)

2 − 𝑈𝑚𝑖𝑛𝑈𝑚𝑎𝑥   

                                =
1

4
(𝑈𝑚𝑖𝑛

2 + 2𝑈𝑚𝑖𝑛𝑈𝑚𝑎𝑥 + 𝑈𝑚𝑎𝑥
2 ) − 𝑈𝑚𝑖𝑛𝑈𝑚𝑎𝑥   

                                =
1

4
(𝑈𝑚𝑖𝑛

2 − 2𝑈𝑚𝑖𝑛𝑈𝑚𝑎𝑥 + 𝑈𝑚𝑎𝑥
2 )   

[𝑐𝑟 −
1

2
(𝑈𝑚𝑖𝑛 + 𝑈𝑚𝑎𝑥)]

2

+ 𝑐𝑖
2 ≤ (

𝑈𝑚𝑎𝑥−𝑈𝑚𝑖𝑛

2
)
2

 . (4.47)  

This is an inequality that describes the region inside a circle in the 𝑐𝑟-𝑐𝑖 plane with a radius of 

𝑈𝑚𝑎𝑥−𝑈𝑚𝑖𝑛

2
, centered at (

𝑈𝑚𝑖𝑛+𝑈𝑚𝑎𝑥

2
, 0). Since 𝑐𝑖 > 0 for an instability (assuming a positive 
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wavenumber), in actuality, Eq. 4.47 describes a semicircle with its flat side on, but not including, 

the 𝑐𝑟-axis. Equation 4.47 is referred to as Howard’s semicircle theorem. Multiple analyses have 

confirmed that complex wave speeds are indeed bounded by this semicircle, and it is widely opined 

that Howard’s semicircle theorem is one of the most elegant results in stability theory. 

If a Hartmann braking term is included, as was done in deriving Eq. 4.15, then the complex part 

of the wave speed is altered such that 𝑐𝑖 → 𝑐𝑖 +
1

𝛼𝜏𝐻
, and the resulting equation, analogous to 

Eq. 4.46 but for MHD duct flows, is 

[𝑐𝑟 −
1

2
(𝑈𝑚𝑖𝑛 + 𝑈𝑚𝑎𝑥)]

2

+ (𝑐𝑖 +
1

𝛼𝜏𝐻
)
2

≤ (
𝑈𝑚𝑎𝑥−𝑈𝑚𝑖𝑛

2
)
2

 . (4.48)  

The requirement 𝑐𝑖 > 0 still holds, so Eq. 4.48 still represents a circular segment, but the center of 

the full circle is now at 𝑐𝑖 = −1
𝛼𝜏𝐻

⁄ , cutting off some or all of the allowed complex values 𝑐𝑖 

that can lead to instability, more severely for smaller values of 𝛼. Thus, for a MHD duct flow that 

is accurately represented by the SM82 theory for Q2D flows, complex wave speeds for instabilities 

are bounded by a circular segment with a flat side parallel to the 𝑐𝑖-axis that is smaller in area than 

the full semicircle for non-MHD flows, but with the same radius for a flow with the same range of 

velocities, as shown in Fig. 4.1. However, there is a further consequence that with a sufficiently 

small wavenumber or a sufficiently large magnetic field, such that 

1

𝛼𝜏𝐻
=

𝜈𝜆 𝐻𝑎

2𝜋𝑏2 ≥
𝑈𝑚𝑎𝑥−𝑈𝑚𝑖𝑛

2
 ,   

where 𝜆 is the wavelength of a disturbance, the circle defined by Eq. 4.48 will lie entirely below 

the horizontal axis, leaving no possible values for 𝑐 corresponding to an unstable mode. This means 
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that there will be a minimum wavenumber 𝛼𝑚𝑖𝑛 for given values of the applied magnetic field and 

velocity range below which linear instability is impossible. 

𝛼𝑚𝑖𝑛 =
2𝜈 𝐻𝑎

𝑏2(𝑈𝑚𝑎𝑥−𝑈𝑚𝑖𝑛)
=

2𝑎 𝐻𝑎

𝑏2(𝑅𝑒𝑚𝑎𝑥−𝑅𝑒𝑚𝑖𝑛)
 (4.49)  

This minimum wavenumber corresponds to a maximum wavelength for a periodic structure 

associated with a linear instability of 

𝜆𝑚𝑎𝑥 =
2𝜋

𝛼𝑚𝑖𝑛
=

𝜋𝑏2(𝑈𝑚𝑎𝑥−𝑈𝑚𝑖𝑛)

𝜈 𝐻𝑎
=

𝜋𝑏2(𝑅𝑒𝑚𝑎𝑥−𝑅𝑒𝑚𝑖𝑛)

𝑎 𝐻𝑎
 . (4.50)  

This result implies that structures arising from linear instability in a MHD duct flow will be 

elongated by increased variation in the flow velocity across a duct and shortened by a stronger 

Figure 4.1. Diagrams of the available complex wave speed space (shaded light blue) for (a) a 

linearized non-MHD flow and (b) for a linearized MHD flow modeled using the SM82 theory 

to replace the Lorentz force in the momentum equation with a linear Hartmann braking force 

term. For case (b), increasing magnetic field or 𝐻𝑎 (since 𝜏𝐻 = 𝑏2 𝜈  𝐻𝑎 ) or decreasing the 

wavelength of a disturbance reduces the available ranges of real and complex wave speed 

components, 𝑐𝑟 and 𝑐𝑖. 
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magnetic field. For the system presented in Chapter 3, an increase in the velocity range occurs 

when the injected driving current is increased. 

 

4.3 Modified Orr-Sommerfeld equation for MHD flows 

The linearized Q2D governing equation derived in Section 4.1, Eq. 4.10, may be converted to a 

single fourth-order differential equation for the streamfunction as follows. Equation 4.10 is first 

separated into its two components. 

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
)𝑢1 + 𝑣1

𝜕𝑈

𝜕𝑦
= −

1

𝜌

𝜕𝓅1

𝜕𝑥
+ 𝜈∇2𝑢1 −

1

𝜏𝐻
𝑢1 (4.51) 

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
)𝑣1 = −

1

𝜌

𝜕𝓅1

𝜕𝑦
+ 𝜈∇2𝑣1 −

1

𝜏𝐻
𝑣1 (4.52) 

Then, a partial derivative with respect to 𝑦 is taken of Eq. 4.51, a partial derivative with respect to 

𝑥 is taken of Eq. 4.52, and one is subtracted from the other to eliminate the pressure gradient. 

𝜕

𝜕𝑥
[(

𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
) 𝑣1] −

𝜕

𝜕𝑦
[(

𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
) 𝑢1] −

𝜕

𝜕𝑦
(𝑣1

𝜕𝑈

𝜕𝑦
)  

        = −
1

𝜌

𝜕

𝜕𝑥

𝜕𝓅1

𝜕𝑦
+

1

𝜌

𝜕

𝜕𝑦

𝜕𝓅1

𝜕𝑥
+ 𝜈∇2 𝜕𝑣1

𝜕𝑥
− 𝜈∇2 𝜕𝑢1

𝜕𝑦
−

1

𝜏𝐻

𝜕𝑣1

𝜕𝑥
+

1

𝜏𝐻

𝜕𝑢1

𝜕𝑦
  

𝜕

𝜕𝑡
(
𝜕𝑣1

𝜕𝑥
−

𝜕𝑢1

𝜕𝑦
) +

𝜕𝑈

𝜕𝑥

𝜕𝑣1

𝜕𝑥
+ 𝑈

𝜕2𝑣1

𝜕𝑥2 −
𝜕𝑈

𝜕𝑦

𝜕𝑢1

𝜕𝑥
− 𝑈

𝜕2𝑢1

𝜕𝑥 𝜕𝑦
  

            − 
𝜕𝑣1

𝜕𝑦

𝜕𝑈

𝜕𝑦
− 𝑣1

𝜕2𝑈

𝜕𝑦2 = 𝜈∇2 (
𝜕𝑣1

𝜕𝑥
−

𝜕𝑢1

𝜕𝑦
) −

1

𝜏𝐻
(
𝜕𝑣1

𝜕𝑥
−

𝜕𝑢1

𝜕𝑦
)  

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
)(

𝜕𝑣1

𝜕𝑥
−

𝜕𝑢1

𝜕𝑦
) − 𝑈′ (

𝜕𝑢1

𝜕𝑥
+

𝜕𝑣1

𝜕𝑦
) − 𝑈′′𝑣1  

                                               = 𝜈∇2 (
𝜕𝑣1

𝜕𝑥
−

𝜕𝑢1

𝜕𝑦
) −

1

𝜏𝐻
(
𝜕𝑣1

𝜕𝑥
−

𝜕𝑢1

𝜕𝑦
) (4.53) 
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The second term vanishes by continuity. The remaining velocity components are now replaced 

with partial derivatives of the streamfunction using Eq. 2.25, i.e., 𝑢1 =
𝜕𝜓1

𝜕𝑦
  and  𝑣1 = −

𝜕𝜓1

𝜕𝑥
. 

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
)(−

𝜕

𝜕𝑥

𝜕𝜓1

𝜕𝑥
−

𝜕

𝜕𝑦

𝜕𝜓1

𝜕𝑦
) + 𝑈′′

𝜕𝜓1

𝜕𝑥
  

                       = 𝜈∇2 (−
𝜕

𝜕𝑥

𝜕𝜓1

𝜕𝑥
−

𝜕

𝜕𝑦

𝜕𝜓1

𝜕𝑦
) −

1

𝜏𝐻
(−

𝜕

𝜕𝑥

𝜕𝜓1

𝜕𝑥
−

𝜕

𝜕𝑦

𝜕𝜓1

𝜕𝑦
)  

(
𝜕

𝜕𝑡
+ 𝑈

𝜕

𝜕𝑥
)∇2𝜓1 − 𝑈′′

𝜕𝜓1

𝜕𝑥
= 𝜈∇4𝜓1 −

1

𝜏𝐻
∇2𝜓1 (4.54) 

Equation 4.54 is a fourth-order partial differential equation for the streamfunction perturbation 

including a Hartmann braking term. 

In solving numerically for eigen-solutions, the governing equation should first be 

non-dimensionalized. The scale for the coordinates is chosen to be the half-width of the duct 

perpendicular to the magnetic field  𝑎, and the scale for the velocity is chosen to be the mean flow 

centerline velocity, denoted 𝑈0, with the streamfunction then scaled by 𝑈0𝑎 and the time by 𝑎/𝑈0. 

The wavenumber 𝛼 and frequency 𝛽 used in the modal analysis are scaled by 1/𝑎 and 𝑈0/𝑎, 

respectively. Finally, the Laplacian operator and second derivative with respect to 𝑦 represented 

by the double-prime are scaled by 1/𝑎2. Then the non-dimensional variables are 

𝑥∗ =
𝑥

𝑎
 ,       𝑦∗ =

𝑦

𝑎
 ,       𝑈∗ =

𝑈

𝑈0
 ,       𝜓∗ =

𝜓1

𝑈0𝑎
 ,       𝑡∗ =

𝑈0𝑡

𝑎
 ,  

𝛼∗ = 𝑎𝛼 ,       𝛽∗ =
𝑎𝛽

𝑈0
 ,       ∇2∗=

𝜕2

𝜕(𝑥∗)2
+

𝜕2

𝜕(𝑦∗)2
= 𝑎2∇2 ,       (𝑈∗)′′ = 𝑎2 𝑈′′

𝑈0
  

With these dimensionless variables, Eq. 4.54 may be rewritten in the non-dimensional form as 

follows. 
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(
𝑈0

𝑎

𝜕

𝜕𝑡∗ +
𝑈0

𝑎
𝑈∗ 𝜕

𝜕𝑥∗)
1

𝑎2 ∇2∗(𝑈0𝑎 𝜓∗) −
𝑈0

𝑎2
(𝑈′′)∗

1

𝑎

𝜕(𝑈0𝑎 𝜓∗)

𝜕𝑥∗   

                                             =
𝜈

𝑎4 ∇4∗(𝑈0𝑎 𝜓∗) −
𝜈 𝐻𝑎

𝑎2𝑏2 ∇2∗(𝑈0𝑎 𝜓∗)  

(
𝜕

𝜕𝑡∗ + 𝑈∗ 𝜕

𝜕𝑥∗)∇2∗𝜓∗ − (𝑈′′)∗
𝜕𝜓∗

𝜕𝑥∗ =
𝜈

𝑈0𝑎
∇4∗𝜓∗ −

𝑎2

𝑏2

𝜈 𝐻𝑎

𝑈0𝑎
∇2∗𝜓∗  

(
𝜕

𝜕𝑡∗ + 𝑈∗ 𝜕

𝜕𝑥∗)∇2∗𝜓∗ − (𝑈′′)∗
𝜕𝜓∗

𝜕𝑥∗ =
1

𝑅𝑒
∇4∗𝜓∗ −

𝐻𝑎

𝑅𝑒

𝑎2

𝑏2 ∇2∗𝜓∗ (4.55) 

If, as in Section 3.9.1 in developing the Rayleigh equation, the value of the wavenumber 𝛼 (taken 

to be real) is fixed, and the frequency 𝛽 (taken to be complex) serves as the unknown eigenvalue, 

the modified Orr-Sommerfeld equation can be rearranged into two parts, one devoid of the 

eigenvalue 𝛽 and one linearly dependent upon it as follows. First, an ansatz is made that 

streamfunction perturbation has the form 

𝜓1 =  𝜓̃(𝑦) 𝑒𝑖(𝛼𝑥−𝛽𝑡) , (4.56) 

which is non-dimensionalized to obtain 

𝜓∗ =
𝜓̃(𝑦)

𝑈0𝑎
  𝑒

𝑖(
𝛼∗

𝑎
𝑎𝑥∗−  

𝛽∗𝑈0
𝑎

   
𝑎𝑡∗

𝑈0
)
= 𝜓̃∗(𝑦∗) 𝑒𝑖(𝛼∗𝑥∗− 𝛽∗𝑡∗  ) . (4.57) 

Substituting Eq. 4.57 into Eq. 4.55 yields 

(
𝜕

𝜕𝑡∗ + 𝑈∗ 𝜕

𝜕𝑥∗)∇2∗𝜓̃∗(𝑦∗) 𝑒𝑖(𝛼∗𝑥∗− 𝛽∗𝑡∗  ) − (𝑈′′)∗
𝜕

𝜕𝑥∗ 𝜓̃
∗(𝑦∗) 𝑒𝑖(𝛼∗𝑥∗− 𝛽∗𝑡∗  )  

          =
1

𝑅𝑒
∇4∗𝜓̃∗(𝑦∗) 𝑒𝑖(𝛼∗𝑥∗− 𝛽∗𝑡∗  ) −

𝐻𝑎

𝑅𝑒

𝑎2

𝑏2 ∇2∗𝜓̃∗(𝑦∗) 𝑒𝑖(𝛼∗𝑥∗− 𝛽∗𝑡∗  )  
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{(−𝑖𝛽∗ + 𝑖𝛼∗𝑈∗)(−𝛼∗2 + 𝒟∗2) − 𝑖𝛼∗(𝑈′′)∗}𝜓̃∗(𝑦∗) 𝑒𝑖(𝛼∗𝑥∗− 𝛽∗𝑡∗  )  

  = {
1

𝑅𝑒
(−𝛼∗2 + 𝒟∗2) −

𝐻𝑎

𝑅𝑒

𝑎2

𝑏2
} (−𝛼∗2 + 𝒟∗2)𝜓̃∗(𝑦∗) 𝑒𝑖(𝛼∗𝑥∗− 𝛽∗𝑡∗  ) , (4.58) 

where the operator 𝒟∗2 ≡
𝜕2

𝜕𝑦∗2 is defined as the non-dimensional second derivative with respect to 

𝑦∗. For convenience, Eq. 4.58 is now rearranged and divided through by  𝑒𝑖(𝛼∗𝑥∗− 𝛽∗𝑡∗  ), and the 

non-dimensional complex wave speed 𝑐∗ =
𝛽∗

𝛼∗ is defined, yielding 

𝑖[(𝑈∗ − 𝑐∗)(𝒟∗2 − 𝛼∗2) − (𝑈′′)∗] 𝜓̃∗  

                   − 
1

𝛼∗𝑅𝑒
[(𝒟∗2 − 𝛼∗2) −

𝑎2

𝑏2 𝐻𝑎] (𝒟∗2 − 𝛼∗2) 𝜓̃∗ = 0 . (4.59) 

From now on, the asterisks are dropped with the understanding that all terms (except for the duct 

dimensions 𝑎 and 𝑏, which appear only in a dimensionless combination) are non-dimensional. 

Also, as was done for the mean velocity 𝑈, derivatives with respect to 𝑦 will be denoted with 

dashes or roman numerals, i.e., 𝒟2𝜓̃ = 𝜓̃′′ and 𝒟4𝜓̃ = 𝜓̃(𝐼𝑉). 

𝜓̃(𝐼𝑉) − [
𝑎2

𝑏2 𝐻𝑎 + 2𝛼2 + 𝑖𝛼 𝑅𝑒(𝑈 − 𝑐)] 𝜓̃′′  

               +  [𝛼4 + 𝛼 𝑅𝑒𝑈′′ + 𝛼2 𝑎2

𝑏2 𝐻𝑎 + 𝑖𝛼3  𝑅𝑒(𝑈 − 𝑐)] 𝜓̃ = 0 (4.60) 

Without the Hartmann braking term encompassing MHD effects, which is formulated based on 

the SM82 model for a Q2D flow (the terms that include the Hartmann number), this equation 

reduces to the classic Orr-Sommerfeld equation. Therefore, Eq. 4.60 is henceforth referred to as 

the modified Orr-Sommerfeld equation for MHD flows. Since this single linearized equation 

describes the streamfunction perturbation, which can be used to determine both components of the 

velocity perturbation using Eq. 2.25, it is the most convenient equation to solve for eigenvalues 

and eigenvectors indicating linear stability of a MHD duct flow. 
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4.4 Eigen-solutions of the modified OS equation and linear 

stability curves 

 
To obtain a more convenient form for obtaining an eigen-solution, Eq. 4.59 is expanded and terms 

with common coefficients are gathered together.  

1

𝛼𝑅𝑒
(𝒟4𝜓̃ − 2𝛼2𝒟2𝜓̃ + 𝛼4𝜓̃) −

𝑎2

𝑏2

𝐻𝑎

𝛼𝑅𝑒
(𝒟2𝜓̃ − 𝛼2𝜓̃)  

                   − 𝑖 𝑈(𝒟2𝜓̃ − 𝛼2𝜓̃) + 𝑖 𝑈′′𝜓̃ = −𝑖 𝑐(𝒟2𝜓̃ − 𝛼2𝜓̃) . (4.61) 

With the differential equation rearranged this way, it can be reformulated as a matrix equation 

using pseudospectral differentiation matrices, following the approach of Welfert [92]. For a 

discrete domain with 𝑀 nodes in the 𝑥-direction and 𝑁 nodes in the 𝑦-direction 𝒟(𝑛) now 

represents an 𝑁 × 𝑁 matrix that when multiplied by the 𝑁 × 1 array 𝜓̃, results in an 𝑁 × 1 array 

containing the discrete 𝑛th derivative of 𝜓̃. Two matrices 𝐴̿ and 𝐵̿ are defined as follows. 

𝐴̿𝜓̃ =
1

𝛼𝑅𝑒
(𝒟4𝜓̃ − 2𝛼2𝒟2𝜓̃ + 𝛼4𝐼𝜓̃̿) −

𝑎2

𝑏2

𝐻𝑎

𝛼𝑅𝑒
(𝒟2𝜓̃ − 𝛼2𝐼𝜓̃̿)  

                                                             − 𝑖 𝑈(𝒟2𝜓̃ − 𝛼2𝐼𝜓̃̿) + 𝑖 𝑈′′𝐼𝜓̃̿ (4.62) 

𝐵̿𝜓̃ = −𝑖 (𝒟2𝜓̃ − 𝛼2𝐼𝜓̃̿) , (4.63) 

where 𝐼  ̿is the identity matrix. Then Eq. 4.61 can be written as a matrix-eigenvalue equation, 

𝐴̿𝜓̃ = 𝑐𝐵̿𝜓̃ , (4.64) 

which can be solved using a generalized eigenvalue-eigenvector solution technique with solutions 

of the form 

𝐴̿𝜙̿ = 𝐵̿𝜙̿𝐶̿ , (4.65) 
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where 𝐶̿ is a diagonal 𝑁 × 𝑁 matrix with non-zero elements that are the complex eigenvalues of 

the system, i.e., 𝐶𝑗𝑗 = 𝑐𝑟,𝑗 + 𝑖 𝑐𝑖,𝑗 and 𝐶𝑗 𝑘≠𝑗 = 0, and 𝜙̿ is a square array of 𝑁 eigenvectors of 

length 𝑁. Once the eigenvalues and eigenvectors have been found for a particular value of the 

wavenumber 𝛼, the eigenvalue with the largest value of 𝑐𝑖 is selected and stored along with the 

corresponding eigenvector, since this is the mode that will grow fastest and therefore dominate for 

that wavenumber. Once this procedure is completed for the complete range of wavenumbers that 

are relevant to the system, a matrix Φ̿ is constructed from the fastest-growing-mode eigenvectors 

for each wavenumber, where each column vector corresponds to one value of 𝛼, in effect providing 

a discrete dispersion relation 𝑐(𝛼) (or equivalently 𝛽(𝛼) ). The eigenvector Φ𝑚 in the matrix Φ̿ 

that corresponds to 𝑐𝑖,𝑚 (the largest value of 𝑐𝑖 for all 𝛼), if 𝑐𝑖,𝑚 > 0, will be the dominant mode 

for the instability, with a wavenumber 𝛼𝑚. The non-dimensional streamfunction for this dominant 

mode may now be constructed from the 1-D array Φ𝑚 as follows. 

𝜓max𝑐𝑖
∗ = ℛℯ[Φ𝑚(𝑦)𝑒𝑖𝛼𝑚(𝑥−𝑐𝑟,𝑚𝑡)+𝑐𝑖,𝑚𝑡] (4.66) 

Moreover, a few other interesting parameters can be calculated from these results, including total 

turbulent kinetic energy 𝑘𝑡𝑢𝑟𝑏, turbulent kinetic energy production 𝑃𝑡𝑢𝑟𝑏, viscous diffusion 𝐷𝑣𝑖𝑠𝑐, 

viscous dissipation 𝜀𝑣𝑖𝑠𝑐, and Joule dissipation 𝜀𝐽𝑜𝑢𝑙𝑒. These parameters are related by their 

presence in the governing equation for turbulent kinetic energy. 

𝜕𝑘𝑡𝑢𝑟𝑏

𝜕𝑡
+ 𝑈

𝜕𝑘𝑡𝑢𝑟𝑏

𝜕𝑥
= 𝑃𝑡𝑢𝑟𝑏 + 𝐷𝑣𝑖𝑠𝑐 + 𝜀𝑣𝑖𝑠𝑐 + 𝜀𝐽𝑜𝑢𝑙𝑒 (4.67) 

In terms of the streamfunction perturbation given by Eq. 4.56, the turbulent kinetic energy is 
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𝑘𝑡𝑢𝑟𝑏 =
1

2
〈𝑢1

2 + 𝑣1
2〉 =

1

2
⟨(

𝜕𝜓1

𝜕𝑦
)
2

+ (
𝜕𝜓1

𝜕𝑥
)
2
⟩ (4.68) 

The dimensional production and dissipation terms are given by 

𝑃𝑡𝑢𝑟𝑏 = −〈𝑢𝑖𝑢𝑗〉
𝜕𝑈𝑖

𝜕𝑥𝑗
= −〈𝑢1𝑣1〉𝑈′ (4.69) 

𝐷𝑣𝑖𝑠𝑐 = 𝜈∇2𝑘𝑡𝑢𝑟𝑏 (4.70) 

𝜀𝑣𝑖𝑠𝑐 = −𝜈 〈 
𝜕𝑢𝑖

𝜕𝑥𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
 〉 (4.71) 

𝜀𝐽𝑜𝑢𝑙𝑒 = −
𝜎𝐵0

2

2𝜌
〈𝑢1

2 + 𝑣1
2〉 = −

𝜎𝐵0
2

𝜌
𝑘𝑡𝑢𝑟𝑏 (4.72) 

The dimensionless distributions of the five parameters listed above may be calculated for the 

dominant instability mode 𝜓max𝑐𝑖
∗  (Eq. 4.66), comprised of Φ𝑚 and the corresponding eigenvalues, 

as follows (ℛℯ indicates the real part and ℐ𝓂 indicates the imaginary part). 

𝑘𝑡𝑢𝑟𝑏
∗ =

1

4
{ [ℛℯ(𝒟 Φ𝑚)]2 + [ℐ𝓂(𝒟 Φ𝑚)]2  

                                               + 𝛼𝑚
2 [(ℛℯ ( Φ𝑚))

2
+ (ℐ𝓂  (Φ𝑚))

2
] } (4.73) 

𝑃𝑡𝑢𝑟𝑏
∗ = −𝛼𝑚  𝑈′{ℛℯ(𝒟 Φ𝑚)  ℐ𝓂(Φ𝑚) − ℛℯ(Φ𝑚)  ℐ𝓂(𝒟 Φ𝑚)} (4.74) 

𝐷𝑣𝑖𝑠𝑐
∗ =

1

𝑅𝑒
{[ℛℯ(𝒟2  Φ𝑚)]2 + [ℐ𝓂(𝒟2  Φ𝑚)]2

||
  

                    + 𝛼𝑚
2 [(ℛℯ (𝒟 Φ𝑚))

2
+ (ℐ𝓂  (𝒟Φ𝑚))

2
]  

                    + ℛℯ (𝒟 Φ𝑚) ℛℯ(𝒟3  Φ𝑚) + ℐ𝓂  (𝒟Φ𝑚) ℐ𝓂(𝒟3  Φ𝑚)  

                 |
|
+ 𝛼𝑚

2 [ℛℯ(Φ𝑚)ℛℯ(𝒟2  Φ𝑚) + ℐ𝓂  (Φ𝑚)ℐ𝓂(𝒟2  Φ𝑚)]} (4.75) 
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𝜀𝑣𝑖𝑠𝑐
∗ = −

1

𝑅𝑒
{𝛼𝑚

4 [(ℛℯ( Φ𝑚))
2
+ (ℐ𝓂( Φ𝑚))

2
]
||

  

                          + 2𝛼𝑚
2 [(ℛℯ (𝒟 Φ𝑚))

2
+ (ℐ𝓂  (𝒟Φ𝑚))

2
]  

                                  |
|
+ [ ℛℯ(𝒟2  Φ𝑚) ]2 + [ ℐ𝓂(𝒟2  Φ𝑚) ]2} (4.76) 

𝜀𝐽𝑜𝑢𝑙𝑒
∗ = −𝐻𝑎 {𝛼𝑚

2 [(ℛℯ( Φ𝑚))
2
+ (ℐ𝓂( Φ𝑚))

2
]
||

  

                                      |
|
+ [ ℛℯ(𝒟 Φ𝑚) ]2 + [ ℐ𝓂(𝒟 Φ𝑚) ]2} (4.77) 

The above production and dissipation rates are all scaled by 𝑈0
2𝜈 𝑏2 , which is the kinetic energy 

scale divided by the viscous time scale, with units of W/kg. Also, because the vorticity is related 

to the streamfunction by Eq. 2.27, the dimensionless perturbed vorticity may be calculated as 

follows. 

𝜔∗ =
𝜔1𝑎

𝑈0
= ℛℯ[(𝛼𝑚

2 Φ𝑚 + 𝒟2  Φ𝑚)𝑒𝑖𝛼𝑚(𝑥−𝑐𝑟,𝑚𝑡)+𝑐𝑖,𝑚𝑡] (4.78) 

Equation 4.63 may be solved for 𝐶̿ and 𝜙̿ using a standard generalized eigenvalue solution 

technique, which can be accomplished using MATLAB via the ‘eig’ function with two inputs – 

the matrices 𝐴̿ and 𝐵̿. The mean velocity 𝑈 and second derivative 𝑈′′ are calculated on a 

Chebyshev polynomial-based grid, proven to leads to more accurate results [95], with 𝑁 = 501 

points across the domain (in the 𝑦-direction), with points most tightly clustered near the walls and 

most widely spaced in the center of the duct. The eigenvalue problem is solved using a MATLAB 

code called the MATLAB Differentiation Suite that follows the procedure described above, 

originally written by Reddy and Weideman in 1998 and described in great detail in their 

publication [96], though modified for a MHD duct flow following the approach laid out in the last 
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subsection. 

With the mean flow velocity profile and second derivative taken from the analytical solution 

derived in Section 3.2, i.e., Eq. 3.52a for 𝑈(𝑦) = 𝑢(𝑦, 0), and 

𝑑2𝑈

𝑑𝑦2 = −∑ 𝑘𝑛
2 cos(𝑘𝑛𝑦)∞

𝑛=1 𝜁𝑛(0) , (4.79) 

where 𝜁𝑛(0) is found by plugging 𝑧 = 0 into Eq. 3.52b, and 𝑘𝑛 is given by Eq. 3.12, the modified 

MATLAB Differentiation Suite is used to calculate 𝑐(𝛼) for a wide range of applied magnetic 

fields and injected electric currents. In particular, parameter combinations for which the complex 

wave speed 𝑐𝑖 is zero are sought, as these points lie on neutral stability curves, which are interfaces 

between regions of stability and regions of instability. Figure 4.2 contains a scatter plot of all 

analyzed cases, with stable parameter combinations indicated by blue X-shaped markers and 

unstable ones represented by red circles. Smaller markers correspond to imaginary wave speed 

components closer to zero, and larger markers correspond to cases where the magnitude of 𝑐𝑖 is 

larger, whether it is positive or negative. In this figure, it is not perfectly clear where the boundary 

lies between stable and unstable zones, since there is some apparent overlap. Figure 4.3 contains 

three plots of zoomed-in portions of Fig. 4.2, showing the three regions where the overlap is quite 

pronounced. With the magnification of these regions, it becomes clear that the stable and unstable 

cases do not precisely overlap; rather, the boundary between stable and unstable regions in the  

𝐻𝑎-𝑅𝑒 space is scalloped, alternating in stability as 𝑅𝑒 is increased for certain fixed values of 𝐻𝑎. 

This indicates that according to the linear stability analysis, the current-driven M-shaped velocity 

profile does not exhibit a single critical value of 𝑅𝑒 that separates stable and unstable flow 

behavior. The particular mechanisms that compete to achieve this alternating stability boundary, 



155 

 

each gaining ascendancy for a portion of the driving current range, are unclear, though of course 

only linear effects are included in the computations that yield these results. However, a minimum 

critical Reynolds number for instability can be identified for a narrow range of 𝐻𝑎. For 𝐻𝑎 ≤ 40, 

there is no stable mode for any value of 𝑅𝑒, so there is no critical Reynolds number below which 

stability is guaranteed. In contrast, for 𝐻𝑎 ≥ 270, there are no unstable modes. Between these  

unconditionally unstable and stable Hartmann number ranges, the critical Reynolds numbers are 

𝑅𝑒𝑐𝑟𝑖𝑡 = 60, 3167, 59  480, 31 149 and 96  732 for 𝐻𝑎 = 80, 120, 160, 200 and 240, respectively. 

Figure 4.2. Plot of all cases for which linear stability analysis was performed versus 𝑅𝑒 and 𝐻𝑎. Cases 

for which the complex wave speed is negative, i.e., stable cases, are indicated by blue X-shaped markers. 

Unstable cases with 𝑐𝑖 > 0 are indicated by red circles. Marker size indicates the growth rate magnitude. 

Regions of the stability map where a flow is likely stable or unstable are separated by a black border. 
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 4.4.1 Perturbed vorticity and streamfunction 

 

Using the eigenmode with the largest imaginary component of the wave speed, the perturbed 

streamfunction and vorticity may be constructed using Eqs. 4.66 and 4.78. Contour plots of the 

dominant streamfunction and vorticity perturbations are shown in Figs. 4.4-4.5 and Figs. 4.6-4.7, 

respectively. The streamfunction contours provide some insight into the effect of the magnetic 

field and injected current on the nature of linear inflectional instability in the electrically-driven 

flow. In Fig. 4.4, which contains the streamfunction contours for low magnetic fields, it is clear 

Figure 4.3. Zoomed-in portions of the plot shown in Fig. 4.2, showing regions that demonstrate 

significant overlap of stable (blue X’s) and unstable (red circles) cases. With sufficient magnification, 

it becomes clear that the boundary between stable and unstable zones is somewhat scalloped, alternating 

between regions of stability and instability as 𝑅𝑒 increases at certain fixed values of 𝐻𝑎, rather than 

demonstrating a single critical value of 𝑅𝑒 for each case. 
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that, especially at low driving current, inflectional instabilities that arise at the two electrode 

locations tend to interact across the bulk, forming a single row of lobed counter-rotating vortices 

along the centerline. These structures represent a flow that resembles a figure-eight in extreme 

cases, with faster flow around their upper and lower extremities than near the centerline, and they 

Figure 4.4. Contour plots of the dimensionless streamfunction perturbation to the base flow 

𝜓𝑎 𝑈0  for the maximal growth mode computed from a linear stability analysis. Cases shown 

correspond to Hartman and Reynolds numbers (and applied currents) in the ranges  

𝐻𝑎 = 39 - 117 and 𝑅𝑒 = 596 - 127314 (𝐼 = 0.1 - 20 A). 
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typically have a stagnation point at their centers. This contrasts starkly with the types of 

instabilities that form at higher magnetic fields and currents, which tend to appear as a double row 

of counter-rotating vortices with upper and lower vortices rotating in opposite directions so that 

the two rows are staggered. The vortices in both cases can have very different lengths, since the 

spatial period of instability formation is inversely proportional to the wavenumber that is excited, 

i.e., smaller wavenumbers corresponding to a positive value of 𝑐𝑖 produce longer vortices, and 

larger wavenumbers yield shorter, less eccentric vortices. 

 The vorticity contours displayed in Figs. 4.6 and 4.7 are for exactly the same cases shown in  

Figure 4.5. Contour plots of the dimensionless streamfunction perturbation to the base flow 

𝜓𝑎 𝑈0  for the maximal growth mode computed from a linear stability analysis. Cases shown 

correspond to Hartman and Reynolds numbers (and applied currents) in the ranges  

𝐻𝑎 = 155 - 233 and 𝑅𝑒 = 34600 - 321322 (𝐼 = 5.35 - 50 A). 



159 

 

Figs. 4.4 and 4.5, but the same flow features are not apparent. Though there is some apparent 

change of vorticity near the side wall in the vorticity range shown, in fact, the bulk structures do 

not affect the boundary layers at all. Each of the structures that appear as a single entity in Figs. 4.4 

and 4.5 is composed of two smaller regions that have vorticity with opposite signs, a consequence 

Figure 4.6. Contour plots of the dimensionless vorticity perturbation to the base flow 𝜔𝑎 𝑈0  
for the maximal growth mode computed from a linear stability analysis. Cases shown 

correspond to Hartman and Reynolds numbers (and applied currents) in the ranges  

𝐻𝑎 = 39 - 117 and 𝑅𝑒 = 596 - 127314 (𝐼 = 0.1 - 20 A). 



160 

 

of the change in sign of the velocity gradient on either side of each electrode. Typically, the bulk-

side structure has a much greater average vorticity magnitude than its wall-side counterpart, though 

they become closer in strength as the magnetic field increases. Also, as the magnetic field increases 

in strength, the vortices become more compact and localized near the electrode position, so in spite 

of their greater strength compared with smaller fields and currents, they do not appear to exert a 

greater effect on the boundary layers. The separation of the vortices is quite constant, since the 

positions of the inflection points in the velocity profile is determined by the electrode locations, 

which are fixed. Thus, the primary effect on LSA results from changing the magnetic field or 

Figure 4.7. Contour plots of the dimensionless vorticity perturbation to the base flow 𝜔𝑎 𝑈0  
for the maximal growth mode computed from a linear stability analysis. Cases shown 

correspond to Hartman and Reynolds numbers (and applied currents) in the ranges  

𝐻𝑎 = 155 - 233 and 𝑅𝑒 = 34600 - 321322 (𝐼 = 5.35 - 50 A). 
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driving current is apparently limited to alteration of the length and width of each vortex and their 

local vorticity magnitude. Though this observation does not help much to predict the behavior of 

such a flow in a real laboratory experiment, the results offer some insight into how an inflectional 

instability may present itself and confirms that a Kelvin-Helmholtz type instability is quite likely 

to arise in such a system. 

 

4.4.2 Energy production and dissipation in LSA solutions 

 

Using the results from the LSA presented in this chapter and the expressions for the turbulent 

kinetic energy, given by Eqs. 4.68 and 4.73, and the production and dissipation terms in Eq. 4.67, 

given in dimensionless form by Eqs. 4.74-4.77, plots of the turbulent kinetic energy distribution 

and the main contributions to the turbulent kinetic energy are generated and shown in Figs. 4.8 

and 4.9. The scale for the turbulent kinetic energy is 𝑈0
2, where 𝑈0 is the centerline velocity of the 

unperturbed flow, and the scale for all of the production and dissipation terms is 𝑈0
2𝜈 𝑏2 , so the 

limits of the dimensionless quantities decrease with increasing applied current for some cases, 

even though the dimensional values actually increase significantly. For every case shown, a 

significant fraction of the turbulent kinetic energy is concentrated in the bulk shear layers, 

evidenced by the presence of two strong peaks in 𝑘𝑡𝑢𝑟𝑏
∗ . As current increases for some fixed 

magnetic field, the turbulent kinetic energy increases in the core region, though the fluctuations 

are always stronger at its periphery than at the centerline. This is unsurprising, since the shear 

layers on either side of the core flow are responsible for generating turbulence, and this turbulence 

propagates into the core from there. The turbulence production 𝑃𝑡𝑢𝑟𝑏
∗  takes on a more varied form 

depending on the specific conditions, even becoming asymmetric in some cases at the lower 
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Figure 4.8. Plots (top to bottom) of the dimensionless turbulent kinetic energy, turbulent kinetic 

energy production, Joule dissipation, viscous dissipation, and viscous diffusion distributions for 

three cases shown in Figs. 4.4 and 4.6. 
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Figure 4.9. Plots (top to bottom) of the dimensionless turbulent kinetic energy, turbulent kinetic 

energy production, Joule dissipation, viscous dissipation, and viscous diffusion distributions for 

three cases shown in Figs. 4.4-4.7. 
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magnetic fields, with one shear layer principally producing turbulence, while the other shear layer 

destroys it, which is indicated by a negative value of 𝑃𝑡𝑢𝑟𝑏
∗ . This turbulence production and 

destruction generally occurs when the two shear layers interact across the bulk and form a single 

row of counter-rotating vortices, which makes perfect sense, since one shear layer must essentially 

dominate the other at each vortex location, reversing the vorticity produced by one of the shear 

layers. However, in one case shown (𝐻𝑎 = 117, 𝐼 = 0.5 A), turbulence is purely destroyed in the 

shear layers and is produced entirely in the side boundary layers. This is indicative of a side layer 

instability, incited by the interaction of the shear layers with the boundary layers, dominating the 

flow. The single row of irregularly shaped circulating flow structures along the centerline seen in 

Fig. 4.4 only serve, in this case, to dampen fluctuations produced in the side layers. For the three 

cases shown in Figs. 4.4-4.7 where two distinct vortex trains are clearly formed with corresponding 

distributions shown in Figs. 4.8 and 4.9 (𝐻𝑎 = 78, 𝑅𝑒 = 31303; 𝐻𝑎 = 117, 𝑅𝑒 = 127314; 

𝐻𝑎 = 155, 𝑅𝑒 = 321322), the turbulence production distribution is non-zero only in the shear 

layer regions, with the core-side of the shear layer both producing and destroying turbulence. For 

the first two of the double-vortex train cases, turbulence is produced closer to the center of the 

shear layer and is destroyed where it meets the core flow. Unsurprisingly, the peaks and troughs 

in each production distribution match the peaks and troughs in the matching turbulent kinetic 

energy distribution. For the third double-vortex train case considered here – the last case plotted 

in Fig. 4.9 – the turbulence distribution is somewhat asymmetric. 

The dissipation terms are consistently symmetric, with the perturbation to the Joule (or ohmic) 

dissipation due to fluctuating fluid motion 𝜀𝐽𝑜𝑢𝑙𝑒 taking on the same distribution as the turbulent 

kinetic energy, since it is proportional to that quantity. The viscous dissipation and viscous 
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diffusion terms are very concentrated near the side walls. While the non-dimensional magnitudes 

of these terms can reach values on the order of 102 to 103 at the walls, they are on the order of  

10-2 to 10-1 in the shear layer regions and are on the order of 10-3 near the centerline. Because the 

core viscous dissipation and diffusion are so insignificant compared with the wall values, only a 

small part of the distribution near the right wall is shown, extending from 𝑦 𝑎 = 0.995 to 1. These 

plots demonstrate that turbulence is strongly destroyed at the walls, but this is not at all apparent 

from looking at the streamfunction or vorticity. These example demonstrate the usefulness of 

analyzing turbulence production and dissipation distributions, since the true sources of fluctuations 

and the different types of instabilities are often not obvious from the vorticity and streamfunction 

plots alone. The linear stability analysis, including both observation of likely flow structures 

arising from linear instability and the turbulence production and dissipation distributions, offer 

valuable insight into the possible mechanisms and approximate flow patterns associated with 

nonlinear instability, even if it does not accurately predict the critical conditions for the onset of 

instability in a laboratory experiment. 

 

4.5 Summary of LSA results 

In this chapter, modal linear stability analysis was performed for a two-dimensional base velocity 

profile, first analytically for a general base velocity profile 𝑈(𝑦) and then numerically for base 

velocity profiles obtained from the analytical solution developed in Chapter 3. Linearized 

equations describing perturbations to the base solution were obtained based on governing 

equations with the Lorentz body force approximated as a Hartmann braking term proportional to 

the local velocity according to the SM82 theory [14]. The modified governing equation for the 
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perturbation is given by Eq. 4.10. Theoretical results include: 

 development of a modified Rayleigh equation based on the SM82 model (Eq. 4.20) 

 derivation of the Rayleigh inflection point criterion with the addition of a Hartmann 

braking term in the Navier-Stokes equations (Eq. 4.29) 

 derivation of Fjørtoft’s criterion with a Hartmann braking term (Eq. 4.33) 

 derivation of an analogue to Howard’s semicircle theorem with a Hartmann braking term 

(Eq. 4.48), with a new expression for the minimum wavenumber that is dependent upon 

not only the velocity field extrema, but also on the Hartmann number (Eq. 4.49) 

 development of a modified Orr-Sommerfeld equation for the streamfunction perturbation 

including a Hartmann braking term (Eq. 4.60). 

Using base flows from the analytical solution in Chapter 3 with a wide range of magnetic fields 

and driving electric currents, complex perturbation frequencies and perturbed streamfunctions 

were then computed for a large range of closely spaced wavenumbers for each case. The results 

are summarized in a stability map shown in Fig. 4.2, with stability appearing to be guaranteed for 

𝐻𝑎 ≥ 272 and instability guaranteed for 𝐻𝑎 ≤ 39 and appearing for some range of 𝑅𝑒 between 

these values. Critical Reynolds numbers are identified for each value of 𝐻𝑎 investigated. For some 

of the unstable cases, examples of streamfunction and vorticity perturbations are shown in 

Figs. 4.4-4.7, and two basic forms of instability are identified – one with a double-row of vortices, 

each rotating the opposite direction of its nearest neighbors, and one with a single row of double-

lobed vortices with alternating rotation directions. 
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CHAPTER 5 

 

Numerical Modeling of MHD Duct Flows with 

Current Injection through Symmetric Wall-Electrodes 

 

5.1 Quasi-two-dimensional unsteady simulations 

The study of three-dimensional MHD duct flows has been a slow journey for a number of reasons, 

but high on the list is the difficulty inherent in simulating these flows and capturing all relevant 

scales. For numerical simulations of steady flows, this challenge comes from the fact that the 

boundary layers in MHD duct flows are exceedingly small compared with the size of the duct for 

even moderate applied magnetic fields, so an extremely large number of nodes are required to 

properly capture all the important features of the flow. For unsteady problems, this issue remains 

and is exacerbated by the need for a very small time step, driven by the very small time scale 

associated with Joule dissipation, which can be smaller than the diffusion time by a factor of 

 ~𝐻𝑎2. The ratio of these time scales is many orders of magnitude for typical Hartmann numbers 

found in liquid metal fusion blanket duct flows. Many researchers have posited that MHD flows 

tend to a quasi-2D state, so an accurate 2D approximation based on this behavior, with a small 

correction for any remaining 3D effects, may serve to accelerate the speed of simulations 

sufficiently to make numerical predictions. 

One such approach utilized by Smolentsev, Vetcha and Moreau [23] to investigate nonlinear 

inflectional instability in fusion-relevant MHD duct flows is to formulate the governing equations 
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in a Q2D streamfunction-vorticity 𝜓-𝜔 form, applying periodic boundary conditions and solving 

these equations in a time-marching procedure like that described by Tannehill, Anderson and 

Pletcher [97] for a hydrodynamic flow. The governing equations take the form of Eqs. 2.26 and 

2.27, except with a Hartmann braking term and a vorticity forcing term 𝜔̇𝑓 that creates an 

M-shaped velocity profile, localized at the specified inflection points (𝑦 = 𝑦𝐼1 and 

 𝑦 = 𝑦𝐼2 = −𝑦𝐼1), taking the place of the Lorentz body force term in Eq. 2.26. The Hartmann 

braking term for vorticity is found by taking the curl of the linear braking term present in Eq. 2.66 

that, when inserted into Eq. 2.26, yields a governing equation for the vorticity. This and the 

governing equation for the streamfunction, provides the following pair of coupled equations that 

determine the behavior of the system. 

𝜕𝜔

𝜕𝑡
+

𝜕𝜓

𝜕𝑦

𝜕𝜔

𝜕𝑥
−

𝜕𝜓

𝜕𝑥

𝜕𝜔

𝜕𝑦
= 𝜈 (

∂2𝜔

𝜕𝑥2 +
∂2𝜔

𝜕𝑦2) −
𝜔

𝜏𝐻
+ 𝜔̇𝑓 (5.1) 

𝜕2𝜓

𝜕𝑥2 +
𝜕2𝜓

𝜕𝑦2 = −𝜔 , (5.2) 

where 𝜏𝐻 =
𝑏2

𝜈 𝐻𝑎
 is the Hartmann braking time scale. These two equations are non-dimensionalized 

by the scales [𝜔] = 𝑈0 𝑎⁄ , [𝜓] = 𝑈0𝑎, [𝑥] = [𝑦] = 𝑎 and [𝑡] = 𝑎 𝑈0⁄ , where the velocity scale 

𝑈0 = 𝑈𝑚 is the mean velocity. Then the non-dimensional governing equations are 

𝜕𝜔∗

𝜕𝑡∗ +
𝜕𝜓∗

𝜕𝑦∗

𝜕𝜔∗

𝜕𝑥∗ −
𝜕𝜓∗

𝜕𝑥∗

𝜕𝜔∗

𝜕𝑦∗ =
1

𝑅𝑒
(
∂2𝜔∗

𝜕𝑥∗2 +
∂2𝜔∗

𝜕𝑦∗2) −
𝐻𝑎

𝑅𝑒

𝑎2

𝑏2 𝜔∗ + 𝜔̇𝑓
∗ (5.3) 

𝜕2𝜓∗

𝜕𝑥∗2 +
𝜕2𝜓∗

𝜕𝑦∗2 = −𝜔∗ , (5.4) 

where the asterisk superscripts indicate dimensionless variables, and 𝑅𝑒 = 𝑈𝑚𝑎 𝜈⁄  is the Reynolds 
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number. The forcing term in the non-dimensional momentum equation takes the form of a step 

function 

𝐹𝑥
∗ = {

 0                                  𝑦 < 𝑦𝐼1

 − 1 𝐹𝑟2⁄           𝑦𝐼1 ≤ 𝑦 ≤ 𝑦𝐼2

 0                                  𝑦 > 𝑦𝐼1

 (5.5) 

equal to  between the velocity profile’s inflection points, where 𝐹𝑟 is the Froude number, defined 

here as 

𝐹𝑟 ≡
𝑈𝑚

√𝐹0𝑎
 , (5.6) 

with 𝐹0 equal to the force magnitude at the centerline. The non-dimensional forcing term for the 

vorticity equation Eq. 5.3 is then found by taking the curl of the force in Eq. 5.5, i.e., 

𝜔̇𝑓
∗ = −

𝜕𝐹𝑥
∗

𝜕𝑦
= −

1

𝐹𝑟
𝛿(𝑦∗ − 𝑦𝐼1

∗ ) +
1

𝐹𝑟
𝛿(𝑦∗ − 𝑦𝐼2

∗ ) , (5.7) 

where 𝛿(𝑦 − 𝑦𝐿) is the Dirac delta function, which is non-zero solely at the location 𝑦 = 𝑦𝐿. 

 Boundary conditions include the aforementioned periodic boundary conditions at the inlet and 

outlet, and at the walls, the no-slip condition applies. The latter condition requires that the velocity 

vanishes at the walls, i.e., 𝑦∗ = ±1, providing a Neumann boundary condition on the vorticity, 

and the streamfunction is set to 𝜓∗ = 𝑦∗ at the walls, defining the flow rate per unit depth between 

the duct walls to be 𝑄 = ∆𝜓 = 2𝑎𝑈0 (corresponding to a wall-to-wall non-dimensional flow rate 

of 𝑄∗ = ∆𝜓∗ = 2 ). Solution of the elliptic equation for the streamfunction shown in Eq. 5.4 is 

accomplished by use of an algorithm based on the fast Fourier transform (FFT) coupled with a 

tridiagonal solver, which is quite efficient compared with other methods and is applicable to a 

system with periodic boundary conditions. 



170 
 

5.1.1 Problem formulation 

In [23], the geometry investigated is a section of a long duct, with a sufficient length (𝐿 = 20𝑎 for 

a duct of width 2𝑎) that the flow behavior appearing therein may reasonably be assumed to 

represent the general flow behavior everywhere in a much longer duct, as long as the region of 

interest is far enough from any duct features that may produce end effects. Following this 

approach, a method is developed here to simulate the unsteady flow in a closed cavity with a duct-

like geometry – except for the closed ends – with current-injection electrodes driving the flow, 

generating a Lorentz body force in the middle of the cavity, that closely matches the MHD 

Instability Experiment presented in Section 6 and described conceptually in Section 2.5 (see 

Fig. 5.1). The flow forcing occurs between two electrode strips on each wall, parallel to the 

centerline and each halfway between the centerline and the top or bottom duct walls. The current-

driven region is considerably shorter than the cavity – just slightly over half its overall length – 

and the fluid, forced to flow in one direction between the electrodes, returns in the opposite 

direction above and below the electrode-bounded region, turning about the ends of the electrodes. 

The difficulty in adapting the approach of Smolentsev, Vetcha and Moreau to this system lies in 

the finite nature of the cavity geometry and the apparent incompatibility of such a construction 

with periodic boundary conditions. This problem is avoided, however, due to the nature of MHD 

duct flows, since the current distribution at the electrode ends produces a Lorentz force that causes 

the flow turns about the electrode ends so strongly (at least for the parameter range considered 

here) that the flow is absolutely stagnant at the cavity “ends” and for some distance away from 

them. Based on this realization, periodic boundary conditions are still utilized, so that the system 

modeled is effectively an infinity of periodic cavities separated by regions of stagnant fluid. Even 
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though the end walls are not explicitly modeled, the simulated flow behaves just like that seen in 

experiment and more sophisticated 3D simulations. 

The final difference between the simulations performed in [23] and those presented here comes 

from the addition of injected electric current to drive the flow, which flows into and out of the fluid 

through electrodes shaped like long, thin rectangles. However, the difference is not very 

pronounced, since that study maintained an M-shaped profile through the application of a vorticity 

forcing term located only at the desired inflection points but extending everywhere in the mean 

flow direction, whereas for the closed cavity with current-injection electrodes, the forcing term 

must be non-zero throughout the area in which the electric current normal to the wall is non-zero, 

i.e., the electrode region. 

 

5.1.2 Mesh geometry and numerical method 

The MHD Instability Experiment geometry is a rectangular cavity, with a length of 𝐿 = 30 cm 

and a height of 2𝑎 = 4 cm (𝐿 = 15𝑎). The mesh is uniform in both directions, with 512 nodes in 

Figure 5.1. Diagram of a complete periodic element comprising computational domain, 

showing the electrode regions in yellow, the magnetic field direction in purple and the injected 

current in red (red arrows are a rough approximation of the current paths). Dimensions are 

shown in terms of the duct half-width 𝑎. Vertical dashed lines indicate the locations of cavity 
ends in the MHD Instability Experiment geometry (see Chapter 6), though the periodic domain 

shown here extends well beyond these points. 
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the 𝑥-direction and 501 nodes in the 𝑦-direction. A greater node density in the vertical direction is 

needed due to the stronger gradients normal to the Shercliff walls, but it was found that with a fine 

enough grid spacing, additional points are not needed near the walls to capture instabilities, so no 

stretching is implemented. The electrode-driven region extends from 𝑥 = 𝑥𝐿
𝑒𝑙 (𝑖 = 𝑖𝑒𝑙1) to 𝑥 = 𝑥𝑅

𝑒𝑙 

(𝑖 = 𝑖𝑒𝑙4) in the flow direction, but there is a gap in the middle from 𝑥 = 𝑥𝐿
𝑔𝑎𝑝

 (𝑖 = 𝑖𝑒𝑙2) to  

𝑥 = 𝑥𝑅
𝑔𝑎𝑝

 (𝑖 = 𝑖𝑒𝑙3), since in the experiment such a gap is necessary to route electrical connections 

to the velocimetry probes. The lower and upper electrode strip centers are at vertical 

coordinates 𝑦 = 𝑦𝐿
𝑒𝑙 and 𝑦 = 𝑦𝑈

𝑒𝑙, respectively, and they each have a thickness 𝑤𝑒𝑙, i.e., the 

boundaries of the lower and upper electrodes are at 𝑦 = 𝑦𝐿
𝑒𝑙 ±

𝑤𝑒𝑙

2
 (𝑗 = 𝑗𝑒𝑙1, 𝑗𝑒𝑙2) and  

𝑦 = 𝑦𝑈
𝑒𝑙 ±

𝑤𝑒𝑙

2
 (𝑗 = 𝑗𝑒𝑙3, 𝑗𝑒𝑙4), respectively. 

Discrete time marching for the vorticity in Eq. 5.3 is performed using an explicit forward Euler 

method with a constant time step ∆𝑡. First, all terms except for the partial time derivative in Eq. 5.3 

are moved to the right side of the equation. Then the vorticity at the 𝑛th time step 𝜔𝑛(𝑥, 𝑦) is 

related to the vorticity and streamfunction at the (𝑛 − 1)th time step 𝜔𝑛−1(𝑥, 𝑦) and 𝜓𝑛−1(𝑥, 𝑦) 

as follows. 

Figure 5.2. Diagram of electrode region in a periodic computational domain, showing the 

electrodes in yellow. Coordinates of the feature boundaries are identified, as well as the 

directions in which the array indices 𝑖, 𝑗 increase. 
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𝜔𝑛(𝑥,𝑦)−𝜔𝑛−1(𝑥,𝑦)

∆𝑡
= 𝑓(𝜔𝑛−1(𝑥, 𝑦), 𝜓𝑛−1(𝑥, 𝑦), 𝑥, 𝑦) (5.7) 

The convective and diffusive terms are discretized using a central differencing scheme for 

derivatives of both the vorticity and streamfunction in order to avoid artificial dissipation that may 

prevent the accurate simulation of instabilities. Then if   𝜔𝑖𝑗
𝑛 ≡ 𝜔𝑛(𝑥𝑖 , 𝑦𝑗), the fully discretized 

form of Eq. 5.3 (dropping asterisks for convenience while recalling that all terms are non-

dimensional) is 

𝑈𝑖𝑗
𝑛−1 =

𝜓𝑖,𝑗+1
𝑛−1 −𝜓𝑖,𝑗−1

𝑛−1

2Δ𝑦
 ,           𝑉𝑖𝑗

𝑛−1 = −
𝜓𝑖+1,𝑗

𝑛−1 −𝜓𝑖−1,𝑗
𝑛−1

2Δ𝑥
 (5.8) 

𝜔𝑖𝑗
𝑛 = 𝜔𝑖𝑗

𝑛−1 − ∆𝑡  𝑈𝑖𝑗
𝑛−1 𝜔𝑖+1,𝑗

𝑛−1 −𝜔𝑖−1,𝑗
𝑛−1

2∆𝑥
 − ∆𝑡  𝑉𝑖𝑗

𝑛−1 𝜔𝑖,𝑗+1
𝑛−1 −𝜔𝑖,𝑗−1

𝑛−1

2∆𝑦
  

           + 
∆𝑡

𝑅𝑒
 
𝜔𝑖+1,𝑗

𝑛−1 −2𝜔𝑖𝑗
𝑛−1+𝜔𝑖−1,𝑗

𝑛−1

(Δ𝑥)2
 +  

∆𝑡

𝑅𝑒
 
𝜔𝑖,𝑗+1

𝑛−1 −2𝜔𝑖𝑗
𝑛−1+𝜔𝑖,𝑗−1

𝑛−1

(Δ𝑦)2
  

           − ∆𝑡 
𝐻𝑎

𝑅𝑒

𝑎2

𝑏2 𝜔𝑖𝑗
𝑛−1 + ∆𝑡   Ω(𝑥𝑖 , 𝑦𝑗) (5.9) 

The vorticity forcing term Ω(𝑥𝑖 , 𝑦𝑗) is again a function of the Froude number, here equal to a 

constant value everywhere in the vicinity of each electrode and with a sign aligned with the sign 

of the normal electric current there. 

Ω(𝑥𝑖 , 𝑦𝑗) =

{
 
 
 

 
 
      1 𝐹𝑟2⁄           { 

𝑖𝑒𝑙1 ≤ 𝑖 ≤ 𝑖𝑒𝑙2, 𝑗𝑒𝑙3 ≤ 𝑗 ≤ 𝑗𝑒𝑙4

𝑖𝑒𝑙3 ≤ 𝑖 ≤ 𝑖𝑒𝑙4, 𝑗𝑒𝑙3 ≤ 𝑗 ≤ 𝑗𝑒𝑙4

 −1 𝐹𝑟2⁄           { 
𝑖𝑒𝑙1 ≤ 𝑖 ≤ 𝑖𝑒𝑙2, 𝑗𝑒𝑙1 ≤ 𝑗 ≤ 𝑗𝑒𝑙2

𝑖𝑒𝑙3 ≤ 𝑖 ≤ 𝑖𝑒𝑙4, 𝑗𝑒𝑙1 ≤ 𝑗 ≤ 𝑗𝑒𝑙2

         0                              all other  𝑖, 𝑗                       

 (5.10) 
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However, the Froude number  

𝐹𝑟 ≡
𝑈0

√𝑗0𝐵0𝑏 𝜌⁄
 , (5.11) 

is now defined based on the local Lorentz force, where 𝑗0 is the magnitude of the normal electric 

current density at the electrode surface 

𝑗0 ≡
𝐼𝑎𝑝𝑝𝑙𝑖𝑒𝑑

2𝑤𝑒𝑙𝐿𝑒𝑙
 , (5.12) 

with 𝐿𝑒𝑙 the total length of electrodes in the mean flow direction, i.e., the length of the electrically-

driven region, and the velocity scale, also based on the local Lorentz force, is 

𝑈0 ≡
𝑗0𝑏

√𝜎𝜌𝜈
 . (5.13) 

Similarly, Eq. 5.4 is discretized as follows. 

𝜓𝑖+1,𝑗
𝑛 −2𝜓𝑖𝑗

𝑛+𝜓𝑖−1,𝑗
𝑛

(Δ𝑥)2
+

𝜓𝑖,𝑗+1
𝑛 −2𝜓𝑖𝑗

𝑛+𝜓𝑖,𝑗−1
𝑛

(Δ𝑦)2
= −𝜔𝑖𝑗

𝑛  (5.14) 

Initial conditions consist of a fully-developed base profile found for a similar system with identical 

geometry, except for its having effectively infinite length and continuous, unbroken electrodes 

(i.e., no 𝑥-dependence), with random noise added at every internal node on the order of 10−5 

compared with the base flow. The unperturbed fully-developed vorticity solution is found via 

pseudo-time stepping using the tridiagonal solver TDMA (TriDiagonal Matrix Algorithm) based 

on the Thomas algorithm [98] to find the vorticity field that satisfies 

1

𝑅𝑒
 
𝜔𝑖,𝑗+1

𝑛−1 −2𝜔𝑖𝑗
𝑛−1+𝜔𝑖,𝑗−1

𝑛−1

(Δ𝑦)2
−

𝐻𝑎

𝑅𝑒

𝑎2

𝑏2 𝜔𝑖𝑗
𝑛−1 + Ω(𝑥𝑖 , 𝑦𝑗) = 0 . (5.15) 
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The boundary conditions on the inlet and outlet are periodic, exactly as in [23]. However, because 

in this system the net flow rate is zero, the streamfunction has the same value on the two walls, 

and for convenience (since the absolute values are unimportant) it is set to 𝜓𝑤𝑎𝑙𝑙
∗ = 0 on those 

boundaries. Though both components of velocity vanish at the walls, only the contribution to wall 

vorticity from the streamwise gradient of the vertical velocity component vanishes, i.e., 

𝜔𝑤𝑎𝑙𝑙 =
𝜕𝑉

𝜕𝑥
|
𝑤𝑎𝑙𝑙

− 
𝜕𝑈

𝜕𝑦
|
𝑤𝑎𝑙𝑙

= −
𝜕2𝜓

𝜕𝑦2
|
𝑤𝑎𝑙𝑙

 . (5.16) 

This relation is used to determine the vorticity at nodes just interior of the wall, unlike for the rest 

of the interior points, which are found based on Eq. 5.9. The inlet and outlet nodes are labeled  

𝑖 = 1  and  𝑖 = 𝑁𝑥, respectively, and the wall nodes are labeled 𝑗 = 1 and 𝑗 = 𝑁𝑦. The wall 

vorticity values are found from the streamfunction based on a central differencing scheme, but 

with a set of virtual nodes at 𝑗 = 0 and 𝑁𝑦 + 1 with streamfunction values equal to those at the 

same streamwise index 𝑖 and 𝑗 = 2 and 𝑁𝑦 − 1, respectively, i.e.,  𝜓𝑖,0
𝑛−1 =  𝜓𝑖,2

𝑛−1 and  

𝜓𝑖,𝑁𝑦+1
𝑛−1 = 𝜓𝑖,𝑁𝑦−1

𝑛−1 . Under this construction, the streamwise velocity calculated from the 

streamfunction using a central differencing scheme is equal to zero at the walls, as required. Then 

the wall vorticity at 𝑥 = 𝑥𝑖 is  

𝜔𝑖,1
𝑛 = − 

𝜓𝑖,2
𝑛−1  − 2𝜓𝑖,1

𝑛−1  + 𝜓𝑖,0
𝑛−1

(∆𝑦)2
= − 

2𝜓𝑖,2
𝑛−1

(∆𝑦)2
 (5.17) 

𝜔𝑖,𝑁𝑦

𝑛 = −
𝜓𝑖,𝑁𝑦+1

𝑛−1 −2𝜓𝑖,𝑁𝑦
𝑛−1+𝜓𝑖,𝑁𝑦−1

𝑛−1

(∆𝑦)2
= − 

2𝜓𝑖,𝑁𝑦−1
𝑛−1

(∆𝑦)2
 . (5.18) 

The periodic boundary conditions are enforced by applying Eq. 5.9 with 𝑖 = 𝑁𝑥 and 𝑖 = 1 treated 

as neighboring points as follows. 
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𝜔1,𝑗
𝑛 = 𝜔1,𝑗

𝑛−1 − ∆𝑡  𝑈1,𝑗
𝑛−1 𝜔2,𝑗

𝑛−1−𝜔𝑁𝑥,𝑗
𝑛−1

2∆𝑥
 − ∆𝑡  𝑉1,𝑗

𝑛−1 𝜔1,𝑗+1
𝑛−1 −𝜔1,𝑗−1

𝑛−1

2∆𝑦
+  

             + 
∆𝑡

𝑅𝑒
 
𝜔2,𝑗

𝑛−1−2𝜔1,𝑗
𝑛−1+𝜔𝑁𝑥,𝑗

𝑛−1

(Δ𝑥)2
 +  

∆𝑡

𝑅𝑒
 
𝜔1,𝑗+1

𝑛−1 −2𝜔1,𝑗
𝑛−1+𝜔1,𝑗−1

𝑛−1

(Δ𝑦)2
  

             −  ∆𝑡 
𝐻𝑎

𝑅𝑒

𝑎2

𝑏2 𝜔1,𝑗
𝑛−1 + ∆𝑡   Ω(𝑥1, 𝑦𝑗) (5.19) 

𝜔𝑁𝑥,𝑗
𝑛 = 𝜔𝑁𝑥,𝑗

𝑛−1 − ∆𝑡  𝑈𝑁𝑥,𝑗
𝑛−1 𝜔1,𝑗

𝑛−1−𝜔𝑁𝑥−1,𝑗
𝑛−1

2∆𝑥
 − ∆𝑡  𝑉𝑁𝑥,𝑗

𝑛−1 𝜔𝑁𝑥,𝑗+1
𝑛−1 −𝜔𝑁𝑥,𝑗−1

𝑛−1

2∆𝑦
+  

                + 
∆𝑡

𝑅𝑒
 
𝜔1,𝑗

𝑛−1−2𝜔𝑁𝑥,𝑗
𝑛−1+𝜔𝑁𝑥−1,𝑗

𝑛−1

(Δ𝑥)2
 +  

∆𝑡

𝑅𝑒
 
𝜔𝑁𝑥,𝑗+1

𝑛−1 −2𝜔𝑁𝑥,𝑗
𝑛−1+𝜔𝑁𝑥,𝑗−1

𝑛−1

(Δ𝑦)2
  

                −  ∆𝑡 
𝐻𝑎

𝑅𝑒

𝑎2

𝑏2 𝜔𝑁𝑥,𝑗
𝑛−1 + ∆𝑡   Ω(𝑥𝑁𝑥

, 𝑦𝑗) (5.20) 

After determining the boundary values of the vorticity via Eqs. 5.17-5.20, the system of equations 

represented by Eq. 5.9 for the interior points of the vorticity field are solved by explicit time 

marching through one time step, as mentioned earlier. With the vorticity calculated at the new time 

step, the streamfunction is solved by applying the TDMA to Eq. 5.14 and applying the Dirichlet 

boundary conditions at the walls. This time stepping procedure is repeated until a total of  

50 million time steps have been computed, which corresponds to 10 minutes of unsteady flow. 

The first minute of this flow is ignored during analysis, since the developing flow during at least 

the beginning of this period may not be physical, possibly even flowing through the end boundaries 

at first as the flow evolves into the typical flow field found in a closed cavity over the first several 

dozen time steps. With an extreme amount of caution, turbulent flow statistics are found for only 

the second half of the simulation period, so that there is no question that the calculated mean values 

contain any of the non-physical or developing flow. 
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5.1.3 Computed unsteady flow field 

The procedure outlined in Section 5.1.2 was performed for four cases, all at the same applied 

magnetic field (0.5 T or 𝐻𝑎 = 194). Each case was computed for a different injected current (50, 

100, 200 and 700 mA), each representative of a particular flow regime found in experiment. The 

lowest electric current employed produces a flow in the laminar regime, characterized by a 

minimally disturbed velocity field and an exceedingly small turbulent kinetic energy everywhere 

in the fluid. The next case, where twice this minimal current was applied, shows signs of mild 

disturbance in the bulk, near the inflection points, with a turbulent kinetic energy several orders of 

magnitude greater than the laminar case, but still without highly developed vortical structures. All 

structures that do appear at this applied current remain quite stationary in the cavity, once they 

have developed, and do not significantly interact with one another. They do disturb the boundary 

layers near the walls somewhat, but this disturbance is limited to periodic thickening of the 

Shercliff layer due to the vortical motion of small eddies near the velocity profile’s inflection 

points somewhat gently moving fluid towards and away from the walls. These thickened regions 

have a triangular shape and may be the beginning of a symmetric singularity, similar to the 

hydrodynamic version discussed in [99, 100]. Doubling the current once again accentuates the 

boundary layer disturbance and leads to increasingly dynamic vortex motion, with regions of 

boundary layer separation beginning to appear. The highest-current case demonstrates dynamic 

qualities considerably more interesting than the former three cases. In particular, large eddy 

structures are well developed, forming a staggered pattern that fills the cavity in the electrically-

driven region, and interact significantly with each other and the boundary layers. Their interactions 

with one another cause the eddy centers to move about, occasionally joining with other eddies or 
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breaking apart. Interactions between bulk vortices and the Shercliff boundary layers produce bursts 

from the boundary layer into the bulk, much like those seen in hydrodynamic flows (cf. [100], 

[101], [102]). The second case represents the onset of Type I instability, i.e., bulk inflectional 

instability that does not significantly disturb the boundary layers. The third case contains examples 

of Type II instability arising where bulk instabilities begin to cause boundary layer separation. The 

last case represents a mixed mode instability, characterized by vortex-vortex interactions. Though 

the last two of these cases are distinctly unsteady, they are distinct from one another in that the 

highest-current case, the turbulent kinetic energy sharply rises when mixed mode instability 

begins, a clear sign that a transition to Q2D turbulence has occurred. If the flow were driven much 

harder, the mixed mode instability is expected to become quite chaotic and could possibly 

transition to a fully turbulent regime. 

For each of the computed cases, instantaneous velocity vector fields are shown in Figs. 5.3-5.6 for 

multiple times spread equally (∆𝑡 = 𝑡𝑚𝑎𝑥) through the unsteady simulation duration. For the 

lowest driving current employed, 𝐼 = 0.05 A (𝑅𝑒 = 267), shown in Fig. 5.3, the flow is quite 

steady and the velocity distribution appears to be identical at each snapshot. The shear layers do 

show a mild disturbance that causes the vertical velocity component near the electrodes  

(𝑦 𝑎⁄ = ±0.5) to oscillate along in the 𝑥-direction, but this disturbance does not affect the 

centerline flow much, except the introduction of a slight variation in the velocity magnitude with 

the same period as the oscillation. In Fig. 5.4, the case shown has double the minimum applied 

current, 𝐼 = 0.1 A (𝑅𝑒 = 541), and with this driving current, oscillations near the electrodes grow 

sufficiently to disturb the centerline flow and actually cause a slow wave motion to appear in this 

region. The temporal variation of the centerline disturbance is subtle, but comparing the earliest 
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times to the latest times, a shift in the locations where the vertical velocity component points 

upwards and downwards is apparent. The maximum Reynolds number shown above the color bar, 

corresponding to the dark red vectors, also changes slightly from one snapshot to the next, though 

the maximum variation in this quantity is less than 6%. Figure 5.5 contains the first set of velocity 

vector distributions that demonstrate significant instability and clearly formed vortices. The 

instabilities seen beginning to form at lower currents fully blossom at this moderate injected  

Figure 5.3. Velocity vector distribution for equally spaced times separated by 𝛥𝑡 = 0.2𝑡𝑚𝑎𝑥 

(𝑡𝑚𝑎𝑥 = 600 s) for 𝐻𝑎 = 200 and injected current 𝐼 = 0.05 A. At this lowest driving current, 

the flow is quite steady and appears to be identical at each time. The maximum Reynolds 

number 𝑅𝑒 = 267 is also unchanging for the entire duration of the unsteady computation. 
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current into a staggered array of vortices with diameters on the order of the duct half-width. These 

vortices slowly interact, sometimes joining together or bifurcating, changing the arrangement and 

number of vortices in the duct over fairly long time scales. The centerline flow is strongly disturbed 

by the staggered vortices, exhibiting a dramatic vertical oscillation that mirrors the shape of the 

vortex distribution above and below it. At 𝐼 = 0.2 A (𝑅𝑒 = 945), the vertical oscillations are even 

Figure 5.4. Velocity vector distribution for equally spaced times separated by 𝛥𝑡 = 0.2𝑡𝑚𝑎𝑥 

(𝑡𝑚𝑎𝑥 = 600 s) for 𝐻𝑎 = 200 and injected current 𝐼 = 0.1 A. At this fairly low driving current, 
the flow begins to exhibit some slow unsteady behavior as the oscillations near the electrodes 

grow and perturb the centerline flow. The maximum Reynolds number at each snapshot varies 

by less than 6%, but significantly more than with half this applied current. 
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stronger and become more pronounced downstream of the gap, since the perturbations are strong  

enough to persist through the non-driven region in spite of its dampening effect. The arrangement 

of vortices changes considerably with time, as well, as the vortex-vortex dynamics are much more 

intense than at half this driving current. At the much greater applied current of 𝐼 = 0.7 A  

(𝑅𝑒 = 1456), with snapshots shown in Fig. 5.6, a staggered array of vortices that fill the duct are 

Figure 5.5. Velocity vector distribution for equally spaced times separated by 𝛥𝑡 = 0.2𝑡𝑚𝑎𝑥 

(𝑡𝑚𝑎𝑥 = 600 s) for 𝐻𝑎 = 200 and injected current 𝐼 = 0.2 A. At this moderate driving current, 
the flow becomes quite dynamic, forming a staggered array of vortices, filling the duct, that 

interact and change number and positions, albeit slowly. The maximum Reynolds number at 

each snapshot varies by more than 18% over the duration of the simulation. 
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extremely well-defined, and their motions and interactions with one another are extremely 

vigorous. They are created and destroyed on a much smaller time scale than the previous example, 

and vortices near  the ends of the driven regions are strong enough to birth previously unseen 

vortices in the undriven regions past the ends of the electrodes (|𝑋 𝑎⁄ | ≳ 4). Moreover, the vortices 

interact across the gap, which, due to its lack of driving current, serves as a sort of barrier to vortex 

Figure 5.6. Velocity vector distribution for equally spaced times separated by 𝛥𝑡 = 0.2𝑡𝑚𝑎𝑥 

(𝑡𝑚𝑎𝑥 = 600 s) for 𝐻𝑎 = 200 and injected current 𝐼 = 0.7 A. At this high driving current, the 

flow is very unstable, with a staggered array of vortices filling the duct that vigorously interact 

even across the gap. Vortices are regularly created and destroyed and incite vortices in the 

undriven fluid beyond the electrodes, which extend a bit past 𝑋 𝑎⁄ = ±4. The maximum 
Reynolds number at each snapshot varies by more than 20% over the duration of the simulation. 
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interactions at lower currents. The vortices themselves are much more circular than at lower 

currents and incite extreme vertical oscillations along the centerline that vary strongly in time. The 

behavior seen at this high current has the same character as the secondary instabilities predicted 

and discussed by Smolentsev, Vetcha and Moreau [23]. 

 Vorticity and streamfunction contour plots are shown for some of the same instants used for the 

velocity vector distributions in Figs. 5.7-5.10. For the lowest current (Fig. 5.7), 𝐼 = 0.05 A  

(𝑅𝑒 = 267), plots for only one snapshot suffice, since there are no significant changes in the 

vorticity or streamfunction throughout the simulation duration. The vorticity plot, in particular, 

highlights the perturbations to the shear layers, causing them to oscillate vertically and spread apart 

in the direction of the wall jet flow. The corresponding streamlines clearly demonstrate how these 

perturbations cause the flow to begin forming very small vortices near the middle of the electrode 

rows as the vortex sheets initially break up with the onset of weak instability. In Fig. 5.8, one 

snapshot for 𝐼 = 0.1 A (𝑅𝑒 = 541) is shown since, again, the vorticity and streamfunction do not 

Figure 5.7. Contour plots of vorticity (top) and streamfunction (bottom) for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.05 A. Contour values are indicated by the color bars. Vorticity is scaled 

by 𝑈0 𝑎⁄  and streamfunction is scaled by 𝑈0𝑎. Streamlines are superimposed on the 
streamfunction contours to indicate the direction of flow. 
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Figure 5.8. Contour plots of vorticity (top) and streamfunction (bottom) for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.1 A. Contour values are indicated by the color bars. Vorticity is scaled by 

𝑈0 𝑎⁄  and streamfunction is scaled by 𝑈0𝑎. Streamlines are superimposed on the streamfunction 

contours to indicate the direction of flow. 

Figure 5.9. Contour plots of vorticity (top) and streamfunction (bottom) for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.2 A. Contour values are indicated by the color bars. Vorticity is scaled by 

𝑈0 𝑎⁄  and streamfunction is scaled by 𝑈0𝑎. Streamlines are superimposed on the streamfunction 
contours to indicate the direction of flow. 
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change significantly over the duration of the simulation. In many ways the plots in Fig. 5.8 

resemble those shown in Fig. 5.7, though the disturbance of the shear layers is more intense, 

causing small curls to form where for the lowest current, the shear layers were only kinked. The 

high-vorticity flow near the side walls, in this case, are noticeably perturbed, with the left edge of 

Figure 5.10. Contour plots of vorticity (top) and streamfunction (bottom) for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.7 A at three snapshots in the range 𝑡 = 0.6𝑡𝑚𝑎𝑥 to 𝑡𝑚𝑎𝑥. Contour values 

are indicated by the color bars. Vorticity is scaled by 𝑈0 𝑎⁄  and streamfunction is scaled by 𝑈0𝑎. 

Streamlines are superimposed on the streamfunction contours to indicate the direction of flow. 
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each somewhat drawn toward the core due to the flow turning around the electrode row ends and 

accelerating along the walls. The spreading of the shear layers toward the right of each driven   

region cause the boundary layers to remain thin at their rightmost edges. 

At 𝐼 = 0.2 A (𝑅𝑒 = 945), as discussed above regarding the velocity vector plots, the flow is more 

dynamic, so vorticity and streamfunction contour plots are shown for two snapshots in Fig. 5.9. 

The two moments chosen to plot are representative of the typical flow patterns seen throughout 

the simulation duration. At these conditions, the shear layer has broken up into two to three vortices 

along each electrode row, and the vortices are staggered in relation to the vortex train above or 

Figure 5.10, continued. Contour plots of vorticity (top) and streamfunction (bottom) for 𝐻𝑎 =
200 and injected current 𝐼 = 0.7 A and two snapshots, 𝑡 = 0.2𝑡𝑚𝑎𝑥 and 0.4𝑡𝑚𝑎𝑥. Contour 

values are indicated by the color bars. Vorticity is scaled by 𝑈0 𝑎⁄  and streamfunction is scaled 

by 𝑈0𝑎. Streamlines are superimposed on the streamfunction contours to indicate the direction 
of flow. 
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below them. The boundary layer is quite disturbed, with the strong vorticity generated at the side 

walls dragged into the core flow, forming triangular structures that protrude between pairs of 

nearby bulk vortices. However, the high-vorticity boundary layer does not yet form bursts 

characteristic of strong vortex-boundary layer interactions. 

At 𝐼 = 0.7 A (𝑅𝑒 = 1456), the flow is quite unstable, and the vorticity and streamfunction for all 

of the snapshots shown in Fig. 5.6 are plotted in Fig. 5.10, which is split across two pages. The 

vigorous vortex-vortex interactions and vortex-boundary layer interactions mentioned in the 

discussion of the velocity vector field are quite apparent in these plots, and bursts from the 

boundary layer into the core appear very often, feeding fluctuations into the core flow and greatly 

intensifying turbulence there. 

 

5.2 Proper orthogonal decomposition 

Decompositions, in general, are used to decouple temporal and spatial variations in a dynamical 

quantity, such as the velocity 𝑢⃑ (𝑥 , 𝑡). The general construction takes the form 

𝑢⃑ (𝑥 , 𝑡) = ∑ 𝑎𝑘(𝑡)  𝜙⃑ 𝑘(𝑥 )
𝑚
𝑘=1  , (5.21) 

where 𝑚 is the number of modes added together to obtain the velocity field. Both proper 

orthogonal decomposition (POD) and dynamic mode decomposition (DMD) can be used to 

identify interesting flow structures [103], but each technique is uniquely useful in certain ways.  

POD is an analysis technique that is used to decompose a series of temporally evolving vector field 

snapshots into a set of vector field eigenmodes that, when some subset of them is superposed, each 
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multiplied by a weighting coefficient, can be used to recreate each snapshot. The modes themselves 

may also be sought as a means to identify basic components of a complex flow, which is the goal 

of this section. The POD analysis process is identical to adding terms of a Fourier series to obtain 

a complex periodic signal composed of a linear combination of weighted sine or cosine waves, 

except that the modes are basic patterns of motion that repeatedly appear as some part of the 

greater, more complex motion occurring in each snapshot. Each mode is represented as the 

collection of velocity components at all grid points comprising the mode, unrolled from its 

multidimensional format into a 1D array, which is an eigenvector of the system. The eigenvalue 

associated with each eigenvector is the kinetic energy carried by a particular pattern of motion, 

and modes are ordered according to how much kinetic energy is contained in them. The velocity 

fluctuation (total velocity minus the mean velocity) may be used, rather than the total velocity, to 

perform this analysis, in which case the eigenvalues are the turbulent kinetic energy. 

This approach is quite useful if the dynamics of a system are made up of a small number of modes 

plus some noise, since the decomposition will “filter out” the noise, often making the true 

dynamics of the system much clearer. POD is also useful for gaining insight into fundamental 

properties of a flow or to produce a reduced-order-model (ROM) that can be used to simulate a 

system with fewer computational resources. A time series can be constructed using a ROM set of 

modes along with a matrix of weighting coefficients for each time step. This approach requires 

only enough memory to hold a presumably small number of modes, each with the number of grid 

points in the system multiplied by the number of velocity components, plus a matrix of coefficients 

with the number of elements equal to the number of time steps multiplied by the number of modes. 

Such a construction may require drastically fewer computational resources than storing all velocity 
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data for each snapshot if they can be decomposed into a sufficiently small set of basic modes. 

For a spatial grid with 𝑁 nodes and dimensionality 𝐷, i.e., 𝐷 velocity components at each node, 

the entire time series of a measured or computed flow field with 𝑀 snapshots (i.e., velocity fields 

at times 𝑡1, 𝑡2, … 𝑡𝑀) can be represented as a 𝐷𝑁 × 𝑀 matrix 𝑈̿. For example, if 𝐷 = 2 such that 

the velocity has two components 𝑢 and 𝑣, this matrix takes the form 

𝑈̿ = [𝑢̿
𝑣̿
] =

[
 
 
 
 
 
 
 
 
𝑢1(𝑡1)  𝑢1(𝑡2)  𝑢1(𝑡3)… 𝑢1(𝑡𝑀)

𝑢2(𝑡1)  𝑢2(𝑡2)  𝑢2(𝑡3)… 𝑢2(𝑡𝑀)
⋮

𝑢𝑁(𝑡1)  𝑢𝑁(𝑡2)  𝑢𝑁(𝑡3)… 𝑢𝑁(𝑡𝑀)

𝑣1(𝑡1)  𝑣1(𝑡2)  𝑣1(𝑡3)… 𝑣1(𝑡𝑀)

𝑣2(𝑡1)  𝑣2(𝑡2)  𝑣2(𝑡3)… 𝑣2(𝑡𝑀)
⋮

𝑣𝑁(𝑡1)  𝑣𝑁(𝑡2)  𝑣𝑁(𝑡3)… 𝑣𝑁(𝑡𝑀)]
 
 
 
 
 
 
 
 

 . (5.22) 

These velocity components may be either the total velocity or the turbulent velocity fluctuations, 

depending on which specific flow features one desires to illuminate. There are different approaches 

to POD with various advantages and disadvantages. For very large data sets, it is sometimes 

advantageous to perform a singular value decomposition (SVD) on the matrix U before computing 

the spatial correlation matrix. The approach presented here utilizes a direct initial calculation of 

the correlation matrix 𝐶̿ = 𝑈̿𝑇𝑈 ̿ , where the superscript 𝑇 denotes the transpose, and a SVD is 

performed (since it is more computationally stable than a standard eigendecomposition) to obtain 

the matrix 𝐶̿ in the form 

𝐶̿ = 𝐿  ̿Σ̿  𝑅̿𝑇 , (5.23) 

where 𝐿̿ and 𝑅̿ are left and right unitary matrices, and Σ̿ is a rectangular diagonal matrix with the 
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energy eigenvalues as its non-zero elements. As previously mentioned, modes are determined by 

energy content, with the first mode containing the most kinetic energy (or turbulent kinetic energy 

if velocity fluctuations are used to construct 𝑈̿   ). 

The orthogonal eigenmode basis functions given by 

Φ̿ =
𝑈  ̿ L̿

‖𝑈  ̿ L̿‖
2

= [
Φ̿𝑥

 Φ̿𝑦

] , (5.24) 

which are independent of time, representing static spatial distributions of velocity, are normalized 

by their 2-norm to form an orthonormal basis, and the eigenvectors for the modes are the 𝑚 

columns of Φ̿, where 𝑚 is the number of modes (𝑚 < 𝑀) kept, i.e., the truncation order (additional 

columns are dropped reducing Φ̿ to a 𝐷𝑁 × 𝑚 matrix). The temporal coefficients are given by 

𝑎̿(𝑡) = 𝑈̿  𝑇Φ̿  , (5.25) 

which is a 𝑀 × 𝑚 matrix, and the original snapshots may be reconstructed, given the number of 

modes retained is sufficient, by multiplying this matrix of coefficients by the set of basis vectors. 

𝑈̿𝑃𝑂𝐷 = [
𝑢̿𝑃𝑂𝐷

 𝑣̿𝑃𝑂𝐷
] = Φ̿(𝑥 )  𝑎̿  𝑇(𝑡) = [

Φ̿𝑥(𝑢̿
𝑇Φ̿𝑥 + 𝑣̿𝑇Φ̿𝑦)

 Φ̿𝑦(𝑢̿
𝑇Φ̿𝑥 + 𝑣̿𝑇Φ̿𝑦)

] (5.26) 

The minimum truncation order required for effective reconstruction of flow snapshots can be 

determined through the computations of the 2-norm ‖𝑈̿ − Φ̿𝑎̿  𝑇‖
2
, which will asymptote to some 

small value once a sufficient number of modes are reached. 



191 
 

The difficulty inherent in POD analysis is that the derived modes depend strongly on the collection 

of snapshots chosen. If snapshots are chosen that are too close together in time, artificial 

correlations will be calculated that result in the production of several almost identical modes. To 

avoid this, widely spaced snapshots are chosen, but it is possible to find different sets of modes for 

different snapshot intervals. Thus, a certain amount of experimentation must be undertaken in 

choosing snapshots for the analysis, and a researcher’s experience with similar flows and, perhaps, 

a degree of intuition, must be applied to this process to arrive at a meaningful set of basic modes, 

which are sufficiently different from one another and, at the same time, can be combined to recreate 

each snapshot with a minimal number of modes. Another way of defining this difficulty is to say 

that the analysis is not dynamically invariant. 

Another apparent limitation of the method related to the above discussion, which in reality does 

not pose a true barrier to understanding of a system, is that it does not work well for a static system, 

since the eigenvectors produced from its data are degenerate. Essentially, all of the kinetic energy 

is isolated to a single mode, which is any of the snapshots, and, hence, the result is known before 

the analysis even begins. This prevents the use of POD analysis from being applied to the lowest 

current case, 𝐼 = 0.05 A, which is quite static, as discussed in Section 5.1. For the other computed 

cases, however, the analysis works quite well. 

After testing different intervals between chosen snapshots, it was found that a temporal separation 

between snapshots of about 60 seconds, which is 10% of the duration of each simulation, produces 

the best result, evidenced by a relatively small set of distinct modes with clear structures. For  

𝐼 = 0.1 A, the flow configuration is fairly stable, with small perturbations in the shear layers 

causing the distribution of the vertical velocity component to slowly shift over time. Applying the 
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POD analysis yields only four modes, with the primary mode containing over 98% of the kinetic 

energy. Contour plots of the Reynolds number, based on the local speed and the duct half-width, 

with streamlines superimposed for each mode are shown in Fig. 5.11. Many small vortex structures 

are apparent in each mode, since these are the source of most of the kinetic energy. 

Figure 5.12 contains the POD modes for 𝐼 = 0.2 A, which is significantly more dynamic than the 

previous case. A non-negligible amount of the kinetic energy is found in the higher-order modes, 

which represent the motion and interaction of the main vortices. This is still a fairly stable case, 

with more than 80% of the kinetic energy contained in the primary mode. When the driving current 

Figure 5.11. Contour plots of POD mode velocity magnitude with streamlines for 𝐻𝑎 = 200 

and injected current 𝐼 = 0.1 A (𝑅𝑒 = 541). Contour values are given in terms of 𝑅𝑒 and are 
indicated by the color bars. At this driving current, almost all of the kinetic energy exists in the 

first mode. 
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is raised significantly to 𝐼 = 0.7 A, the flow becomes truly dynamic as secondary instabilities 

begin to really intensify the turbulence. The modes associated with this high-current case are 

shown in Fig. 5.13, and it is immediately clear that the kinetic energy comes from a range of 

different vortex motions and interactions. The lower-order modes represent larger-amplitude, 

higher-frequency motions of the vortices, while the high-order modes, which each carry a much 

smaller fraction of the kinetic energy, are associated with smaller-amplitude and lower-frequency 

Figure 5.12. Contour plots of POD mode velocity magnitude with streamlines for 𝐻𝑎 = 200 

and injected current 𝐼 = 0.2 A (𝑅𝑒 = 945). Contour values are given in terms of 𝑅𝑒 and are 
indicated by the color bars. At this driving current, a non-negligible portion of the kinetic energy 

comes from the perturbations, which take the form of the higher-order modes. 
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motion that contributes much less to the overall energy content of the flow. 

With the modes calculated for each of the cases shown above, it is possible to compute the 

coefficients given by Eq. 5.25 and reconstruct the main details of the velocity field time series to 

a high degree of accuracy. However, the purpose of performing this analysis here is to enhance the 

understanding of the principal motions making up the very complex aggregate flow behavior. 

Especially for the last, highest-current case, it is clear that the vortex dynamics are driven primarily 

Figure 5.13. Contour plots of POD mode velocity magnitude for 𝐻𝑎 = 200 and injected current 

𝐼 = 0.7 A (𝑅𝑒 = 1456). Contour values are given in terms of 𝑅𝑒 and are indicated by the color 
bars. At this driving current, kinetic energy is thoroughly spread across the first few modes, 

which represent the vigorous vortex rearrangement and interactions. 
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by a local circulation of energy around the vortices themselves and also up and down across the 

cavity span, with the addition of a considerable amount of small-scale oscillations associated with 

vortex-center periodic motion and transfer of angular momentum between vortices as they create 

and destroy one another. 

 

5.3 Dynamic mode decomposition 

In contrast to POD, dynamic mode decomposition cannot be used to make linear superpositions 

Figure 5.13, continued. Contour plots of POD mode velocity magnitude for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.7 A (𝑅𝑒 = 1456). Contour values are given in terms of 𝑅𝑒 and are 

indicated by the color bars. At this driving current, kinetic energy is spread across many modes, 

with the last few shown here each containing only a small fraction, representing slow periodic 

vortex motions of low amplitude. 
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that recreate a flow. Rather, DMD modes represent patterns of motion in the flow that share a 

particular set of oscillatory and growth or decay time scales. Thus, DMD illuminates the flow 

dynamics instead of basic flow patterns found in a large number of snapshots. Unlike POD modes, 

DMD modes are not orthogonal, but they are dynamically invariant [104]. 

DMD is based on the hypothesis that any flow can be approximated as a series of linearized steps 

in time, though the approach has been proven to work even for highly nonlinear flows [105]. The 

supposition is made that an operator 𝒦 exists (called the Koopman operator) that, when applied to 

an array of velocity components from a particular time, produces the array of velocity components 

at the following time step, i.e., 

𝒦𝑢⃑ 𝑡𝑘 = 𝑢⃑ 𝑡𝑘+1
 . (5.27) 

This is effectively an assumption that with a sufficiently small time step between snapshots, the 

change in the velocity field is linear. It should then be possible to compute sequential steps in time 

by iteratively applying this operator. Another way to say this is that the discrete temporal velocity 

field sequence may be written as a Krylov space if the initial velocity field 𝑢⃑ 1 is known. 

𝑢⃑ (𝑡1 → 𝑡𝑀) = {𝑢⃑ 1, 𝒦𝑢⃑ 1, 𝒦
2𝑢⃑ 1, … ,𝒦𝑀𝑢⃑ 1} (5.28) 

Similarly to the procedure followed for a POD analysis, a 𝐷𝑁 × M matrix  𝒰̿ of velocity 

components is assembled with position varying along the 𝐷𝑁 rows (𝐷 components at each of the 

𝑁 nodes) and time varying along the 𝑀 columns, but including all snapshots (times: 

𝑡1, 𝑡2, … , 𝑡𝑀−1, 𝑡𝑀) rather than only a reduced selection. With velocity field components for each 

snapshot are arranged into a matrix in this way, the Koopman operator may be represented as a 
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matrix 𝐴̿ containing sets of temporal evolution coefficients. To find the temporal evolution matrix 

𝐴̿, two matrices  𝑉̿ =  𝒰̿(𝑡1→𝑀−1) and 𝑈̿ =  𝒰̿(𝑡2→𝑀) of size 𝐷𝑁 × (𝑀 − 1) are first constructed 

from  𝒰̿, where the columns of matrix  𝑉̿ hold velocity snapshots at times 𝑡1 to 𝑡𝑀−1, and the rows 

of matrix 𝑈̿ hold snapshots at times 𝑡2 to 𝑡𝑀. Then the temporal evolution of the system may be 

represented in the form of a matrix equation as follows. 

𝑈̿ = 𝐴  ̿    𝑉̿ (5.29) 

The matrix 𝐴̿ is computed by multiplying both sides of Eq. 5.29 on the right by the inverse of  𝑉̿. 

However, computing the exact inverse  𝑉̿−1 is very computationally expensive, so it is standard 

practice to instead compute the Moore-Penrose pseudoinverse  𝑉̿+. A pseudoinverse matrix of 

some matrix 𝑋̿ satisfies four requirements: (1) 𝑋̿𝑋̿+𝑋̿ = 𝑋̿, (2) 𝑋̿+𝑋̿𝑋̿+ = 𝑋̿+, (3) (𝑋̿𝑋̿+)
†
= 𝑋̿𝑋̿+, 

and (4) (𝑋̿+𝑋̿)
†
= 𝑋̿+𝑋̿. In the first two requirements, the matrix products 𝑋̿𝑋̿+ and 𝑋̿+𝑋̿ need not 

be the identity matrix, but they must map the columns of 𝑋̿ to themselves [106, 107]. The latter 

two requirements, where the † superscript denotes the complex conjugate transpose, state that the 

matrix products 𝑋̿𝑋̿+ and 𝑋̿+𝑋̿ are Hermitian. Here, it is reasonably assumed that all matrix 

elements of  𝑉̿ are real so that the complex conjugate transpose is equivalent to the normal 

transpose. Then the Moore-Penrose pseudoinverse is found by first performing a SVD on  𝑉̿, 

 𝑉̿ = 𝐿  ̿ Σ ̿  𝑅̿𝑇 , (5.30) 

where, as in Section 5.2, 𝐿  ̿ and 𝑅̿ are left and right unitary matrices (of size 𝐷𝑁 × 𝑀), respectively, 

and  Σ ̿ (𝑀 × 𝑀) is a diagonal matrix. The pseudoinverse  Σ ̿+ of  Σ ̿ is found simply by replacing each 
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diagonal element with its inverse. For unitary matrices, the inverse and transverse are identical, so 

the pseudoinverse of Eq. 5.30 is 

 𝑉̿+ = 𝑅̿  Σ ̿+  𝐿̿  𝑇 . (5.31) 

Then the matrix 𝐴 ̿ is obtained by multiplying Eq. 5.29 on the right by Eq. 5.30. 

𝐴 ̿ = 𝑈̿𝑅̿  Σ ̿+  𝐿̿  𝑇 . (5.32) 

However, it is far more computationally efficient to project this matrix onto POD modes, so a new 

projected matrix 𝐴 ̃̿ is computed as follows. 

 𝐴 ̃̿ = 𝐿̿  𝑇  𝐴 ̿  𝐿̿ = 𝐿̿  𝑇𝑈̿𝑅̿  Σ ̿+ (5.33) 

The next step is to perform an eigendecomposition of  𝐴̃̿, 

  𝐴̿ ̃   𝑊̿̿̿ =  𝑊̿̿̿  Λ̿ , 

where the columns of   𝑊̿̿̿ are eigenvectors and Λ̿ is a diagonal matrix of eigenvalues 𝜆𝑘 with 𝑘 

identifying the eigenvalue corresponding to the 𝑘th column of  𝑊̿̿̿. The eigenvectors of the original 

matrix 𝐴 ̿, comprising the columns of Φ̿, can then be calculated as follows. 

Φ̿ = 𝑈̿𝑅̿  Σ ̿+  𝑊̿̿̿ (5.34) 

The 𝑚 columns of Φ̿ with the greatest amplitude are column vectors 𝜙⃑ 𝑘 defining the 𝑚 principal 

modes (i.e., 𝑘 = 1 → 𝑚). Future states of the velocity field may be predicted based on the 

continuation of the linear evolution of the known states using these DMD modes. This prediction 
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takes the form 

𝑢⃑ (𝑡 > 𝑡𝑚) = Φ̿diag[exp(𝜔𝑡)]  𝒜̿̿̿ , (5.35) 

where the amplitude matrix  𝒜̿̿̿, which is a diagonal matrix, may be found from the initial velocity 

field 𝑢⃑ 1, and the frequency 𝜔𝑘 of each mode is determined from the eigenvalues 𝜆𝑘. If the initial 

time is taken to be 𝑡1 = 0, then 

𝑢⃑ 1 = Φ̿  𝒜̿̿̿ (5.36) 

and 

 𝒜̿̿̿ ≈ Φ̿+𝑢⃑ 1 . (5.37) 

The frequencies or time scales associated with each mode may be calculated from the eigenvalues 

𝜆𝑘, known as Ritz values, as follows. 

𝜔𝑘 = 2𝜋𝑓𝑘 =
ln(𝜆𝑘)

∆𝑡
 (5.38) 

where ∆𝑡 is the time between snapshots. The frequencies 𝜔𝑘 and 𝑓𝑘 have units of radians/second 

and Hertz (or cycles/second), respectively. It is important to note that these frequencies are 

complex, with the imaginary parts equal to the oscillation frequencies and the real parts equal to 

the rate of amplitude change (growth if ℛℯ(𝜔𝑘) > 0 or decay if ℛℯ(𝜔𝑘) < 0 ) for each mode. 

Also, all but one of the modes is repeated, since complex conjugate pairs of eigenvalues are found 

for every mode with a non-zero imaginary part. Since positive and negative frequencies represent 

precisely the same dynamics, modes with negative frequencies are discarded, so that there are only 

(𝑚 + 1) 2⁄  principal modes, in reality. The oscillation frequency of the 𝑘𝑡ℎ mode is then 
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𝜔𝑘
𝑜𝑠𝑐 = 2𝜋 𝑓𝑘

𝑜𝑠𝑐 = ℐ𝓂(𝜔𝑘) , (5.39)  

and the oscillation and amplitude growth (or decay) time scales for the modes are given by 

∆𝑡𝑘
𝑜𝑠𝑐 =

2𝜋

ℐ𝓂(𝜔𝑘)
 (5.40) 

∆𝑡𝑘
𝑎𝑚𝑝𝑙 =

2𝜋

ℛℯ(𝜔𝑘)
 (5.41) 

Applying this analysis technique to data produced by the Q2D numerical simulations described in 

Section 5.1 yields some interesting results. Using velocity fields computed from the 

streamfunction data, and neglecting the first 20% of each data set (i.e., the first two minutes of the 

full ten minutes of dimensional simulation time) to avoid including the developing flow patterns, 

the ten highest-amplitude modes are found for the four cases computed. For the three lowest 

applied currents (𝐼 = 0.05, 0.1 and 0.2 A), streamfunction and vorticity fields were saved every 

104 iterations, which corresponds to a dimensional time step of 0.12 seconds, but for the highest 

current case (𝐼 = 0.7 A), results were saved every 105 iterations, or every 1.2 seconds. Thus, for 

the former three cases, the maximum resolvable frequency is 4.2 Hz (half of the sampling rate), 

and for the highest-current case, the maximum resolvable frequency is only 0.42 Hz. With the 

Strouhal number defined as 

𝑆𝑡 ≡
𝑎𝑓

𝑈𝐶𝐿
 (5.42) 

where 𝑎 is the duct half-width, 𝑓 is the frequency, and 𝑈̅𝐶𝐿 is the mean centerline velocity spatially 

averaged over the driven regions in the cavity (𝑈̅𝐶𝐿 = 1.5, 3.1, 5.4 and 8.3 mm/s for 𝐼 = 0.05, 

0.1, 0.2 and 0.7 A), these frequencies correspond to Strouhal numbers of  𝑆𝑡 = 40.8, 20.1, 11.6 
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and 0.75, respectively. 

Figure 5.14 contains the principal modes for 𝐼 = 0.05 A, which, again, is the most stable case 

considered. The primary mode looks essentially like the flow featured in the plots in Figs. 5.3 and 

5.7, and higher-order modes are, in general, low frequency pulsations distributed throughout the 

flow field. These modes look like pure noise with small closed structures along the electrodes 

Figure 5.14. Contour plots and streamlines of DMD modes for 𝐻𝑎 = 200 and injected current 

𝐼 = 0.05 A (𝑅𝑒 = 267). Contour values are given in terms of 𝑅𝑒 and are indicated by the color 

bars. At this driving current, the primary mode is the flow seen in Figs. 5.3 and 5.7, and higher-

order modes are small, low-frequency perturbations that appear at first glance to be noise in the 

velocity signals. 
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similar to those seen in the dominant mode, but they are associated with a set of discrete 

frequencies associated with very slow changes in the velocity distribution, probably slight shifts 

in the shear layer disturbances that propagate through the entire cavity, rather than a random or 

semi-random distribution across a wide contiguous range of frequencies. 

Figure 5.15 contains the ten principal modes for the case with 𝐼 = 0.1 A. The primary mode looks 

Figure 5.14, continued. Contour plots and streamlines of DMD modes for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.05 A (𝑅𝑒 = 267). Contour values are given in terms of 𝑅𝑒 and are 
indicated by the color bars. At this driving current, higher-order modes are small, low-frequency 

perturbations that appear at first glance to be noise in the velocity signals. 
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almost like the undisturbed velocity profile, with even the circulation about the electrode rows 

lacking significant perturbations. In contrast to the lowest-current case, the higher order modes 

consist of distinct groups of vortices that circulate at very low frequency. The perturbations are 

strong enough that they stand out as modes of fluid motion separate from the base flow with their 

own unique frequencies. All the characteristic frequencies of the higher-order modes are extremely 

Figure 5.15. Contour plots and streamlines of DMD modes for 𝐻𝑎 = 200 and injected current 

𝐼 = 0.1 A (𝑅𝑒 = 541). Contour values are given in terms of 𝑅𝑒 and are indicated by the color 
bars. At this driving current, the primary mode is the almost undisturbed flow field, and higher-

order modes are small, very low-frequency vortex trains along the electrode rows and paths 

along which angular momentum is transferred across the core. Circulation rates are slightly 

higher on the left than on the right, resulting in separate modes for the two regions. 
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low, all of them under 1 Hz, unlike the lowest-current case. However, most of the perturbations 

have decay time scales on the order of the full simulation duration or even longer, so these higher-

order modes are an important part of the flow dynamics, especially when all of their small effects 

are superimposed. 

Figure 5.16 consists of the principal modes for the case with 𝐼 = 0.2 A. The primary mode is 

Figure 5.15, continued. Contour plots and streamlines of DMD modes for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.1 A (𝑅𝑒 = 541). Contour values are given in terms of 𝑅𝑒 and are 
indicated by the color bars. At this driving current, higher-order modes are small, very low-

frequency vortex trains along the electrode rows and paths along which angular momentum is 

transferred across the core. 
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sufficiently disturbed that pairs of small vortices are visible in the middle of the shear layers, which 

have an overall lobed geometry due to the presence of these vortices. Oscillation frequencies of 

higher-order modes are quite low compared with lower-current cases, indicating the concentration 

of the flow’s kinetic energy into larger structures that circulate more slowly that the smaller 

structures seen in Figs. 5.14 and 5.15. 

Figure 5.16. Contour plots and streamlines of DMD modes for 𝐻𝑎 = 200 and injected current 

𝐼 = 0.2 A (𝑅𝑒 = 945). Contour values are given in terms of 𝑅𝑒 and are indicated by the color 

bars. At this driving current, the primary mode is slightly disturbed, with almost every shear 

layer broken into two vortices, and higher-order modes are moderately sized, extremely low-

frequency groups of vortices filling the cavity. 
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Figure 5.17 contains modes for the case with 𝐼 = 0.7 A, and the primary mode is very disturbed, 

consisting of an array of staggered vortices, more or less equally spaced along the electrode rows 

and even through the gap region. Higher-order modes, which circulate at extremely low 

frequencies, represent motion of the vortex centers, including their interaction over very long time 

scales. Decay time scales for the higher modes are significant and imply these modes are present 

Figure 5.16, continued. Contour plots and streamlines of DMD modes for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.2 A (𝑅𝑒 = 945). Contour values are given in terms of 𝑅𝑒 and are 
indicated by the color bars. At this driving current, higher-order modes are moderately sized, 

extremely low-frequency groups of vortices filling the cavity. All modes persist for times on 

the order of the simulation duration. 
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long enough to have a marked effect on the flow dynamics and mean flow properties, but they are 

a fraction as long as the higher-order modes computed for some lower currents. This may indicate 

that the vortex motions corresponding to each mode take place for only part of the simulation 

duration and then evolve into one of the other modes, and some of the modes are certainly active 

Figure 5.17. Contour plots and streamlines of DMD modes for 𝐻𝑎 = 200 and injected current 

𝐼 = 0.7 A (𝑅𝑒 = 1456). Contour values are given in terms of 𝑅𝑒 and are indicated by the color 
bars. At this driving current, the primary mode is very disturbed, consisting of an array of 

staggered vortices that fill the cavity, and higher-order modes consist of the same size structures 

or larger, which represent the motion of the primary vortex group. Higher-order modes circulate 

at extremely low frequency. Modes 3 and 8 are non-oscillatory like the primary mode, though 

they slowly decay over a long time scale. 
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simultaneously during periods of complex vortex interactions. 

In Fig. 5.18, the normalized mode amplitudes of the first 1000 modes are plotted versus 

dimensionless frequency for each of the three lower-current cases presented above, providing 

normalized power spectral density plots that exhibit the distribution of kinetic energy over the 

range of measurable oscillation frequencies for each case. For the highest current, only the 200 

highest-amplitude modes are available for plotting due to the limited number of snapshots output 

Figure 5.17, continued. Contour plots and streamlines of DMD modes for 𝐻𝑎 = 200 and 

injected current 𝐼 = 0.7 A (𝑅𝑒 = 1456). Contour values are given in terms of 𝑅𝑒 and are 
indicated by the color bars. At this driving current, higher-order modes represent the motion of 

the primary vortex group, circulating at extremely low frequency. 
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Figure 5.18. Amplitudes of DMD modes plotted against 𝑆𝑡 (non-dimensional frequency) for 

𝐻𝑎 = 194 and injected currents in the range 𝐼 = 0.05-0.7 A (𝑅𝑒 = 267-1456). The highest 
measurable frequency for the three lower currents is 4.2 Hz, which corresponds to different  

𝑆𝑡 ranges due to variation in 𝑈̅𝐶𝐿, and the highest frequency for the greatest current is 0.42 Hz, 

or 𝑆𝑡 = 0.75. 
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for this case. The maximum range of frequencies that can be resolved (0-4.2 Hz for  

𝐼 = 0.05-0.2 A or 0-0.42 Hz for 𝐼 = 0.7 A) depends on the temporal separation of the snapshots, 

which is Δ𝑡 = 0.12 seconds for the former three cases and Δ𝑡 = 1.2 seconds for the last case. The 

green bars are the amplitudes of each mode that exhibits a negative growth rate, i.e., a decaying 

mode, and the black bars are the amplitudes of growing or stable modes. Each case demonstrates 

a significantly different character in its distribution. At the lowest current (𝑅𝑒 = 267), power is 

distributed fairly evenly across a wide range of frequencies but with very low amplitude. However, 

the only non-decaying mode is the steady base flow, which implies that in reality, power is 

concentrated into that steady mode, accompanied by some low-amplitude noise, corresponding to 

all but the first mode in Fig. 5.14. At 𝐼 = 0.1 A (𝑅𝑒 = 541), as instability begins to develop, but 

without the formation of well-defined vortices, many similarly powerful discrete frequencies 

appear across the available frequency range, but only a handful are non-decaying modes. The 

steady mode contains the most power, and the other non-decaying modes are all at very low 

frequency but quite distinct from one another. At 𝐼 = 0.2 A (𝑅𝑒 = 945), clear peaks spanning the 

available range of frequencies appear, which is characteristic of similarly sized structures that vary 

slightly in oscillation frequency from some central maximum oscillation frequency that contains 

the maximum local power. The non-decaying modes span a narrower range of low frequencies, 

again peaking at zero frequency, and are much less discrete than the previous case due to the 

presence of more complex flow behavior. At the highest current, 𝐼 = 0.7 A (𝑅𝑒 = 1456), several 

dominant frequencies in the very low-frequency range appear, indicative of large structures that 

are slowly but regularly interacting and changing positions. Again, the steady mode has the highest 

amplitude compared with the other non-decaying modes, but the peaks seen at higher frequencies 

do not decrease in amplitude as quickly with increasing frequency as for the lower-current cases, 
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which is a consequence of the more complex vortex dynamics in this considerably more unstable 

flow. 

The frequencies produced by the DMD analysis are compared with frequencies measured in the 

experiment in Chapter 6 and offer insight into the particular dynamics responsible for those 

observed frequencies, which is quite useful since the experimental diagnostics are somewhat 

limited in spatial resolution, making the interpretation difficult without an alternative method of 

investigating the system. Besides providing some qualitative insight into the simpler components 

of the flow dynamics superimposed to produce the complex behavior seen in experiments, much 

like the benefit of performing POD analysis, simulations coupled with DMD analyses offer the 

opportunity to make quantitative comparisons, as well, and aid in the verification of computational 

tools and physical models. 

Comparing the modes with those derived using a linear stability analysis, presented in Section 4, 

certain similarities can be found, but clear differences are also apparent that make it clear that 

inflectional instability in MHD duct flows is very much a nonlinear phenomenon. In particular, 

the Kelvin-Helmholtz type instabilities heralded by the appearance of vortex trains at the inflection 

point locations are not seen in Q2D simulation results in the simple linear form predicted by LSA. 

Instead, staggered arrays of vortices are always observed in nonlinear computations, demonstrating 

complex patterns of motion and vigorous interactions with neighboring vortices. Also, the LSA 

predictions of critical Reynolds number (or equivalently, applied current that produces instability, 

in the electrically-driven cavity) are far too conservative if the computational results prove reliable. 

In Chapter 6, this comparison among analyses is continued with the added component of careful 

experimental observations, including copious velocimetry data. The fine details of that additional 
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analysis and verification of the computational results presented in the preceding sections are 

reserved for the end of the next chapter in this dissertation, following an introduction to the 

experimental apparatus, instrumentation and methodology. As will be demonstrated in detail in 

that discussion, the results of the Q2D computations presented in this chapter are quite robust and 

offer an excellent, much faster alternative to full 3D simulations. 

 

5.4 Summary of computational results 

This chapter is dedicated to the description of numerical simulations of a duct-like cavity flow, 

driven by pairs of electrode strips on each Hartmann wall through which current is injected and 

extracted, such as the system described in Chapter 3, but with finite length electrodes rows that are 

shorter than the cavity and contain a short gap at their midpoint to match the geometry employed 

in the MHD Instability Experiment, which is described in the following chapter. These simulations 

were performed based on a Q2D model in which the Lorentz body force in the Navier-Stokes 

equations is replaced by a linear Hartmann braking term, as prescribed by the SM82 theory. 

Governing equations were written in a streamfunction-vorticity form, and the unsteady equations 

were solved on a uniform grid using an explicit forward Euler method for time marching and 

central differencing schemes for spatial derivatives, with initial conditions taken to be a fully-

developed flow found using a pseudo-time stepping method. Periodic boundary conditions are 

applied to the inlet and outlet, and the streamfunction along the walls is taken to be constant, since 

that satisfies the impermeable wall condition. Interior wall nodes are defined that are assigned the 

same streamfunction values as their counterparts on the opposite side of the wall, which enforces 

the no-slip condition. A short amount of time is allowed to pass at the beginning of each simulation 
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for the flow at the periodic cell’s boundaries to become stagnant, which yields the same flow field 

found in a closed cavity from that time onward without having to manually forcing the velocity at 

those locations to vanish. 

Upon completing the equivalent of ten minutes of simulation data for each parameter set 

considered, which is a sufficient observation period to capture all interesting flow phenomena and 

obtain reliable, repeatable flow statistics, velocity vector, vorticity and streamfunction fields were 

plotted, and their details were analyzed and discussed. Many fine details of the flow, especially 

near the side walls, are not visible from experimental measurements, and computational results are 

carefully scrutinized and matched with more obvious features that can be detected experimentally. 

In particular, the appearance of a spatially periodic oscillation of the vertical velocity component 

along the centerline corresponding to an array of bulk vortices is observed, which is a distinct 

qualitative feature of the flow field that can be clearly seen in experimental measurements. In 

addition to the calculation of relevant flow statistics such as mean centerline velocity and turbulent 

kinetic energy, proper orthogonal and dynamic mode decompositions were performed on the 

numerical data, and key modes of fluid motion were identified. 
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CHAPTER 6 

 

MHD Instability Experiment 

 

This chapter describes an experimental effort that parallels the analytical and computational results 

presented in Chapters 3 and 5. The experiment relies on the existence of a Q2D flow for both the creation 

and measurement of a custom velocity field, assumptions that are supported by the analytical results, and 

the accomplishment of these goals is a first of its kind achievement in a duct geometry. This experiment 

opens up a new field of possible studies into MHD flows that offer low cost, rapid development and 

deployment, and a great deal of measurement accuracy and control over flow features. This and future 

versions of this type of MHD experiment can provide an enormous amount of high-quality validation data 

that may be used to test and refine current and future computational MHD tools, which are indispensable 

to the efficient design of liquid metal MHD systems such as LM fusion blankets. 

 

6.1 Purpose and scope of the MHD Instability Experiment 

Based on the need, thoroughly discussed in Section 2, for a new type of liquid metal MHD 

experiment that provides the unsteady velocity field in a Q2D duct flow with minimally flow-

disturbing diagnostics and the ability to control – or at least measure – inlet and outlet conditions, 

preferably with some means to control details of the velocity profile, the 

MHD Instability Experiment (MHDIE) was conceived and built. The MHDIE is designed to 

present boundary conditions that are very close to those assumed for the analytical solution for a 

current-driven MHD flow with symmetric current-injection electrodes derived in Section 3 (the 
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same cross-sectional geometry, a transverse magnetic field and constant current injection). It 

cannot, of course, match the translational symmetry assumed for that solution, and the 

experimental flow will not be truly steady under any of its operating conditions, but the laminar 

flow represented by the analytical solution is a good approximation of the flow at low current and 

high magnetic field, i.e., stable conditions. 

The MHDIE avoids many of the pitfalls of previous experimental efforts detailed in Sections 2.2 

and 2.4, using non-disruptive electric potential probes for velocimetry and electric current injection 

through a custom arrangement of wall-embedded electrodes to generate a desired velocity profile, 

with the test article immersed in a strong transverse magnetic field. These wall probes and 

electrodes are embedded in a printed circuit board (PCB) Hartmann wall, which enables their 

exquisitely precise placement with no risk of liquid metal leaks past them. This is similar in 

concept to the PCBs made for the Pre-qualification Experiment [89], a precursor of the MHDIE 

described in Section 6.4, where PCBs were used as side walls and housed electric potential probes 

(but no current-injection electrodes) in a similar geometry. The theory behind instrumented PCB 

walls for MHD duct flow experiments is described in Section 6.2, as well as key properties of these 

components and practical details of their use. Though the Pre-qualification Experiment 

demonstrated the viability of electric potential probes embedded in a PCB, the MHDIE had an 

initial goal of proving that such instrumentation could also function well in the vicinity of current-

injection electrodes with current paths ostensibly flowing primarily across the potential probes. 

With this concern laid to rest, the MHDIE’s primary purpose is to demonstrate the creation of a 

Q2D base velocity profile with strong wall jets by injecting current through two rows of electrodes 

on each Hartmann wall, spaced symmetrically about the centerline of each wall and the midplane 
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of the duct, which is orthogonal to the applied magnetic field. Inflection points in such a velocity 

profile inevitably coincide with the electrode locations, since the injected current produces a shear 

layer along each row of electrodes. Inflectional velocity profiles with strong side wall jets are 

commonly seen in disturbed MHD flows and MHD duct flows with non-uniformly conductive 

walls, but the conditions under which they form are difficult to control, requiring large and 

expensive experimental facilities, and these velocity profiles typically evolve along a duct, making 

their measurement and characterization very challenging. Controlled current injection can provide 

a base inflectional velocity profile with much more stable and measurable key features, such as jet 

width and strength and inflection point location. 

As a secondary, but equally important, goal, the circumstances under which the mean flow shows 

marked changes in its dependence on increasing current and its turbulence characteristics may then 

be determined and used to define regimes of stable and unstable flow, and more than one unstable 

regime is expected based on previous research (see Section 2.2). With sufficient driving current, 

especially for lower magnetic fields, inflectional instability is expected to appear and grow with 

increasing applied current, and by varying the current and applied magnetic field, it should be 

possible to isolate the conditions under which this happens. 

 The tertiary purpose of the experiment is to observe details of the velocity field in the plane 

orthogonal to the applied magnetic field, in particular the shape, size and dynamics of any vortices 

that develop from some instability. Satisfaction of the three main goals not only offers insight into 

a likely mechanism for the initiation of transition from a Q2D flow regime to full 3D turbulence, 

but also provides copious, high-resolution data that can be used to develop predictive correlations 

for flow regime transitions and, perhaps more importantly, detailed steady and unsteady data that 
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can be used to verify and validate computational tools using different liquid metal MHD duct flow 

models and numerical techniques. The latter benefit of the MHDIE has the potential of helping 

researchers find the most efficient tools for fusion blanket development and identifying 

weaknesses and errors in their codes. The available benchmark cases, many of the most reliable 

outlined by Smolentsev et al. in [108], are in general either steady or are based on experiments 

with many unknown conditions, limited measurements (both spatially and temporally) and 

possible sources of instrumentation error (see Sections 2.2-2.4). Data from well-controlled 

experiments that can simultaneously record velocity field information at a very large number of 

measurement locations distributed over a sizable area are invaluable to the reliable development 

of future MHD simulations. 

The final goal was to reach a fully turbulent flow regime, but the maximum amount of current 

available to this experiment was insufficient, and diagnostics that can detect 3D motion, such as 

those employed for the Pre-qualification experiment, were not included on the MHDIE. Though 

this goal was not reached as part of this dissertation research, a second generation MHDIE with 

more available current and additional side wall probes could thoroughly illuminate the process that 

leads to full turbulence, believed to be an evolution from a somewhat organized unstable flow to 

one where vortices strongly interact in a chaotic way that destroys virtually all two-dimensionality. 

 

6.2 Printed circuit board instrumentation 

In a truly Q2D MHD duct flow, the velocity field may be obtained from electric potential 

difference measurements made on the Hartmann wall via probes embedded in a printed circuit 

board. In the experiments presented in this dissertation, the probes are 0.25-mm diameter circular 



218 

 

conductive pads embedded in the surface of the PCB with the traces connecting them to a set of 

pins forming the connection bus, which is located elsewhere on the PCB outside the liquid metal 

region, buried under a layer of insulating coating. The theory behind the use of potential 

measurements is described in Section 2.3and, based on this, the probes on the Hartmann wall PCBs 

are arranged in square formations, which allows for the approximation of a two-dimensional (2D) 

velocity vector representing the average flow over the area encompassed by each square. The 

calculation of the velocity components can be understood in two ways, first as the averages of 

vertical and horizontal potential differences on opposite ends of the square, and second as the 

components directly calculated from diagonally oriented probe pairs (see Fig. 6.1). 

Unsurprisingly, these two approaches are equivalent, as the second approach yields the first 

velocity components rotated by 45 degrees. It is important to note this equivalence to avoid the 

impression that the first approach involves some interpolation, which might suggest a reduction in 

accuracy. On the contrary, both approaches are equally accurate and involve no interpolation. A 

demonstration of these assertions is now presented. The vertical and horizontal potential 

differences that correspond to components in the natural coordinate system coinciding with the 

sides of the printed circuit board are first considered. 

𝑢𝑙𝑒𝑓𝑡 =
∆𝜑𝑣𝑒𝑟𝑡,𝑙𝑒𝑓𝑡

𝐵𝑜ℓ
=

𝜑1−𝜑3

𝐵𝑜ℓ
 (6.1) 

𝑢𝑟𝑖𝑔ℎ𝑡 =
∆𝜑𝑣𝑒𝑟𝑡,𝑟𝑖𝑔ℎ𝑡

𝐵𝑜ℓ
=

𝜑2−𝜑4

𝐵𝑜ℓ
 (6.2) 

𝑣𝑡𝑜𝑝 =
∆𝜑ℎ𝑜𝑟𝑖𝑧,𝑡𝑜𝑝

𝐵𝑜ℓ
=

𝜑1−𝜑2

𝐵𝑜ℓ
 (6.3) 

𝑣𝑏𝑜𝑡𝑡𝑜𝑚 =
∆𝜑ℎ𝑜𝑟𝑖𝑧,𝑏𝑜𝑡𝑡𝑜𝑚

𝐵𝑜ℓ
=

𝜑3−𝜑4

𝐵𝑜ℓ
 (6.4) 

To obtain the average velocity in the square cell, which will be taken to be the approximate velocity 
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vector at the cell center, the horizontal and vertical components must each be averaged. 

𝑢𝑐𝑒𝑛𝑡𝑒𝑟 =
𝑢𝑙𝑒𝑓𝑡+𝑢𝑟𝑖𝑔ℎ𝑡

2
=

1

2
(
𝜑1−𝜑3

𝐵𝑜ℓ
+

𝜑2−𝜑4

𝐵𝑜ℓ
)  

               =
1

2𝐵𝑜ℓ
(𝜑1 + 𝜑2 − 𝜑3 − 𝜑4) (6.5) 

𝑣𝑐𝑒𝑛𝑡𝑒𝑟 =
𝑣𝑡𝑜𝑝+𝑣𝑏𝑜𝑡𝑡𝑜𝑚

2
=

1

2
(
𝜑1−𝜑2

𝐵𝑜ℓ
+

𝜑3−𝜑4

𝐵𝑜ℓ
)  

               =
1

2𝐵𝑜ℓ
(𝜑1 − 𝜑2 + 𝜑3 − 𝜑4) (6.6) 

The velocity components in a coordinate system (𝑥′, 𝑦′) rotated counter-clockwise relative to the 

first by 45 degrees, derived from potential differences between the diagonally opposed probes, 

each pair separated by a distance ℓ√2 are now computed. This choice is somewhat more intuitive 

in that the two potential differences are taken along lines that cross at the center of the probe square, 

putting both velocity components at the same location – the cell center. 

Figure 6.1. Sketch of square arrangement of probes showing potentials at each probe and 

velocity components derived from potential differences for the normal (left) and rotated (right) 

coordinate systems denoted below each figure. The magnetic field 𝐵0 is in the 𝑧-direction. 
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𝑢′ =
𝜑1−𝜑4

𝐵𝑜ℓ√2
 (6.7) 

𝑣′ =
𝜑3−𝜑2

𝐵𝑜ℓ√2
 (6.8) 

These new velocity components can now be rotated to match the original coordinate system (𝑥, 𝑦) 

as follows (note that the cosine and sine of the rotation angle, 45 degrees, are both equal to 
1

√2
). 

𝑢 = 𝑢′ cos 𝜗 − 𝑣′ sin 𝜗 =
𝜑1−𝜑4

𝐵𝑜ℓ√2
∙
1

√2
−

𝜑3−𝜑2

𝐵𝑜ℓ√2
∙
1

√2
  

    =
1

2𝐵𝑜ℓ
(𝜑1 + 𝜑2 − 𝜑3 − 𝜑4) (6.9) 

𝑣 = 𝑢′ sin 𝜗 + 𝑣′ cos 𝜗 =
𝜑1−𝜑4

𝐵𝑜ℓ√2
∙
1

√2
+

𝜑3−𝜑2

𝐵𝑜ℓ√2
∙
1

√2
  

    =
1

2𝐵𝑜ℓ
(𝜑1 − 𝜑2 + 𝜑3 − 𝜑4) (6.10) 

These components are exactly the same as those derived from calculating the edge components 

and averaging, i.e., each pair of equations, Eqs. 6.5 and 6.9 and Eqs. 6.6 and 6.10, yields the same 

result. Thus, using either of these procedures to compute the velocities from the measured electric 

potentials on a square probe grid generates an identical velocity field with vector tails located in 

the center of each square arrangement of probes. 

PCBs are ideal media for use as duct walls with embedded electric potential probes, since they are, 

naturally, excellent insulators, and their manufacture is relatively inexpensive, extremely precise 

and very rapid, especially compared with the time required to machine and drill insulators like 

alumina and the positioning error inherent in this process. For commercial PCB manufacturers, a 

CAD drawing of a PCB design may be submitted, and a finished product with a positioning and 

etching accuracy of ±12.5 m can be manufactured and delivered in one to two weeks, depending 
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on what specialty services, such as plating, may be required. Traces may be reliably etched with 

widths as thin as 125 m, and it is a simple task to create 250-m diameter circular pads at their 

ends to serve as probes. In addition, as long as full vias (small holes drilled through PCBs that are 

metal-plated to make connections between copper layers – see Fig. 6.2) are not placed in the region 

contacting a liquid metal, PCBs are leak-proof, unlike ceramics with drilled holes filled with glued 

conductors, which was the standard wall probe configuration in past experiments (e.g., [74], [86]). 

Some previous experiments utilized wall probes mounted in thin, conducting walls (e.g., [3]), but 

this practice introduces significant error since the electric potential distribution may be quickly 

smoothed out across a solid conductor, due to the rapid rearrangement of charges, which move on 

an exceedingly short time scale to eliminate any electric field in such a medium. 

Though only a basic two-layer PCB was ever used in the experiments presented here, multi-layer 

versions with buried and hidden vias, depicted in Fig. 6.2, may be constructed that offer significant 

advantages to liquid metal MHD experimentalists. The two-layer PCB with through-hole vias, 

which are the type used in the experiments presented in Sections 6.3-6.5, allow for more flexible 

routing than a simple single-layer board, since traces can be placed on the back side of the board 

(side not facing liquid metal) that run perpendicularly to those on the front. But in the context of a 

liquid metal duct wall, they suffer from the need to run traces across the part of the board in contact 

with the liquid, since the SMC pads serving as probes and electrodes are in this region, and 

through-hole vias cannot be placed in the liquid filled region without causing a leak. Not only do 

the traces take up surface area and limit the number of probes and electrodes and the locations 

where they may be placed, they create a surface texture, since the solder mask does not create a 

uniformly flat surface, but instead adds an almost constant-thickness film to the whole board, 
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creating a new surface with a similar geometry to that existing before application of the solder 

mask, though with the sharp corners of metal features such as traces somewhat smoothed out. 

Through the use of multi-layer boards with traces restricted to inner layers and the PCB’s back 

side, along with filled or tented vias used as the base for SMC pads, a PCB can be constructed with 

a very smooth finish and virtually no limitations on the number and placement of probes or current-

injection electrodes. Such a design is shown in Section 7.3 for a future second generation MHD 

Instability Experiment that has, on the same size PCB as that used in the experiment described in 

Section 6.5, but with multiple layers, 784 electric potential probes instead of the 121 probes that 

were placed on the first generation, two-layer PCB with difficulty. This simple example illustrates 

that multi-layer PCBs are likely the bright future of room-temperature liquid metal MHD 

experiments. 

The typical material for a mundane PCB is FR4 (NEMA grade, with FR meaning “flame 

retardant”) glass-reinforced epoxy laminate sheet sheathed in copper and coated with an insulating 

layer of solder mask, either liquid photoimageable solder mask (LPSM) or an epoxy or polymer-

Figure 6.2. Cross-section view (top) and surface view (bottom) of different types of vias in a 

printed circuit board – dark green: FR4 insulating substrate, bright gold: metal pads and via 

inserts, white/dark gold: unfilled via cores. (1) through-hole via, (2) filled via, (3) buried via, 

(4) filled buried via, (5) tented via, (6) hidden via. 
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based lacquer (the material that gives a typical PCB its standard green color), after etching of the 

copper into the desired pattern and drilling of vias (if the PCB has two or more copper layers) is 

completed. The insulating core usually has a thickness of 1.465 mm (57.7 mils = 0.0577 inches), 

though they can be purchased with much greater thicknesses for additional stiffness and durability, 

and each copper sheet normally has a thickness of 0.035 mm (137 mils) or 0.070 mm (274 mils), 

depending on the current capacity required for a particular application. The copper thicknesses are 

generally denoted in units of ounces per square foot, or simply ounces, and the two figures given 

correspond to 1 and 2 oz/ft2, respectively. The solder mask can vary depending on application 

technique but normally has a thickness of about 0.020 mm (0.8 mils). Except for any exposed 

metal contacts, pads for surface mounted components (SMC), for example, a PCB has an overall 

resistivity of 1010 - 1014 ·m. This is comparable to the resistivity of alumina, which has a 

maximum resistivity of 1014 ·m. Standard PCBs can tolerate temperatures up to 60-70°C, at 

which point they begin to become susceptible to plastic deformation, though higher-temperature 

versions are available for a higher cost. 

FR4 and solder mask materials are also chemically non-reactive, though copper may be, depending 

on the liquid metal employed. The solution to problematic reactions between the liquid medium 

and copper is to plate any exposed SMC contacts with non-reactive metals. In the case of mercury, 

the liquid metal used in the experiments presented in this section, this liquid metal does not react 

with copper, but it does not wet well with this material either. However, gold forms an amalgam 

with mercury that does wet well with the liquid metal, so the exposed SMC pads used as probes 

and electrodes are coated with gold using an ENIG (electroless nickel immersion gold) auto-

catalytic chemical plating process that offers unparalleled uniformity and bonding strength. Upon 
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contact with the mercury, when the test section is first filled, the surface gold layer reacts with the 

mercury to quickly develop the mercury-gold amalgam. This material has proven to make 

excellent electrical contact with the liquid metal, though after long-term (many months) operation 

with impure mercury containing dissolved oxygen, mercuric oxide can form at the probe-liquid 

interface that eventually degrades the connection between a gold-plated electric potential probe 

pad and the liquid metal. In most case, these resistive oxides can be broken down through ohmic 

heating by the careful injection of electrical current through the probe, but if the corrosion grows 

too thick, only disassembly and cleaning with an acid solution will suffice. This corrosion issue 

does not seem to affect the current-injection electrodes as severely, if at all, most likely due to the 

current that routinely flows through them during operation of an experiment. 

 

6.3 Data acquisition systems and experimental facility 

One of the biggest challenges to using electric potential probes to measure liquid metal velocity 

fields in the presence of a laboratory-scale magnetic field is the diminutive strength of the electric 

potential gradients generated by typical velocities found in liquid metal MHD duct flow 

experiments and the short distances over which they are measured. The result is that the measured 

electric potentials are often on the order of microvolts. Very few disciplines require the 

measurement of such small signals, and those that do, such as biomedicine and neurophysiology, 

typically measure such signals in one or only a few locations. Two experiments are presented in 

this section, the Pre-qualification Experiment (Section 6.3) and the MHD Instability Experiment 

(Sections 6.4-6.11). In the first, measurements are made across the entire vertical span of each of 

seven ducts with the same widths but heights ranging from 3 to 18 mm. Moreover, these duct test 
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sections are situated in a flow loop with a powerful conduction pump providing a forced flow, so 

the velocities are high enough that even with the smallest duct height, signals are on the order of 

millivolts. In the second experiment, the liquid metal flow is in a cavity with a much slower 

velocity range, and probe pairs are separated by 4 mm, so the signals range from a few microvolts 

up to fractions of a millivolt. Mean signals of this order present a challenge to any data acquisition 

system (DAQ), since environmental noise is typically on the same order. Steps must be taken to 

shield the instrumentation, connections and DAQ from this noise, and calibration is also much 

more difficult. Thus, for the Pre-qualification Experiment, measurement of electric potentials is 

relatively straightforward, while for the MHD Instability Experiment, specialized equipment is 

needed to obtain meaningful data. 

The data acquisition system initially available when the Pre-qualification experiment was 

Figure 6.3. Experiment test article 

inside noise shield box with           

data acquisition system, including 

analog-to-digital converter, pre-

amplifier, and shielded SCSI cables. 
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performed was a National Instruments (NI) SCXI-1000 384-channel analog-to-digital (A/D) 

converter chassis filled with twelve 32-channel SCXI-1100 modules, connected to a PC via a NI 

PCI-6036E PCI card, with a 96-channel (differential two-lead channels) custom-built 

pre-amplifier situated between the experiment and the main DAQ chassis (entire system shown in 

Fig. 6.3). This system can capture signals on 96 differential channels at a rate of up to 1000 S/s 

(samples/second), though with fewer channels connected, it can achieve a rate of over 100 kS/s; 

of course, if more channels are connected the maximum sampling rate decreases proportionally. 

Each amplifier in the custom device is composed of two sequential inverting op-amp based 

amplifiers that together provide a gain of approximately 1000. Signals from the experiments are 

routed from interface connectors on one end of a thick, aluminum noise-shield box, in which the 

test sections sit, through shielded 68-conductor (four channels serving as reference or ground 

leads) SCSI cables to the pre-amplifier and through another set of shielded SCSI cables to the 

DAQ (or directly to the DAQ if no pre-amplifier is used). The pre-amplifier does not have 

temperature gain-drift correction or any built-in adjustment that allows for the gain to be calibrated 

a priori, so each time it is used for gathering data, a careful calibration procedure is required to 

establish the gain of each individual amplifier once the unit has reached its nominal operating 

temperature. To accomplish this, a device was constructed with three SCSI connectors that allow 

an applied DC voltage to be supplied equally to all of the active pins in the SCSI connectors. 

Dividing the measured voltages by the reference voltage yields the gain on each channel. The 

amplification of millivolt-range signals by three orders of magnitude provides signals to the main 

DAQ chassis on the order of volts, which is the range in which it is most accurate. The NI system 

offers the distinct advantage of being easily connected to the eminently adaptable LabVIEW 

software, which can be used to simultaneously integrate data from many other instruments, such 
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as a Gaussmeter and thermocouples, and display it all on a customizable display. LabVIEW can 

also be used to do essential data processing, including calibration, statistical analyses and 

computations of velocity from electric potential measurements. 

Though it was initially expected that the NI SCXI-1000 system with the pre-amplifier would 

suffice to measure the microvolt signals expected from the MHD Instability Experiment, since the 

main DAQ chassis is rated to measure millivolts, which is the order of amplified microvolt signals 

it would receive, the results obtained from preliminary tests were suspect. After careful testing of 

the pre-amplifier, it was discovered that its gain curve was nonlinear in the microvolt range (see 

Fig. 6.4), rising from a gain of around 1000 in the single-digit millivolt range to over 7000 when 

the signal dropped below 10 V. This realization prompted a long search for a suitable DAQ that 

would reliably measure at least 192 microvolt-level differential signals simultaneously with a high 

Figure 6.4. Gain of pre-amplifier vs. input voltage 𝝋𝒊𝒏. Gain should be around 1000, but at 

input sub-millivolt range voltages, gain increases non-linearly with declining input voltage. 
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degree of accuracy and at a high enough rate to capture periodic signals with frequencies below 

50 Hz, since this is the frequency range where interesting flow dynamics are expected for liquid 

metal MHD duct flows. After a considerable amount of time was spent consulting multiple 

National Instruments technical experts and well-renowned scientists and engineers from Jet 

Propulsion Laboratory and other research institutions around the world, it was regretfully 

determined that no commercial solution existed at that time could satisfy these requirements. 

This frustrating conundrum was finally alleviated when a colleague from the Karlsruhe Institute 

of Technology (KIT) shared his knowledge of a biomedical technology company in Germany 

called neuroConn that was willing to modify one of its high-fidelity electroencephalography 

(EEG) systems for use with DC signals. This led to the purchase of a modified neuroConn 

DIGGER 512-channel data acquisition system, shown in Fig. 6.5. The neuroConn DIGGER 

system cannot be integrated with LabVIEW, but it offers several unique advantages over other 

data collection options, not the least of which is its ability to measure microvolt level signals with 

an impressive accuracy of 0.6 V if proper precautions are taken to ensure good connections to 

the signal source and an electrically quiet measurement environment. Second, it truly measures all 

channels simultaneously rather than scanning quickly across them like most multi-channel data 

acquisition systems. These capabilities are possible because it has a separate amplifier and 24-bit 

analog-to-digital converter for each individual channel, and it is coupled to a PC via POF (plastic 

optical fiber) cables, which prevents error-inducing issues such as ground loops. It can be operated 

using a rechargeable battery rather than outlet power, which completely decouples the system from 

the building electrical system, reducing the level of environmental noise considerably (< 2 V 

peak-to-peak) and enabling its maximum accuracy. This system is also connected to the 
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experiment via shielded SCSI cables with 68 conductors each. The neuroConn system uses 64 of 

these conductors to carry single-ended signals and four to supply a reference potential generated 

by the system. Banana plugs on the front of each module allow for the reference signals of the 

modules to be shared when they are connected together or kept separated if different components 

are tested simultaneously with the same DAQ. 

Aside from a high-quality DAQ and carefully crafted instrumentation, any robust MHD duct flow 

experiment requires a strong, uniform magnetic field in a region large enough to envelop the 

experimental apparatus and a sealed system for safely filling and emptying the test article. The 

Fusion Science and Technology Center is the home of the large BOB electromagnet (see Fig. 6.6), 

which can produce a very uniform steady magnetic field up to 1.5 T in a region with dimensions 

Figure 6.5. Top: front panel of 512-channel neuroConn DIGGER data acquisition system. Each 

module has a 68-pin SCSI connector and a banana plug for connecting reference signals of 

different modules together. Voltage range and gain are set with small DIP switch near upper 

right corner. Bottom left: rear panel of DIGGER system showing connections for outlet power, 

battery power, and fiber optic outputs. Bottom right: optical POF signal to USB converter.  
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15 x 15 x 80 cm3. An experiment may be pushed into its gap from either end, allowing it to easily 

support the operation of two experiments at a time if they are designed to be rolled in and out as 

needed. The coils of this magnet are composed of rectangular cross-section epoxy-coated copper 

stock coiled into a stadium shape with two circular passages drilled along the length of the 

conductor’s interior to allow for water cooling, which is accomplished with chilled water (15°C at 

the inlet) pumped to a high flow rate and pressure (300 - 360 psi) via a Goulds SSV-series 10-stage 

centrifugal pump and circulated through the coils during operation. The magnet is powered by a 

480-Volt AC power station that is inverted to DC using high-power air-cooled silicon-controlled 

Figure 6.6. Top left: photograph of the BOB magnet (end view) at the UCLA Fusion Science 

and Technology Center showing the ten magnet coils, water lines, power cables, and the noise-

shield box containing an experiment inserted in the magnet gap. Bottom left: sketch of the BOB 

magnet gap showing dimensions. Right: photograph of BOB electromagnet. 
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rectifiers. With the chilled water circulating through the magnet coils, this power station can 

provide continuous DC power up to 2000 Amps and more than 100 Volts without overheating the 

magnet coils. For short periods, the magnet can be driven as high as 2 T, but the temperature must 

be carefully monitored via an array of thermocouples distributed among the coils and cooling 

system, since overheating the coils can permanently damage the facility. The magnetic field in the 

vicinity of the test article is measured via a 3D Hall-effect probe connected to a Model 7030 

Gauss/Tesla meter made by F.W. Bell, which, on its second-to-highest range, measures up to 3 T 

with an accuracy of ±0.05%. 

In the Pre-qualification and MHD Instability Experiments, the working fluid is mercury, an 

excellent surrogate liquid metal for MHD duct flow experiments that exists in a liquid state at 

room temperature. Though in fusion blankets, the actual liquid metal needs to be at a relatively 

high temperature to exist in a liquid state – at least 300°C for eutectic PbLi, for example, and much 

higher for efficient energy extraction – and of course will be continuously heated by high-energy 

particles and electromagnetic radiation from the fusion reaction, working with such a hot liquid in 

a laboratory experiment presents a number of challenges to reliable precision instrumentation and 

requires a specialized heat-resistant experimental apparatus, high-power heaters everywhere in the 

flow circuit, sophisticated temperature distribution monitoring and atmospheric purification 

equipment to preserve the liquid metal purity. Electric potential measurements in a high-

temperature environment are, in general, terminally complicated by the need to account for 

thermoelectric and thermomagnetic effects (see Section 2.3), the need to build a high-temperature 

duct from conductive materials (making wall-mounted probes very inaccurate), near-immediate 

corrosion of electric potential probes when they make contact with the hot liquid metal, and 
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engineering challenges associated with the use of a traversable probe that can easily be frozen by 

solidified metal that finds its way into the port through which it slides. Of course, it is important 

to perform experiments using real fusion blanket-appropriate liquid metals like PbLi, but a deeper 

understanding of liquid metal MHD flow behavior should first be attained from surrogate liquids 

that offer the possibility of real control over relevant experimental parameters and the acquisition 

of detailed velocity field data. Once a fundamental understanding of liquid metal MHD behavior 

is better established, more complicated experiments will become much more useful to fusion 

blanket design and development. 

Though mercury is liquid at room temperature and avoids many of the difficulties and 

Figure 6.7. Diagram of mercury containment and transfer system showing primary (left) and 
secondary (right) tanks, vacuum pump, argon gas supply, valve network, and test section. 

Valves are set in the configuration for filling the test article and arrows show direction of argon 

gas (pressurization in blue and vacuum in purple) and mercury (silver) flows. 
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instrumentation pitfalls mentioned above, it is a toxic substance that must be carefully handled to 

prevent exposure of experimentalists to its harmful effects through physical contact, ingestion, or 

inhalation of its vapor. In particular, mercury can evaporate and become airborne quite easily, 

since, even though it has a high boiling point of 356.7°C, when exposed to atmosphere its surface 

atoms do not have a strong bond with their neighbors, which accounts for its monoatomic gaseous 

state in contrast to most atmospheric gases. Because of these traits, it is of the utmost importance 

to house mercury in a sealed system that can deliver and remove the liquid metal to and from the 

test article. Such a system, a sketch of which is shown in Fig. 6.7, is used in the Fusion Science 

and Technology Center. The mercury containment and transfer system consists of two tanks 

connected to one another and the test article through a network of valves, metal lines and clear 

flexible lines for the final connection between the system and the test article. This network is also 

connected to a pressurized argon gas cylinder and a vacuum pump, which pulls vacuum through a 

special filter designed to capture mercury vapor. Each of the two lines connected to the test article, 

one to its top surface and the other to its underside, may be connected to either tank by opening 

and closing the appropriate valves. Also, each tank has pipes passing through its lid that extend 

almost to its bottom and that are flush with the inside of the lid. To fill the test article, pressure is 

applied to the tank that currently has the largest quantity of mercury, and the appropriate valves 

are opened and closed such that the pipe that extends to the bottom is connected to the underside 

of the test article. Vacuum is applied to the other tank, and the line that terminates at the lid’s 

underside is connected via the required valve positions to the top port of the test article. The 

mercury is then sent slowly into the test article by gradually opening one more valve, which until 

that point was kept closed, in one of the lines going to the experiment. Pressure is adjusted up or 

down via a regulator on the argon tank to keep the flow of mercury slow and steady as the cavity 
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fills. If the flow slows too much, it can be difficult to restart without the application of a significant 

pressure difference, since the inertia of the heavy liquid metal is quite significant. If the flow is 

driven to too high of a speed, its passage through small constrictions in the flow circuit can lead to 

cavitation that at first glance may appear to be a leak of atmosphere into the circuit as bubbles 

begin to appear in the clear flexible lines connecting the metal lines to the test article. Besides the 

feelings of panic the sight of these bubbles may inspire in the experimentalist filling the test article, 

they may also disrupt the flow sufficiently to require a large increase in applied pressure to 

encourage its continuation. 

 

6.4 Pre-qualification Experiment 

The first liquid metal MHD duct flow experiment to make use of PCBs as duct walls with 

embedded electric potential probes is the Pre-qualification Experiment, which was constructed 

prior to the author’s association with the UCLA Fusion Science and Technology Center, but was 

not operated until afterward. One of the main purposes of the experiment was to test whether or 

not such instrumentation would work properly, since it had never been implemented before, and it 

contained 1288 probes of three types (transverse, integrating and axial) distributed throughout its 

test section, which was mounted in the bottom part of a flow loop with a MHD conduction pump 

sitting above it on the opposite side of the flow loop. The MHD conduction pump was powered 

by a current supply that could deliver hundreds of amps between its top and bottom walls, which 

in the presence of a transverse magnetic field produced a large Lorentz force that drove the flow 

around the loop. This generated considerable heat, requiring water cooling on the pump conductors 

to regulate their temperature. The primary research goal was to investigate anisotropy in MHD 
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duct flows, specifically the rate of two-dimensionalization of different vortex scales at the same 

Hartmann number. This was to be accomplished by passing liquid metal through a stack of seven 

channels, all with the same width (30.5 mm) in the direction of the applied magnetic field and 

different heights (3-18 mm) perpendicular to the field, as shown in Fig. 6.8. The channels were 

stacked according to height, with shorter channels stacked atop taller channels, except for the 

shortest, which was placed at the very bottom to avoid difficulties connecting the signal-carrying 

ribbon cables. According to Eq. 2.89, the time scale for two-dimensionalization of an eddy is 

inversely proportional to the square of its scale perpendicular to the applied magnetic field. It is 

reasonably assumed that eddies entering a channel almost immediately elongate and stretch from 

wall to wall parallel to the applied field, also growing in diameter to roughly the duct height, but 

do not take on a two-dimensional barrel geometry quite as quickly. Rather, it is believed that the 

Figure 6.8. Sketch of Pre-qualification Experiment cross section, showing different channel 

heights in mm and directions of applied magnetic field, potential measurements and flow.  

Printed circuit boards are shaded green and regions with fluid are shaded gray. 
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eddies’ axes are initially non-linear, and their shapes fluctuate until Alfvén waves carry the 

momentum parallel to the magnetic field to the Hartmann walls where it dissipates. For a fixed 

duct width, this process of two-dimensionalization should occur faster in taller ducts since the 

dominant structures in them have a larger perpendicular scale, so for a given mean duct velocity, 

a flow should reach a Q2D state over a shorter distance in a larger duct. 

To determine the degree to which the flow in a duct is two-dimensional, each of the seven channels 

in the Pre-qualification Experiment has PCB side walls have paired upper and lower transverse 

rows of eleven electric potential probes spanning the channel at five equally-spaced positions along 

the channel (see Figs. 6.9 and 6.10). Point probes are separated by 3 mm in the transverse direction, 

just touching the walls at the edges, and 9.6 cm in the streamwise direction. Measurements between 

point probe pairs provide the unsteady velocity averaged along the line connecting the two probes. 

If a flow is perfectly two-dimensional, all eleven probe pairs yield the same instantaneous velocity, 

demonstrating simultaneous fluctuations. One metric for the degree of two-dimensionality at a 

streamwise position 𝑥𝑖 is 

𝛿𝑖,𝑚𝑎𝑥
∗ (𝑥𝑖) ≡

𝛿𝑚𝑎𝑥(𝑥𝑖)

|  𝑢𝑖𝑛𝑡(𝑡,𝑥𝑖)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  |
=

𝑚𝑎𝑥{𝛿𝑅𝑀𝑆(𝑡,𝑥𝑖)}

|  𝑢𝑖𝑛𝑡(𝑡,𝑥𝑖)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  |
 (6.11) 

where 

𝛿𝑅𝑀𝑆(𝑡, 𝑥𝑖) = √
1

𝑛𝑝
∑  [𝑢(𝑡, 𝑥𝑖 , 𝑧𝑗) − 𝑢𝑖𝑛𝑡(𝑡, 𝑥𝑖)]

2𝑛𝑝
𝑗=1

  (6.12) 

is the instantaneous root mean square (RMS) deviation of the velocity from the mean across the 

channel, and 𝑢(𝑡, 𝑥𝑖 , 𝑧𝑗) and 𝑢𝑖𝑛𝑡(𝑡, 𝑥𝑖) are the velocities (at time 𝑡 and streamwise position 𝑥𝑖) at 

the 𝑗𝑡ℎ probe pair (of 𝑛𝑝 probe pairs at position 𝑥𝑖) and the integrating probe pair, respectively. 

The overbar in Eq. 6.11 indicates an average over time, and 𝑚𝑎𝑥{  } indicates that the largest value 
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in the time span is chosen. The integrating probes, also shown in Figs. 6.9 and 6.10, are copper 

strips that span the entire width of each channel and sit just ahead of each row of point probes. The 

velocity obtained from each pair of integrating probes is the mean velocity in the cross-sectional 

volume bounded by them, i.e., the flow rate divided by the cross-sectional area. Other metrics can, 

of course, be developed for characterizing the two-dimensionality of the flow at each streamwise 

location, such as the mean value of Eq. 6.12, averaged over some chosen time span. But using the 

maximum deviation during such a time span reduces the influence of intermittence on the result 

and provides a metric that offers greater contrast among the different cases tested. Scaling the 

maximum deviation by the mean velocity offers a relative deviation that is useful for characterizing 

the two-dimensionality when comparing different streamwise stations in a single channel at one 

Figure 6.9. Top: Photograph of Pre-qualification Experiment PCB. Bottom: Sketches of  

Pre-qualification Experiment printed circuit boards (not to scale) showing probe types.  

Left: perspective view of side wall arrangement showing directions of electric potential 

measurements and applied magnetic field, with one example probe pair identified. Right: top 

view of one PCB showing three different types of electric potential probes (point, integrating, 

and axial) and example 3D velocity distribution. 
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set of control parameters, but it is difficult to discern the overall effect of varying the flow rate 

through a particular channel and magnetic field, since dividing by smaller mean velocities results 

in very large relative deviations compared with much faster flowing cases. Therefore, it is better 

to plot a Reynolds number based on the dimensional deviation (either averaged over the duct or 

RMS) for comparisons among different parameter combinations. 

The maximum deviation scaled by the mean velocity nearest the inlet 𝛿1,𝑚𝑎𝑥
∗  is relatively high as 

the flow enters each channel, since the flow delivered by the MHD conduction pump mounted in 

Figure 6.10. Photographs of Pre-qualification Experiment test article and MHD conduction 

pump assembled into a flow loop (top and bottom left) and a section of one printed circuit board 

showing eleven point probes, one integrating probe and two axial probes (bottom right). Zoom-

in view of PCB shows point probes and solder mask-covered trace (top right). 
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its top section connected to the test article in the bottom section by curved passages and nozzles, 

one at the inlet that expands from the relatively small size of the curved elbow to the much larger 

test section and another at the test article outlet that constricts back down to the smaller size once 

again (see Fig. 6.10), and both curvature and cross-sectional area changes cause significant 

disturbances in the flow. But as the structures in the flow evolve in time, and hence with distance 

down the channel, they become more two-dimensional and begin to fluctuate more and more in 

sync at the eleven monitored positions across the duct width at each streamwise probe station. 

Thus, the deviation should decline from its maximum near the inlet and is determined to be in a 

Q2D state at streamwise position 𝑥𝑖 when 𝛿𝑖,𝑚𝑎𝑥
∗  falls below 10%. Though one might expect the 

decline with streamwise distance to be monotonic in all cases, in reality, end effects due to the exit 

nozzle and elbow returning fluid from the test section to the MHD conduction pump can propagate 

opposite the mean flow direction and cause the last row of point probe pairs to register an increase 

in deviation compared to the station just before it, and sometimes inlet and outlet conditions 

conspire to produce a rise in deviation in the middle of a channel. This does not happen in all cases, 

which suggests that stability of the flow in the nozzles experiences its own regimes of flow stability 

that are unfortunately not monitored in this experiment. 

Figures 6.11a-g contain surface plots of the Reynolds number based on the average deviation 

velocity along each channel 𝛿𝑅𝑒ℎ̅̅ ̅̅ ̅̅ ̅ versus 𝐻𝑎 and 𝑅𝑒. That is, the height of the surface represents 

the value 

𝛿𝑅𝑒ℎ̅̅ ̅̅ ̅̅ ̅ =
1

5
∑ 𝛿𝑅𝑒ℎ,𝑖(𝑥𝑖)
5
𝑖=1  , (6.13) 

where the Reynolds number based on the deviation 𝛿𝑅𝑒ℎ,𝑖(𝑥𝑖) at each streamwise position 𝑥𝑖, with 
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ℎ the channel height and 𝜈 the kinematic viscosity, is 

𝛿𝑅𝑒ℎ,𝑖(𝑥𝑖) =
ℎ

𝜈
𝑚𝑎𝑥{𝛿𝑅𝑀𝑆(𝑡, 𝑥𝑖)} . (6.14) 

These plots demonstrate the chief problem with the Pre-qualification Experiment, which is that for 

the higher Hartmann numbers, the available range of Reynolds numbers 𝑅𝑒 (based on the mean 

velocity) is limited to fairly small values for most of the seven channels. This occurs because of a 

(a) (b) 

(c) (d) 

Figure 6.11. Interpolated surface plots of the Reynolds number based on average deviation 

𝛿𝑅𝑒ℎ̅̅ ̅̅ ̅̅ ̅ versus 𝐻𝑎 and 𝑅𝑒 for different channel heights: (a) ℎ = 3 mm, (b) ℎ = 5.5 mm,                 

(c) ℎ = 8 mm, and (d) ℎ = 10.5 mm. Circular markers represent uninterpolated data points. 
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quite unexpected phenomenon that causes the flow to distribute unevenly and unpredictably into 

the channel stack. As electric current to the conduction pump is increased, the pressure gradient 

across the test section increases, and the overall flow rate is expected to rise in all channels, though 

not by the same amount since hydraulic resistance is much higher in the smaller channels, causing 

more of the increased flow to pass through the larger channels. However, the flow rate does not 

always increase monotonically in all channels with increasing pumping power; rather, the flow 

rate actually decreases in some channels with increased pumping power and reverses flows in the 

(e) (f ) 

(g) 

Figure 6.11 (continued). Interpolated surface 

plots of the Reynolds number based on 

average deviation 𝛿𝑅𝑒ℎ̅̅ ̅̅ ̅̅ ̅ versus 𝐻𝑎 and 𝑅𝑒 for 

different channel heights: (e) ℎ = 13 mm,   

(f) ℎ = 15.5 mm, and (g) ℎ = 18 mm. 
Circular markers represent uninterpolated 

data points. 
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most extreme cases, limiting the range of available 𝑅𝑒 to relatively small values for the higher 

magnetic fields. One might assume this is purely a saturation effect at high 𝐻𝑎 due to the increase 

in Hartmann braking, but it appears to affect upper and lower channels in the stack more so that 

those in the middle (i.e., ℎ = 10.5 and 13 mm). This bizarre phenomenon can be explained by the 

appearance of large-scale vortices in the entrance and exit nozzles whose axes are aligned with the 

magnetic field, but without instrumentation in these regions of the test article, this hypothesis 

cannot be proven. However, the fact that the overall flow rate – the sum of flow rates through all 

seven ducts – actually decreases with increasing pumping power under certain conditions strongly 

suggests that such a flow structure does develop, since increases in the hydraulic resistance of the 

test section alone could result in a flow rate plateau with increasing pressure gradient, but not likely 

a flow rate decrease. In support of the nozzle instability hypothesis, for a couple of applied 

magnetic fields, plots of the fractional flow rates through the seven channels for a range of 

pumping powers are shown in Fig. 6.12 that exemplify this behavior. These plots clearly 

demonstrate the sudden redistribution of flow among the channels triggered by a small increase in 

pumping power (such as for 0.5 T), and the tendency of either the top (at 0.25 and 0.5 T) or bottom 

(at 0.75 and 1.0 T) channels to exhibit reverse flows. The unpredictable flow distribution and 

limitations on the peak flow rate for most of the channels at higher magnetic fields make it 

impossible to fully uncover the sought after trend for two-dimensionalization in different height 

channels over a large 𝐻𝑎-𝑅𝑒 parameter space, though the tendency of a flow to become Q2D over 

shorter distances for stronger applied magnetic fields is clearly demonstrable. 

In Figs. 6.13-6.15, plots of the Reynolds number based on the maximum transverse velocity 

deviation and channel height 𝛿𝑅𝑒ℎ,𝑖(𝑥𝑖) as a function of streamwise position, given by Eq. 6.14, 
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along with plots of 𝛿𝑖,𝑚𝑎𝑥
∗ (𝑥𝑖), given by Eq. 6.11, at the same conditions, are shown for several 

combinations of channel height ℎ, 𝐻𝑎 and 𝑅𝑒 (determined by the combination of the applied 

magnetic field and the electric current 𝐼 or 𝐼𝑝𝑢𝑚𝑝 applied to the MHD pump, as well as entrance 

and exit conditions for each channel). These plots demonstrate the lack of a clear trend presumably 

due to strongly perturbed inlet and outlet conditions.  

Figure 6.12. Upper left: plot of total flow rate through test section scaled by maximum flow 

rate for all cases shown versus MHD pump current scaled by its maximum value 𝐼 𝐼𝑚𝑎𝑥 . At 
0.5 and 0.6 T, the total flow rate actually decreases with increased pump power in some cases. 

Blue box: Plots of fractional flow rate 𝑞𝑐ℎ 𝑄𝑡𝑜𝑡  (flow rate through each channel divided by 

flow rate through entire test section) versus 𝐼 𝐼𝑚𝑎𝑥  through seven channels for range of 

magnetic fields from 0.25 to 1.00 T. For 0.25 and 0.5 T, reverse flows are seen in channels with 

heights ℎ = 5.5,  8 and 10.5 mm. At higher magnetic fields, the flow rates through these 
channels become positive, even dominant in the 10.5-mm channel, and the flow through the 18-

mm channel becomes nearly stagnant or reversed for many of the higher field cases, in stark 

contrast to its carrying most of the flow at 0.25 T. 



244 

 

The plots in the right hand columns of Figs. 6.13-6.15 indicate the cases for which a flow in a 

particular channel becomes Q2D, which is assumed to be when the fractional deviation 𝛿𝑚𝑎𝑥
∗  is 

less than 10%, as mentioned earlier. At the highest magnetic field of 1.5 T (Fig. 6.13), where one 

might expect the least deviation, the smallest channels are mostly in a non-Q2D state. The middle 

channels are less disorganized, but still surprisingly show stronger deviations in the middle of the 

Figure 6.13. Reynolds number 𝛿𝑅𝑒ℎ (left), based on maximum transverse velocity deviation 

𝛿𝑚𝑎𝑥 and channel height ℎ, and fractional deviation 𝛿𝑚𝑎𝑥
∗  (right) versus streamwise position   

for different MHD pump currents at a magnetic field of 1.5 T for the three largest channels are 

shown in this partial figure. Each channel arrives at a unique mean velocity (or 𝑅𝑒, shown in 

the center) at a particular combination of MHD pump current 𝐼𝑝𝑢𝑚𝑝 and applied magnetic field. 
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channel in many cases. The two largest channels actually demonstrate the most organized flow at 

1.5 T, which supports the hypothesis on which the experiment is based. At 1.0 T and 0.5 T 

Figure 6.13, continued. 𝛿𝑅𝑒ℎ (left) and 𝛿𝑚𝑎𝑥
∗  (right) versus streamwise position for different 

MHD pump currents 𝐼𝑝𝑢𝑚𝑝 at a magnetic field of 1.5 T for the four smallest channels are shown 

in this part of the figure. 
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(Figs. 6.14 and 6.15), again, the smallest channels are clearly not in a Q2D state based on the 

plotted values of 𝛿𝑚𝑎𝑥
∗ , and at the lowest magnetic field, only the largest channels show any 

significant two-dimensionalization, which again offers some support for the hypothesis that two-

dimensionalization occurs more easily in larger channels. Looking at the left column of each 

figure, it is clear that in general, the absolute magnitude of the deviation grows with increasing 

Figure 6.14. Reynolds number 𝛿𝑅𝑒ℎ (left), based on maximum transverse velocity deviation 

𝛿𝑚𝑎𝑥 and channel height ℎ, and fractional deviation 𝛿𝑚𝑎𝑥
∗  (right) versus streamwise position 

for different MHD pump currents at a magnetic field of 1.0 T for the three largest channels are 

shown in this partial figure. Each channel arrives at a unique mean velocity (or 𝑅𝑒, shown in 

the center) at a particular combination of MHD pump current 𝐼𝑝𝑢𝑚𝑝 and applied magnetic field. 
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MHD pump current, though there are some notable exceptions at 0.5 T. Though data is not shown 

for all magnetic fields employed, it should be noted that a clear trend with increasing magnetic 

Figure 6.14, continued. 𝛿𝑅𝑒ℎ (left) and 𝛿𝑚𝑎𝑥
∗  (right) versus streamwise position for different 

MHD pump currents 𝐼𝑝𝑢𝑚𝑝 at a magnetic field of 1.0 T for the three smallest channels are shown 

in this part of the figure. 
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field was not apparent when all cases are taken into account. The conclusion was reached after 

much analysis that to obtain clearer results, a similar experiment should be run with a single 

channel in each test section, exchanging test sections with different channel sizes at successive 

phases of the experiment. This would eliminate the roadblock presented by uncontrolled flow 

distribution and would likely avoid the formation of disruptive instabilities at the inlet and outlet 

Figure 6.15. Reynolds number 𝛿𝑅𝑒ℎ (left), based on maximum transverse velocity deviation 

𝛿𝑚𝑎𝑥 and channel height ℎ, and fractional deviation 𝛿𝑚𝑎𝑥
∗  (right) versus streamwise position 

for different MHD pump currents at a magnetic field of 0.5 T for the three largest channels are 

shown in this partial figure. Each channel arrives at a unique mean velocity (or 𝑅𝑒, shown in 

the center) at a particular combination of MHD pump current 𝐼𝑝𝑢𝑚𝑝 and applied magnetic field. 
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that can strongly affect the character of the pulsations and their evolution along each channel. 

Though the Pre-qualification Experiment failed to provide a clear correlation that proves the 

Figure 6.15, continued. 𝛿𝑅𝑒ℎ (left) and 𝛿𝑚𝑎𝑥
∗  (right) versus streamwise position for different 

MHD pump currents 𝐼𝑝𝑢𝑚𝑝 at a magnetic field of 0.5 T for the four smallest channels are shown 

in this part of the figure. 



250 

 

dependence of two-dimensionalization time scales on flow structure scales perpendicular to the 

applied magnetic field, due to the difficulties in traversing a sufficiently large parameter space and 

lack of control over inlet and outlet conditions, it did serve as a first demonstration of the use of 

PCB duct walls with embedded electric potential probes and set the stage for the MHD Instability 

Experiment. It also provided a strong example of the types of disruptive instabilities that can 

develop in a MHD duct flow when proper design considerations are not carefully addressed and 

underscored the need for further exploration of these types of flows and methods to control them 

before committing to the expensive construction of a fusion blanket that cannot be allowed to fail 

without risking dire consequences. Though this experiment was made using insulating duct walls, 

the same destructive flow behavior, including reversed flows in some channels within a manifold, 

has since been observed in a fusion blanket mockup made with conducting materials [109]. A 

simple solution to this problem in a fusion blanket is to orient a manifold so that the channels are 

stacked in the direction parallel to the magnetic field if space permits, which will actually improve 

distribution due to the tendency of such flows to become two-dimensional. This property of 

manifolds in MHD duct flows was clearly demonstrated in the UCLA Fusion and Science 

Technology Center in another experiment [110]. 

 

6.5 MHD Instability Experiment design and construction 

Since the MHD Instability Experiment is the first of its kind, it is as simple and devoid of 

uncontrolled or unmeasurable boundary conditions as possible. This design philosophy prompted 

the decision to make the experiment a closed cavity rather than incorporating it into the flow loop 

used for the Pre-qualification Experiment, though its major components were sized to make that 
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possible in future incarnations. To maximize the accuracy of inductive velocimetry measurements, 

the test article is constructed from electrically insulating materials. As discussed in Section 6.1, 

typical PCBs consist almost entirely of a very low-conductivity FR4 substrate, so as long as the 

size and density of conductive probes and electrodes are limited, they serve as excellent insulating 

duct walls. The MHD Instability Experiment body, constructed of acrylic, takes the form of a 

rectangular block with a rounded rectangular hole of dimensions (length, height, and depth) 

30 x 4 x 3.05 cm3, and with corner radii of 0.5 cm, cut out of the middle (see Figs. 6.16-6.17). It 

is enclosed on each side by a PCB wall containing all circuitry for driving and measuring the flow 

Figure 6.16. CAD drawing of MHDIE test article acrylic body showing all dimensions 

including diameters of through holes and threaded drain and fill holes. 
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in the cavity (see Fig. 6.18) and filled with ultra-pure mercury through threaded holes on the top 

and bottom, near its corners. This assembly is sandwiched by two acrylic backing plates that match 

the size of the acrylic body but have thicknesses of only 1 cm, which stiffen the PCB Hartmann 

Figure 6.17. CAD drawing of test article assembly showing major components, including 

acrylic body, printed circuit boards, and acrylic backing plates used to clamp PCBs to acrylic 

body and stiffen them. 
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walls and help distribute the pressure of the through-bolts that hold the assembly together. The 

mating surfaces are sealed with DEVCON H2 Hold Flexible All Purpose Epoxy, which is 

waterproof, resistant to chemical solvents, and highly pressure-resistant with a tensile strength of 

1800 psi. This two-part epoxy bonds well with both acrylic and fiberglass, reliably preventing 

mercury leakage from between the test article body and PCB walls. A set of legs with four 

adjustable height feet were bolted to the ends of the test article body that extend past the PCBs to 

provide space under the test article for plumbing and to allow for leveling of the apparatus inside 

the noise-shielding box. 

The electrode arrangement on the PCBs is chosen to create a base velocity profile with strong 

sidewall jets and two long shear layers, as shown in Fig. 6.19, since velocity profiles with these 

topological features are of key interest to researchers. When this project was conceived, no MHD 

duct flow experiment had yet been constructed that employed PCB Hartmann walls, and only one 

experiment (the MATUR experiment, [74, 86]) existed, though of a very different geometry, in 

which electric potential probes and arrangements of current-injection electrodes were placed on 

Figure 6.18. Top: Photograph of 

assembled MHD Instability Experiment. 

Right: Exploded view of MHD 

Instability Experiment CAD drawing. 
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the same wall to both measure and control the flow. Based on the success of the MATUR 

experiment, the flow of applied current across the Hartmann wall’s embedded probes was not 

expected to affect the accuracy of the potential measurements, but intensive initial testing was 

planned to confirm this assumption. Since the concept was essentially untested, a two-layer PCB 

was designed with only 121 probes and 132 current-injection electrodes (see Figs. 6.20-6.22).  As 

discussed in Section 6.1, having only two layers of copper to etch into traces and probe pads 

restricts the design quite severely, as any trace placed on one of the two surfaces essentially forms 

a wall barring any perpendicular trace from passing through the same area.  In general, traces on 

one side are chosen to be mostly vertical, while the traces on the other side are mostly horizontal 

and serve to make connections across neighboring parallel traces on the front surface. 

Figures 6.21-6.23 contain photographs of the front and back surfaces of the PCB, as well as the 

Figure 6.19. Sketch of MHDIE test section, showing current-injection electrodes, velocimetry 

probes, recirculating flow with inflectional base velocity profile U, applied current between 

electrodes J, and resulting Lorentz force F. Results from a Q2D simulation are shown in an 

inset to show the expected form of the instability. 
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design schematic showing traces, probes, electrodes, vias and through-holes, using different colors 

for features on the two sides.  Also, the vias (the through-hole type in this case) are drilled 

conductive holes through the board that cannot be placed in areas that contact the liquid metal.  If 

Figure 6.20. Top: Photograph of entire Hartmann wall PCB. Bottom: Photograph of central 

portion of Hartmann wall PCB showing full central probe array, middle portion of axial probe 

array, and several current-injection electrodes with zoom-in insets detailing sizes of electrodes 

and probes. 
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placed in the fluid-facing part of the PCB, these vias would allow the leakage of fluid through the 

wall and create an electrical short-circuit between themselves and the liquid metal, so their 

placement is restricted to parts of the PCB outside of the cavity. These factors make trace routing 

somewhat difficult, but it must be done efficiently since the traces leading from the liquid metal 

region to the top of the PCB consume surface area and restrict the number and positions of the 

probes and current-supply electrodes more than any other factor besides Hartmann wall size. In 

fact, because of the large number of traces needed to instrument a narrow strip across the full 

vertical span of the Hartmann wall, an unwanted gap in the middle of the current-supply electrode 

rows is required that can potentially interrupt the flow. Future experiments of this type could avoid 

these issues with a multi-layered board with sealed and insulated vias that would allow for a much 

larger number of more closely spaced probes and continuous rows of current-supply electrodes. 

An important element of the design process is the choice of electric potential probe and current-

supply electrode size and position.  The size of the probes should be as small as is practical from 

a construction perspective, in part because the potential measured by a smaller probe is more 

precisely correlated with a particular point, since the potential measured using a finite-area probe 

is averaged over the area of the probe. Care must also be taken to choose a probe diameter small 

enough that its effect on the potential distribution is minimized and to prevent any significant 

induced currents from arising in the probe material, which would allow for the formation of current 

loops that do not close within the fluid, such as in a conducting duct. Electrodes for current 

injection deserve the same consideration as probes, but aside from the above requirements, they 

must also be large enough to support the maximum flow of current applied to the test article 

without heating sufficiently to cause the traces to distort or delaminate, since smaller electrodes 
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Figure 6.21. Left: Design 

schematic of the Hartmann wall 

printed circuit board showing 

traces and probes on the front 

layer (layer facing liquid metal) 

in red, traces on back layer in 

blue, and vias drilled through 

the board to connect top and 

bottom traces and holes for 

soldering connectors in green. 

The region of the surface 

exposed to liquid metal is 

demarcated with a rectangular 

box. 

Top: Probes (small dots) and 

electrodes (large dots) with true 

relative scale. 
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Figure 6.22. Large photograph of 
entire top (mercury-facing) 

surface of Hartmann wall PCB 

showing electric potential probes 

(too small to see clearly), 

current-injection electrodes, 

traces, vias and through-holes for 

soldering connector pins. Note 

that all vias are outside the liquid 

metal region, which is denoted 

by the white rectangle. 
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Figure 6.23. Large photograph of 

entire back surface of Hartmann 

wall PCB showing cross-

connection traces and vias used 

to route signals across 

perpendicular-running traces on 

the top surface, as well as 

through-holes for soldering 

connector pins. 
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have a greater electric resistance. Probes and electrodes are both chosen to have a circular shape, 

but for different reasons. Circular probes with an exceedingly small diameter of 0.25 mm make 

locating the point where the measurement is taken as unambiguous as possible. To achieve the 

specific Lorentz force distributions sought after, a line electrode (i.e., a long rectangular electrode) 

would be the best choice for current-injection if induced currents were not a concern. But to 

prevent induced streamwise current from forming in the walls, rows of circular electrodes of 1-mm 

diameter are used instead, all the electrode in each row provided the same constant current, closely 

approximating the current distribution from an ideal line electrode geometry.  Individual electrodes 

are chosen to be circular to eliminate corners, ensuring as uniform a normal current distribution as 

possible across its surface. This same approach has been used in other liquid metal MHD 

experiments (e.g., [74, 86]) with remarkable success. 

The electric potential probes are arranged into two primary groups on each wall, a double-row of 

88 probes parallel to and mirror-symmetric about the streamwise centerline (dubbed the “axial 

array” probes), and three columns of eleven probes oriented in the center of each wall (called 

“central array” probes), the two probe groups overlapping one another in that region, which lies in 

the gap between current-injection electrodes as is evident in Figs. 6.20-6.22. In the region where 

the two probe groups overlap, the nearest-neighbor separation can be as small as 2.8 mm, though 

there are only four full diamond-shaped four-probe arrangements with this spacing, intersecting at 

the exact center of each wall. The traces carrying electric potential signals across the PCB to the 

data acquisition system connectors are only 0.25-mm wide, and the minimum spacing between 

them to avoid cross-talk is the same. The PCB is designed to work with either differential 

measurement (a positive/negative pair of connections on each DAQ channel) or single-ended 
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measurement (one connection on each channel, all measured relative to one ground or reference 

signal) systems, so each neighboring pair of probes has a positive and a negative connection 

available for soldering at the top of the board. Since in the central probe array, each probe may be 

paired with up to four others (above, below, left and right), there are many more connections at 

the connector solder points than probes. For 121 probes on each wall, there are 196 connections 

for a data acquisition system, many of them redundant for single-ended measurements. 

As discussed in Section 6.1, the probes and electrodes are both gold-plated using an ENIG process 

so that a gold-mercury amalgam will form at the interface to promote good wetting. This step is 

especially important for the diminutive probes to ensure they have a reliable electrical connection 

to the liquid metal, since otherwise only the slight over-pressure applied to the liquid metal through 

the containment and fill/drain system would keep the two metals in strong contact, and even a 

minimal amount of corrosion would render a probe inoperative. Initial tests of the probe-mercury 

connection quality within the experiment were very successful and, until a significant amount of 

time (more than one year) passed during which mercuric oxides began to form in the test article, 

the connections remained excellent. 

The spacing between probes is chosen based on two factors: increased spacing provides greater 

signal strength, improving accuracy, and smaller spacing leads to greater resolution, as the velocity 

measured is the average over a smaller span or area. Based on this consideration, a nearest-

neighbor spacing of 4 mm was chosen so that with sufficiently sensitive measurement equipment 

such as the neuroConn DIGGER system, a velocity of 1 mm/s, corresponding to a potential 

difference of 4 V at 1 T, can be well-resolved. Even with the highly-accurate neuroConn data 
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acquisition system, the best velocity resolution one can expect without intensive data processing 

is 0.5 mm/s, but this is quite sufficient to capture fine details of the velocity field. 

Each row of current-supply electrodes is 17.8 cm long from edge to edge with a 1.5-cm gap at its 

center where traces pass through to instrument the majority of the probes. The electrodes are 

separated by a center-to-center distance of 2.5 mm (1.5 mm spacing edge-to-edge), which was 

determined to be a sufficient spacing to avoid induction of streamwise currents but small enough 

that the rows behave otherwise as line electrodes. One conductor – a trace of 1-mm width – feeds 

current to each group of eleven electrodes, and there are three groups on either side of the gap in 

each row. Thus, on each wall, there are a total of 132 current-injection electrodes and twelve 

connections to the current supply – six source-sink pairs. 

 

6.6 Current supply options for flow forcing 

The device responsible for supplying electrical current to the test article is a crucial component of 

the experiment that must be reliable, precise, and insensitive to changes in the system or operating 

environment. Three different current supply schemes were applied to the experiment during its 

operation. The first was the most primitive and least desirable, where an old, poorly regulated 

standard laboratory current supply was applied to both walls’ current-supply electrodes 

simultaneously through a split wire harness. This arrangement provided a vigorous flow in the test 

article when immersed in the applied magnetic field, but without any mechanisms in place to 

ensure equal current distribution to the two walls, the current distribution was likely very 

asymmetric. Also, since the path lengths of the six copper traces feeding each set of six electrode 

groups on the top and bottom of each wall are not equal, there was almost certainly a non-uniform 
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distribution of current to the six sets of electrodes along each wall. To improve the symmetry of 

current distribution to the two walls, two different approaches were used. First, a custom multi-

channel solid state feedback-stabilized current supply was constructed by the author that did an 

excellent job of controlling the amount of current flowing into each of the twelve electrode group 

pairs but was limited to a fairly low total current output. Since scaling the current output of this 

device up would entail significant research and testing, the second approach utilized a commercial 

current supply and a precision resistor network to evenly distribute current among the electrode 

groups. These two approaches are detailed in Sections 6.6.1 and 6.6.2. 

 

6.6.1 Custom-built feedback-stabilized current supply 

Since there are no commercial multichannel precision adjustable current supplies available, due to 

the lack of any industrial applications that require such a device, one was custom-built for the 

MHDIE that could deliver exactly the same current through each of the twelve current circuits (six 

on each wall). The difficulties in delivering even current to a flowing liquid metal flowing in a 

magnetic field consist principally of two factors: the low impedance of the liquid medium and the 

development of electric potential gradients within the fluid that depend upon the local unsteady 

velocity field. 

Ohm’s law for the voltage drop ∆𝑉 across an element with resistance 𝑅 determines the current 

flow 𝐼𝑅 through it. 

𝐼𝑅 =
∆𝑉

𝑅
 (6.15) 
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A high-impedance medium aids even distribution of current since changes in the medium’s 

resistance due to heating, chemical reactions at interfaces, and other processes that affect the flow 

of electrons are generally small compared with the nominal resistance or occur over very long 

spans of time, mitigating the necessity for careful monitoring or reactive adjustments to a constant-

voltage power supply to maintain a particular current flow. In contrast, if a constant-voltage source 

is used to supply current, low-impedance media suffer from large changes in current when 

equivalent small changes to its impedance occur. 

The second issue that significantly impacts current distribution through liquid metal flows in 

magnetic fields, somewhat unique to MHD flows, is far more complex. As was thoroughly 

discussed in Sections 2.1 and 2.3, the motion of liquid metal in the presence of a magnetic field 

gives rise to electric potential gradients perpendicular to both the velocity and the magnetic field 

vector. The injected electric current that produces the Lorentz body force responsible for driving 

a flow in the MHDIE flows primarily parallel to the induced potential gradient, so the charge 

distribution in the liquid metal is equivalent to a battery placed in the current circuit, opposing the 

potential gradient supplied by the external current supply. This effect reduces current flowing 

through the liquid metal if a constant voltage is applied between the current injection and extraction 

electrodes, but not in the same way that a change in resistance does so, and the reduction of the 

effective voltage difference across the current-injection electrodes varies in time as the velocity 

field changes. 

One solution to these two problems is to add a large resistor in series with the power supply and 

each current electrode group pair, which is an approach, described in Section 6.6.2, that works as 

long as no significant changes in the resistance of each current circuit occur during operation, e.g., 
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due to the build-up of corrosion or mechanical degradation of the circuit. A far more sophisticated 

and efficient method is to use feedback to instantaneously change the applied voltage to maintain 

a constant current, which can be accomplished using a simple op-amp circuit. A basic op-amp 

(from the original name “operation amplifier”, so-called because of their use to perform 

mathematical calculations) has two inputs – one inverting (𝑉−) and one non-inverting (𝑉+) – and 

an output (𝑉𝑜𝑢𝑡), plus two connections for power. The voltage at the output of the op-amp depends 

on how the output is connected to one or more of the inputs, and these devices are very versatile, 

performing a multitude of functions in various configurations. A simple constant-current source is 

constructed from a single op-amp by taking advantage of its fundamental traits, often referred to 

as the Op-amp Golden Rules: 

1) The input impedances of the two inputs are infinite, so no current flows into or 

out of either input. 

2) The op amp will adjust its output to make the voltages at the two inputs the 

same, so that the difference 𝑉+ − 𝑉− = 0. If  𝑉+ − 𝑉− < 0, 𝑉𝑜𝑢𝑡 decreases, and 

if  𝑉+ − 𝑉− > 0, 𝑉𝑜𝑢𝑡 increases. 

The most basic constant-current source is shown schematically in Fig. 6.24. It consists of a single 

op-amp with the non-inverting input connected to a source at a voltage 𝑉𝑖𝑛 and the inverting input 

connected through a resistor 𝑅𝑠𝑒𝑡 to ground. The load sits between the output and the inverting 

input. Since 𝑉+ = 𝑉𝑖𝑛, the output voltage 𝑉𝑜𝑢𝑡 rises to whatever value is needed (within the op-

amp’s capabilities) to make 𝑉− = 𝑉𝑖𝑛, as well. The current flowing through the resistor 𝑅𝑠𝑒𝑡 is then 

equal to 𝑉𝑖𝑛 𝑅𝑠𝑒𝑡 , according to Eq. 6.15, and since no current passes through the inputs, all of this 

current must come from the op-amp output through the load, and then the resistor, to ground, so 

 𝐼𝑜𝑢𝑡 = 𝑉𝑖𝑛 𝑅𝑠𝑒𝑡 . The output voltage must therefore rise to  𝑉𝑜𝑢𝑡 = 𝑉𝑖𝑛(𝑅𝑠𝑒𝑡 + 𝑍𝑙𝑜𝑎𝑑) 𝑅𝑠𝑒𝑡 . 
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Figure 6.24. Schematic of a constant current source based on an op-amp, where the output 

current 𝐼𝑜𝑢𝑡 is set by an input voltage 𝑉𝑖𝑛 and the resistance 𝑅𝑠𝑒𝑡 and is independent of the load 

impedance 𝑍𝑙𝑜𝑎𝑑. Power for the op-amp is not shown. 

Figure 6.25. Schematic of one solid state feedback-stabilized current supply in the twelve 

element array. The 5-k potentiometer is used to vary the input voltage 𝑉𝑎𝑑𝑗 to all twelve op-

amps in the LM324 DIP packages, causing them to alter their current output simultaneously. 

The 200- potentiometer is varied to tune the output of each op-amp so that each of the twelve 

circuits receives the same current for a particular 𝑉𝑎𝑑𝑗. Measurement of the voltage drop across 

the resistor 𝑅𝑚𝑒𝑎𝑠 allows for the precise, real-time determination of the current. 
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To send equal current to all twelve circuits in the MHDIE, the circuit shown in Fig. 6.24 is 

replicated for each circuit, and one input voltage (completely disconnected from the current supply 

circuit due to the incredibly high impedance of op-amps) is supplied to all of them. To tune away 

minor variations in the components, 𝑅𝑠𝑒𝑡 is made adjustable using a small potentiometer with its 

center pole tied to one of its legs, as shown in Fig. 6.25. Also, op-amps are chosen that use a bipolar 

Figure 6.26. Photographs of the assembled feedback-stabilized multichannel constant current 
supplies, showing the two versions constructed. The blue rectangular components are 

potentiometers, each adjusted during calibration to equalize all twelve outputs, and the 

multicolor leads extending from the top are the connections to the experiment. Left: version 1 

with six LF412 dual op-amp DIP chips. Middle: version 2 with three quad op-amp LM324 DIP 

chips. Right: enclosure for the version 2 current supply with coarse and fine controls and +/- 

contacts where a voltage corresponding to the current on one circuit may be measured during 

operation. The enclosure ensures very constant temperature by eliminating air flow variations, 

which improves stability. 
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power supply, which eliminates asymmetry in their response, and a combination of electrolytic 

and ceramic capacitors connect the input voltage to ground, dampening any electrical noise that 

may come from the power supply. The first implementation of this multichannel current supply 

used LF412 op-amps, which contain two op-amps in each 8-pin DIP (dual inline package) chip. 

The second generation version employed LM324 op-amps, which contain four op-amps in each 

14-pin DIP chip and also offer almost double the maximum output current. With the LM324 op-

amps, the maximum current per channel was approximately 25 mA, which provided in total about 

300 mA of current to the experiment. Photographs of the first and second generation circuit boards 

are shown in Fig. 6.26. The enclosure shown prevented random changes in air flow from altering 

the steady-state temperature of the op-amps, which greatly improved the stability of the current 

output. Though these circuits performed exceedingly well, with a variation of less than 0.1 mA 

among the channels over their entire range, the maximum current was not sufficient to observe 

significant instability, and another method of current supply was needed. Since developing a 

higher-output solid state multi-channel current supply would most likely have consumed a 

considerable amount of time, a simpler approach was taken, with current distribution accomplished 

using a single high-power commercial current source and a resistor network. 

 

6.6.2 Commercial current supply with resistor network 

The use of a balanced resistor network between the current supply and the current-injection circuits 

increases the effective impedance of the medium, so that the voltage drops across the external 

resistors are far greater than any potential drop that may occur across the liquid metal due to either 

impedance changes or MHD effects, minimizing their impact on the total current flowing through 
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each circuit, since both the applied voltage difference and the total impedance are large, and their 

ratio is more stable. This approach requires careful measurement of the resistance of each current 

circuit on the experiment, as well as precise selection of resistors for each circuit that provide equal 

resistance for every current path to ensure uniform current distribution into the liquid metal. The 

overall resistance of each circuit must also be routinely checked for changes to ensure this uniform 

current distribution is maintained, since there is no automatic mechanism in the resistor network 

itself that can indicate or adjust for significant changes in overall circuit impedance. But in order 

to achieve currents higher than 300 mA, the feedback-stabilized current supply approach was 

reluctantly abandoned, and a Sorensen (by Ametek) XG150-10 power supply was employed in 

constant current mode, with a network of 24 precision 10- power resistors tasked with ensuring 

even distribution of the power supply’s output and a bundle of six of the same type of power 

resistors placed between the power supply output and the resistor network to allow for precision 

measurement of the total current delivered to the experiment without adding significant additional 

resistance to the overall circuit. The voltage drop across the resistor bundle was measured with a 

calibrated Fluke 289 multi-meter throughout every data recording to ensure the current delivered 

to the experiment was well-known and stable. The resistor network and the resistor bundle used 

for precision measurement of the delivered current are shown in Fig. 6.27. Each resistor was 

initially measured using a four-wire resistance measuring technique, which is far more accurate 

than using a simple ohmmeter. Out of a large batch of resistors, 24 were selected that had the same 

values to within ±0.01, which provides an even current distribution within approximately 0.2%, 

since two were used in series in each circuit – one  on the positive lead and one on the negative 

lead for each electrode group pair. Compared with the impedance of each current supply circuit in 

the test article, comprised by the 1-mm wide traces, the two groups of eleven electrodes and the 
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mercury between them, which together is on the order of 1 , the 20  of additional impedance 

from the two precision power resistors yielded a very stable current delivery system. 

 

6.7 Velocity field measurements 

 With a proper data acquisition system and a reliable method for ensuring even current distribution 

to all current-injection circuits, copious data was collected for a wide range of input parameters, 

specifically the range of applied magnetic fields available from the BOB magnet – 0.3 T to 1.5 T 

– and currents in the range 10 mA to 2 A. Each recorded case provides a large array of electric 

potential values from every probe and at enough closely-spaced discrete time steps (∆𝑡 = 4 ms) to 

capture periodic signals at the very low characteristic frequencies (≪ 1 Hz) found in MHD duct 

flows. These signals must be first calibrated to reduce offsets associated with the data acquisition 

system and checked against a known source that produces a signal on the order of a typical 

Figure 6.27. Photographs of the resistor network elements used with a high-power commercial 

current supply. Left: one connector with six 10- power resistors in parallel feeding either the 
positive or negative electrode groups on one wall. Middle: the four connectors with the 24-

resistor network shown connected to the experiment. Right: the bundle of six 10- resistors 

used to determine the real-time total current output via precision voltage drop measurements. 
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measurement, which is discussed in Section 6.7.1. An analysis of the error inherent in these 

measurements and other parameters present in the velocity calculation are also presented in this 

subsection. With appropriate calibration procedures in place, the velocity components may be 

reliably calculated from the calibrated potential differences throughout the Hartmann wall, 

providing a vector field at each instant of measurement that may be reconstructed into a movie or 

analyzed using various techniques. However, if statistical quantities such as mean velocities and 

turbulent kinetic energies are to be trusted to represent a particular parameter combination, a 

sufficient recording duration must be determined such that the start and stop times of the recording 

do not alter the statistics associated with each parameter combination; this is addressed in Section 

6.7.2. Sections 6.7.3 and 6.7.4 present some of the resulting measured unsteady velocity signals, 

as well as the velocity and kinetic energy distributions and vector fields constructed from these 

signals, and identifies interesting features of these flows. An exploration of the statistical trends of 

the system is reserved for Section 6.8. 

 

6.7.1 Velocimetry calibration and error calculation 

There are two elements to calibration of the data acquisition system, one done on an irregular basis 

to confirm the accuracy of the system and one performed before and after every data collection 

session to establish the offset voltage of each channel, which may change slightly with operating 

conditions. The former calibration cannot be performed with the experiment in its operating 

configuration, since a known source must be connected to the leads normally affixed to the test 

article PCBs, and the measured electric potential is compared with the potential supplied by the 

source measured independently with a separately calibrated precision voltmeter. The latter 
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procedure entails a simple recording of signals from all electric potential probes with the 

electromagnet energized but no flow-driving current applied, which, after time-averaging, 

provides the offset potentials that correspond to zero velocity, subtracted from measurements of a 

non-zero flow to obtain the true velocities. 

To ensure the electric potential values obtained by a data acquisition system are indeed the values 

present at the experiment’s connections, a voltage source that can produce signals on the order of 

typical experimental measurements was constructed using an op-amp. This circuit consists of a 

constant current source like that used for the feedback-stabilized current supply (see Fig. 6.24) 

with a precisely measured resistor placed in its output circuit. Two leads are connected on either 

side of the resistor, and one is connected to the reference circuit of the data acquisition system, 

while the other is applied to the channel to be tested. The true potential difference across the 

resistor is simply ∆𝑉 = 𝐼𝑅𝑅, according to Eq. 6.15, and due to the nature of the op-amp circuit, 

this voltage is quite stable as long as the resistance 𝑅 is constant, since the current through the 

resistor is very stable and the impedance of the data acquisition system is enormous. The output 

resistor is chosen to have a very small resistance, and the current is adjusted to a very small value 

by using a rather large resistance for the resistor in Fig. 6.24 labeled 𝑅𝑠𝑒𝑡, so the voltage drop can 

be varied through a range from 1 V to about 100 V. While recording the voltage drop using the 

data acquisition system, it is simultaneously measured using a Fluke 289 True RMS Multi-meter, 

which has a DC accuracy of 0.025% and measurement precision down to 1 V or 1A (if 

connected in series with resistor 𝑅). Each time this calibration was performed, to the accuracy limit 

of the Fluke multi-meter and the DAQ, the multi-meter measurements matched very well with the 

neuroConn DIGGER system throughout the available source voltage range. 
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The offset measurements, made simultaneously on all DAQ channels, account for temperature 

variations in the instrument and any induced potential differences due to fluctuations in the 

electrical environment or magnetic field. Though it is not necessarily intuitive, random electrical 

magnetic noise can produce positive or negative offset potentials in a circuit that is sampling 

periodically at a constant rate. The amount of this offset changes based on the relative frequencies 

of the electrical noise and sampling equipment, but it was found that the BOB electromagnet 

produced a very constant offset at each magnetic field. However, because the magnetic field can 

drift slightly during operation (which is carefully monitored), the true offset can also drift. 

Therefore, the standard operating procedure for taking data is to record signals with the magnet 

set to the desired strength, but with the current supply set to zero, for 100 seconds (25000 samples) 

before and after each 20-minute recording of the flowing liquid metal (i.e., with non-zero current-

injection). The time-averages of these two offset recordings are then averaged and subtracted from 

the entire array of experimental data.  With this procedure in place, repeated measurements at the 

same parameter combination are quite consistent. 

The possible error in each velocity measurement comes from a number of sources. The velocity 

calculated from Eqs. 6.5 and 6.6 depends on the strength of the applied magnetic field and the 

electric potential difference and distance between two probes. The magnetic field is measured with 

an accuracy of ±1 mT, and the accuracy of each electric potential measurement is ±0.6 V relative 

to the system reference potential. Any error in the electric potential measurements due to noise is 

removed through offset calibrations coupled with mild low-pass filtering. The distance between 

electrodes has an associated error of ±25 m based on the etching accuracy of ±12.5 m. The 

total possible error on the velocity can be calculated as follows. 
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This expression can be rearranged to express the result in terms of relative error to obtain 
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If a typical example case is considered, with an applied magnetic field of 1 T and a potential 

difference measurement of 20 V, corresponding to a velocity of 5 mm/s, the relative error on the 

velocity is about 6.7% or ±0.3 mm/s. In Fig. 6.28, the relative error on a velocity measurement 

calculated using Eq. 6.17 is plotted versus magnetic field and velocity for the ranges of these two 

parameters encountered in the experiment. Of course, other sources of unknown error may appear 

that are not quantifiable, such as mechanical failures of connections or the DAQ electronics, but 

the relative error provided by Eq. 6.17 provides a reasonable estimate of errors that cannot be 

detected or eliminated through the standard calibration procedures. 

 

6.7.2 Establishment of minimum recording duration 

Because the flow dynamics in unstable MHD duct flows typically contain very low-frequency 

periodic and non-periodic fluctuations, too short of a recording time can result in non-repeatable 

flow statistics. In order to determine a minimum recording time for repeatability, the dependence 

of the mean streamwise velocity on recording duration at a fixed sampling rate was analyzed for a 



275 

 

range of parameters. Figure 6.29 contains plots of the mean streamwise velocity along the 

centerline, time-averaged over different durations. In general, cases for which the injected current 

is very low and the magnetic field is strong are more stable, so the time-average reaches the time- 

average for the full data set at fairly short recording durations. For cases where very aperiodic 

events appear in the recordings or where the type of unstable flow changes mid-recording, the 

mean may not reach the full data set mean until the end of the recording, i.e., the minimum 

recording time for stable statistics is longer than the maximum time the DAQ can record, which is 

about 20 minutes, due to memory limitations within the DAQ. Fortunately, for the vast majority 

of parameter combinations considered, less than ten minutes of data collection is sufficient to 

obtain a repeatable time-averaged velocity within the test article’s cavity. To avoid any ambiguity  

Figure 6.28. Relative error of velocity measurements ∆𝑢 𝑢  as a function of velocity magnitude 

𝑢 and magnetic field strength 𝐵 for the range of parameters explored in the MHD Instability 

Experiment. For most measurements, the relative error is less than 10%, and for all 

measurements except those made at the lowest magnetic field (where the flow is likely not Q2D 

anyway), it is less than 10%. 
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Figure 6.29. Plots of the time-average streamwise velocity along the centerline, scaled by the 

time-average of the full 20-minute data set, for varying averaging times ∆𝑡 at four magnetic 

fields (0.3, 0.5, 1.0 and 1.5 T). In the left column, plots are shown for 𝐼 = 2 A, the greatest 
current applied to the experiment, which generally results in the most unstable flow. In the right 

column, plots are shown for 𝐼 = 0.2 A. Time-averages approach the value for the full data set 

faster for higher magnetic fields and lower currents. 
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regarding the validity of calculated flow statistics, a standard recording time of 20 minutes was 

implemented. 

 

6.7.3 Velocity time series 

In this section, some examples of velocity time series recorded at specific locations on the 

Hartmann wall are presented to provide some insight into the characteristic fluctuations occurring 

in the experiment and to help understand the source of oscillations responsible for the dominant 

frequencies highlighted by the spectral analyses discussed in Section 6.9.1. Since the sampling rate 

of the DAQ is 250 samples/second, the maximum oscillation frequency that can be clearly 

identified is 125 Hz. This is more than sufficient for MHD duct flows, since frequencies associated 

with these flows are typically less than 50 Hz, and dominant frequencies are usually much less 

than 1 Hz. In fact, to capture the lowest frequency oscillations, the most important factor is that 

the recording time is sufficiently long, which was discussed in Section 6.7.2. 

 

Figures 6.31-6.32 contain time series of the streamwise velocity at three locations along the 

centerline of the Hartmann wall: the middle of the driven region upstream of the gap  

(𝑥 = −44 mm), the center of the gap region (𝑥 = 0) and the middle of the driven region 

downstream of the gap (𝑥 = 44 mm), where the terms upstream and downstream refer to the 

direction of flow along the centerline, i.e., the direction of the electromagnetically forced flow. 

The measurement positions are diagramed in Fig. 6.30 for clarity. At the lower driving current of 

0.2 A, corresponding to the plots in Fig. 6.32, the signals at the three locations differ significantly, 

either in magnitude or in their oscillatory character. This does not appear to happen in such a 
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pronounced fashion for the much higher driving current of 2 A, which is responsible for the plots 

in Fig. 6.33, a result of the much greater inertia carrying the flow behavior from one driving region 

through the gap to the next driving region. However, the oscillations are clearly much more 

organized at the lower current. In Fig. 6.31, the oscillations are in general much smoother, which 

is due primarily to the tendency of vortices that form in the flow to remain more or less in stable 

positions, with small, low-frequency (~0.01-0.04 Hz) oscillations of their centers’ positions, 

interacting less intensely with the side boundary layers. The much higher-amplitude, high-

frequency oscillations apparent in Fig. 6.32 are characteristic of secondary instabilities stemming 

from vortex-vortex interactions and vortex-boundary layer interactions. Though they are 

somewhat hidden by the strong high-frequency oscillations, low-frequency oscillations similar in 

frequency to those seen in Fig. 6.32 are also present in Fig. 6.33 and are evident in the fairly regular 

spacing of the peaks that rise above the overlapping region. 

In every case, the flow in the gap region experiences a slowdown due to the lack of current injection 

there. However, this difference is accentuated for higher magnetic fields, since the Lorentz force 

is even stronger in the driven regions for a higher magnetic field, mostly balanced by the 

correspondingly stronger Hartmann braking force, but in the gap region, there still an increased 

Figure 6.30. Sketch of Hartmann wall probes (small dots) and electrodes (filled circles) with 

three measurement points for the time series plots shown in later figures. The three circles filled 

with blue, red and yellow are at 𝑥 = −44,  0 and +44 mm, respectively. The blue horizontal 
lines represent the side walls. 
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Hartmann braking force but no Lorentz force growth to counteract it. Also, with an increased 

magnetic field, the flow turns more tightly around the ends of the electrode rows, robbing the gap 

region of some of the flow’s inertia for this reason as well. Obviously, driving the flow with a 

stronger current increases the overall streamwise inertia and leads to much less of a difference 

Figure 6.31. Time series of the streamwise velocity at three locations along the centerline of the 

Hartmann wall – the middle of the driven region upstream of the gap in blue  

(𝑥 = −44 mm), the center of the gap region in orange (𝑥 = 0) and the middle of the driven 

region downstream of the gap in yellow (𝑥 = 44 mm) – for a relatively low driving current of 

𝐼 = 0.2 A at four magnetic fields (0.3, 0.5, 1.0 and 1.5 T). 
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among the velocities at the three measurement points, which explains the much more thorough 

overlap of signals in Fig. 6.32 compared with those in Fig. 6.31. 

Though the Lorentz force applied to the flow in the MHDIE is proportional to both the injected 

Figure 6.32. Time series of the streamwise velocity at three locations along the centerline of the 
Hartmann wall – the middle of the driven region upstream of the gap in blue  

(𝑥 = −44 mm), the center of the gap region in orange (𝑥 = 0) and the middle of the driven 

region downstream of the gap in yellow (𝑥 = 44 mm) – for 𝐼 = 2 A, the highest driving current 

applied to the experiment, at four magnetic fields (0.3, 0.5, 1.0 and 1.5 T). 
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current and the applied magnetic field, it is quite clear that these two parameters have a very 

asymmetric effect on the flow velocity. Increases in current increase the flow speed considerably, 

but increasing the magnetic field has very little effect on the mean streamwise velocity. This 

disparity is due to the increase in Hartmann braking in parallel with the increase in Lorentz force, 

which greatly balance their effects on the flow velocity, which manifest instead mostly in the 

changes to the structure and stability of the vortices that form. This aspect of the dependence of 

the flow on the two principal input parameters is far more evident when the full flow field is 

observed, which is addressed in Section 6.7.4. 

 

6.7.4 Spatial distributions of velocity and kinetic energy 

The focus of this section is the mean velocity distribution throughout the parameter space explored 

during the experimental campaign. A key contribution of the MHD Instability Experiment to the 

understanding of MHD duct flows with inflectional instabilities is the direct measurement of the 

velocity vector field over a large span of the Hartmann wall. The distributions of the streamwise 

and normal velocity components along the centerline are first presented to exhibit the changes in 

the structure of the overall flow along the cavity brought on by increases to the current and 

magnetic field. Next, mean vector fields are shown for a wide range of parameter combinations 

that more clearly demonstrate the distribution of vortices in the cavity and the deviation of the 

velocity profile from its undisturbed state with symmetric wall jets. Though there are insufficient 

probes to completely visualize the entire wall, the velocity vectors along the centerline coupled 

with the array of vectors spanning the gap region in the middle of the wall provide enough of a 

signature of the flow structures and their motion within the cavity to identify the specific dynamics 
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associated with particular characteristic frequencies that appear in velocity time series at individual 

measurement locations and thoroughly verify results of numerical simulations. 

Figures 6.33-6.35 contain plots of the distributions along the centerline of the Reynolds numbers 

based on the streamwise and normal velocity components (𝑅𝑒𝑢 and 𝑅𝑒𝑣, respectively) for three 

driving currents, each plot containing data from four applied magnetic fields. At the lowest current 

of 0.05 A (Fig. 6.33), the flow is quite stable at all magnetic fields, yielding a very similar 

distribution of the streamwise velocity component for all field strengths since, at such low current, 

increasing the magnetic field contributes as much to the Hartmann braking force as to the Lorentz 

force. The normal velocity oscillations decrease in amplitude with increasing magnetic field, 

though the peaks, which correspond to vortex edges, are roughly aligned, suggesting that the vortex 

arrangement is not significantly affected by changes to the applied magnetic field. At a moderate 

current of 0.2 A (Fig. 6.34), the flow becomes quite unstable for low magnetic fields and weakly 

unstable for higher magnetic fields. The normal velocity oscillations grow in amplitude in the 

streamwise direction, though the severe phase shift of their peaks for different 𝐻𝑎 indicates that 

the vortex arrangement changes significantly with increasing magnetic field. The saturation of 

velocity with increasing magnetic field occurs only for the strongest magnetic fields due to the 

greater inertia present in flow driven with higher current. At the highest current applied to the 

MHDIE, 𝐼 = 2.0 A (Fig. 6.35), the flow has normal velocity oscillations of similar amplitude 

regardless of 𝐵, growing slightly in the streamwise direction, and nearly in phase with one another. 

Streamwise velocity increases with magnetic field, not saturating like at lower currents, due to the 

great inertia imparted to the flow by the large driving current. In all cases, the streamwise velocity 
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experiences a net increase in each driven region, with some rise and fall due to the presence of 

vortices, falling in the gap almost to the same velocity found at the entrance to the upstream driven 

Figure 6.33. Time-averaged (top) streamwise and (bottom) normal 𝑅𝑒 distribution along the 
centerline for four applied magnetic fields (0.3-1.5 T) with a low injected current of 0.05 A. At 

this low driving current, the flow is quite stable at all magnetic fields, yielding a similar 

streamwise distribution for all field strengths. The normal velocity fluctuations decrease in 

amplitude with increasing magnetic field. 
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region as much of the streamwise inertia along the centerline is diverted into the counter-flowing 

jet regions. The time-averaged normal velocity distributions suggest that in each case, a somewhat 

Figure 6.34. Time-averaged streamwise (top) and normal (bottom) 𝑅𝑒 distributions along the 
centerline for four applied magnetic fields (0.3-1.5 T) with an injected current of 0.2 A. At this 

driving current, the flow becomes weakly unstable, with normal velocity fluctuations of similar 

amplitude regardless of 𝐵, growing in the streamwise direction, but significantly varying phase. 

Streamwise velocity increases with magnetic field but saturates at high 𝐵. 
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stable staggered arrangement of vortices forms like those seen in the Q2D simulations presented 

in Chapter 5, though these arrangements vary for different parameter combinations as the 

Figure 6.35. Time-averaged streamwise (top) and normal (bottom) 𝑅𝑒 distributions along the 

centerline for four applied magnetic fields (0.3-1.5 T) with an injected current of 2.0 A. At this 

driving current, the flow has normal velocity oscillations of similar amplitude regardless of 𝐵, 

growing slightly in the streamwise direction, and nearly in phase for all 𝐵. Streamwise velocity 

increases with magnetic field, not saturating like at lower currents. 
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instabilities, entirely responsible for the development of vertical velocity perturbations, evolve 

with changing conditions. In contrast, the time-averaged streamwise velocity distributions 

generally attain the same qualitative shapes, with peak values increasing with the driving force, 

proportional to both current and applied magnetic field, though moderated by the parallel increase 

in Hartmann braking force at lower currents and higher magnetic fields. The difference in character 

between the two components is due to the fact that the streamwise inertia is not strongly affected 

by instability, since the streamwise perturbations are small in comparison to the inertia provided 

by the driving Lorentz force. 

The mean local turbulent kinetic energy due to fluctuations in the streamwise and normal 

directions, scaled by the local total kinetic energy, given respectively by 

𝑘𝑒𝑥(𝑥,𝑦)

𝐾𝐸(𝑥,𝑦)
=

[𝑢(𝑡,𝑥,𝑦)−𝑢̅(𝑥,𝑦)]2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑢̅(𝑥,𝑦) 2+𝑣̅(𝑥,𝑦) 2
 (6.18) 

and 

𝑘𝑒𝑦(𝑥,𝑦)

𝐾𝐸(𝑥,𝑦)
=

[𝑣(𝑡,𝑥,𝑦)−𝑣̅(𝑥,𝑦)]2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑢̅(𝑥,𝑦) 2+𝑣̅(𝑥,𝑦) 2
 , (6.19) 

where the overbar indicates a time-average, provide insight into the nature of instabilities that 

appear under different conditions. Figures 6.36-6.38 contain plots of these scaled turbulent kinetic 

energy components for the same three applied currents used in Figs. 6.33-6.35 – 0.05, 0.2 and 

2.0 A – respectively, each plot showing data for four magnetic fields in the range 0.3-1.5 T   

(𝐻𝑎 = 117-587). In every case, the normal component of the turbulent kinetic energy exceeds the 

streamwise component. At low driving currents, when the electromagnetically driven part of the 

flow lacks sufficient inertia to pass through the gap, it is purely streamwise between the electrodes 

and turns about the electrode row ends in the gap. Under these conditions, the shear layers are 
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nearly straight line segments oriented along the electrode rows. Instabilities initially form as a 

periodic normal disturbance of the shear layer, causing the velocity field to begin to develop an 

Figure 6.36. Time-averaged streamwise (top) and normal (bottom) kinetic energy distributions 

along the centerline for four applied magnetic fields (0.3-1.5 T) with an injected current of 

2.0 A. The two components of the kinetic energy are roughly equal in the gap, but throughout 

most of the driven regions, the normal component dominates. 
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alternating upward and downward normal component, more pronounced for lower magnetic fields, 

such as the oscillations in Fig. 6.33, with strong normal fluctuations present at these locations, 

Figure 6.37. Time-averaged streamwise (top) and normal (bottom) distributions along the 

centerline of turbulent kinetic energy scaled by total kinetic energy for four applied magnetic 

fields (0.3-1.5 T) with an injected current of 0.2 A. The ratios are plotted in semi-log scale since 

the values span many orders of magnitude, peaking with a spatial periodicity ∆𝑥 ≈ 𝑎. 



289 

 

indicated by the spikes seen in Fig. 6.36. For moderate applied currents, lower magnetic fields tend 

to correspond to greater-amplitude fluctuations, as expected, but at the highest magnetic fields, the 

Figure 6.38. Time-averaged streamwise (top) and normal (bottom) turbulent kinetic energy 

distributions along the centerline 𝑘𝑒𝑥(𝑥, 0) and 𝑘𝑒𝑦(𝑥, 0), scaled by the local total kinetic 

energy 𝐾𝐸(𝑥, 0), for four applied magnetic fields (0.3-1.5 T) with an injected current of 2.0 A. 

At this high driving current 𝑘𝑒𝑥 𝐾𝐸  and 𝑘𝑒𝑦 𝐾𝐸  tend to be much closer in value, both 

declining slightly in the streamwise direction as the magnetic field suppresses fluctuations.. 
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trend in Fig. 6.37 does not persist. The increase in 𝑘𝑒𝑥 𝐾𝐸  and 𝑘𝑒𝑦 𝐾𝐸  at the highest magnetic 

field is partially due to the cessation of streamwise velocity increases with increasing 𝐵 and the 

greater normal velocity at lower magnetic fields. At the highest current, the amplitude fluctuations 

tend to mostly follow the expected trend, decreasing with increasing magnetic field, but due to the 

strong phase shifts seen in the normal oscillations in Fig. 6.35, at some locations the total kinetic 

energy is much higher for lower magnetic fields, which causes the scaled turbulent kinetic energy 

on the right side of the plots in Fig. 6.38 to be much lower for the lowest magnetic fields. Overall, 

dampening of fluctuations proportional to the magnetic field strength is observed, but the trends 

are disturbed by the growth of instabilities and changes to the arrangement of vortices that evolve 

from them with increasing current and magnetic field. 

Figure 6.39 contains plots of the streamwise and normal Reynolds number distributions, i.e., the 

dimensionless velocity profiles, in the 𝑦-direction across the gap region for the same four applied 

magnetic fields (0.3-1.5 T) and injected currents (0.05-2.0 A) chosen for Figs. 6.33-6.39. The 

electrode rows are located at 𝑦 𝑎 = ±0.5, and the change in the direction of the streamwise 

velocity approximately at these locations is evident in the plots of 𝑅𝑒𝑢. As current is increased, the 

asymmetry of the wall jets grows and the flow between the electrodes evolves from mostly 

streamwise to a highly disturbed state, where the streamwise velocity reverses direction near 

𝑦 = 0. The streamwise component of velocity at the wall cannot be resolved since the velocimetry 

technique relies on the measurement of a potential difference between two probes, and the best 

case scenario is that one of the probes is at the wall, so that the closest measurement point is some 

distance away – 2 mm in this experiment, since the probe spacing is 4 mm – but both components 

of the wall velocity must vanish at the wall. Based on this knowledge, the zero-velocity wall points 
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are plotted along with the experimental data, and the full jet geometry is revealed in Fig. 6.39. 

Also, at the lowest current, the flow tends to divert downward in the top part of the gap and upward 

in the bottom half, indicating a pair of staggered clockwise vortices near the upper left and lower 

right parts of the gap. The normal distribution become more complicated and much greater in 

magnitude at higher currents as one or more vortices move more fully into the gap. The 

interpretation of these plots becomes clearer after looking at the full vector field. 

Figure 6.39. Time-averaged streamwise (top) and normal (bottom) 𝑅𝑒 distributions across the 

gap in the (vertical) 𝑦-direction for four applied magnetic fields (0.3-1.5 T) with injected 

currents in the range 0.05-2.0 A. Electrode rows are located at 𝑦 𝑎 = ±0.5. The growing 

asymmetry of the wall jets and the change in the flow between the electrodes from mostly 

streamwise to highly disturbed as current increases are apparent in the plots of 𝑅𝑒𝑢. 
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Figures 6.40-6.48 contain plots of time-averaged velocity vector fields for a large range of applied 

currents (0.05 - 2 A) and three magnetic fields – 0.5, 1.0 and 1.5 T (𝐻𝑎 = 194 - 583). The lengths 

of the vectors in these plots represent the local velocities at their tails, and their scales are indicated 

on each plot in relation to the size of the spatial grid. Moreover, their colors also represent their 

velocity magnitudes for additional clarity, and the velocity corresponding to each color is indicated 

by the gradient bar to their right. In the lowest-current plots, seen in Figs. 6.40, 6.43 and 6.46, the 

symmetric wall jets can be identified in the gap region, especially at the highest magnetic field. 

Even for these most stable cases, the velocity vector distribution along the centerline exhibits a 

low-amplitude periodic oscillation of the normal velocity component. This is indicative of the 

onset of weak instability in the form of a periodic disturbance to the shear layers aligned with the 

current-injection electrodes, essentially a Kelvin-Helmholtz shear instability, that evolves into an 

array of fully-formed vortices at moderate currents. At higher currents, this disturbance becomes 

more pronounced as the cavity-filling staggered array of vortices completes its formation. 

At first, as current is slowly increased, the gap flow begins to become slightly asymmetric, showing 

signs of being influenced by the large vortices that form as flow turns in the gap at the ends of the 

electrode rows. Typically, the vortex forming on the lower left side of the gap, turning clockwise 

from the centerline region to join with the lower wall jet, accelerates the lower jet slightly and 

dominates the lower part of the gap. Simultaneously, the vortex forming on the upper right side of 

the gap, turning counter-clockwise from the top, right quadrant through the gap into the centerline 

region, steals some momentum from the upper wall jet and dominates the upper part of the gap. 

This trend is not entirely consistent as the current is increased. Though the lower jet is driven to a 

greater velocity than the upper jet in virtually every case, even reversing direction at the top of the 
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gap for some cases with weaker magnetic fields, the domination of the gap flow by a pair of 

staggered counter-rotating vortices is by no means a rule. The symmetry of the gap flow is 

especially lacking at higher currents, where a single clockwise vortex may dominate most or all of 

Figure 6.40. Time-averaged velocity vector fields for 𝐻𝑎 = 194 (0.5 T) at currents in the range  

𝐼 = 0.05 - 0.4 A. At the lowest current, nearly symmetric wall jets are present and the flow 
along the centerline is slightly disturbed by weak instabilities near the electrode rows. At higher 

currents, the instabilities evolve into strong vortices and cause the wall jets to become 

asymmetric. 
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the gap region, sometimes centered in the gap and sometimes centered to the right of the gap with 

mostly upward flow seen in the gap region. In many cases, this large counter-clockwise vortex 

may be accompanied by a small counter-rotating vortex in the upper part of the gap. 

Figure 6.41. Time-averaged velocity vector fields for 𝐻𝑎 = 194 (0.5 T) at currents in the range  

𝐼 = 0.6 - 1.2 A. Vortices continue to grow in intensity with increasing current, though their 

arrangement remains fairly stable. 
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In most cases, the vortices appear to be staggered in a somewhat ordered arrangement, where 

vortices originating above the centerline have centers oriented more or less between the vortices 

below the centerline, and vice versa. This pattern becomes more uniform as the magnetic field 

Figure 6.42. Time-averaged velocity vector fields for 𝐻𝑎 = 194 (0.5 T) at currents in the range  

𝐼 = 1.4 - 2.0 A. Vortices continue to grow in intensity with increasing current, though their 
arrangement remains fairly stable. 
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rises. At 𝐵 = 0.5 T and 𝐼 = 0.6 A (Fig. 6.41), for instance, the main vortex in the gap and the small 

counter-rotating vortex at the top of the gap have centers apparently aligned at the same 

𝑥-coordinate. This observation may be an artifact of the time-averaging to some degree, since 

Figure 6.43. Time-averaged velocity vector fields for 𝐻𝑎 = 389 (1.0 T) at currents in the range  

𝐼 = 0.05 - 0.4 A. At lower currents, wall jets remain fairly symmetric, and vertical oscillations 
of the centerline flow gradually increase with current. When large vortices form near the 

electrodes and in the gap, they begin to strongly affect the centerline flow and cause the wall 

jets to become asymmetric. 
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many cases at lower magnetic fields and moderate currents exhibit pronounced vortex-center 

dynamical motion and vortex-vortex interaction. However, these processes occur at low 

frequencies, so the average velocity field is quite similar, if not identical, to the instantaneous 

measurements in most cases. 

Figure 6.44. Time-averaged velocity vector fields for 𝐻𝑎 = 389 (1.0 T) at currents in the range  

𝐼 = 0.6 - 1.2 A. Vortices continue to grow in intensity with increasing current, appearing in 

slightly different arrangements with increasing current, both near the electrodes and in the gap. 
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The colored velocity scales and vector lengths provide an indication of how the peak velocity 

magnitude evolves with increasing current and magnetic field. At a particular magnetic field, 

increasing the current at first results in an almost proportional increase in the peak velocity 

magnitude, but at moderate currents this trend tapers off, and at the highest currents, the velocity 

Figure 6.45. Time-averaged velocity vector fields for 𝐻𝑎 = 389 (1.0 T) at currents in the range  

𝐼 = 1.4 - 2.0 A. Vortex positions stabilize at high current, but continue to increase slowly in 
intensity. 

slowly in intensity. 
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gains for a similar current increase are quite small. Upon comparing peak velocity magnitudes for 

the same current and different magnetic fields, it becomes clear that the magnetic field has little 

influence over this value at low current. In fact, at the lowest current of 0.05 A, the peak velocity 

Figure 6.46. Time-averaged velocity vector fields for 𝐻𝑎 = 583 (1.5 T) at currents in the range  

𝐼 = 0.05 - 0.4 A. Stable symmetric wall jets persist for lower currents, though they begin to 

turn toward the centerline in the gap region at moderate currents, while the centerline flow 

attains a significant vertical oscillation due to the appearance of vortices near the electrodes. 
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magnitude slightly decreases as 𝐵 increases (see Figs. 6.40, 6.43 and 6.46). The peak velocity does 

increase with magnetic field at higher driving currents, but this more intuitive trend does not take 

hold until the current rises above 0.2 A. This is most likely due to the effect of the gap region, 

Figure 6.47. Time-averaged velocity vector fields for 𝐻𝑎 = 583 (1.5 T) at currents in the range  

𝐼 = 0.6 - 1.2 A. With increasing current, wall jets become more asymmetric as a vortex forms 
in the gap, and the vortex arrangement near the electrodes shifts, likely interacting such that the 

total number of vortices in the cavity is slightly altered. 
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which is devoid of a driving Lorentz force but still retards the overall flow through Hartmann 

braking. With sufficient applied current and the resulting greater inertia imparted to the flow, 

momentum may be more effectively carried across the gap region, allowing the increase in Lorentz 

Figure 6.48. Time-averaged velocity vector fields for 𝐻𝑎 = 583 (1.5 T) at currents in the range  

𝐼 = 1.4 - 2.0 A. At the highest currents, the vortex arrangement remains quite stable, while their 

intensity continues to steadily increase. 
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force stemming from an increase in the magnetic field to lead to an increase in the flow’s inertia 

and, hence, its peak velocity. Such properties of the flows explored experimentally in this work 

are more clearly represented by averages over the entire centerline, providing a single metric for 

each parameter combination, which are presented in Section 6.8, where they are also compared 

with analytical and computational results. 

 

6.8 Mean centerline velocity and turbulent kinetic energy trends 

In this section, the experimental data are averaged both temporally and spatially along the 

centerline to produce a single metric representative of a particular parameter combination. 

Figure 6.49 contains such a plot of the mean centerline Reynolds number 𝑅𝑒𝐶𝐿, based on the time-

averaged, mean centerline streamwise velocity 𝑈𝐶𝐿, plotted against the injected current 𝐼, which is 

scaled by the maximum current applied in the experiment (𝐼𝑚𝑎𝑥 = 2 A), with separate curves for 

each magnetic field. The data plotted is tabulated in Appendix A for convenience. All curves 

appear to be linear and aligned with one another for low currents, completely independent from 

the magnetic field, and their departure from this linear regime comes at higher driving currents, 

and hence higher values of 𝑅𝑒𝐶𝐿, for stronger magnetic fields, indicating that the onset of 

instability is delayed for stronger fields. This pattern of behavior makes perfect sense in light of 

the known tendency of the magnetic field to suppress fluctuations. Interestingly, the character of 

the curves changes once more at even higher current, gradually decreasing in slope beyond the 

initial onset of instability, plateauing and even decreasing somewhat for very strong magnetic 

fields, and then suddenly increasing in slope again and entering another linear regime, though with 

a much smaller slope than in the laminar low-current regime. In this second linear regime of 
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velocity increase with applied current, the curves are nearly parallel, though curves associated with 

different magnetic fields are clearly separated, indicating that the velocity grows with both current 

and magnetic field. Figure 6.50 contains the same plot but with markers replaced by error bars, 

which indicate the amount of measurement error on the velocity due to electric potential and 

magnetic field measurement errors (also tabulated in Appendix A). 

Figure 6.51 contains a plot of 𝑅𝑒𝐶𝐿 versus 𝐻𝑎, with a separate set of markers for each scaled 

applied current 𝐼 𝐼𝑚𝑎𝑥 . At low current, 𝑅𝑒𝐶𝐿 increases with magnetic field at first, but then 

plateaus. At higher currents, increases in magnetic field continue to yield greater values of 𝑅𝑒𝐶𝐿, 

Figure 6.49. Reynolds number 𝑅𝑒𝐶𝐿 based on time-averaged streamwise mean centerline 

velocity at 𝐻𝑎 = 117 - 583 plotted against 𝐼∗ = 𝐼 𝐼𝑚𝑎𝑥 , the applied current employed in the 

experiment scaled by the maximum current (2 A). 
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with the slope even appearing to increase at larger values of 𝐻𝑎 in some cases. At the highest 

current explored, the velocity appears to increase approximately linearly with the magnetic field. 

If the velocity increases proportionally to both current and magnetic field, this suggests that it 

depends linearly upon the applied Lorentz force 𝐹𝐿 = 𝐼𝐵0. This dependence can be directly 

visualized by plotting 𝑅𝑒𝐶𝐿 against a non-dimensional applied Lorentz force, chosen in this case 

to have the form 

𝐹𝐿
∗ =

𝐹𝐿

𝐼𝑚𝑎𝑥√𝜌𝜈 𝜎 𝑏 
=

𝐼

𝐼𝑚𝑎𝑥
𝐻𝑎 . (6.20) 

Figure 6.50. Mean centerline Reynolds number 𝑅𝑒𝐶𝐿 at 𝐻𝑎 = 117 - 583 plotted against the 

scaled applied current 𝐼∗ = 𝐼 𝐼𝑚𝑎𝑥 , the applied current (the same data shown in Fig. 6.49) with 
error bars indicating the amount of measurement error due to uncertainties in the electric 

potential measurements and the magnetic field. 
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Figure 6.52 contains the same data displayed in Figs. 6.49 and 6.51 plotted against this 

dimensionless Lorentz force, and for stronger Lorentz force values, the data collapse roughly into 

a single curve. There is a clear spread of data points at low values of the Lorentz force, 

corresponding to the laminar linear regime where the velocity is independent of the magnetic field, 

and for higher 𝐻𝑎 the transition region between the two linear regimes seen in Fig. 6.56 diverge 

from the curve as well. The obvious interpretation is that in the lowest-current flow regime, 

Lorentz forces are perfectly balanced by the Hartmann braking force, and in the highest-current 

flow regime, the Lorentz force dominates entirely. Between these two flow regimes, the situation 

is more complex and likely represents a transition region between two well defined flow regimes, 

Figure 6.51. Reynolds number 𝑅𝑒𝐶𝐿 based on time-averaged streamwise mean centerline 

velocity plotted against 𝐻𝑎 for a selection of driving currents applied to the experiment 
(0.1-2 A), scaled by the maximum current. 
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where competing forces are of nearly the same order. In particular, for 𝐻𝑎 = 590, there is a short 

segment in Fig. 6.52 that is quite flat, i.e., where an increase in the Lorentz force results in little or 

no change in the mean streamwise velocity. 

Figures 6.53-6.55 contain plots of the turbulent kinetic energy scaled by the square of the viscous 

velocity scale 𝜈 𝑎  versus the scaled current, 𝐻𝑎 and the dimensionless Lorentz force, respectively. 

Comparing Fig. 6.53 with Fig. 6.49, it becomes clear that the low-current linear dependence of the 

velocity on the injected current corresponds to very low turbulent kinetic energy for the same range 

of applied currents. Based on the information in these plots, it is clear that a flow remains in the 

Figure 6.52. Reynolds number 𝑅𝑒𝐶𝐿 based on time-averaged streamwise mean centerline 

velocity at 𝐻𝑎 = 117 - 583 plotted against a dimensionless form of the Lorentz force  

𝐹𝐿
∗ = 𝐼∗𝐻𝑎, where 𝐼∗ = 𝐼 𝐼𝑚𝑎𝑥  is the applied current employed in the experiment scaled by the 

maximum current (2 A). 
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low turbulent kinetic energy regime for a greater range of currents at stronger magnetic fields than 

at lower magnetic fields, due to the magnetic field’s stabilizing effect. 

Figure 6.54, the plot of turbulent kinetic energy versus 𝐻𝑎, shows the obvious trend for the already 

noted tendency of the fluctuations to grow with current. But more interestingly, a steady increase 

in fluctuation intensity can be identified as the magnetic field initially increases, except for the 

lowest current cases. This increase is approximately linear for the highest magnetic fields and 

extends farther to the right with increasing field strength. At lower currents, the initial region of 

fluctuation increase with 𝐻𝑎 appears to have positive curvature, in contrast to the approximately 

Figure 6.53. Turbulent kinetic energy scaled by the square of the viscous velocity scale at  

𝐻𝑎 = 117 - 583 plotted against 𝐼∗ = 𝐼 𝐼𝑚𝑎𝑥 , the applied currents employed in the experiment 

scaled by the maximum current (2 A). 
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linear character of the curves at stronger magnetic fields. Beyond this initial rise, the intensity of 

turbulent fluctuations appears to grow and shrink as the magnetic field continues to increase, 

passing through more and less unstable modes across the remaining range of applied fields. 

The plot of turbulent kinetic energy versus the dimensionless Lorentz force in Fig. 6.55 does not 

offer any additional insight into the dependence of the fluctuation intensity on the magnetic field 

and current beyond what is provided by Figs. 6.53 and 6.54. The rather flat regime of high stability 

is evident at low currents, and the approximately linear rise in fluctuation intensity with current, 

coupled with some oscillations from the effect of increasing magnetic field, can be seen at higher 

Figure 6.54. Turbulent kinetic energy scaled by the square of the viscous velocity scale plotted 

against 𝐻𝑎 for a selection of driving currents applied to the experiment (0.1-2 A), scaled by the 

maximum current. 
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currents. However, this plot does separate the data from the different magnetic fields, making the 

difference in departure points from the low-fluctuation regime depending on the strength of the 

magnetic field much more obvious. It also spreads out the data points for higher currents, making 

the varying linear or oscillatory nature of these curve segments stand out more than in Fig. 6.53. 

In this figure, the very linear increase of fluctuation intensity with injected current at lower currents 

and the inconsistent departure from this pattern as the magnetic field rises is quite evident, as well, 

though the precise mechanism for this behavior cannot be directly determined from this analysis. 

For 𝐻𝑎 > 300, the subtle oscillations become more pronounced and take on a distinct stepped 

appearance, with the trend plateauing briefly at certain small ranges of 𝐼∗𝐻𝑎. 

Figure 6.55. Turbulent kinetic energy scaled by the square of the viscous velocity scale at  

𝐻𝑎 = 117 - 583 plotted against a dimensionless form of the Lorentz force 𝐹𝐿
∗ = 𝐼∗𝐻𝑎, where 

𝐼∗ = 𝐼 𝐼𝑚𝑎𝑥  is the applied current employed in the experiment scaled by the maximum current. 
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While even the most accurate numerical simulations cannot produce the exact vortex positions and 

precise spatial distributions of velocity as functions of time seen in experiments, the general 

character of each flow regime for a given input parameter combination and the velocities and 

kinetic energies averaged across the cavity geometry and over a sufficient period of time should 

match well. Thus, to evaluate the validity of a particular computational approach, the metrics 

presented in this section offer the greatest value for quantitative comparisons. Additional 

investigations of the other statistics, including spectral densities and spatial correlations, offer 

additional insight as well, and these aspects of the experimental data are explored in the following 

two sections. All of these trends and statistics are compared with analytical and computational 

results and further interpreted in the context of regimes of flow instability in Chapter 7. 

 

6.9 Spectral analysis of velocity time series 

The velocity time series shown in Section 6.7.3 appear to be quite complex, but it is possible to 

extract the dominant frequencies (or time scales) from these data using spectral analysis, which 

can offer some insight into the dynamics of the flows and how these dynamics change in different 

flow regimes. Most approaches to determining the power spectral density (PSD) of a time series 

involve the application of a Fourier transform to convert time-dependent data into frequency-

dependent data. For discrete data, a Discrete Fourier Transform (DFT) is performed to obtain the 

PSD. This may be easily accomplished using built-in Fast Fourier Transform (FFT) functions 

provided by many programming suites, including MATLAB. Alternatives to the basic FFT are 

generally DFTs of data pre-processed with some kind of sliding averaging using different types of 

windows. For the analysis presented here, Welch’s method for producing a periodogram is 
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employed, which uses an overlapping Hamming window distribution to filter and smooth the 

original time series, followed by the application of a DFT. This approach offers a very accurate 

PSD with fewer small fluctuations that would otherwise obscure the important frequency peaks 

associated with the vortex dynamics. 

Welch periodograms are shown in Figs. 6.56-6.59 for four cases, each with zero applied current, 

at different magnetic fields. These four figures illustrate the background noise spectrum present in 

every measurement, which is a result of facility vibration, electrical noise due to radiation from 

sources such as room lighting and nearby equipment, and oscillations in the applied magnetic field. 

In order to directly compare the four cases, including the case with 𝐵 = 0, the squared amplitude 

of the electric field measured between two electrodes, per unit frequency, is plotted instead of the 

squared velocity per unit frequency, which differs by a factor of 𝐵−2. Figure 6.56 contains plots 

of the noise spectrum with the electromagnet switched off, which, in conjunction with the next 

three figures, clarify how much of the background noise is due to the facility environment and how 

much comes solely from the magnet. For the cases with a non-zero magnetic field, these spectra 

can be simply converted to the typical units of velocity squared per unit frequency by dividing 

through by the square of the applied magnetic field, but, of course, this is not possible (or 

physically meaningful) for 𝐵 = 0. With the electromagnet off, the spectrum is concentrated in a 

narrow spike centered on 60 Hz, the frequency of the building electric power. Below this dominant 

frequency, the spectrum is fairly flat, indicating a low background of mostly white noise. 

The spectra shown in Figs. 6.57-6.59 include the spectrum in Fig. 6.56, of course, and a similar 

overall spectrum shape is generated for non-zero magnetic fields, though with some important 

differences in the low-frequency range. The 60-Hz spike persists with a small increase in power, 
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Figure 6.56. Power spectral density of the measured electric field for 𝐻𝑎 = 0 (electromagnet 

off) with no applied current. This is the spectrum of the noise that comes from sources other 

than the electromagnet inherent in every measurement. 

Figure 6.57. Power spectral density of the measured electric field for 𝐻𝑎 = 194 (𝐵 = 0.5 T) 
with no applied current. This is the spectrum of the noise that comes from all sources, including 

the electromagnet, inherent in every measurement at this magnetic field. 
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Figure 6.58. Power spectral density of the measured electric field for 𝐻𝑎 = 389 (𝐵 = 1 T) with 
no applied current. This is the spectrum of the noise that comes from all sources, including the 

electromagnet, inherent in every measurement at this magnetic field. 

Figure 6.59. Power spectral density of the measured electric field for 𝐻𝑎 = 583 (𝐵 = 1.5 T) 
with no applied current. This is the spectrum of the noise that comes from all sources, including 

the electromagnet, inherent in every measurement at this magnetic field. 
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which is expected, since the electromagnet is energized by rectified 60-Hz electrical power, and a 

few subharmonics in the 40-50 Hz range appear at much lower amplitude. At most magnetic fields 

(all but 0.5 T for no known reason), a strong spike develops at 10 Hz, and for all magnetic fields, 

a significant amount of power appears in the 0-2 Hz range. The center of the very low-frequency 

spike shifts from about 0.5 Hz to about 1.5 Hz as the magnetic field increases from 0.5 to 1.5 T, 

which is important to note since the experimental flows typically demonstrate dynamical behavior 

with oscillation frequencies in this range. The precise reasons for the appearance of these low 

frequencies and their shift with magnetic field strength cannot be easily determined, but they are 

most likely related to the dependence on mechanically adjusted Variacs (variable AC transformers) 

in series with a rectifier stage for supplying variable DC current to the magnet coils. 

Figures 6.60-6.63 contain spectra – this time with typical units of velocity squared per unit 

frequency – for flows driven by four different injected currents, with each figure showing the 

spectra for one current at three different magnetic fields. Comparing each spectrum to the 

background noise baseline, which is shown in each figure as a dashed red line, it is clear that at 

the lowest magnetic field, flow energy is distributed across the entire spectrum, essentially 

amplifying the noise to some degree, though a significant amount of additional energy is 

concentrated very close to zero frequency with the steady-state flow appearing as a narrow spike. 

The spike near or at zero frequency is present in every case with a driven flow, since every flow 

has some steady mode underlying the observed complex superposition of dominant dynamical 

modes, generally a simple Poiseuille-like flow between the electrodes and anti-parallel flows 

above and below the electrodes. For more stable cases, i.e., higher magnetic fields and lower 

currents, the main portion of the energy above the noise baseline appears in a very low frequency 
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range, which indicates the presences of more defined low-frequency structures, rather than a wide 

spectrum of structure sizes or non-periodic events that add energy across the entire spectrum. As 

the flow-driving force increases, more energy is added to the entire spectrum, evidenced by a 

growing separation between the flow and noise spectra with increasing injected current. The 

spectra grow more noticeably in the low-frequency range, which is expected since large vortical 

with low characteristic oscillation frequencies structures are developing and growing to fill the 

duct as Q2D turbulence develops, with energy flowing from small eddies to the largest structures 

Figure 6.60. Power spectral density of the velocity signal for 𝐻𝑎 = 194 - 583 (𝐵 = 0.5   -  1.5 T) 

with an applied current of  𝐼 = 0.05 A. The dashed red line is the noise baseline. 
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in an inverse energy cascade. These observations regarding the spectra are all expected based on 

the current understanding of Q2D MHD duct flows. However, there are some very interesting 

features in the low-frequency range that offer additional insight into these flows, namely the 

appearance of distinct peaks that do not mirror resonant frequencies present in the noise spectra, 

which represent the concentration of flow energy into narrow, distinct frequency bands associated 

with structures of very well-defined size ranges. In particular, at higher driving currents, where 

vortices have grown to fill the cavity but exhibit dynamic interactions – splitting apart, combining 

Figure 6.61. Power spectral density of the velocity signal for 𝐻𝑎 = 194 - 583 (𝐵 = 0.5   -  1.5 T) 

with an applied current of  𝐼 = 0.2 A. The dashed red line is the noise baseline. 
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together and circulating along localized, low-frequency paths without drastically changing the 

overall vortex distribution – one or more peaks with frequencies less than 1 Hz appear. At  

𝐼 = 1 A, these local frequency peaks occur at 0.06 and 0.12 Hz for 𝐵 = 0.5 T. When the magnetic 

field is raised, these frequencies shift to 0.17 and 0.28 Hz for 𝐵 = 1 T and to 0.14 and 0.56 Hz for 

𝐵 = 1.5 T. At 𝐼 = 2 A, fewer distinct large peaks appear, but some small divergence from the 

declining amplitude curve can be seen. At 0.5 T, some small peaks can be discerned in the range 

0.18 to 0.30 Hz, and a clear spike is visible at 0.69 Hz. At 1 T, a small raised band in the range 

Figure 6.62. Power spectral density of the velocity signal for 𝐻𝑎 = 194 - 583 (𝐵 = 0.5   -  1.5 T) 

with an applied current of 𝐼 = 1 A. The dashed red line is the noise baseline. 
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0.18-0.26 Hz stands out, and several distinct small peaks are visible in the range 0.30 to 0.85 Hz. 

At 1.5 T, two strong peaks again appear at 0.28 and 0.50 Hz. Besides these highlighted higher-

amplitude peaks in the spectra, there are numerous small local peaks spread across the power 

spectral density plots indicating frequencies that enjoy a greater portion of the flow energy than 

their neighbors. However, it is clear that the majority of dominant frequencies corresponding to 

eddy oscillations lie in the frequency range 𝑓 < 1 Hz. 

Figure 6.63. Power spectral density of the velocity signal for 𝐻𝑎 = 194 - 583 (𝐵 = 0.5   -  1.5 T) 

with an applied current of 𝐼 = 2 A. The dashed red line is the noise baseline. 
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Though the plots in Figs. 6.56-6.63 are useful for understanding how the velocity field spectra 

diverge from the noise background spectra at each magnetic field, the evolution of the PSD with 

magnetic field or current is not entirely obvious. To better elucidate the way in which flow 

structures change as the magnetic field increases, the spectra for three magnetic fields (𝐵 = 0.5, 

1.0 and 1.5 T) in the frequency range 0-1 Hz are plotted for the full range of injected currents 

employed in the experiment (𝐼 = 0.05 - 2 A) in waterfall plots, shown in Figs. 6.64-6.66. A second 

set of similar plots, each for a particular driving current, showing the spectra for the full range of 

magnetic fields employed in the experiment, are shown in Figs. 6.67-6.72. The trend in dominant 

low-frequency peak evolution with increasing current versus increasing magnetic fields highlights 

the different effects each of these primary inputs to the experiment has on the character of the flow. 

At 𝐻𝑎 = 194 (𝐵 = 0.5 T), the case shown in Fig. 6.64, the concentration of power in very low 

frequencies at low current (𝐼 ≤ 0.1 A) indicates nearly steady flows. Strong peaks appear in the 

range 𝐼 = 0.3-0.7 A as organized eddies appear, and power becomes spread across the spectrum 

when the flow destabilizes at higher currents. This is precisely the behavior that is expected with 

a fairly low magnetic field. With a small Lorentz force, i.e., low applied current, the flow is quite 

organized – almost steady at the lowest current. But as the current rises beyond 0.1 A, the flow 

develops eddies that quickly grow to a size on the order of the duct half-width 𝑎 and oscillate at a 

frequency determined by their size and the centerline flow speed. As current is raised further, these 

eddies enter a new stage of mixed-mode instability (𝐼 ≳ 0.8 A), where many eddies on the order 

of the duct half-width still exist at any given moment, but vigorous small vortex creation occurs 

as the bulk vortices tear one another apart and give rise to a wide range of eddy sizes. These smaller 
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eddies, once formed, recombine and pass their energy to larger structures once again following the 

inverse energy cascade. This cycle continues indefinitely in this Q2D turbulent flow regime, 

resulting in a broad spectrum of frequencies. 

Figure 6.65 shows a similar series of spectra for 𝐻𝑎 = 389 (𝐵 = 1.0 T), though the range of 

currents for which the flow remains stable, indicated by one primary spike localized at zero 

frequency, extends to a greater applied current due to the stabilizing effect of a stronger magnetic 

field. Another key difference between the spectra measured for this higher magnetic field is the 

persistence of the dominant peaks that form beyond the stable regime for higher injected currents. 

A strong peak begins to form around 𝑓 = 0.06 Hz at 𝐼 = 0.4 A, and it slowly shifts upward in 

frequency as current is increased from that level until the peak center reaches roughly 𝑓 = 0.18 Hz 

Figure 6.64. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

applied currents in the range 𝐼 = 0.05 - 2 A for 𝐻𝑎 = 194 (𝐵 = 0.5 T). The concentration of 

power in very low frequencies at low current (𝐼 ≤ 0.1 A) indicates nearly steady flows. Strong 

peaks appear in the range 𝐼 = 0.3 - 0.7 A as organized eddies appear, and power becomes spread 
across the spectrum when the flow destabilizes at higher currents. 
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at 𝐼 = 1.2 A. Another distinct peak arises around 𝑓 = 0.24 Hz at 𝐼 = 0.9 A and slowly shifts 

upward in frequency to 𝑓 = 0.34 Hz at 𝐼 = 1.2 A. These peaks both disperse at higher currents as 

the flow destabilizes and a wide range of eddy sizes appears, though this occurs at a much greater 

applied current, and hence mean velocity, than for 𝐻𝑎 = 194. 

In Fig. 6.66, the spectra for 𝐻𝑎 = 583 (𝐵 = 1.5 T) are shown, and the same trend seen in the 

previous two figures continues. Only a single dominant spike localized at zero frequency appears 

for 𝐼 ≲ 0.6 A, and once dominant peaks appear, indicating the formation of eddies in a narrow 

range of sizes, they persist as current increases, slowly drifting upward in frequency. Like the case 

for 𝐻𝑎 = 390, the first clear peak forms at a frequency of approximately 𝑓 = 0.06 Hz, but at this 

higher magnetic field, this does not occur until the current reaches 𝐼 = 0.7 A. Unlike for the lower 

Figure 6.65. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

applied currents in the range 𝐼 = 0.05 - 2 A for 𝐻𝑎 = 389 (𝐵 = 1.0 T). The concentration of 

power in very low frequencies at low to moderate current (𝐼 ≤ 0.3 A) indicates nearly steady 

flows. Strong peaks appear in the range 𝐼 = 0.4 - 1.3 A, indicating well-defined eddies. Peak 
frequencies tend to shift upward as current increases in this range. Power becomes spread across 

the spectrum as the flow destabilizes at much higher currents than for 𝐻𝑎 = 194. 
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magnetic fields, this peak persists for the entire range of applied currents up to the maximum 

employed in the experiment, where it climbs to a central frequency of 𝑓 = 0.27 Hz, and no other 

peaks of similar magnitude appear. This makes sense in light of the great deal of stability offered 

by such a strong magnetic field. Eddy structures that form grow very rapidly to fill the duct, and 

interactions are less chaotic, leaving a greater proportion of the vortex array intact at any given 

moment. There are still mixed-mode instabilities, causing power to grow across the spectrum as 

smaller eddies form, but the large vortices are much more stable and concentrate enough power 

into a narrow range for the secondary dominant peak to remain, even at high current. 

Figure 6.67 contains the spectra for a relatively low driving current of 𝐼 = 0.2 A, for which flow 

Figure 6.66. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

applied currents in the range 𝐼 = 0.05 - 2 A for 𝐻𝑎 = 583 (𝐵 = 1.5 T). The concentration of 

power in very low frequencies at low to moderate current (𝐼 ≤ 0.5 A) indicates nearly steady 

flows. One strong peaks appears in the range 𝐼 ≥ 0.7 A, indicating very well-defined eddies 

with a narrow scale range for all but the lowest few currents. As for 𝐻𝑎 = 389, the peak 

frequency tend to shift upward as current increases in this range. As for the lower magnetic field 

cases, power becomes spread across the spectrum at higher current, though the principal eddy 

oscillation frequency peak never completely disperses. 
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dynamics are moderately unstable at low magnetic field strengths and very weakly unstable at 

higher magnetic fields. The most stable flows are identifiable by the presence of a strong peak 

localized at 𝑓 = 0 with a strongly-oscillating, lower power spectrum throughout the rest of the 

frequency range. At low to moderate magnetic fields (𝐵 ≤ 1.2 T), a second distinctive low-

frequency peak appears in the range 0-1 Hz centered at 𝑓 = 0.4-1 Hz, which indicates the presence 

of some slow dynamical changes in the flow distribution whose fluctuations increase in frequency 

with increasing magnetic field until they cease to significantly affect the steady base flow at some 

sufficiently strong field value. At double this current (𝐼 = 0.4 A), the case shown in Fig. 6.68, the 

minimum magnetic field strength for the flow to be mostly stable has risen somewhat, as expected, 

and the amplitude of the flow distribution oscillation that was increasing in frequency with 𝐵 has 

decreased relative to the mostly continuous background power spectral density, but a new low-

frequency peak has arisen in the spectra for all but the highest magnetic fields. This new peak has 

a very low central frequency in the range 𝑓 = 0.05-0.07 Hz and does not vary proportionately to 

the magnetic field. This trend is indicative of the formation of bulk instabilities that are 

approaching the size of the duct half-width and therefore do not vary much in oscillation frequency, 

since there is not a wide range of eddy sizes dominating the flow. If the driving current is doubled 

again to 𝐼 = 0.8 A, the case shown in Fig. 6.69, no more fully stable flows exist in the magnetic  

field range explored in the experiment. The large spike at 𝑓 = 0 remains, of course, and for all but 

the lowest magnetic fields, a second peak is visible centered in the range 𝑓 = 0.11-0.14 Hz. 

Another clear peak falls either in the range 𝑓 = 0.22-0.24 Hz for moderate magnetic fields or in 

the range 𝑓 = 0.47-0.50 Hz for higher fields. This pattern suggests that there are a couple of 

primary modes dominating the flow in the low-frequency range, and these modes are fairly stable 

across a notable range of field strengths, but they do change slightly with the magnetic field and 
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Figure 6.67. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

magnetic fields in the range 𝐵 = 0.3 - 1.5 T (𝐻𝑎 = 117 - 583) with an applied current of  

𝐼 = 0.2 A. At this low current, power is concentrated into a spike at 𝑓 = 0 for most of the 

applied fields, and at lower magnetic fields, a second low-frequency peak appears centered at 

𝑓 = 0.4-1 Hz, with the central frequency increasing with the field strength. 

Figure 6.68. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

magnetic fields in the range 𝐵 = 0.3 - 1.5 T (𝐻𝑎 = 117 - 583) with an applied current of  

𝐼 = 0.4 A. At this current, power is concentrated into a spike at 𝑓 = 0 at the highest magnetic 
fields, and at low to moderate magnetic fields, a second low-frequency peak appears centered 

at 𝑓 = 0.05-0.07 Hz, with additional smaller peaks appearing sparingly at higher frequencies. 
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disappear at very low magnetic field, where the flow has become quite chaotic. In Figs. 6.70 and 

6.71, with the current increasing by 0.4 A in each case, the same general pattern appears, though 

the number of spectra exhibiting more chaotic behavior and thus displaying fewer strong 

distinctive peaks increases. The frequency ranges in which these secondary and tertiary ascendant 

oscillations appear shift upward with current, in general, which is expected since the greater the 

applied current, the faster the centerline flow becomes, causing vortices in the flow to circulate 

faster. In Fig. 6.72, the strong distinctive peaks characteristic of instabilities forming at lower 

currents have mostly disappeared, which is a consequence of the flow becoming truly destabilized 

at every magnetic field employed in the experiment with this maximum driving current. At this 

Figure 6.69. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

magnetic fields in the range 𝐵 = 0.3 - 1.5 T (𝐻𝑎 = 117 - 583) with an applied current of  

𝐼 = 0.8 A. At this current, the greatest power density still occurs in a spike at 𝑓 = 0, but up to 
a few additional dominant low-frequency peaks appear. The first is generally centered at  

𝑓 = 0.11-0.14 Hz, and the second falls either in the range 𝑓 = 0.22-0.24 Hz for moderate 

magnetic fields or in the range 𝑓 = 0.47-0.50 Hz for higher fields. 
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Figure 6.70. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

magnetic fields in the range 𝐵 = 0.3 - 1.5 T (𝐻𝑎 = 117 - 583) with an applied current of  

𝐼 = 1.2 A. At this current, the greatest power densities above 𝑓 = 0 appear in the range  

𝑓 = 0.15-0.19 Hz for all but the lowest magnetic fields. Another significant peak falls either in 

the range 𝑓 = 0.33-0.34 Hz for higher values of 𝐵 or around 𝑓 = 0.09 Hz for the lowest fields. 

Figure 6.71. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

magnetic fields in the range 𝐵 = 0.3 - 1.5 T (𝐻𝑎 = 117 - 583) with an applied current of  

𝐼 = 1.6 A. At this current, strong peaks in the range 𝑓 = 0.19-0.22 Hz appear for the highest 

magnetic fields. Another significant peak at higher 𝐵 occur in the range 𝑓 = 0.36-0.39 Hz. At 

the lowest field strengths, small peaks are visible at 𝑓 = 0.08 Hz and 0.11-0.12 Hz. 
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current, the flow is in the Q2D turbulent flow regime even with the strongest magnetic field 

applied, and though a clear array of vortices can be seen in the velocity field snapshots, filling the 

duct, at any given moment, the vortex interactions are quite vigorous, and the flow field is very 

dynamic, constantly changing form as vortices are created and destroyed. 

These general features of the flow evolution can also be discerned from the plots in Figs. 6.64-6.66, 

but comparing these spectra with those shown in Figs. 6.67-6.72 strongly illuminates the different 

roles the magnetic field and driving current play in determining the character of an unstable MHD 

duct flow field. The magnetic field does not have a very strong impact on the oscillation 

frequencies in a given flow, but it has a stabilizing effect on a flow, preventing it from transitioning 

to full Q2D turbulence until some critical driving current, which increases with 𝐵, is applied. 

Conversely, the driving current has a much greater effect on the mean centerline flow and 

Figure 6.72. Power spectral densities of the velocity signal in the range 0-1 Hz at different 

magnetic fields in the range 𝐵 = 0.3 - 1.5 T (𝐻𝑎 = 117 - 583) with an applied current of  

𝐼 = 2.0 A. At this current, there are many small peaks above 𝑓 = 0 separated by 0.04-0.06 Hz, 
as the flow has become quite chaotic for every magnetic field. 
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consistently drives the oscillation frequency of all of the eddies in the flow field to greater values 

as it is increased until it transitions to a new flow regime, though as the driving current is increased, 

the flow does not change greatly in character until the magnetic field ceases to prevent its transition 

to a new flow regime. These flow regimes – laminar flow, unstable but non-turbulent flow, and 

full Q2D turbulence – are readily identifiable from the spectra. Laminar flow is marked by the 

presence of a single dominant frequency spike localized at 𝑓 = 0, with the remainder of the 

spectrum occupied by low-amplitude noise. Unstable flow that has not become sufficiently chaotic 

to reach Q2D turbulence exhibits a number of distinctive peaks that rise well above the rest of the 

continuously declining power density, and once a flow reaches a state of Q2D turbulence, these 

peaks fade into the spectrum, leaving the prominent spike corresponding to a near-steady base flow 

and a number of small peaks corresponding to a discrete sequence of oscillation frequencies tied 

to a family of eddies of different size, most of which are rapidly being created and destroyed. 

 

6.10 Summary of experimental results 

In this chapter, a new type of MHD duct flow experiment has been introduced that offers a number 

of significant advantages over many of the most celebrated MHD experiments performed to date. 

It demonstrates the first use of Hartmann wall printed circuit boards in an insulated duct geometry 

for driving a custom-tailored Q2D velocity profile through patterned current injection and detailed 

measurement of the unsteady flow field with good spatial resolution, which could be improved in 

future experiments following the same design methodology, and excellent temporal resolution. 

The use of PCBs makes the placement of electrodes and probes extremely accurate – much more 

so than in previous wall electrode designs requiring the drilling of holes and the placement and 
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sealing of probes through them – and design and construction of these components can be 

relatively inexpensive and very fast. This technique was first explored in the design and 

construction of the Pre-qualification Experiment, described in Section 6.4, as a method for 

mounting side wall velocity probes. The MHD Instability Experiment consists of an acrylic cavity 

closed on the sides by PCBs, though the Hartmann wall PCBs could be applied to an open-ended 

duct geometry with a flow loop and pump providing a non-zero net flow rate. The greatest 

advantage of a cavity geometry is the lack of poorly characterized inlet and outlet conditions that 

plague many flow loop experiments. The well-defined boundary conditions provided by such a 

design leads quite naturally to the production of high-quality experimental data for MHD 

numerical simulation verification and validation, and the verification of experimental 

measurements in the laminar range by the analytical solution derived in Chapter 3 justifies a high 

level of confidence in the experimental data. 

The data produced from the MHD Instability Experiment includes dozens of 20-minute recordings 

of flow fields at a number of magnetic fields and driving currents, yielding velocity and turbulent 

kinetic energy distributions and flow statistics that reveal trends that may be used to identify 

different flow regimes and the presence of different instabilities. Three principal regions of mean 

velocity dependence on driving current were identified – a linear region at low current, a second 

linear regime at high current with a less steep slope than in the first part of each curve, and a non-

linear portion of each curve connecting these regions. The low-current portion of the velocity-

current curve corresponds to extremely low turbulent kinetic energy, as does the transitional 

region, but the second linear portion of the velocity-current curve corresponds to a region of rapidly 

increasing turbulent kinetic energy with driving current, suggesting the presence of vigorous 
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vortex motion and highly chaotic instabilities. The dynamical behavior of the flow field is partially 

characterized through spectral analysis, which can help isolate dominant frequencies in the 

velocity data that may then be connected to specific flow structure movements seen in 

computational results. 
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CHAPTER 7 

 

Synthesis of Study Results and Conclusions 

 

7.1 Comparisons of experimental, analytical and computational 

results 

One of the most fundamental features of the MHDIE is its ability to supply useful data for 

verification and validation of theoretical and numerical computations. The simplest metrics 

available for comparison are the mean centerline velocity and turbulent kinetic energy. These 

values offer a means to directly access how well a particular approach computes the effect on the 

mean flow from injecting current through a specific arrangement of wall electrodes and how 

accurately it predicts transitions from purely laminar to unstable flows and between regimes of 

instability. Velocity vector fields computed with the Q2D code and measured in the experiment 

are also compared, which provides a qualitative confirmation of the predicted flow structure size 

and distribution. Finally, the spectral distribution measured in experiment is compared with the 

spectra computed using dynamic mode decomposition, which offers some additional insight into 

the dynamics of the flow and further quantitative verification of the Q2D computational results. 

The analytical solution is expected to match the observed experimental and numerical data only in 

the laminar regime, before the flow develops significant perturbations. But a favorable comparison 

between the analytical solution and low-current experimental cases confirms the validity of the 

analytical solution and offers some credence to the assumption that the flow is indeed in a Q2D 

state under experimental conditions, since the analytical solution clearly demonstrates such a 
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tendency when current is injected symmetrically through the Hartmann walls to produce a flow-

driving Lorentz force in concert with a strong transverse magnetic field. 

These comparisons also offer the same opportunity for the Q2D simulations, which are expected 

to match experimental results in the laminar regime and continuing into the unstable flow regimes. 

A cross-verification between experiment and Q2D simulations not only confirms the validity of 

using a Q2D model to simulate MHD duct flows and the numerical methods used for these 

computations, it also helps confirm that the experimental flow remains Q2D as instability 

develops, since the results are not expected to match one another if the flow field in the experiment 

deviates significantly from a Q2D state during operation. 

The data produced from the MHD Instability Experiment may be used effectively for verification 

and validation of future MHD computational approaches, as well, since the geometry is fairly 

simple, and the boundary conditions are well-defined and devoid of any poorly defined inlet and 

outlet conditions like in most other experiments. Also, well-resolved portions of the velocity field 

along the centerline and across the cavity at the midpoint are recorded and available for qualitative 

and quantitative comparisons, rather than relying on data gathered from a single measurement 

device, which is unable to measure different points in the velocity profile simultaneously. For 

instance, the experimental data have also been compared with 3D computational results produced 

using COMSOL Multiphysics software [111] based on a domain geometry matching the MHDIE 

and incorporating realistic boundary conditions as close to those in the experiment as possible, 

exactly the same, in fact, except for the use of strip electrodes instead of rows of circular current-

injection electrodes, which does not appear to affect the results since streamwise induced currents 

are prevented programmatically. 
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7.1.1 Centerline velocity and turbulent kinetic energy trends 

In order to compare the flows resulting from a number of different parameter combinations in one 

plot, simple metrics are needed that can represent each flow by a single value, rather than relying 

on comparisons of complex distributions or vector fields for each case. One such metric is the 

time-averaged streamwise velocity, spatially averaged along the centerline  𝑈𝐶𝐿. As injected 

current is increased, for a fixed magnetic field, one would expect the increasing Lorentz force to 

directly feed the streamwise momentum, as occurs in the analytical solution, unless some 

instability forms that redirects the energy put into the system into normal momentum through the 

perturbation of the electrode-aligned shear layer, or as the instability grows in intensity, the 

formation of a vortex train. Therefore, the departure of the slope in a plot of streamwise velocity 

versus applied current from a constant value indicates the onset of instability. The primary metric 

indicating agreement between experimental, computational and analytical results once the flow 

becomes unstable is the time-averaged centerline turbulent kinetic energy 𝑘𝑒𝐶𝐿 spatially averaged 

over the driven regions on both sides of the gap. Figure 7.1 contains plots of these values for  

𝐻𝑎 = 200, the only Hartmann number explored in the Q2D computations, scaling the velocity by 

the viscous velocity scale 𝜈 𝑎⁄ , i.e., writing it in terms of a Reynolds number 𝑅𝑒𝐶𝐿, and scaling the 

turbulent kinetic energy by the square of the viscous velocity scale to obtain 𝑘𝑒𝐶𝐿
∗ = 𝑘𝑒𝐶𝐿 (𝜈 𝑎⁄ )2⁄ . 

Evidently, the Q2D simulations provide an excellent prediction of the centerline velocity for the 

four cases computed, but the computed turbulent kinetic energy falls short of the experimental 

results. The difference in turbulent kinetic energy between experiment and computations is 

expected to some degree, since a considerable amount of background noise is present in the 

experimental data from multiple sources, the most prominent of which is noise in the applied 
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magnetic field due to fluctuations in the rectified power supplied to the electromagnet. However, 

the disparity due to this source is expected to appear as a constant offset, which is clearly not the 

case. It is possible that computations fail to capture some of the high-frequency oscillations in the 

flow due to an insufficiently small time step, which should be explored in future studies, but it is 

equally possible that the magnetic noise permeating the experimental test section is amplified 

through nonlinear interactions in the liquid metal. There are systems in nature where a dynamo 

effect amplifies a small seed magnetic field and results in a very large resultant field, such as in 

the earth’s core and in the sun. When the model used in computations is formulated, an assumption 

Figure 7.1. Plots of the centerline Reynolds number 𝑅𝑒𝐶𝐿 and the turbulent kinetic energy scaled 

by the square of the viscous velocity scale 𝑘𝑒𝐶𝐿
∗  at 𝐻𝑎 = 194 plotted against the centerline 

Reynolds number predicted by the analytical solution for a given applied current 𝑅𝑒𝐿𝑎𝑚 𝐼𝑎𝑝𝑝 . 

Circles ( ) and diamonds ( ) connected by solid lines are values from experimental data, and 

triangles ( ) and squares ( ) are values from Q2D simulations. The dotted grey line represents 

the analytical solution. 
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is made that there are no time-varying electric or magnetic fields. The presence of noise in the 

applied magnetic field invalidates this assumption if the amplitude is sufficiently large, but the 

gaussmeter used to measure the field directly performs significant time-averaging by default, so 

fluctuations in the magnetic field are only detected via the fluctuations they induce in the measured 

electric potential differences between velocimetry probes. This means of magnetic field fluctuation 

detection makes it impossible to determine the precise amplitude of the field fluctuations, so it is 

not immediately clear if they are of sufficiently strong amplitude to seed a dynamo-effect driven 

increase in the turbulent fluctuation amplitude. Again, further investigation is needed to explore 

this possibility. The correct predictions of mean flow statistics, qualitative flow structure 

distribution and dynamical behavior, though, suggest that computer simulations using a Q2D 

model do, in fact, offer an excellent option for expediently simulating a liquid metal MHD flow in 

a duct geometry. Of course, to robustly confirm this hypothesis, more simulations are needed at 

different Hartmann numbers, higher applied currents, and in different geometries corresponding 

to other well-instrumented experiments. 

The two lowest-current cases both appear to lie entirely in the laminar flow regime, since their 

velocities fall on the line predicted by the analytical solution, and they both yield extremely low 

turbulent kinetic energies. The next highest current yields a velocity that lies a bit off the laminar 

solution line, which indicates that instability has begun to develop, and for this case, computational 

results also agree very well with the experimental data. Both numerical and experimental flow 

fields suggest the onset of instability under these conditions, offering further support for that 

conclusion. The highest-current case yields computational and experimental results that agree very 

well with one another, as well. This is quite significant, since the flow dynamics are quite complex 
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with such a high driving current, making it unlikely that this level of agreement could occur 

without the computational model and numerical approach capturing the important physics and 

producing accurate data. 

 

7.1.2 Velocity vector field distributions 

While it is interesting and important to compare the mean flow statistics of the computed and 

experimental results, and quite gratifying to find a good match between these metrics, the well-

resolved structure of the flow generated through computations may also be compared against the 

spatially-limited vector field measured in the experiment to determine if the Q2D model and 

numerical method employed correctly captures large-scale details of the flow field. For the four 

driving currents simulated at the single magnetic field of 0.5 T (𝐻𝑎 = 194), the qualitative features 

of each velocity field, visualized through contour plots of the velocity magnitude along with 

streamlines, are compared with experimental results, shown as a collection of vectors, in Figs. 7.2 

and 7.3. For the three lower currents, shown in Fig. 7.2, only a single snapshot is shown for each 

case, since the flow field does not dramatically change with time. The two lowest-current cases 

(𝐼 = 0.05 and 0.1 A) are almost static, while the case for 𝐼 = 0.2 A exhibits slow rearrangements 

of the vortices, which remain mostly aligned along the current supply electrode lines, resulting in 

minor changes with time along the centerline. This latter case does not display sufficiently drastic 

vortex interactions to warrant multiple comparisons, but for the highest current, shown in Fig. 7.3, 

the vortex dynamics are quite vigorous, and many different arrangements, sizes and numbers of 

vortices are seen, changing from snapshot to snapshot. For this reason, three snapshots are shown 

for this case, each with closely matching velocity vector fields from experimental data. 
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In Fig. 7.2, a fair match is seen for the lowest current, with experimental results demonstrating a 

bit more vertical oscillation of the centerline velocity than is seen in Q2D computations. The 

experimentally measured velocity field actually matches the computationally generated velocity 

field slightly above the centerline, suggesting that in the experiment, disturbances of the upper and 

lower shear layers are less symmetric, with the upper shear layer having a slightly greater thickness 

than the lower one in this particular case. It is also possible that the disturbances are of slightly 

greater magnitude in the experiment than in the computations, causing a more pronounced 

fluctuation of the centerline velocity. The match between computations and experiment improves 

considerably at higher currents, reaching an almost perfect alignment at 𝐼 = 0.2 A. 

Figure 7.2. Contour plots of Q2D simulation Reynolds number and streamlines at 𝐻𝑎 = 194 

(𝐵 = 0.5 T) with three different driving currents in the range 0.05-0.2 A. Black velocity vectors 

superimposed on the contour plots, generated from experimental data recorded at the same input 

parameters for each case, demonstrate good qualitative agreement between computed and 

experimental results, especially for the two higher-current cases. At the lowest driving current 

of 𝐼 = 0.05 A, experimental results demonstrate slightly more vertical oscillation along the 
centerline than in computed results. 
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In Fig. 7.3, the snapshots chosen contain significantly different arrangements of vortices at various 

stages of interaction, and yet in the recorded experimental data, almost perfectly matching velocity 

vector distributions may be found. Of course, the entire time series generated from computations 

and experiments will never match at each snapshot, as the flow dynamics are generally of a 

turbulent nature and are therefore unpredictable at any given moment, but the combination of 

statistical and qualitative agreement between computations and experimental measurements offers 

a strong verification of the ability of the Q2D computations to correctly predict the complex flow 

dynamics present in the experiment and also strongly supports the use of a Q2D model to describe 

a liquid metal MHD flow in a duct geometry, since it is unlikely that the precise details could be 

replicated without capturing the important physics inherent in such a system. 

Figure 7.3. Contour plots of Q2D simulation Reynolds number and streamlines at three times 

near the middle of the simulation period for 𝐻𝑎 = 194 (𝐵 = 0.5 T) with a driving current of 

𝐼 = 0.7 A (highest driving current simulated). Black velocity vectors superimposed on the 
contour plots, generated from experimental data recorded at the same input parameters, 

demonstrate an excellent qualitative match between computed and experimental results in spite 

of vigorous dynamical motion and interaction of vortices. 
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7.1.3 Frequencies of dominant modes 

Another means for comparison of computational and experimental results is through spectral 

analysis of the respective data. Periodograms generated from the experimental data were presented 

in Section 6.9, and spectra produced from DMD analysis were shown at the end of Section 5.3. In 

Fig. 7.4, these spectra are normalized and plotted together for the four cases computed numerically. 

As noted in Chapter 5, the DMD spectra are shown as bar plots, with green bars indicating 

decaying modes and black bars representing stable or growing modes, which are expected to be 

the modes most visible in the results. The experimental spectra are plotted as dark red lines, and 

the range of Strouhal numbers (non-dimensional frequency) are chosen to match those available 

from the DMD analysis, which is limited by the temporal spacing of the saved results. 

For the lowest current, 𝐼 = 0.05 A, the DMD spectrum contains only a single stable mode at  

𝑆𝑡 = 0 and no growing modes, since in this case the flow is quite static. The experimental spectrum 

also contains a large spike at zero frequency, but exhibits a prominent peak at low frequency  

(𝑆𝑡 ≈ 7) as well, which is not obvious in the DMD spectrum. This is unsurprising in light of the 

observation that the experimentally measured flow field appears to fluctuate in the vertical 

direction more than the flow field computed from Q2D simulations, which is mentioned in the 

previous section. These fluctuations likely correspond to the low-frequency peak seen in the 

experimental power spectral density. 

At the next highest current, 𝐼 = 0.1 A, the DMD spectrum contains several more non-decaying 

modes, including the one at zero frequency with the greatest amplitude. The experimentally 

derived spectrum again contains the most power in a non-oscillatory mode as well as a prominent 
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Figure 7.4. Power spectral density of velocity signal measured in the MHD Instability 

experiment (red lines) and DMD spectra (green bars for decaying modes, black bars for stable 

and growing modes), scaled by the maximum amplitude, with the frequency written in terms of 

a Strouhal number. 
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peak at low frequency, but in this case, the secondary peak matches with the highest-amplitude 

mode with a non-zero frequency. At 𝐼 = 0.2 A, there are many non-decaying modes clustered in 

the low-frequency end of the spectrum, peaking at zero and mostly dropping in amplitude as 𝑆𝑡 

increases. Though the most prominent peaks do not match as well as in the previous case, the 

DMD spectrum does have a similar shape to that of the experiment in the very low frequency 

range, and there is a single smaller peak outside the primary non-decaying DMD mode cluster that 

matches well with the most prominent secondary peak seen in the experimental data. At the highest 

current of 𝐼 = 0.7 A, the frequency range is quite limited since the data were regretfully output 

much less frequently than for the other three cases. Except for the presence of the highest power 

concentration in the static mode, it is difficult to identify any remarkable similarities between the 

DMD and experimental spectra. 

 

7.2 Characterization of flow regimes and instability evolution 

Based on all of the results presented in Chapters 3-6, a set of indicators identifying each flow 

regime may be defined. Not only can the laminar flow regime be distinguished from the Q2D 

turbulent regime, but two distinct stages of instability between these two primary regimes are 

apparent, as well. In fact, each of these four flow states correspond to one of the four cases 

computed in the Q2D simulations. Figure 7.5 contains a plot of centerline Reynolds number 𝑅𝑒𝐶𝐿 

and dimensionless centerline turbulent kinetic energy 𝑘𝑒𝐶𝐿
∗  versus applied current scaled by the 

maximum current 𝐼∗, with portions of the parameter space occupied by the laminar and Q2D 

turbulent flow regimes indicated and velocity vector and vorticity contour plots for each of the 

computed cases shown below. This plot serves to illustrate many of the details referenced in the 
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following discussion. 

The laminar regime, first of all, yields mean centerline flow speeds that match those predicted 

from the analytical solution developed in Chapter 3, increasing linearly with the driving current. 

It also corresponds to extremely low turbulent kinetic energy and a centerline velocity distribution 

that does not exhibit a pronounced vertical upward and downward oscillation in the streamwise 

direction. This flow regime is by far the easiest to identify, but is rarely seen in experimental 

recordings, occurring only for the lowest driving currents. The vorticity contour reveals the 

presence of small perturbations to the shear layers, which are the sites where inflectional 

instabilities initially form, but these perturbations do not yield large-scale vortices at this stage. 

The first appearance of instability presents itself as two rows of bulk vortices forming near the 

current-injection electrodes, where the shear layers are centered. At this stage, these vortex trains 

are of the Kelvin-Helmholtz type, and they are generally small enough that they remain on 

whichever side of the duct centerline they initially form, perturbing the centerline velocity 

distribution such that it takes on a wave-like form, with the vertical velocity component 

periodically growing and shrinking, alternatingly changing signs, along the centerline in the 

streamwise direction. The vorticity contours in Fig. 7.5 clearly show the cresting wave structure 

characteristic of a Kelvin-Helmholtz instability, a well-known signature of this phenomenon 

commonly seen in certain cloud formations and other stratified fluid flows in nature. These Type I 

instabilities are weakly dynamic, with vortex centers wandering about occasionally, but vortex-

vortex interactions are absent, and the boundary layer is not very disturbed. The only effect on the 

boundary layer, as far as can be determined from the simulation data shown in Fig. 7.5, is a slight 

thickening between vortices and thinning when a vortex edge is near the wall. Without the vortex- 
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Figure 7.5. Plots of centerline Reynolds number 𝑅𝑒𝐶𝐿 and dimensionless turbulent kinetic 

energy 𝑘𝑒𝐶𝐿
∗  versus dimensionless current 𝐼∗ for three magnetic fields. For 𝐻𝑎 = 194 and 583, 

sections of the plots corresponding to the laminar and Q2D flow regimes are indicated, both 

characterized by a linear increase in 𝑅𝑒𝐶𝐿 with increasing 𝐼∗. Velocity vector fields and vorticity 

contours are shown for the four cases computed based on a Q2D model. 
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boundary layer interactions tied to a Type II instability, the turbulent kinetic energy in this flow 

regime is somewhat higher than in the laminar regime, increasing with applied current, but the 

fluctuation intensity is much lower than that seen in true turbulence. Another characteristic of this 

regime is a non-linear – and sometime non-monotonic – change in the mean centerline velocity as 

current is increased, in stark contrast with the steady linear increase of mean centerline velocity 

with current in the laminar regime. The growth of the mean velocity in this regime is generally 

much slower than that in the laminar regime, and it tends to plateau for a portion of the current 

range, more so at higher magnetic fields. Also, as the magnetic field is increased, this regime tends 

to span a wider range of applied current, transitioning to the next instability regime at a greater 

current than at weaker field strengths. 

The next stage of instability evolution occurs when the bulk vortices grow large enough to 

significantly interact with the boundary layers. The bulk vortices distribute themselves into a 

staggered pattern like enmeshed cogs, with vortices above the centerline sitting roughly midway 

between the vortices below the centerline, and the motion of the bulk vortices becomes somewhat 

more dynamic, but the primary hallmark of this regime is the large increase in the turbulent kinetic 

energy due to side wall instability triggered by the vortex-boundary layer interactions. These 

intense fluctuations permeate the entire duct and are easily measurable experimentally at the 

centerline, with pulsations occurring at any given location along the middle of the duct due to the 

streamwise movement of bulk vortices. In the Q2D simulation results shown in Fig. 7.5, the 

boundary layer can be seen forming triangular peaked structures between bulk vortices, with small 

zones of opposing vorticity inside of them (Type II instability), as the highly vortical boundary 

layer is drawn into the bulk flow as it begins to detach from the wall. 
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When interactions between bulk vortices across the centerline or vortex-boundary layer 

interactions become sufficiently intense, secondary mixed-mode instabilities appear, and the flow 

becomes very chaotic. This state is true Q2D turbulence with a number of unique features that 

distinguish it from the previous, more ordered, regimes of instability. First, bulk vortices again 

appear in staggered patterns, but the array completely fills the duct, and vortices – typically with 

diameters about half the duct width but varying in size quite a bit, often growing and shrinking in 

time – do not necessarily remain on one side or the other of the centerline, larger vortices 

sometimes almost spanning the entire width of the duct and smaller vortices sometimes drifting 

across it. The pattern constantly evolves as neighboring vortices combine and new vortices split 

off of existing ones, giving rise to both circular and oddly-shaped vortex cross-sections at any 

given moment. The interactions among the bulk vortices are extremely vigorous, not only in the 

form of vortex destruction and creation, but also appearing as pronounced induced motion of the 

vortex centers due to circulation associated with nearby vortices. In this flow regime, the turbulent 

kinetic energy rises more steeply than before, and the mean velocity enters a new phase of linear 

increase with increasing applied current, though at a much shallower slope than in the laminar flow 

regime. This steady increase of the centerline velocity is most likely due to the inability of the 

vortices to grow any larger, since they now fill the duct, so that energy input into the system is 

mainly funneled into increasing their angular velocity, directly increasing the mean streamwise 

velocity along the centerline, which is comprised primarily of the bulk-side edges of the upper and 

lower vortex trains. Flow along the centerline is driven much like a conveyor belt squeezed into a 

snakelike shape between two sets of rollers above and below it. However, unlike in the laminar 

regime, the increase in centerline velocity with current is slightly greater for larger magnetic fields 

in a Q2D turbulent state. On the wall sides of the vortex trains, interactions between the large 
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vortices and the wall region cause complete separation of the boundary layer, with the triangular 

structures seen under slightly more stable conditions becoming bursts of highly vortical fluid, with 

vorticity antiparallel to that in the nearby bulk flow, that are pulled away from the wall and forced 

to mix with the bulk flow, greatly increasing the complexity of the vorticity distribution and 

significantly contributing to the global disorder and the turbulent fluctuation intensity. 

In summary, the flow observed in the MHD Instability Experiment and in Q2D computations of 

the same system can be identified as appearing in four distinct flow regimes: (1) laminar flow,  

(2) laminar flow with a stably localized double-row Kelvin-Helmholtz bulk instability (Type I 

instability), (3) pulsating laminar flow with a weakly dynamic staggered vortex array in the bulk 

and vortex-wall interactions that cause periodic boundary layer separation (Type I & II instability), 

and (4) Q2D turbulent flow. Each of these flow states exhibits a unique collection of features that 

can be used to identify the flow regime from experimental data alone, including how the mean 

centerline velocity and turbulent kinetic energy increase with applied current and the degree to 

which the centerline velocity distribution is disturbed from the pure streamline distribution seen in 

laminar flow, both in the amplitude of spatial oscillations of the vertical velocity component and 

the temporal fluctuations of the wave-like structure formed by these oscillations, which can be 

clearly connected to specific modes of dynamical vortex behavior and the appearance of secondary 

instabilities observed in simulations. 

 

7.2.1 Predictive correlation for the onset of instability 

Based on the criteria determined in the previous section to identify the different flow regimes in 

the MHDIE system, it is possible to predict the critical Reynolds number at which a flow departs 
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from the laminar flow regime for a given magnetic field. Such a correlation can help illuminate 

the mechanisms responsible for this transition or, at least, help eliminate well-understood 

mechanisms in MHD duct flows that are not responsible. It is much more difficult to identify the 

precise moment a flow transitions between regimes of weak instability, though, and it is also 

difficult to identify the exact point at which a flow changes from its stronger state of instability, 

where secondary instabilities begin to appear but have not yet led to truly chaotic flow, to a fully 

Q2D turbulent state. But a flow in the laminar regime and in the fully Q2D turbulent regime are 

both readily identifiable states based on the mean flow statistics, and both regimes present a linear 

change in mean centerline velocity with increasing current, though at different slopes. 

Extrapolating both of these linear sections of the velocity-current curves until they intersect 

provides a fairly good estimate of where a laminar flow has become dominated by instability, and 

this intersection is used here to define the critical Reynolds number for the onset of transition. It 

should be possible to develop a similar correlation for the final transition to full Q2D turbulence, 

but this transition is more subtle, not displaying as dramatic a set of signs as the onset of instability 

and departure from pure laminar flow, so more experimental data taken using improved low-noise 

instrumentation coupled with significantly more computed cases are needed for that. 

From the values calculated using the analytical solution developed in Section 3.4.3, a very good 

linear fit for the laminar solution may be determined for each magnetic field. To find a correlation 

for the departure of a flow in the MHDIE from the pure laminar flow regime, intersections of the 

two linear portions of each velocity-versus-current curve, shown in Fig. 6.49, are first determined, 

since this is approximately the point at which the curve deviates from the laminar flow line. The 

horizontal axis of the plot may be written in terms of a laminar Reynolds number 𝑅𝑒𝐿𝑎𝑚 𝐼𝑎𝑝𝑝  
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instead of the scaled driving current 𝐼∗, since the centerline Reynolds number is directly 

proportional to the applied current in the laminar flow regime. With this transformation, the 

laminar regime forms a line with a slope of unity, i.e., a line satisfying the expression  

𝑅𝑒𝐶𝐿 = 𝑅𝑒𝐿𝑎𝑚 𝐼𝑎𝑝𝑝 ≅ 6500  𝐼𝑎𝑝𝑝[A], which was developed in Section 3.4.3 as an good 

approximation for a wide range of magnetic fields. Next, a linear fit is performed for the second 

linear portion of each curve, which is associated with the Q2D turbulent regime. The critical 

Reynolds number 𝑅𝑒𝑐𝑟𝑖𝑡 where significant instability appears is taken to be the value of 𝑅𝑒𝐶𝐿 

corresponding to the intersection of the two linear fit lines. A transformed version of the plot from 

Fig. 6.49 with the laminar and Q2D turbulent fit lines – a dashed black line and dotted lines with 

colors matching the plot markers, respectively – is shown in Fig. 7.6. The results of the fitting 

performed for the thirteen magnetic fields investigated experimentally and computation of the 

critical Reynolds numbers 𝑅𝑒𝑐𝑟𝑖𝑡 are shown in Table 7.1. In this table, two values of the critical 

Reynolds number deduced from experimental measurements are shown, 𝑅𝑒𝑐𝑟𝑖𝑡,1 and 𝑅𝑒𝑐𝑟𝑖𝑡,2, and 

they are each calculated based on a slightly different intercept. 𝑅𝑒𝑐𝑟𝑖𝑡,1 is found assuming the 

average laminar slope 𝑅𝑒𝐿𝑎𝑚  𝐼𝑎𝑝𝑝[A]⁄ ≅ 6500 is sufficiently accurate to represent the laminar 

regime for all magnetic fields of interest, while 𝑅𝑒𝑐𝑟𝑖𝑡,2 is found using the individual laminar slopes 

calculated for each magnetic field, which are listed in Table 3.1. The results vary by less than 

0.5%, so it appears to be reasonable to rely on the average laminar slope for these calculations. 

Critical Reynolds numbers 𝑅𝑒𝑐𝑟𝑖𝑡,𝐿𝑆𝐴 computed from a linear stability analysis are shown in the 

last column for the values of 𝐻𝑎 for which a critical value can be found. Clearly, these estimates 

are gross overestimates, differing by a factor of almost five for the lowest value and by two orders 

of magnitude for the largest, which confirms the supposition that instability in MHD duct flows is 
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a nonlinear phenomenon for sufficiently high 𝐻𝑎 that a flow is Q2D. At lower values of 𝐻𝑎, not 

only are flows possible 3D, negating the assumptions made for the LSA presented in Chapter 4, 

but experimental measurements are not very reliable at low 𝐻𝑎 for the same reason and because 

electric potential measurements that are translated to velocities are much less accurate as well. It 

is possible that LSA is in fact applicable at low 𝐻𝑎, but this possibility cannot be addressed here. 

The last step in this analysis of the critical conditions for the onset of instability is to find the 

dependence of 𝑅𝑒𝑐𝑟𝑖𝑡 on the Hartmann number. The correlation for the critical Reynolds number 

Figure 7.6. Plots of the centerline Reynolds number 𝑅𝑒𝐶𝐿 versus the average centerline 

Reynolds number predicted by the analytical solution for a given applied current  

𝑅𝑒𝐿𝑎𝑚 𝐼𝑎𝑝𝑝 ≅ 6500  𝐼𝑎𝑝𝑝[A]. The black dashed line has a slope of unity and corresponds to 

the laminar flow regime. Dotted lines matching the colors of the experimental data are fits to 

the linear part of each curve at high current, which correspond to the Q2D turbulent regime. 

The critical Reynolds number 𝑅𝑒𝑐𝑟𝑖𝑡 where a flow deviates from the pure laminar flow regime 

is found approximately where the laminar and Q2D turbulent linear fits intersect if extrapolated. 

One example of a 𝑅𝑒𝑐𝑟𝑖𝑡 value is shown for the highest magnetic field. 
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is assumed to take the form 𝑅𝑒𝑐𝑟𝑖𝑡 = 𝑓1  𝐻𝑎𝑓2. The power 𝑓2 contains important information about 

the transition mechanism. If the transition is triggered by the boundary layer or the shear layers, 

one would expect to find 𝑓2 ≈ 1/2, since the side wall boundary layers and shear layers scale as 

𝐻𝑎−1/2. If the transition were dependent upon the behavior of the Hartmann wall boundary layer, 

Table 7.1. Linear fits to the second linear region in the measured velocity-current distribution 

for each Hartmann number investigated experimentally, which corresponds to the Q2D 

turbulent flow regime, and critical Reynolds numbers 𝑅𝑒𝑐𝑟𝑖𝑡 calculated as the intersection of 

these fits with the line corresponding to the laminar flow regime. 𝑅𝑒𝐿𝑎𝑚 ≅ 6500  𝐼𝑎𝑝𝑝[A] is the 

mean Reynolds number distribution along the laminar flow line derived from the analytical 

solution developed in Chapter 3. 𝑅𝑒𝑐𝑟𝑖𝑡,1 is the critical value obtained using the average laminar 

solution, 𝑅𝑒𝑐𝑟𝑖𝑡,2 is the value obtained when the slopes in the laminar regime found for each 

magnetic field, shown in Table 3.1, are used, and 𝑅𝑒𝑐𝑟𝑖𝑡,𝐿𝑆𝐴 is the value computed from linear 

stability analysis in Chapter 4 for a limited number of magnetic fields. 
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one would expect to find 𝑓2 ≈ 1, since the Hartmann layer scales as 𝐻𝑎−1. A relationship between 

instability formation and phenomena associated with either the Hartmann number or the 

interaction parameter would suggest a likely coefficient of 𝑓2 ≈ 1 or 2. The closest fit, calculated 

with MATLAB, is shown in Fig. 7.7 along with the experimentally measured critical Reynolds 

numbers calculated and presented in Table 7.1, and the actual coefficient is 𝑓2 = 0.712. Lines are 

a lso plotted on the same figure that have Hartmann number dependencies of 𝐻𝑎1/2, 𝐻𝑎3/4, 𝐻𝑎 

Figure 7.7. Plot of the critical Reynolds numbers 𝑅𝑒𝑐𝑟𝑖𝑡 versus 𝐻𝑎 with a closest fit line in 

black. Dotted lines represent distributions that have Hartmann number dependences of 𝐻𝑎1/2, 

𝐻𝑎3/4, 𝐻𝑎 and 𝐻𝑎2, shown for comparison. If the source of instability formation were the side 

layer, Hartmann layer or shear layer, one would expect a dependence on 𝐻𝑎 of either 𝐻𝑎 or 

𝐻𝑎1/2. Moreover, if the onset of instability were related to phenomena associated with the 

Hartmann number or the interaction parameter, a dependence of either 𝐻𝑎 or 𝐻𝑎2 would be 

unsurprising. The fact that the critical Reynolds number has a dependence of roughly 𝐻𝑎3/4 

indicates that the mechanism behind instability formation is more complex, likely involving a 

combination of these features and possibly nonlinear interactions among them. 
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and 𝐻𝑎2 for comparison. Clearly, none of the common expectations are fulfilled, as these 

alternatives (besides 𝐻𝑎3/4) are much different from the experimentally determined trend for a 

departure from laminar flow. This indicates that the mechanism responsible for instability 

formation is more complex than previously thought, likely involving a combination of the key 

features of a MHD duct flow and possibly nonlinear interactions among them. This result certainly 

suggests that instability responsible for the transition of a MHD duct flow from the laminar flow 

regime to Q2D turbulence is not simply a boundary layer or shear layer instability alone, and based 

on other observations of the dynamical behavior of these flows made in this study, one may 

conclude that bulk inflectional instability is indeed the initial instigator of instability, but only 

through vigorous interactions between these bulk instabilities and the boundary layers can a flow 

fully destabilize and transition to Q2D turbulence. Though some progress has been made in this 

work towards revealing the true nature of MHD duct flow transitions, additional research using 

higher-resolution, lower-noise experimental instrumentation and more detailed computations are 

warranted to fully solve this mystery and completely uncover the full mechanism behind 

transitions in these systems. 

 

7.3 Conclusions 

In this dissertation, in an effort to better understand the onset and development of instabilities that 

destabilize a quasi-two-dimensional MHD duct flow and instigate the transition to turbulence, a 

three-pronged effort has been undertaken to investigate a cavity flow with a well-controlled 

inflectional velocity profile – a velocity profile with strong wall jets, a flattened core, and inflection 

points on the bulk side of each jet – in  a conductive fluid immersed in a strong transverse magnetic 
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field, driven and shaped by the injection of current through a carefully placed arrangement of wall 

electrodes. The three components of the study include an exact analytical solution for an 

electrically-driven flow with symmetric current-injection electrodes in an infinite duct with a 

rectangular cross-section, a Q2D simulation of almost the same system, but in a truncated cavity 

geometry, and an experiment with the same geometry as the Q2D simulations that has printed 

circuit board Hartmann walls, which contain embedded low-disturbance current-injection 

electrodes and inductive velocity probes precisely arranged on its inner surface. Each of these three 

elements provide data that complement the other two and validate the assumptions made for all 

three of them. 

In particular, the analytical solution developed in Chapter 3 yields a clearly Q2D velocity profile 

for a sufficiently strong magnetic field (𝐵 ≳ 0.5 T or 𝐻𝑎 ≳ 200) without making any limiting 

assumptions about the nature of the flow a priori. This confirms that the use of a Q2D model for 

computations is justified and also supports the assumption that the experimental flow will exist in 

a sufficiently two-dimensional state to ensure velocimetry data gathered from wall electrodes is 

representative of the core flow, as predicted based on theory and prior experimental efforts. It also 

provides the velocity everywhere in a duct that corresponds to a pure, fully-developed laminar 

flow, which is useful for comparison against and validation of experimental and computational 

results. An important result determined from calculations of solutions for a wide range of input 

parameters (applied magnetic field and driving current, with an otherwise fixed geometry) is the 

very linear nature of the streamwise velocity increase with increasing current in the laminar 

regime. With this trait well-established, departures from such a linear increase of velocity with 

current may be taken as an indication that the flow has begun it transition from the laminar regime, 
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though more information is needed to determine if this departure consists of a true transition to 

turbulence, or if it is due to the appearance of instabilities that dynamically perturb the laminar 

flow but do not dramatically increase the turbulent kinetic energy and small-scale mixing 

associated with turbulence. 

Another benefit of the exact analytical solution is that it can be used as a very accurate base flow 

for linear stability analysis, which was performed for a very large range of input parameters. 

Previous LSA studies focused on inflectional MHD velocity profiles were based on rough 

approximations of the base flow, and the deleterious effect of this construction on those results is 

unknown, but the LSA performed herein is free from such uncertainty. In fact, no interpolation is 

required to establish a discrete base flow distribution, since the analytical solution can be used to 

directly solve for the velocities at each node of the LSA grid. The results of the LSA suggest that 

two primary modes will appear if linear instability dominates a flow, either a single row of vortices 

or a double row of vortices, in the form of classic Kelvin-Helmholtz instabilities. The critical 

Reynolds numbers for the appearance of non-decaying instability predicted by this investigation, 

for any magnetic field, are much greater than the values computed from experimental results, 

which suggests that the development of instability in MHD duct flows is indeed a nonlinear 

process. Though many previous researchers have posited the source of instability leading to 

transition to be one of the boundary layers, a boundary layer instability alone is unlikely to appear 

as a nonlinear phenomenon, a conclusion that is supported by the failure of several sophisticated 

LSAs based on such mechanisms to predict the correct conditions for transition. 

The numerical simulations of a closed cavity MHD flow with a finite-length set of symmetric 

current-injection electrodes, based on a Q2D model, was performed for three different driving 
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currents at one magnetic field and revealed two distinct stages of instability besides the expected 

laminar and Q2D turbulent flow regimes. The first stage of instability consists of double-row 

vortex trains developing from a classic Kelvin-Helmholtz instability initiated at the inflection 

points, which occur at the electrode location, since the electrodes separate regions of anti-parallel 

flow and are therefore the location of maximum shear. The bulk vortices, called Type I instability 

in a MHD duct flow, occupy a relatively stable set of positions and cause the centerline flow to 

oscillate up and down with changing streamwise position, but the turbulent kinetic energy is not 

significantly greater than for a purely laminar flow. The next stage of instability still contains an 

arrangement of vortices, but they are larger, forming a staggered pattern that fills much more of 

the duct cross-section and begins to strongly interact with the side wall boundary layers. This 

interaction causes the highly-vortical boundary layer to be separated from the wall between pairs 

of nearby bulk vortices, forming triangular peaked structures that often contain small regions of 

vorticity anti-parallel to that in the boundary layer. These counter-rotating vortices near the wall 

are called Type II instabilities in MHD duct flows and are associated with a significant increase in 

turbulent kinetic energy. These interactions are also accompanied by increasingly dynamic motion 

of the bulk vortices and the appearance of a wave-like motion of the spatially oscillating transverse 

velocity component along the centerline. The final stage of instability seen in the computations 

entails strong vortex-vortex and vortex-boundary layer mixed-mode instabilities, which cause the 

flow to become extremely disordered and to fully transition to Q2D turbulence. Interactions 

between bulk vortices lead to vortices combining together and splitting into two or more vortices, 

and interactions between bulk vortices and the boundary layers causes the highly vortical boundary 

layer fluid to be torn away from the wall and pulled into the bulk flow, resulting in bursts of 

vorticity into the core flow, much like those seen in hydrodynamic systems containing large 
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vortices. The turbulent kinetic energy becomes extremely large under these conditions, and the 

rapid mixing at a wide range of scales, though still mostly dominated by large vortices with 

diameters on the order of the duct width, indicates the presence of a spectrum of turbulent eddies 

with energy flowing from small structures to larger structures in an inverse energy cascade. Of 

great significance is the excellent match between centerline velocities computed numerically, 

derived analytically and measured experimentally in the laminar regime. Computed centerline 

velocities also match very well with experimental measurements in the non-laminar regimes, and 

the structures and dynamical behavior of the vortex arrays predicted numerically match almost 

perfectly with experimentally measured velocity distributions. 

The experiment itself is the first of its kind. Its design is aimed to eliminate many unknown 

boundary conditions and measurement uncertainties present in previous MHD duct experiments 

designed to study transition mechanisms in those systems, and it accomplishes these goals through 

the implementation of a closed cavity rather than a full flow loop and the use of printed circuit 

boards to precisely position low-disturbance current-injection electrodes and extremely small 

electric potential probes on the Hartmann walls. The experimental geometry and the geometry 

simulated using a Q2D model are almost identical, and the excellent match between the measured 

and computed velocity distributions both validate the computational method and confirm that the 

experimental flow is indeed Q2D. Many challenges were overcome to ensure that the current 

supplied to the experiment is steady and precisely measured, and even greater barriers were 

hurdled to obtain highly precise measurements of the microvolt-level electric potential differences 

between velocity probes that correspond to each velocity component, but in the end, a cutting edge 

modified EEG measurement system was employed to accomplish this goal with fantastic high 
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temporal and spatial resolution results gathered for a wide range of applied magnetic fields and 

driving currents. With a much greater range of parameter coverage than what is possible with very 

time-intensive computations, the different trends of centerline velocity and turbulent kinetic 

energy with changing current and magnetic field seen in each flow regime were revealed, and key 

characteristic features corresponding to each flow state were identified that can be used to 

determine flow regimes in other MHD duct flows without such sophisticated and intensive 

instrumentation and analysis. Besides the initial linear increase of centerline velocity in the laminar 

regime established from the analytical solution, confirmed by computations and experiment, a 

second part of the velocity-current curve with a constant slope (though less steep than in laminar 

flow) occurs when the flow has transitioned to Q2D turbulence. The stages in between may be 

identified by determining where the velocity-current trend departs from its initial linear behavior, 

but without an attendant increase in the turbulent kinetic energy, and where the turbulent kinetic 

energy begins to rapidly increase, but before the second linear velocity-current zone appears. These 

observations are then used to compute critical Reynolds numbers for each magnetic field, and a fit 

of these values to a function of 𝐻𝑎 suggests that the dependence on the magnetic field does not 

align with a power law associated with either of the boundary layers or the shear layers alone. 

Instead, the result suggests that a more complex interaction of features is responsible for transition, 

and the most likely culprits are the mixed-mode instabilities seen in the Q2D turbulent regime. 

These conclusions support the recent proposition by Smolentsev, Vetcha and Moreau that bulk 

instabilities initially arise in MHD duct flows and, through their interactions with one another and 

the boundary layers, are ultimately responsible for the transition to Q2D turbulence. This concept 

was not seriously considered earlier, since historically, most hydrodynamic flows’ stability are 

controlled by the boundary layers, with boundary layer instability the primary mechanism driving 
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overall flow instability and transitions to turbulence. The flow regime of MHD flows, in contrast, 

is dependent upon the presence of inflectional instability in the bulk flow. 

Perhaps of equal importance to the experimental results themselves, this work has proven that such 

an experimental technique is indeed viable, and since it avoids the problem of unknown initial 

conditions and lack of control over the details of a velocity profile inherent in most MHD duct 

flow experiments, as well as offering easily reproducible boundary conditions via numerical 

simulations, such a platform is ideal for producing exceptional experimental data for the purpose 

of superior verification and validation of theoretical models and computational tools. With the 

relatively simple manufacture of PCBs with different electrode and velocity probe arrangements, 

a multitude of different flow geometries with varying degrees of spatially-resolved instrumentation 

may be experimentally explored with a very low financial investment and rapid and precise test 

article production compared with typical MHD duct flow experiments. 

 

7.4 Impact on fusion blanket design 

The work presented in this dissertation is focused on a relatively simple duct-like geometry that 

does not, at first glance, look like a liquid metal fusion blanket system, but the most important 

features of fusion blanket liquid metal flows are present in the experimentally generated and 

simulated flows studied, and the information deduced about instability and transitions in these 

systems is indeed relevant to fusion systems. Virtually all fusion blanket flows will contain 

multiple inflection points associated with wall jets and will therefore be susceptible to inflectional 

instability. Though duct flows in strong transverse magnetic fields, such as those present in fusion 
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reactors, have historically been assumed to quickly become laminarized, multiple studies have 

revealed this assumption to be mistaken, with flows not returning to a laminar state at high 

magnetic fields, but rather transitioning to a Q2D turbulent state. Though a flow in this regime 

experiences a pressure drop on the order of that seen in a laminar flow rather than the greater 

pressure drop associated with a classic turbulent flow, strong pulsations remain that are associated 

with persistent Q2D vortices in the bulk, and convective transport is considerably different in 

nature from that in a true laminar flow. Unlike in normal hydrodynamic flows, boundary layer 

structure does not drastically change as a MHD flow transitions between regimes, but jet structure 

and dissipation phenomena are significantly altered, resulting in enormous changes in flow 

opposing forces and transport properties. 

Understanding the mechanism behind transitions between the laminar and Q2D turbulent regimes, 

including the stages of instability between these two classic flow regimes, is very important to the 

robust design of fusion blankets. The ability to identify key features of the different flow regimes 

and the intermediate unstable stages explored and characterized in this work can be used to more 

easily identify the key characteristics of flows in fusion blanket ducts without the need for 

sophisticated instrumentation and lengthy simulations. An ability to predict and confirm the nature 

of a MHD duct flow helps engineers to ensure that the pressure drop in a particular blanket design 

is minimized and that heat and material, such as tritium, are effectively transported through blanket 

ducts as expected. Moreover, the theoretical tools developed here may be of use to current-

injection based control systems that could be developed to mitigate unwanted flow behavior. 
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7.5 Recommendations for future research 

Though much progress was made in the course of this doctoral research to develop a new type of 

experimental approach to understanding MHD duct flows, in particular, the details of inflectional 

instability and mechanisms leading to transition between the laminar and Q2D turbulent flow 

regimes, more work needs to be done to fully complete the investigation. Additional efforts should 

be made to extend the theoretical, computational and experimental work presented her. This 

dissertation contains never before used theoretical and experimental techniques that have only 

begun to be exploited and offer significant potential for deeper research into inflectional velocity 

profiles and development of useful fusion blanket engineering tools. 

First, the analytical solution developed in Chapter 3 may be used to calculate more laminar flow 

fields than the one produced experimentally in Chapter 6. The solution contains many parameters 

that were never varied during all the calculations presented in this work, such as the electrode 

width and spacing and the duct dimensions. Before performing additional experimental instability 

investigations like those presented in Chapter 6, the electric current required to achieve a particular 

laminar Reynolds number for a certain geometry and applied magnetic field may now be calculated 

a priori with great accuracy. Moreover, for example, a Hunt’s flow with very narrow and powerful 

wall jets may be reproduced by choosing a large electrode spacing (electrodes placed very near the 

side walls) with a narrow electrode width and removing the restriction for the flow rate to vanish. 

The electrodes, which inject and extract electric current from the flow through the Hartmann wall, 

are essentially used in this application to simulate the effect of having a conducting wall. By 

varying the electrode spacing, the driving current and the forced flow rate, one can match 

experimentally measured features of a naturally occurring Hunt’s flow. Replicating these 
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parameters experimentally with a current-injection system could allow researchers to collect 

copious velocimetry data from a large cross-sectional area without having to rely on luck or trial-

and-error with an expensive experimental apparatus to obtain a desired velocity profile and would 

eliminate the scourge of uncontrollable and unknown inlet conditions that plague such efforts. 

Next, additional cases should be simulated using the successful Q2D model described in Chapter 5 

with a much greater range of driving currents and at other magnetic field strengths to confirm if 

indeed the statistical trends continue to match experimental observations. Additional cases 

computed with currents in the middle of the range explored here are also needed to isolate the 

precise conditions under which the simulated flow transitions. Additional effort should be 

dedicated to understanding the large difference in turbulent kinetic energy computed in Q2D 

simulations and measured experimentally. It is highly probable that the difference is solely due to 

experimental noise that is amplified by MHD effects, hence artificially increasing the perceived 

turbulent kinetic energy measured from velocity signals. But this theory may be tested, not only 

by reproducing experimental results with better noise suppression on the electromagnet and 

instrumentation, but also by adding electrical noise to computations on the order of the ambient 

noise measured under experimental conditions. It would be very interesting to see if such a change 

to the computations could furnish a better match in turbulent kinetic energy and would offer 

additional robustness to any validation effort, since the noise level could be included with the 

validation data, increasing the reliability of any comparison between new computational tools and 

experimental results. 

Finally, a second generation experiment should be developed and operated that has several 

important upgrades that can improve its reliability and offer a much improved picture of the flow 
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domain, both in greater spatial resolution and in greater coverage of the duct wall. The experiment 

presented in Chapter 6 is in many ways a prototype and, with the identification of an appropriate 

data acquisition system and its subsequent success, very little additional investment is required to 

produce a Hartmann wall printed circuit board with drastically improved current distribution and 

almost an order of magnitude more velocity probes that completely cover the Hartmann walls. A 

design for such a PCB has already been completed, and the diagram that would be submitted to a 

manufacturer is shown in Fig. 7.8, with a zoomed-in view of the probe region shown in Fig. 7.9. 

In the PCB diagram, each color represents a different layer of the PCB. The greatest limitation in 

the first generation MHDIE design was the restriction to a basic two-layer board, which has 

conductors only on the top and bottom, and through-hole vias that furnish a pathway for liquid 

metal leaks and short circuits, such that junctions between layers can only be located outside of 

the fluid-containing region. With a multi-layer PCB, continuous rows of electrodes, without the 

central gap that so limits the amount of the flow that approaches a fully-developed state, can be 

easily implemented, and in the same cross-sectional area found in the first generation MHDIE, at 

least 882 probes may be distributed across the flow domain rather than the paltry 121 used for the 

prototype. Moreover, the use of a multi-layer PCB allows for embedded velocity probes to be 

connected to external buses through internal layers rather than having traces run across the top 

surface and creating unavoidable surface roughness. The surface of the Hartmann wall in a second 

generation experiment will have no protruding features other than the probes and electrodes 

themselves, which can be manufactured such that they have the same surface height of the 

insulating Soldermask, thus creating no surface obstacles whatsoever. 

The new design offers additional improvements, as well, including the use of an internal 
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Figure 7.8. Design for second 

generation MHD Instability 

Experiment Hartmann wall 

printed circuit board. The full 

board schematic is shown to 

the left, and a zoom-in view of 

a part of the surface mount 

resistor network is shown 

above. This design incorp- 

orates 882 velocity probes in 

14 zones delineated by white 

lines, with each zone 

connecting to one of the eight 

modules of the neuroConn 

data acquisition system 

described in Chapter 3 in a 

variety of combinations. Two 

zones consist of very closely 

spaced probes near one of the 

side walls placed to better 

measure details of the Shercliff 

boundary layer. Each of the six 

PCB layers is drawn in a 

different color. 
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conducting ground plane just under the inner fluid-barrier surface that is disconnected from all 

instrumentation and is too thin to carry any significant induced current that may contribute to a 

distorting Lorentz force on the test article. Such an addition eliminates any possibility of cross-

talk between channels or pollution of electric potential signals by currents induced from fluid flow 

or current injection. In addition, a large array of surface mount resistors is included in the design 

that increases the impedance of each current-injection electrode pair (one point electrode above 

the centerline and one directly below it), ensuring that no irregularities in the current distribution 

may appear regardless of the electric potential distribution that arises in the liquid metal under 

flow conditions. This concept is an improvement over the twelve-resistor array used in the 

dissertation research and can be used in conjunction with a single large current supply or with a 

Figure 7.9. Zoomed-in view of second-generation MHD Instability Experiment printed circuit 

board. The image shows the left half of the instrumented region of the Hartmann wall, with 

probe locations and probe zones bordered in white. Each half of the PCB has seven zones of 

63 probes, with each zone connecting to one module of the neuroConn data acquisition system. 

The last two zones (13 and 14) consist of probes near the lower side wall that furnish a higher 

spatial resolution for improved observation of Shercliff boundary layer phenomena. Zones 7-12 

and the other halves of 13 and 14 are on the right side in a mirror symmetric configuration, 

arranged so that sections on opposing walls will have matching geometries. 
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sophisticated custom-built constant-current supply for each channel like that designed, built and 

implemented earlier in the experimental work performed here. Though the custom multi-channel 

constant-current device presented in Section 6.6.1 was limited in its current output, this was only 

because each of the twelve circuits is limited to a maximum output of 25 mA (0.3 A total); the 

overall maximum current output of such a device increases as the number of subunits increases, 

so a version with one constant-current circuit per point electrode pair increases proportionally to 

the number of connections to the current-supply electrodes made available on a PCB. The design 

shown in Figs. 7.8 and 7.9 has 86 individual current supply connections on each wall, as opposed 

to the six connections per wall available on the first generation PCB, so a custom multi-channel 

constant-current supply would deliver more than double the maximum total current used in the 

experiment presented here without even sourcing higher-performance electronics (4.3 A compared 

with 2 A)! Due to the inherent noise suppression of this type of feedback-controlled system, and 

the ability to precisely monitor and control the current distribution all along the duct geometry, 

experimental performance and reliability can be drastically improved through its implementation. 

As mentioned above with regard to the analytical solution, experiments similar to the MHDIE with 

different duct sizes and electrode spacing should be attempted to investigate the effect of changing 

the duct aspect ratio and inflection point position. In general, such an improved current-injection 

approach based on PCB Hartmann walls offers a myriad of possibilities for sophisticated, highly 

controllable and precise experiments into MHD flows, and the next step for their use is to apply 

them to an open-ended test section that is placed in a flow loop with a pump, so that the current-

injection distribution can be used as a highly-configurable and precisely controllable 

electromagnetic obstacle. The same exact system used here to drive a custom-tailored flow may 
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be used instead to modify a forced flow, creating or modifying specific flow features such as wall 

jets. In this way, it may be possible to recreate a Hunt’s flow with far more control over the velocity 

profile, improved diagnostics, and less expense and time-consuming test section construction. 

Electrode arrangements and current distributions do not need to be symmetric, either, and a careful 

design with an asymmetric electrode arrangement may be used, for example, to experimentally 

simulate a mixed convection or natural convection flow without heating by creating a jet near one 

wall through current injection. Even if other flows cannot be perfectly replicated, such efforts offer 

important additions to the available library of validation data needed to ensure computational 

models and tools perform as expected. 

In summary, the three main tools used in this dissertation work to investigate MHD duct flow 

inflectional instability have a great deal of potential for development and improvement, and many 

different applications of these technologies will become apparent if this research pathway is 

pursued by future researchers. It is the grandest hope and wish of the author and other researchers 

who took part in this work that the lessons learned here are carried forward and applied to future 

research into MHD duct and cavity flows, and that the new path to MHD research opened with the 

modest first steps presented in this work leads to a wealth of useful knowledge and engineering 

tools that will aid the development of reliable and efficient liquid metal fusion blankets in the near 

future. 
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APPENDIX 

 

Appendix A 

 

A.1 Theoretical, computed and experimentally measured mean 

centerline velocities 

The table below contains centerline velocities 𝑈 and the corresponding Reynolds number 𝑅𝑒 for 

an electrically-driven MHD flow such as that described in Chapters 3-6, predicted theoretically for 

a laminar flow (T), computed numerically (N) and measured experimentally (E) based on the work 

presented in Chapters 3, 5 and 6, respectively. The theoretically predicted values are for a fully-

developed laminar flow in an infinite duct with continuous electrodes. The computed values, based 

on unsteady Q2D simulations, and the experimentally measured values, taken from the MHD 

Instability Experiment, are time-averaged over a period of at least eight minutes (for numerical 

data) and up to twenty minutes (for experimental data) and spatially-averaged over the regions of 

the flow driven by electric current injection. Relative experimental measurement error for the 

velocity 𝛿𝑈 𝑈⁄  is shown in the last column. 
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A.2 Properties of mercury and duct/electrode geometry used in 

calculations 

The table below contains properties of mercury used in calculations of dimensionless parameters, 

such as the Reynolds number and the Hartmann number, and the analytical solution and in 

simulations of a mercury flow. It also contains the key duct and electrode dimensions used for 

these calculations and simulations. 
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