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Understanding the Role of Structure in Concept Maps
Thomas Reichherzer (treichhe@cs.indiana.edu)

David Leake (leake@cs.indiana.edu)
Computer Science Department, Indiana University
Lindley Hall 215, Bloomington, IN 47405, USA

Abstract

Concept mapping is widely used in educational settings to aid
knowledge construction, sharing, and comparison, as well as
to assess students’ understanding. However, despite this rich
range of uses, there have been few controlled studies of the
relationship between concept maps and people’s internal con-
ceptualizations. Because concept maps represent information
as a network of concepts, an interesting question is how struc-
tural factors relate to concept importance. This paper presents
results on modeling map-builders’ assessments of concept im-
portance in terms of structural factors. Twenty subjects were
asked to construct a concept map on a topic of interest and
subsequently to rank labels of concepts extracted from their
maps, based on the concepts’ importance in describing the
map’s topic. Analysis of the results supports that subjects rank
concepts higher if they are closer to the map’s root concept
and if they have more outgoing connections or incoming con-
nections relative to the other concepts. Agreement between
the model’s predictions and subjects’ rankings was high, with
Spearman’s rank correlation coefficients in some cases 1.0 or
close to 1.0. These results suggest that topology alone is a
sufficient indicator to extract topic-relevant information from
concept maps. This has ramifications for developing tools to
assess student concept maps and concept map authoring sup-
port systems. The results have been applied in the design of
”suggester” systems that aid domain experts in building con-
cept maps, by using structural information to identify impor-
tant concepts and search for topic-relevant information in pre-
viously built concept map libraries and on the Web.

Keywords: concept mapping; cognitive modeling; intelligent
suggesters; Web search

Introduction
Concept maps represent knowledge in a two-dimensional,
graphical representation capturing concepts—described by
labeled nodes—and their relationships, described by the links
between concepts. Each concept–link–concept triple corre-
sponds to a simplified natural language sentence expressing
a proposition (e.g., “glaciers cause land erosion”). Concept
mapping (Novak & Gowin, 1984) has been widely used for
knowledge elicitation, for encouraging knowledge construc-
tion by students and others, and for making internal concep-
tualizations explicit to facilitate knowledge sharing, compar-
ison, and assessment. However, despite this extensive use,
there has been little study of how well concept maps actu-
ally reflect people’s internal conceptualizations. As described
in the following section, this is of particular interest because
of the relationship of concept maps to the long tradition of
modeling concepts and relationships using schemes based on
graphs and networks, in both psychology and artificial intelli-
gence (e.g., (Ausubel, 1963; Collins & Quillian, 1969; Quil-
lian, 1968; Sowa, 1984; Tulving, 1972)). In addition, mod-
els enabling prediction of concept importance from concept
maps would be useful for interpreting the knowledge elicited
via concept mapping, for using concept maps in assessment
of students, and for developing context-sensitive systems to

provide information to aid students or others in the concept
mapping process (e.g., (Leake et al., 2003)).

Because concept maps represent information as a network
of concepts, an interesting question concerns the sufficiency
of models based solely on structural information to predict
concept importance. This paper presents new studies of mod-
els of the relationship of structural factors to the appropri-
ateness of concepts as topic descriptors, in the context of a
concept map. Previously, we presented these models and
examined their applicability to concept map understanding,
to model how concept map viewers’ judgments of concept
importance are influenced by structure (Leake, Maguitman,
& Reichherzer, 2004). This paper presents results from a
new, complementary study, focusing on concept map gen-
eration. This study examines how the naturally emerging
structure in constructed concept maps aids in predicting the
map-builders’ assessments of concept importance.

Our previous study showed that assessment of concept im-
portance during understanding of concept maps may depend
not only on the content of the concepts and links included in
the map, but also on the map’s topology. The study consid-
ered topological and layout factors that might influence the
decisions on which concepts are most topic-relevant, such as
changes in a concept map’s number of outgoing and incom-
ing connections, distance to the root concept, and layout dif-
ferences. When provided with only the structural informa-
tion from a concept map (labels were replaced with artificial
words to exclude domain knowledge about concept impor-
tance), structure influenced human assessment of concept im-
portance, but layout did not. An important remaining ques-
tion is whether topological factors can be predictive of the
concept map author’s assessment of concept importance. Ad-
dressing this question is important for assessing knowledge
captured in concept maps, as well as for our long-term goal
to build intelligent suggesters and document navigation tools,
because information about concept importance can be criti-
cal for such systems. Consequently, to address this question,
we conducted a new study, complementary to the first, whose
design and results are addressed by this paper.

The paper begins with a synopsis of concept mapping and
a brief survey of its relationship to the study of human knowl-
edge. It then reviews the models used in the previous study
and presents our experimental design and new results. It con-
cludes with a sketch of potential applications of the models to
build artificial intelligence tools to support the concept map-
ping process.

Modeling Concepts and their Relationships1

Concept mapping was developed by Joseph Novak (Novak &
Gowin, 1984), to support the process of “meaningful learn-

1This and the following section are condensed and adapted from
(Leake et al., 2004).
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ing” of Ausubel’s cognitive learning theory (Ausubel, 1963),
which requires deliberate effort by learners to connect new
concepts to relevant preexisting concepts and propositions in
their own cognitive structures. The concept mapping pro-
cess is designed to externalize students’ concepts and propo-
sitions, facilitating their connection with newly acquired con-
cepts. Concept maps have been used by teachers to assess
students’ understanding, by students to compare their knowl-
edge and collaboratively refine their understanding, and by
experts for modeling and sharing knowledge.

Concept maps are part of the tradition in cognitive psychol-
ogy and artificial intelligence of modeling concepts and their
relationships using graphs or networks. Examples include
the hierarchical network model (Collins & Quillian, 1969),
semantic memory (Tulving, 1972) and conceptual structures
(Ausubel, 1963), as well as more formal approaches such as
conceptual graphs (Sowa, 1984) or semantic networks (Quil-
lian, 1968). Because theories of knowledge organization
commonly assume that knowledge can be modeled in terms
of a set of components and their relationships, the external-
ization of these structures by concept mapping is appealing to
examine subjects’ knowledge (West, Park, Pomeroy, & San-
doval, 2002), and empirical studies provide support for this
approach (Aidman & Egan, 1998; Michael, 1994).

However, the role of concept map structure in revealing
subjects’ conceptualizations is still poorly understood. Some
previous work studies knowledge organization by using topo-
logical information about graphs to define measures of graph
similarity (Goldsmith & Davenport, 1990) and for concept
clustering (Esposito, 1990), under the premise that more
closely-related concepts in cognitive structure will also be
closer in the graph representation. This has been used in turn
to induce concept proximity or relatedness. Our previous and
current studies investigate complementary questions on the
influence of other structural factors.

Models for Analyzing Concept Maps
Previously, we developed four candidate models of the in-
fluence of structural factors on the importance of particular
concepts to the topic of concept maps (Leake et al., 2004).
Each model represents concepts as nodes in the concept map
graph. The first three models consider the map’s topology,
while the fourth model, a baseline, disregards the topology
and considers each concept to be equally important. For this
study, we exclude the baseline model because the study ex-
amines concept rankings, which the baseline model cannot
produce because it does not distinguish between concepts.

Our design of the models started from the structural factors
identified as important in the concept mapping literature. No-
vak proposes that concept maps are best constructed with a
focus question in mind that drives the concept mapping pro-
cess and the organization of the concept map. Generally, a
root concept serves as a starting point to explore the topic
discussed by a concept map. Concepts directly linked to the
root concept explain the root concept and its role with re-
spect to the focus question. The directly linked concepts are
further explained with additional concepts, resulting in a hi-
erarchical organization with cross-relationships, providing a
rich topological structure. The models reflect this structure by
weighting concept importance based on factors such as close-

Figure 1: A simple concept map about glaciers, annotated
with sample structural properties.

ness to the root concept and connectivity. The models are pa-
rameterized, to enable the actual contributions of hierarchical
structure and connectivity to be determined empirically.

Connectivity Root-Distance Model (CRD)
The Connectivity Root-Distance model reflects two influ-
ences on concept importance, the connectivity of the concept
to other concepts, and the distance of the concept to the root
concept. Because concepts with high connectivity participate
in many propositions, they might be expected to be impor-
tant; because the root concept (typically located at the top of
a map) tends to serve as a starting point for exploration, con-
cepts located closer might be expected to be more important
than those farther away. For a concept k with o outgoing and
i incoming connections to other concepts, d steps away from
the map’s root concept, CRD assigns the weight:

W (k) = (α ·o(k)+β · i(k)) · (1/(d(k)+1))δ

The model parameters α, β, and δ determine influence of the
outgoing connections, incoming connections, and distance to
the root concept. Figure 1 illustrates factors affecting the
model’s assignment of weight for the concept “masses of ice.”

Hub Authority and Root-Distance Model (HARD)
CRD performs a local analysis, only taking immediate neigh-
bors into account. The Hub Authority and Root-Distance
(HARD) model reflects a global analysis, centering on three
different types of concepts, based on Kleinberg’s (1999) algo-
rithm for topological analysis of graphs, used to identify im-
portant nodes in a hyperlinked environment. Weights for au-
thorities (concepts with multiple incoming connections from
hub nodes), hubs (concepts with multiple outgoing connec-
tions to authority nodes), and upper concepts (concepts with
short distance to the root concept), are calculated follow-
ing (A. Cañas, Leake, & Maguitman, 2001). In Figure 1,
“glaciers” is primarily a hub concept, due to the number of
outgoing connections relative to other concepts in the map,
and “masses of ice” is primarily an authority, due to its mostly
incoming connections relative to other concepts. The HARD
model assigns weights by:

W (k) = (φ ·h(k)+ψ ·a(k)+ γ ·u(k))
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In this formula, h, a, and u are the corresponding hub, author-
ity, and upper node weights of a concept in a map and φ, ψ,
and γ are the model parameters, which reflect the influences
of the different roles that a concept may play.

Path Counter Model (PC)
Like the CRD model, the Path Counter model reflects connec-
tivity, but instead of considering only immediate connectivity,
it considers indirect relationships as well. PC counts all pos-
sible paths that start from the concept in question and either
(1) end on a concept with no outgoing connections, or (2)
end on a concept that has already been visited in a path. High
connectivity concepts, which participate in many paths, also
contribute to the number of paths crossing concepts indirectly
linked to them. For example, in Figure 1, the PC value for the
concept “gravity” is three, because there are three paths ex-
tending from the root concept to “gravity,” due to “masses
of ice” being well connected in the map. If n is the num-
ber of paths crossing a concept k, its weight is computed as
W (k) = n. Unlike the previous two models, this model con-
siders only a single influence on concept weight, and conse-
quently requires no parameters.

All three candidate models can be used to rank concepts
in a concept map according to their weight W (k) with higher
weights corresponding to more important concepts. In the
following experiment, the participants’ concept rankings are
compared to the models’, using parameter settings chosen to
maximize the ranking correlations.

Experiments and Results
We conducted a human-subjects experiment to study how two
topological factors, root distance and connectivity, predict the
map-builder’s assessment of the concept’s role as a topic de-
scriptor. In contrast to our previous study, which examined
how subjects’ assessments of concept importance are influ-
enced by structural factors when they see new concept maps,
this study examines how the structure of the maps they author
reflects their internal concept judgments. The study required
participants to construct their own concept maps on a topic of
their choice and then to rank concepts extracted from the map.
The experiment also studied the best fitting model parameters
for the CRD and HARD model, to assess the different roles
of the topological influences.

Method
Twenty paid subjects, including students and staff from Indi-
ana University and others, were recruited for a one-hour ex-
periment. The experiment was divided into (1) a training ses-
sion to familiarize participants with concept maps and their
applications, (2) a concept mapping session during which par-
ticipants construct a concept map on a topic of their choice,
and (3) an assessment session, which required participants
to rank concepts extracted from their maps and to answer
general questions about the study and themselves. For the
training session, participants are shown five concept maps
on different topics and with different topological structures
to ensure that participants (1) regard concept mapping as a
general-purpose knowledge capturing tool and (2) are not bi-
ased by a particular structure that a training concept map may
exhibit. Participants do not receive any instructions on how

to build a concept map or organize the concepts in their map;
they are only informed about concept mapping’s application
as a tool for learning, teaching, and knowledge capture. Par-
ticipants must infer any knowledge on how to build a map
from the five concept maps shown during the training ses-
sion. Thus, influence on their maps’ structural organization
from conventions of the concept mapping literature is mini-
mized. Following the training session, participants are asked
to construct a single concept map on a familiar topic (e.g.
glaciers) and to specify the topic and their focus (e.g. how
they form and glacial erosion) for the discussion in the map.

We expect the ability of the models to predict topic impor-
tance to depend on the quality of the concept map drawn, in
the following sense. If the subject’s concept map describes
an insufficient part of his or her knowledge of the selected
topic, this is likely to affect the outcome, by reducing the
structure available for analysis. Consequently, to ensure that
the concept map captures the participants’ knowledge on the
topic, after the participant prepared an initial map, five gen-
eral questions were asked to stimulate further development
of the concept map. The questions were designed to encour-
age participants to include additional concepts and relations
in their maps, and their general nature ensured that partici-
pants had the same chance to improve their maps before the
start of the assessment task. For example, we asked partici-
pants to (1) draw additional relations between two randomly
selected concepts, (2) include additional propositions involv-
ing a randomly selected concept, (3) think of additional state-
ments not yet included in their map, and (4) think of one or
more additional concepts related to the topic but not yet in-
cluded in their map.

For the assessment task, participants ranked a total of five
different sets of concept labels extracted from their concept
maps, according to their importance to the selected topic and
focus. Each set was presented separately along with the topic
and the focus as a frame of reference to remind them about
the concept mapping session and the concepts and the propo-
sitions they included in their map. For each ranking task, be-
tween four and five concept labels were extracted; each con-
cept differed from the others in either connectivity or distance
to the root concept or both. The ranking task forced partici-
pants to reflect on the topic and make a decision with respect
to the concept’s role. To relax the constraints on the task, par-
ticipants were allowed to generate multiple rankings for the
same list, in order to provide some flexibility if two concepts
were considered equally important.

As discussed previously, it is accepted that concept maps
are best constructed with a focus and goal in mind to drive
the mapping process and constrain the map content. If the
goal and focus are unknown, participants may have difficul-
ties deciding which concepts and propositions to include in
their maps. Similarly, the ranking of concepts’ importance
to the map’s topic will depend on the map’s goal and fo-
cus. Consequently, we asked all participants to construct their
maps for the purpose of teaching the selected topic, to ensure
that (1) the rankings are based on what participants elucidated
in their maps and (2) results from participants are compara-
ble. We anticipated that when the focus for constructing a
map is teaching the selected topic to an audience unfamiliar
with the subject, the map will become more focused in terms
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Figure 2: Sample illustrating the structure of concept map
constructed by a participant.

of the selection of concepts and relations necessary to explain
the topic. This is important for the subsequent ranking task,
when participants have to decide on a concept’s relevance to
describe the map’s topic.

Results
The ranking task performed by the participants involved, on
average, 46% of the concepts in their concept maps. Rank-
ings among concepts involved either concepts selected with
different distances to the root concept or with different con-
nectivities to cover the variations in topological factors being
studied. On average, the concept maps included 30 concepts
and 69 connections (or a ratio of 2.31 connections per con-
cept) resulting in a rich structure. The structure of one sub-
ject’s concept map is illustrated in Figure 2.

Model predictions and human judgments on the impor-
tance of concepts were compared using Spearman’s ranking
correlations. Each participant’s ranking results were com-
pared separately against the three candidate models and the
average ranking correlation was computed across partici-
pants. For each participant, additional rankings were gen-
erated, when possible, by combining one or more concept
rankings into a single, longer ranking list. This increased the
number of rankings per participant by one or two rankings
and the size of the longest ranking list to five or six concepts.

Before computing the ranking correlation between model
and human concept rankings, the parameterized CRD and
HARD models were fitted against human-judged rankings to
produce the highest ranking correlations. Data fitting was per-
formed on the original ranking lists recorded by a participant
as well as on the ranking lists that included the combined,
longer concept rankings. The model parameters resulting in
the best fit were determined using a hill-climbing search al-
gorithm applied to each participants’ rankings separately.

Table 1 summarizes the results of the average Spearman’s
ranking correlation (rS) and presents representative parame-
ters determined from the data set. The rS values in parenthe-
sis are the average ranking correlations between best-fitting
model predictions and the set of rankings containing com-
bined rankings in addition to the original rankings of a par-
ticipant. Assuming that the rankings are performed indepen-
dently across the different participants (an assumption that
holds easily because topics and the structure of maps are dif-
ferent), the results are statistically significant. The probabil-
ity that Spearman’s ranking correlations above 0.8 (or even
0.6, the smallest correlation measured for the HARD model)

occur by chance for the rankings submitted by all 20 partici-
pants is small (p < 0.01).

The results indicate that model and human judgment on
the importance of concepts are similar, suggesting the suf-
ficiency of topology alone to make such predictions. They
also show that topological factors influencing human judg-
ment varies across the participants. For example, for some
participants, outgoing connections or hub concepts seem to be
more important than incoming connections or authority con-
cepts as indicated by the parameters α > β and φ > ψ. For
others, the opposite is true. Also, some treat concepts near
the root concept as relevant while concepts more distant from
the root concept are not treated as very relevant, as indicated
by δ > 1. If the parameters are preset to a fixed value for
all participants, the average Spearman’s ranking correlation
drops to 0.71 for the CRD and 0.73 for the HARD model.
The larger drop in average ranking correlation for the CRD
model shows that the CRD model tends to be more depen-
dent on best-fitting parameters than the HARD model. This
may not be surprising, because the CRD model considers lo-
cal topological influences while HARD considers the global
structure, which is less affected by small local changes and
relies more upon global interdependence between concepts.

Model Parameters for Best Fit average rS
α / φ β / ψ δ / γ

CRD 6.0 1.0 1.0 0.813 (0.808)
1.0 10.0 5.0
0.88 0.0 0.25
1.0 1.0 1.0

HARD 1.0 1.0 1.0 0.825 (0.820)
1.0 -1.0 3.0
-1.0 1.0 2.0
1.0 2.5 1.0

PC N/A N/A N/A 0.667 (0.677)

Table 1: Summary of model parameters and the average
Spearman’s ranking correlation for 20 participants.

Discussion
For the study, participants were drawn from a subject pool
that included male and female students and staff from Indiana
University, as well as individuals from elsewhere, whose age
ranged from 25 to 38. The participants’ professional back-
grounds and interests led to choices of a range of different
topics including sports, regional geography, education, law,
mathematics, environmental science, computer science, me-
chanical engineering, and aircraft landing. Participants ex-
pressed confidence on the subjects they discussed in their
maps. When asked to rate themselves on a 7-point Likert
scale, with 1 representing novice and 7 expert, the average
rating was 5.7. All participants reported that they had few
problems building the concept map, even though only two out
of twenty participants had prior concept mapping experience.
The structure of the resulting concept maps also underscores
participants’ ability to express their ideas on a domain via
concept maps: That participants made on average 2.31 con-
nections between each concept pair suggests that even with
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very little training and no prior experience (except in 2 cases),
subjects could build maps with a rich structure.

Two factors which could negatively affect the results of
the experiment are focus shifts during map construction and
whether the concept map adequately represents the partici-
pant’s knowledge on the subject with respect to the chosen
topic and the focus for the topic. If critical concepts and con-
nections are missing, incomplete structure could affect the
model’s predictions. We tried to guard against this problem
by asking general questions involving the concepts in the con-
cept maps and the topic to stimulate participants to reflect on
missing information in their concept map. In all cases, these
questions prompted participants to include several new con-
cepts and connections. If focus shifts, but subsequent rank-
ings are based on the original focus, the map structure which
reflects the changes would not be expected to be as useful in
identifying topic-describing concepts. Participants were fre-
quently reminded to remain faithful to the focus they set out
to discuss at the beginning of the concept mapping session,
but in one case, a shift in focus was discovered after the par-
ticipant submitted the answers in the questionnaire. However,
the results recorded in this incident did not decrease the aver-
age ranking correlations for any of the three models.

A research question not pursued in this study is how the
best-fitting parameter values may change if subjects are asked
to construct more than a single concept map on different top-
ics. One possibility would be that concept map authors adopt
a certain structural “style”, indicated by the hierarchical or-
ganization and the occurrence of certain high connectivity
nodes, that repeats itself across different concept maps. If so,
such a structural “style” might facilitate predictions of how
specific individuals will assess the importance of concepts in
concept maps. Another possibility would be that the best-
fitting parameter values would vary even within individuals.
We expect to pursue this question in subsequent research.

Potential Applications to Education
A variety of tools have been developed to assist students in
studying subjects via concept mapping. The tools analyze
the students’ concept maps to provide general suggestions on
how to improve the map or to question the student about the
information represented in the map. For example, the Rea-
sonable Falliable Analyser (RFA) (Conlon, 2004) scores stu-
dents’ concept maps to provide feedback on the quality of
their concept maps and hints on how to improve them. RFA
compares a student’s concept map with an expert concept
map to count correct concepts and propositions in addition to
missing concepts, links, and ”dubious” connections as part of
the quality assessment. The tool generates a report intended
to enable students to reflect upon their maps and make neces-
sary adjustments (or to argue for a higher score than the tool
assigned, if they feel that their propositions reflect the mean-
ing of the propositions in the expert map). Another tool, dis-
cussed in (Leelawong et al., 2003), employs qualitative rea-
soning techniques applied to concept maps to draw conclu-
sions and to present these conclusions via an interface agent
known as Betty. The tool supports concept map construction
but requires students to use link relations from a predefined
set to enable Betty to reason about the subject without domain
knowledge on the subject. When queried, Betty gives an ex-

planation of her reasoning using the information provided in
the student’s concept map. The query itself is expressed in
terms of the effects a concept may have on another concept in
the map. Betty uses forward propagation in the concept map
graph and information about the type of the link between two
concepts to derive an answer in terms of the concepts and re-
lations used in the map.

Tools such as RFA and Betty could benefit from the topo-
logical models presented in this paper to further improve rec-
ommendations and interactions with students. For example,
the RFA tool could apply the models in its quality assess-
ment, by giving topic concepts a higher weight in the overall
score of the comparison between student and expert concept
map. Likewise, the interface agent Betty could select topic
describing concepts in the map when generating explanations
in response to student queries.

The use of structural methods, as studied in this paper, con-
trasts with the prevailing approach of comparing maps based
on the labels of the concepts and relationships. In the ab-
sence of sophisticated natural language processing—which is
beyond the scope of these systems—such an approach largely
ignores the structural information, which, as our experiment
shows, carries useful information about how the map’s author
views the concepts’ roles with respect to the map’s topic.

The models presented in this paper could be applied to
other graph-based structures representing human knowledge
or design decisions. For example, graph structures gener-
ated from Unified Modeling Language (UML) class diagrams
might be analyzed to determine classes that play an important
role in the model. Similarly, graph structures generated from
OWL (Web Ontology Language) ontologies might be ana-
lyzed for classes that play an important role in the ontology.
The application of our models to a wider range of representa-
tions is a subject for future research.

Application to Systems for Aiding Concept Map
Construction and to Document Access Tools

We have applied the models ourselves, in the design of au-
tomatic ”suggester” systems integrated into the CmapTools
concept mapping software and also in the design of a doc-
ument access and navigation tool on the basis of concept
maps.2 The CmapTools software is a suite of electronic tools
for constructing and sharing concept maps and was devel-
oped at the Institute for Human and Machine Cognition (A. J.
Cañas et al., 2004). One of the suggesters uses the calculated
importance values to weight keywords from concept labels
in a concept map, in order to retrieve similar prior concept
maps for comparison and to suggest propositions from those
maps. The other suggester uses the similarity weighting to
weight keywords for Web search, to derive topics for the user
to consider when starting a new concept map to broaden the
knowledge model. Similarly to the suggester, the document
navigation and access tool uses the model to select topic de-
scribing concepts to search for related documents in libraries.
For the implementation of the suggesters, we experimented
with different model parameters. The results from this ex-
periment suggests that model parameter that take each of the

2We are grateful to Alberto Cañas and the IHMC CmapTools
development team for giving us access to the software and for their
valuable contributions to this project.
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structural factor equally into consideration are sufficient to
return good results. The project is summarized in (Leake et
al., 2003), and research continues on the document navigation
and access tool.

Conclusion
This paper reports on a study of how concept map structure
reflects the map author’s concept importance judgments. This
is complementary to our previous study of structural influ-
ences on interpretations of concept maps built by others. In
this study, two structural factors were explored, concept con-
nectivity and distance from the root concept.

Among the three models, the HARD model, which consid-
ers the global structure of the map, achieved a slightly higher
correlation with human rankings than the CRD model. While
the previous study highlighted the importance of the concept
map’s local structure to assess concept importance, this study
shows that the global structure is equally important for pre-
dicting concept importance. In addition, the results suggest
that the HARD model is more robust as determined by the
tighter range of model parameters that achieved the best fit
between model and human prediction.

Modeling judgments of concept importance helps elucidate
the knowledge captured in concept maps. This can be use-
ful to teachers and experts constructing concept maps and
to novices reviewing expert concept maps to learn a sub-
ject. The predictiveness of concept map structure also has
important ramifications for developing support systems, be-
cause it enables identifying important topics based on auto-
mated structural analysis, without sophisticated natural lan-
guage processing. We have applied the models presented in
this paper to the design of ”suggester” systems which aid do-
main experts in building concept maps, by using structural in-
formation to identify important concepts and search for topic-
relevant information in previously built concept map libraries
and on the Web. We expect these to lead to a new set of tools
for assisting concept map construction, as well as information
access and management.
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Concept maps: Theory, methodology, technology. proceed-
ings of the first international conference on concept map-
ping. Pamplona, Spain: Universidad Pública de Navarra.

Esposito, C. (1990). A graph-theoretic approach to concept
clustering. In Pathfinder associative networks: studies in
knowledge organization (p. 89-99). Norwood, NJ: Ablex
Publishing Corp.

Goldsmith, T. E., & Davenport, D. M. (1990). Assessing
structural similarity of graphs. In Pathfinder associative
networks: studies in knowledge organization (p. 75–87).
Norwood, NJ: Ablex Publishing Corp.

Kleinberg, J. (1999). Authoritative sources in a hyperlinked
environment. Journal of the ACM, 46(5), 604–632.

Leake, D., Maguitman, A., & Reichherzer, T. (2004). Un-
derstanding knowledge models: Modeling assessment of
concept importance in concept maps. In Proceedings of
the twenty-sixth annual conference of the cognitive science
society (p. 785–790). Mahwah, NJ: Lawrence Erlbaum.

Leake, D., Maguitman, A., Reichherzer, T., Cañas, A., Car-
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