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ABSTRACT OF THE DISSERTATION

Building Personal Chronicle of Life Events

By

Hyungik Oh

Doctor of Philosophy in Computer Science

University of California, Irvine, 2019

Professor Ramesh Jain, Chair

Human beings have always been interested in understanding themselves and their surround-

ings. Learning about the relationship between the two can reveal facts of the present and

help predict the future, a critical part to live a better life. With the proliferation of IoT

sensor devices, it is now possible to collect quality data for each individual and utilize this

data for building personal models that can help to understand the self and environment.

However, since this sensor data have different granularities and semantics, the semantic gap

becomes even more formidable. Thus, there are challenges in aggregating, integrating, and

synchronizing this heterogeneous data to a form such that it effectively describes the life

experiences of each individual. In this dissertation, we design a personal chronicle, which

contributes a solution to the aforementioned challenges, called Personicle, in which all kinds

of personal data streams can be correlated with one another to form a model of a person.

To implement the Personicle, we first attempt to bridge the semantic gap between the low-

level multimedia logs and high-level semantics by developing a common daily event model

through the data unobtrusively obtained from smart devices. To do this, we define an atomic

interval, which brings together the scattered sources of heterogeneous data to partition the

data into manageable pieces. This atomic interval lets us segment a day into sequences of

similar patterns and use the segments for daily event recognition.

xi



Secondly, we design an event-triggered Ecological Momentary Assessment (EMA) to max-

imize the chance of aggregating the semantic data from the users. Unlike the traditional

EMA process, which mainly depends on user initiative and intervention, we contribute to

overcoming the problems endemic to persistent data collection, such as missing a logging

moment or early abandonment, by initiating the EMA process from the system side at the

right moment.

Lastly, we propose a fully-automated approach to obtain latent semantic information from

all the integrated data aiming to maximize the opportunity of both qualitatively and quan-

titatively capturing one’s life experiences. To show a concrete example of this enrichment,

we perform an experiment with “Eating” and “Working”, a complex event central to human

experiences. These enhanced daily events can then be used to create a personal model that

could capture how a person reacts to different stimuli under specific conditions.
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Chapter 1

Introduction

Observational data has been used heavily in experiments for building scientific models of

individuals. Internet-based companies, such as Google, Amazon, and Facebook, put a lot of

effort into monitoring users’ activity logs on their respective websites. This data can then

be used to construct the personal profiles which drive the companies’ revenue, fueling well-

placed advertisements. In the field of multimedia, life logs have been lauded as meaningful

observational data that can create a log of a person’s life activities. Continuously monitoring

a person’s everyday life may provide valuable data for building personal models, leading to

deep insights on his or her current state and predicting future situations. Recently, sensors

have become present in millions of personal devices and thus can provide data about one’s

everyday life. All the measurements obtained from these sensors can be used to detect

concrete events of daily living as well as the relevant attributes of the events. Therefore, it

is possible to effectively organize a chronicle of the person’s daily events, called Personicle,

in which all kinds of personal data can be correlated with one another to form a model of

a person. The medical community has also shown the importance of observational data on

healthcare research. Over the years, various attempts have been made to predict epidemics,

cure disease, and improve the quality of life by observing a person’s everyday lives and
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Figure 1.1: The factors influencing health released by the World Health Organization
(WHO).

relevant data as shown in Figure 1.1 [16, 33, 120]. Such trends pave the way toward “P4

health”, which is an approach to make healthcare more predictive, preventive, personalized,

and participatory. There is now a growing interest in using this observational data for

studies relating to humans. Although these approaches have shown great potential, a serious

challenge, and hence a great opportunity for multimedia research, is that all the multi-modal

data should be effectively represented in the context of each individual.

To understand the preferences and particularities of an individual, researchers must build

personal models. The personal model can be represented as a personalized knowledge of

how a person reacts to different stimuli under specific conditions or how their physiology

changes from an intervention [81]. Therefore, the primary consideration in building the

personal model, which establishes the premise that each person is a unique entity, is to

describe how various factors uniquely drive each individual’s personal state. To extract

this personalized knowledge, it requires aggregating long- and short-term information about

2



a person and analyzing how these data interact with each other. We can take a hint for

what the long- and short-term information is from an example shown in Figure 1.1. Long-

term information of a person could come from the genetic factors as well as the history of

behavioral patterns. Biological and physical sensors could capture the short-term information

through the factors like glucose level, resting heart rate, physical activity, and environmental

exposure. In addition, more complex state factors such as emotion or stress levels can

be determined by processing the short-term information. Both short-term and long-term

information constantly change and interact with one another, and therefore make model-

building a process of dynamic and causal understanding [81].

More importantly, to build the personal model, it is necessary to efficiently aggregate and

integrate heterogeneous data available to us in a format that can represent all the correlated

data together. To solve this challenge, and thus contribute to building the personal model,

in 2013, we began this Personicle project, the first of its kind aimed at collecting different

sorts of personal data streams in the form of event chronicle. More specifically, we developed

an idea that a chronological and continuous analysis of each individual’s life events can help

decipher the correlation and causality of their personal state [52]. We believe that life events

can include the unique lifestyle of each individual that may impact their personal state, such

as work they do, food they eat, their interaction with people as well as health-related habits

like smoking. It has become more obvious in recent decades that these life events can also

significantly contribute to health and survival and even disease exposure and mortality [90].

For this reason, Personicle was designed in a way that can parallelize a sequence of life events

with other personal data streams on the same timeline, and thus relate the different streams

to one another in the context of life events.

Following that, we identified several challenges, which are necessary to be explored in depth

to implement Personicle.

3



(i) Much of multimodal sensor data has different meanings and granularity and is scat-

tered in isolated silos. This data is in the form of data streams and thus is necessary

to be synchronized with one another. Most of all, the primary challenge for obtaining

a person’s life experiences from these data streams is to bridge the semantic gap be-

tween the low-level multimedia logs and high-level semantics. It is required to study

how to effectively aggregate, integrate and synchronize multimodal data streams from

different silos, and then derive knowledge of each individual’s evolving situation for

understanding their life experiences.

(ii) Although there is a possibility of bridging the semantic gap by using state of the art

technology, to recognize a person’s enhanced life experiences, there still needs to aggre-

gate and integrate as many high-quality data as possible. For that reason, Ecological

Momentary Assessment (EMA) has been used to collect a person’s current behavior

and experiences in the natural environment via a smartphone application [18]. On the

one hand, it has shown many potential benefits in regards to semantic data collection

but on the other hand, it tends to be unreliable and requires many actions on the user’s

part which can then lead to the problems endemic, such as missing a logging moment

and early abandonment. There needs to be an advanced EMA mechanism that can

maximize the chance of aggregating the semantic data from the users.

(iii) To qualitatively capture one’s life experiences, and thus contribute to building a robust

model, personal data streams need to be semantically enriched. Moreover, to quantify

the enriched data streams as much as possible, it is required to adopt and develop a fully

automated method. Most of the contemporary studies either focused on recognizing

simple semantics with specific experimental settings or worked on context enrichment

for particular research, such as the care of dementia, rather than understanding the

overall life experiences of human beings. This challenge motivated our attention to

dive into recognizing events of daily living and developing its fully automated method.
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Therefore, this thesis handles the above challenges in three major parts. The summary of

each part is as follows:

From Multimedia Logs to Daily Activities: Chapter 3 describes a way to collect,

integrate, and segment multi-modal sensor data streams, and how to capture the daily ex-

periences of people with the collection of data. Multi-modal data streams are essential for

analyzing personal life, environmental conditions, and social situations. Since these data

streams have different granularities and semantics, the semantic gap becomes even more

formidable. To make sense of all the multi-modal correlated streams we must first synchro-

nize them in the context of the application, and then analyze them to extract meaningful

information. In this chapter, we consider the problem of capturing the daily experiences of

each individual by using daily activity. The first step is to correlate diverse data streams

with atomic-interval, and segment a person’s day into her daily activities. We collect the

diverse data streams from the person’s smartphone to classify every atomic-interval into a

daily activity. Next, we use an interval growing technique for determining daily-activity-

intervals and their attributes. Then, these daily-activity-intervals are labeled as the daily

activities by using Bagging Formal Concept Analysis (BFCA). Finally, we build a personal

chronicle, which is a person’s time-ordered list of daily activities. This personal chronicle

can then be used to model the person using learning techniques applied to daily activities in

the chronicle and relating them to biomedical or behavioral signals. We present the results

for this daily activity segmentation and recognition by using lifelogs of 23 participants [83].

Event-Triggered Ecological Momentary Assessment: Chapter 4 represents an event-

triggered method to complement the lack of important semantic information that has sig-

nificant effect on health. A food journal is essential for improving health and well-being.

However, journaling every meal is extremely difficult because it depends on user initiative

and intervention. Current approaches to food journaling are both potentially inaccurate and

tedious, causing people to abandon their journals very soon after they start. In this chapter,
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we propose a proactive and reactive mechanism that can significantly reduce user initiative

while still remaining highly accurate. We first suggest a novel eating moment recognition

technique using heart rate and activity patterns to trigger a food journaling process in a

proactive manner. We then begin the food journaling process via voice command which

utilized natural language processing when logging meals, which increases the ease of reactive

self-reporting. Lastly, we enhance the food journal by automatically assessing ecological

moments of eating through our Personicle system. We verified the method from a feasibility

study conducted with three people for three months in their day-to-day lives. Our approach

is designed to be unobtrusive and practical by leveraging multi-modal sensor data through

the most common device combination of a smartphone and wearable device [87].

Enhancing Events of Daily Living: Chapter 5 presents how an activity of daily living

can be unobtrusively enhanced by heterogeneous signals, and thus become an event of daily

living. Events are fundamental for understanding how people experience their lives. It is

challenging, however, to automatically record all events in daily life. An understanding of

multimedia signals allows recognizing events of daily living and getting their attributes as

automatically as possible. In this chapter, we consider the problem of enhancing a daily

event by employing the commonly used multimedia data obtained from a smartphone and

wearable device. We develop an unobtrusive approach to obtain latent semantic information

from the data, and therefore an approach for enhancing a daily event based on semantic

context enrichment. We represent the enhancement process through an event knowledge

graph that semantically enriches a daily event from a low-level daily activity. To show a

concrete example of this enrichment, we perform an experiment with eating, which may be

one of the most complex events, by using 14 months of data for three users. In this process,

to unobtrusively complement the lack of semantic information, we suggest a new food recog-

nition/classification method that focuses only on a physical response to food consumption.

Experimental results indicate that our approach is able to show automatic abstraction of life

experience. These daily events can then be used to create a personal model that can capture
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how a person reacts to different stimuli under specific conditions [85].

Contribution

This thesis is the first of its kind where life experience is dealt with in terms of chronological

events of daily living and relevant data streams. The Personicle is a powerful concept for

capturing the unique stories of each individual since all kinds of personal data can be easily

collected and are parallel with life events in one place. We believe this is an effective form

to explore the correlation and causality between life events and all other data streams,

and therefore extract the personalized knowledge that can help build the personal model.

To the best of our knowledge, before Personicle, there have not been any implementation

or experimental validation for this sort of research although there is a few of conceptual

thinkings [51, 57]. Our main contributions to build the Personicle are as follows:

• Defining an atomic interval as a base unit of daily life events. We defined an

atomic interval to break the silos of heterogeneous data scattered in different storage

and thus bring the data into a daily life space. We proposed this idea by referring to

the fact that daily life in a time-line is similar to an object in two-dimensional pixel

space like objects. The daily life can be conceptualized as a correlation between times

and pixels. It can facilitate synchronizing the low-level observations of daily life in an

interval and then to handle a day as a collection of the sequence of these intervals.

• Daily life segmentation. We developed a method to segment a day into similar

patterns of atomic intervals. This was based on our observations that indications

of the changes in physical activity patterns can be involved in the changes of other

attributes, which can be considered as ending one daily event and starting another.

This technique can facilitate preprocessing one’s daily life for further analysis, and thus

can give an idea of what one’s daily life look like.
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• Easy quantification of high-quality life experience data. Unlike contemporary

studies using impractical experimental settings that require users to wear customized

on-body sensors, we attempted to develop a common daily event model through the

data unobtrusively obtained from common IoT devices, such as a smartphone and

wearable device. Moreover, our model reflects the constraints of the real-world, such

as missing values and the limited number of samples, while maintaining reasonable

performance. Thus, it allows us to easily quantify each individual’s life experience,

which includes data from low-level life logs to high-level life events.

• Designing an event-triggered Ecological Momentary Assessment (EMA). Al-

though EMA was carried out in subjects’ natural environments through a smartphone

application, the prompts for the assessment questions had difficulty finding the right

moment. Thus, it still relied on the subject’s initiative and intervention, which can

make users abandon the tracking even at the early stages. The event-triggered EMA

contributes to overcoming the lack of intervention by initiating the EMA process from

the system side at the right time. Personicle recognizes the EMA moment and triggers

the questionnaires with basic contexts about the moment so that we can encourage the

subjects to provide their important information.

• Unobtrusively enriching events of daily living. We suggested an unobtrusive

approach to enhance the events of daily living based on semantic context enrichment.

This can provide better abstractions to correlate the current states of a human being

with daily experience, semantic context, and physiological signal. Such enriched daily

events could play a very important role in building a model of the person reflecting the

dynamics of his reactions under specific conditions.

• Introducing a Personicle open source software. We present an open-source soft-
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ware1 and mobile application2 co-developed by Clearsense3 that can facilitate building

the chronicle of daily life event by applying theoretical knowledge proved in this thesis.

This platform would be used for bringing in data from all the wearable devices and data

sources to enrich event characteristics and attributes in Personicle. With this release,

we expect to create an interactive system in which we allow researchers and developers

and even individual users to add their customized data streams to Personicle as well

as to obtain enhanced events of daily living.

Thesis Outline

We first introduce the background of Personicle in Chapter 2. After that, we explain how

Personicle can be implemented in Chapters 3, 4, 5 and 6. In Chapter 3, we discuss the

theoretical foundation for building Personicle. In Chapter 4, we describe an Event-triggered

EMA to complement the lack of missing information in Personicle. In Chapter 5, we present

a fully-automated method to enhance events of daily living with an actual example, eating,

and therefore show how event enrichment is may possible. In Chapter 6, we provide one

more example of complementing the lack of the informational aspect for an event that can

help enrich the events of daily living. Finally, Chapter 7 concludes the thesis and discusses

future challenges.

1https://personicle.com/
2https://play.google.com/store/apps/details?id=personicle.os&hl=en_US
3https://clearsense.com/
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Chapter 2

Preliminaries

In this preliminary chapter, we focus on introducing the Personicle in detail with the defi-

nition of key terminology. We also discuss the importance of chronicle of multimodal data,

especially for personalized knowledge extraction, by providing an actual example of a Per-

sonicle user. In addition, we introduce a Minimum Viable Product (MVP) version of the

Personicle system with its software architecture and data model. With these things in mind,

we will go on to discuss how to implement the Personicle starting from Chapter 3.

2.1 Personicle

2.1.1 Overview

In many schools of thought, the most important object or entity is ourselves. People are

interested in understanding the self to maximize their own satisfaction [51]. For this reason,

continuously collecting one’s personal data can play an important role in helping the person

gain a better understanding of themselves based on his or her own contexts. However, the
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data alone represents very little. To extract meaningful information or knowledge from the

data and thus evaluate the current state of an individual, all the data streams need to be

correlated with one another in the context of its application. For example, let’s suppose that

there is an active food logger who has type 2 diabetes and therefore has been trying to keep

a healthy, balanced diet. He attempts to achieve his daily goals in food consumption by

carefully calculating and journaling the portions of vegetable, fruit, grain, protein, and dairy

of every meal. Although his food journal can indicate whether or not he maintains his own

intuition on a well-balanced diet, that alone is not good enough to understand the effects of

certain foods or nutrients on his health, critical knowledge the diabetes patients and their

doctors need to know. The objective when setting a diet is inevitably how it affects one’s

health, not the diet itself, which cannot be evaluated with a single data stream. Therefore,

we need to collect and analyze personal data in a way such that we can find correlation

and causality of different data streams to understand the personal state more effectively. To

do this, we suggest a new type of personal data in which all kinds of lower-level personal

data is aggregated, integrated and are parallel with one another in order to find their unique

relationships.

2.1.2 Definition: Personicle, Event, Activity, and Life log

We believe that the sequence of daily life events an individual undergoes can contain one’s

life experiences, behavioral patterns, and even his/her emotions, and therefore contribute

to a better abstraction of the person’s current states. Thus, we define a Personicle as: “A

personal chronicle of life events”. To understand the concept of Personicle, it is necessary to

define events, activities, and a life log in the context of daily life. Figure 2.1 shows a semantic

hierarchy of these three types of data in our daily lives. First, a life log can be defined as

a personal record of one’s daily life in a varying amount of detail [42]. This log contains

a comprehensive dataset of a human’s activities, such as physical activity (e.g., walking,
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Figure 2.1: From life logs to an event

running), ambient sound/light, and app usage, and can be obtained through diverse sensing

devices. By analyzing this life log, we can resolve the semantics of higher-level activities of

daily living. We define these activities to be routine daily activities, such as eating, bathing,

dressing, using the toilet, and transferring, that a normal person performs without external

help [35, 80]. With this activity and life log, we can finally objectively understand one’s

events of daily living. We define an event as a common concept in human daily life that

represents the aggregation of activities and other attributes (e.g., life log), such as dinner

with Jordan at North Italia for celebrating his 33rd birthday.

2.1.3 Chronological Observation of Multimodal Data Streams

Sensors are now present in millions of personal devices, such as smartphones, wearable

devices, and home appliances. These sensors are often continuously recording information

about the world around it, particularly about a person. Thus, it is logical that the analysis of

this data can reveal what an activity an individual is engaged in at nearly any given moment.
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Figure 2.2: A simplified Personicle obtained from an actual user of the system.

Figure 2.3: The actual user’s resting heart rate and awake time during sleep on a daily basis.
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We can also understand a person’s responses to an activity. Physiological reactions, for

example, can be evaluated by using relevant sensors such as a continuous glucose monitor

(CGM), galvanic skin response sensor (GSR), or photoplethysmogram (PPG) sensor. The

huge scale of measurements obtained from these sensors, GPS, social media and other related

sources can be utilized to detect one or more of the predetermined classes of life events

we defined earlier. We can then effectively compile this higher level data into a chronicle

containing a sequence of events. The Personicle has definite advantages for personalized

knowledge extraction. Compared with a single data value/stream, the Personicle utilizes

a better, multimodal data structure to help decipher the correlation and causality of one’s

personal state. For instance, Figure 2.2 shows a simplified Personicle obtained from an actual

user of our system. This Personicle can provide meaningful knowledge of how heavy exercise

affects this user’s resting heart rate and sleep efficiency. We can see from data on Oct 17,

2018, that this user went to the bathroom two times in the middle of the night, which is his

average frequency for the last 6 months. We can also see that his heart rate fluctuated around

50 while he was sleeping during the night. If we compare these observations to those with

data on Oct 18, 2018, we can notice that something came up that can lower sleep efficiency

as well as increasing resting heart rate. On Oct 18, his heart rate during sleep fluctuated

around 70, which is much higher than his normal heart rate range and even similar to when

he was in working event. In addition, he went to the bathroom 6 times during the night,

which is three times higher than usual. From these observations, we can notice that playing

soccer event on the night of Oct 17 could be the reason causing his unusual sleep pattern.

When we analyzed his last 6 months’ worth of Personicle, we could find that he neither

played intense sports nor exercised other than walking for a few minutes at a time. It means

that this user does not get enough exercise for a long time. Thus, we can extract knowledge

from this sequenced chronological observation that a sudden heavy exercise late at night

would affect his sleep efficiency and resting heart rate. Furthermore, Figure 2.3 shows that

this heavy exercise event affected the user’s resting heart rate even for the next one week.
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Figure 2.4: Personicle MVP System Architecture

His normal resting heart rate fluctuated around 55 before the night, but it was increased

by 59 after playing soccer. Given that his average resting heart rate was 55 for the last 6

months, this rapid increase must be an important indicator that can tell about his current

health state.

2.2 Personicle System

When the Personicle project was first initiated in 2013, we designed and implemented a re-

search version of a data pipeline using an Android smartphone and Google Cloud Platform

(GCP) to automate the process involved in extracting, transforming, combining, and load-

ing life logs for further analysis. Recently, this research-oriented system has been entirely
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redesigned and re-implemented with a company called Clearsense for the purpose of creating

an open-source software. With this effort, we released a MVP of Personicle platform in which

we implemented the fundamental features of Personicle, such as data ingestion, data visu-

alization, data processing, and data store. The following architecture shows the high-level

design, which can be further broken down into more discrete modules in later versions.

As shown in Figure 2.4, the Personicle system consists of several layers. The bottom-most

layer, which is the Data Ingestion layer, pulls multimodal data streams from different sources.

In this layer, we not only collect low-level life logs from the built-in sensors in a smartphone,

but also obtain higher-level data through APIs such as Google places1 and Google play

services2. We also provide an interface to connect with wearable devices, such as Fitbit, so

that we can cover all other collectible data in one system. In a future release, we plan to

make it available for other users to add their own data streams into the Data Ingestion layer,

and thus make it an interactive system. In addition, we run several loggers in this layer to

collect the user’s mobile device usages in real-time. The data that we are now collecting is

as follows:

• APIs: Google places (e.g., place type - cafe, restaurant, school, etc.), Google play

services (e.g., latitude, longitude), Fitbit (e.g., activity level, heart rate, resting heart

rate, step count, sleep - start time, end time, efficiency, length of deep sleep, rem

sleep, light sleep and awake), Google Activity Recognition (e.g., in vehicle, on bicycle,

running, still, walking)

• Sensors: ambient light (0 lm - 1000 lm), accelerometer, gyroscope, GPS, step

• Mobile Usages: application usages (e.g., app category, name, duration), media play

(e.g., duration), wifi connection (e.g., ssid, duration), phone on/off count, calendar

(e.g., event, start time, end time, location), call usage (e.g., duration, type - missed,
1https://developers.google.com/places/web-service/intro
2https://developers.google.com/android/guides/overview
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Figure 2.5: Personicle MVP Data Visualization

incoming, outgoing)

Once data is collected in the Data Ingestion layer, it is delivered to the Data Processing

layer through MQTT. The Data Processing layer is built in Nifi to effectively automate and

manage the flow of multimodal data streams. In this layer, we identify Points of Interest (PoI)

by analyzing the user’s frequently visited locations, segment different data streams through

the analysis of physical activity patterns, and build a machine learning model to recognize

daily activities. The Data Processing layer also stores the ingested data, segmented results,

and recognized daily activities to the database as well as sending the aggregated results

back to the Data Visualization layer. The Data Visualization layer depicts the user’s daily

activities and relevant attributes as shown in Figure 2.5. In this layer, we can display a

pie chart that summarizes the daily activities in any given day, where each daily activity is

labeled by different colors. We also provide another graph that can facilitate the comparison

of multiple signals on the same timeline, allowing users to find their correlations if they wish.

Figure 2.6 shows the data model designed for the Personicle MVP. We designed and released
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Figure 2.6: Personicle MVP Data Model

this model with the intent of organizing the various elements of currently collectible data and

then show how they relate to one another, and thus encourage other researchers to participate

in further discussion of a large, comprehensive multimedia database. Indeed, Peng Cheng

Lab (PCL)3 has started redesigning the data model by considering the correlations among

events, measurements (e.g., data streams coming from different data sources), and attributes

(e.g., semantics derived from measurement streams) for their Personicle research. We are

also collaborating with AsterixDB group in University of California, Irvine to redesign our

early data model with AsterixDB [8] to manage all types of big multimedia data more fast

and effectively. As such, the efforts on implementing a real database are underway, but it is

beyond the scope of this dissertation.

3http://www.szpclab.com/
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Chapter 3

From Multimedia Logs to Activities of

Daily Living

3.1 Introduction

Understanding the daily lives of human beings, what people have experienced, how people

have spent their time, when and where they have been and whom they have been with,

has long been the subject of scientific inquiry. This interest has led people in the field of

multimedia to develop scientific approaches to monitoring and analyzing personal lifestyles

and behavioral patterns. Multimedia researchers have tried to extract semantic level infor-

mation from visual content so that they can analyze people’s lives, and even environmental

conditions and social situations. They also have analyzed real-time behavior data, which

is collected via wearable devices, such as smartphones or smartbands, and social media, to

understand more about personal lifestyles and behavioral patterns. However, recognizing

people’s daily lives at higher cognitive and more abstract levels (e.g., working, exercising,

shopping, or relaxing) than low-level multimedia lifelogs (e.g., step count, GPS, venue, or
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physical activity), which makes inferring and predicting people’s lifestyles more intuitive,

remains relatively undeveloped.

Advances in sensor technology have increased the number of quantitative and qualitative

multimedia lifelogs that are captured via wearable devices. Thus, we can now automatically

aggregate and analyze heterogeneous multimedia data streams. Since these data streams

have different granularity and semantics, the data streams need to be correlated by synchro-

nizing them in the context of the application. The synchronized data streams can then be

raised up to higher-level forms, so-called daily activity, by analyzing relationships between

the daily activity and their temporal, causal, spatial, experiential, informational, and struc-

tural aspects [113]. Finally, the personal chronicle of the daily activity can be generated by

chronologically ordering the recognized results [52]. In this thesis, we automatically recog-

nize these daily activities using multimodal data streams from each individual’s smartphone.

Figure 3.1 shows the steps of our recognition approach: collecting multimedia lifelogs, syn-

chronizing and segmenting the data streams, recognizing daily activities, and generating the

personal chronicle.

We consider the problem of modeling an individual to ultimately help them with personalized

health management. We believe that objectively understanding the daily activities of human

beings has a strong potential to improve health research, given that these daily activities and

the sequences of these high-level data abstractions contain their life experiences, behavioral

patterns, and even their feelings. According to Kahneman et al., quantifying information

about time usage and its frequency, as well as stress level, pleasure, and other affective states

of each individual user, is potentially useful for health research [57]. More specifically, they

tried to find this information by identifying each person’s daily activity. Thus, the authors

first conducted a survey categorizing people’s common daily activities, and then described

how to quantify them. Jain and Jalali’s research on objective self models has also shown

that analyzing the personal chronicle of daily activities can be used to build sophisticated
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Figure 3.1: From multi-modal sensor data streams to atomic-interval, daily-activity-interval
and chronicle of daily activities.
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models that will help the monitoring of individual health and building disease models [51].

They built a complete infrastructure for the objective self, but it has not yet had actual

implementations and experimental validations. Thus, with the same goals in mind, we

recognize Kahneman’s common daily activities and generate personal chronicles of the daily

activities in order to build objective self models.

To automatically quantify the daily activity of each individual, the recognition method

should be unobtrusive and effortless, and user tracking should only use common devices.

More importantly, we should not intervene in users’ life patterns by pushing them to do

something or putting them in specific situations in order to recognize their daily activity.

However, one major technical challenge is that this sort of fully-automated tracking is not

always a guarantee of high recognition accuracy [24]. Some daily activities might require

more diverse features than current smartphone sensors, and some others might be user-

dependent or subjective daily activities, which need user feedback for personalization. This

paper describes how to overcome these challenges for fully-automated tracking and explores

to what extent Kahneman’s daily activities can be recognized.

Our approach begins with understanding daily-activity-intervals by classifying every atomic-

interval into a daily activity. We propose the idea that daily activities in a time-line are

similar to objects in two-dimensional pixel space in that both the daily activities and objects

are determined by a correlation between the times/pixels. We first collect multimedia logs

via each individual’s smartphone. Then, the collected logs are used to segment a person’s

day into their daily activities. We use diverse data streams from the person’s smartphone to

classify every atomic-interval into a daily activity. Next, we use interval growing techniques

for determining daily-activity-intervals and their attributes. Then, these intervals are labeled

as the daily activities by using Bagging Formal Concept Analysis (BFCA). Finally, we build

a personal chronicle represented as events.

We believe that recognizing atomic-level daily activities, which can be automatically recog-
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nized, is one important step towards higher-level activity recognitions. Our main contribu-

tion in the area of activity recognition is 1) revealing and quantifying these atomic-level daily

activities with our automated and unobtrusive approach, and 2) increasing the possibility of

automatically recognizing the higher cognitive daily activities, and thus 3) quantifying the

personal chronicle of these daily activities, as in Figure 3.1.

3.2 Related Work

Research on human behavior analysis is not a new area. It has been around for decades in

many different forms. In 1945, Vannevar Bush’s “Memex” vision had already presented a

systematic approach, which organized a person’s life-time knowledge, such as books, records

and communication, by providing a user-authored data store, its linkages, and labels of the

data to understand personal experiences [42, 19]. However, the capability to greatly de-

velop this vision has recently become possible with advancements in technology [42]. The

significant advances in computer storage, processing power, sensing technology, and network

systems have encouraged researchers to participate in the field of human behavior recogni-

tion [51]. Classification techniques have also contributed to the recognition of higher-level

semantics, such as physical activity [10, 116, 62, 46], more so sensor measurements.

There have been several data-driven studies analyzing the contexts or lifelogs of each individ-

ual user. A. K. Dey devised an architecture named Context Toolkit, which would allow the

combination of data resulting in an abstraction that can be used to better understand how

people experience the real-world [1, 28]. They provided higher-level contexts by aggregating

and interpreting lower-level contexts in the conceptual framework. Since the Context Toolkit

was introduced in 2001, the agent for human sensing has moved from the computer-based

toolkit to mobile/wearable sensor-based loggers [14, 20, 36, 49]. With the trend of using the

Internet-of-Things for data-driven studies, the so-called lifelogging, which is focused on a

23



process of pervasively collecting, processing, and reflecting on an each individual’s life expe-

rience data, has become more popular [42]. For example, Gordon Bell recorded many aspects

of his everyday life by capturing a series of real-world images using the wearable camera,

called SenseCam [40, 39], for the purpose of aiding recollection of past experiences. He ex-

pected that “total capture” of daily life would lead to “total recall” of our lives [12, 99]. P.

Wang and A. F. Smeaton have also highlighted the importance of visual lifelogs because they

identify various semantic concepts across individual subjects. They automatically identified

high-level human activities such as eating, drinking, or cooking using SenseCam images, and

data models [110, 111, 112].

Many human activity recognition systems have been based on situation specific capture.

MIT’s “PlaceLa” installed hundreds of sensors in all parts of a home seeking to automatically

record activities [99]. Kasteren et al. collected location data and voice labeled annotations

for each activity, such as breakfast, sleeping, or toileting, from the house. They constructed

a probabilistic model using a hidden markov model (HMM) to predict future sensor read-

ings [107]. Research on situation specific capture has drawn much attention in Activity of

Daily Living (ADL) recognition. To automatically recognize ADL (e.g., toileting, grooming,

bathing, showering or sleeping, etc.) for the purpose of preventative medical monitoring or

building a smart home, researchers have set up low-cost sensors at critical locations in a

home [104, 37, 107, 22, 79, 50] and then have predicted activities using naive bayes classifier

[104, 69], HMM [107], ontologies and semantic reasoning [22], and Formal Concept Analysis

[79], etc. Luštrek et al. used smartphone data, such as location (GPS), physical activity (ac-

celerometer), and sound, and combined machine learning algorithms and symbolic reasoning

to recognize high-level activities of a diabetic patient [69].

Another research group seeks to segment events on a lifelog of images. Doherty and Smeaton

extract MPEG-7 features from images, such as accelerometer sensor values, light-level, ambi-

ent temperature, and passive infrared, and compare the similarity to those of adjacent images
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for the purpose of event segmentation [30]. There is another group who plans to recognize

Kahneman’s daily activities by analyzing taken photos from smartphones [7]. However, to

the best of our knowledge, there is no approach for daily activity recognition that begins

with understanding physical activity patterns by using non-visual smartphone lifelogs, and

then gradually finding daily-activity-intervals in order to recognize daily activity. Moreover,

we have not seen any approach to identify atomic-level daily activities to recognize higher

cognitive and more abstract levels.

3.3 Methodology Overview

In this section, we describe our overall methodology for recognizing daily activity. We first

explain what daily activity is, and then finalize the target corpus of the daily activity. Next,

we categorize the daily activity corpus into three levels that describe their characteristics in

terms of recognition possibility. Lastly, we provide the definitions of each daily activity. Since

we ask our participants to label their daily activities with the exact name of that moment,

we must synchronize the exact meaning of each daily activity. We refer to dictionaries,

such as the Oxford and Cambridge English Dictionaries, and modify the meanings to match

our contexts. We explained these definitions to each participant, and encouraged them to

correctly label their daily activities according to the definitions.

We consider that daily activity is a brief name for each episode, such as “commuting to

work” or “eating lunch”, that can generally happen in the daily lives of human beings. Thus,

we think that the continuous series of the daily activities can imply the person’s lifestyle,

behavioral patterns, and even their feelings. Kahneman et al. have also insisted that quan-

tifying these daily activities would potentially be useful for research on human well-being.

Furthermore, they have tried to categorize common daily activities by conducting a survey,

and suggested 16 common daily activities. We refine our daily activities into Kahneman’s
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Table 3.1: Kahneman’s daily activity on concept levels

Level 1 Level 2 Level 3
Still Working Watching TV

Walking Commuting Preparing food
Running Exercising Socializing
Cycling Religious event Housework
Driving Shopping Intimate relations

Direct communication Eating Relaxing
Remote communication Using toilet Taking a break
On the smartphone Home event Sleeping

daily activity corpus, which has already been verified for human well-being research [57].

We classify Kahneman’s common daily activity in three levels. The level definitions are as

follows:

• Level 1 (L1): a daily activity which can be automatically recognized. It can be seen

as the atomic-level.

• Level 2 (L2): a daily activity which has the possibility of automatic recognition in

the near future using sensing technology, but can not yet be recognized.

• Level 3 (L3): a daily activity which is not possible to be automatically recognized,

but is soon to be recognized once richer data is gathered. We also deem subjective or

user-dependent daily activities as level 3.

Since there are limits and restrictions on smartphone-based recognition, such as the lack

of sensor data, or difficulties in understanding user-dependent or subjective activities, we

think that it is not possible to recognize all the daily activities at the current stage. Our

approach is to focus on recognizing daily activities, which can be automatically recognized

via smartphone first (atomic-level), and then gradually try to recognize the daily activities

which have a high possibility of automatic recognition (L2). Once the daily activity is

recognized, we start considering that activity is the atomic-level activity, and using it as an
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attribute for other daily activity recognitions. Table 3.1 is the classification of Kahneman’s

daily activities in these three levels. In this thesis, we refine the target activities to L1 and

L2 activities, and see to what extent L2 activities can be automatically recognized.

We define Kahneman’s L2 activities based on their dictionary definition. People might have

different definitions for each daily activity. Thus, we provide them with the following general

definitions for correctly labeling their daily activities:

• Working: the activity of doing a job at the workplace (indoors)1.

• Commuting: the activity of traveling regularly between work and home1.

• Exercising: the activity of performing physical actions to make or keep your body

healthy1.

• Religious event: the activity occurring at religious places.

• Shopping: the activity of looking for things to buy in a shopping mall1.

• Eating: the activity of taking food in a restaurant2.

• Using toilet: the activity of going to the bathroom.

• Home event: the activity occurring in a structure in which a person lives, esp. a

house or apartment1.

3.4 Life logging

Lifelogging signifies the process of gathering, processing, and storing data regarding personal

life experiences [42]. We collect, process, and record a user’s contextual information while
1http://dictionary.cambridge.org/us/dictionary/english
2http://www.oed.com/
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the user is carrying their smartphone. As shown in Figure 3.1, each exclusive data receiver,

which is responsible for the generation of each data stream, pulls or processes the collectable

data independently using built-in smartphone sensors and different APIs. The agent is

always running in the background of each smartphone, logging the data without any user

interventions, and storing the derived results locally on the device for user-studies. We collect

the following lifelogs:

• time: time_window (e.g., 20161028_59), time_band (e.g., 0: 00:00 - 03:59, 1: 04:00

- 07:59, 2: 08:00 - 11:59, 3: 12:00 - 15:59, 4: 16:00 - 19:59, 5: 20:00 - 23:59), week (e.g.,

0: week, 1: weekend), long_time (e.g., 1477655468)

• location: latitude3, longitude3, venue_name3 (e.g., [Cheesecake Factory, Starbucks,

Yogurt Land]), venue _type3 (e.g., [restaurant, cafe, food]), venue_likelihood3 (e.g.,

[30%, 10%, 5%]), point_of_interest

• activity: activity_type3 (e.g., [still, walking]), duration3 (e.g., [250, 50]), activity_level

(e.g., 0.4012)

• phone oriented lifelog:

1. application: count, name (e.g., [off, Facebook]), category4 (e.g., [none, commu-

nication]), duration (e.g., [200, 100])

2. photo: count, concept5 (e.g., [person, pasta, dish, man, woman])

3. media: play time

4. sound setting: silence, bell, vibration

5. calendar: event (e.g., birthday party), where (e.g., Cheesecake Factory), start_time,

end_time

3https://developers.google.com/android/guides/overview
4https://play.google.com/store
5https://clarifai.com/
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Table 3.2: Atomic-interval sample dataset. a1: still, a2: walking, a3: running, a4: bycle, a5:
vehicle

atomic
interval

activity
level

activity
type

venue
type ... app

type
59 0 [a1] building ... -
60 1.15 [a1,a2,a1,a2] route ... fitness
61 1.99 [a3,a2,a1] park ... music
... ... ... ... ... ...
288 0 [a1] building ... music

We collect not only low-level lifelogs, such as latitude and longitude, but also high-level

semantics. For example, we provide venue name set (e.g., [Cheesecake Factory, Starbucks,

Yogurt Land]), which is the exact names of a given GPS point, and the categories of that

venue (e.g., [restaurant, cafe, food]). Considering one GPS point may contain multiple

venues, we also provide the probabilities of being at each venue (e.g., [30%, 10%, 5%]). In

addition, we analyze the places the user frequently visited, and provide the user’s point of

interests. Furthermore, we accumulate a sequence of the user’s physical activity, calculate

activity level, which is an average score of the physical activity set [86], and then provide

these as high-level lifelogs.

Since these lifelogs are collected as data streams, and they have different granularities and

semantics, we must synchronize the data streams by correlating them with a periodic time-

interval. We define this periodic time-interval as atomic-interval. Atomic-interval is a 1 x

N matrix having N kind of lifelogs collected for a given time-interval. Each row in Table

3.2 shows the atomic-interval. The numbers in the first column indicate the order of the

atomic-interval of the day. The sequentially collected lifelogs, such as activity type, are

chronologically collected in an array. Average value, such as activity level, calculated based

on pre-defined weights and their amount. Semantic data, such as activity type, venue,

photo concept, or application category, are gathered by trustworthy APIs. The length of

the atomic-interval can be decided by the designer depending on the precision requirement

of the application, and thus there can exist the following separated atomic-intervals per day
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if we assume the unit of interval as minute.

number_of_atomic_intervals =
24hours× 60minutes

time_interval
(3.1)

We organize these atomic-intervals as json format in Figure 3.1, and then store them in the

mobile phone database. We also define daily-activity-interval as a length of the daily activ-

ity. This daily-activity-interval can be determined by using our interval growing technique.

This technique analyzes the characteristics of sequential atomic-intervals, and groups similar

atomic-intervals together to make the daily-activity-interval. This is also shown in Figure

3.1.

3.5 Daily Activity Recognition

3.5.1 Daily Activity Segmentation

Daily activity segmentation is the process of partitioning a day into multiple sets of daily-

activity-intervals. We pull diverse data streams from a user’s smartphone, synchronize each

data stream by using atomic-intervals, and then segment a day with our interval growing

technique when chronological atomic-intervals have similar patterns of physical activity. For

these reasons, determining a length of the atomic-interval must be the first step. We have

proven that a five-minute time interval can be a reasonable amount for the atomic-interval.

We have tried to find situation transition moments by comparing the similarities of sequential

five-minute atomic-intervals, and then proved that this amount of time can be a base unit of

daily activity segmentation [86, 53]. Thus, we use five-minutes as the length of the atomic-

interval, and then divide a day into 288 atomic-intervals. Most importantly, we assume that
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indications of the changes of physical activity pattern can be involved in the changes of

other attributes, which can be considered as ending one daily activity and starting another.

For example, let’s say a user has been working at the office, and he has been sitting on the

chair. After 10 minutes, if he moves towards the cafeteria for lunch, we recognize this change

of physical activity, segment this moment, and make a daily-activity-interval by segmenting

from the first atomic-interval to now. In other words, our daily activity segmentation focuses

on the interval-growing technique appropriate for daily activity segmentation in which the

relevant atomic-intervals are identified by the patterns of physical activities.

Binary Interval Growing (BIG): More specifically, we apply our binary interval growing

technique to determine whether consecutive atomic-intervals have similar patterns of physical

activities. In order to compare the similarities, we classify each atomic-interval into the

moving or the non-moving type of interval, and then deal with the atomic-intervals as one

or the other. Algorithm 1 shows the procedures of how to segment atomic-intervals into

daily-activity-intervals. We first set up a seed atomic-interval Sj, and then keep calculating

δ(i) every five minutes to determine the similarity between sequential atomic-intervals. δ(i)

can be represented by the following formula:

δ(i) = ‖f(S ′j)− f(I ′i)‖22 (3.2)

where S ′j is {lj, tj}, I ′i is {li, ti}, f(x) is a classification algorithm to classify the non-moving

(0) or the moving (1) type of atomic-interval, and δ(i) is a distance between Sj and Ii. Thus,

we segment atomic-intervals when δ(i) is equal to 1, and then make a daily-activity-interval

by segmenting from Ij to Ii. For example, if the type of the seed atomic interval is non-

moving, then f(S ′j) is equal to 0. After 5 minutes, if the type of the current atomic-interval

is also non-moving, f(I ′i) will be 0, and thus δ(i) is also equal to 0. However, after another

5 minutes, if the type of the current atomic-interval is moving, f(I ′i) will be 1, and we

will finally get δ(i) = 1. Then, we segment this moment, make a daily-activity-interval by
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Algorithm 1 Solution for BIG
Input: current atomic-interval Ii, seed atomic-interval Sj

Output: daily-activity-interval set R;
1: Set Sj = Ii if i = 0 and j = 0, or Sj = ∅, and then

set k = 0;
2: repeat
3: Wait for next atomic-interval, Ii = Ii+1;
4: Extract activity level li, and total amount of moving

time ti from Ii;
5: Extract activity level lj , and total amount of moving

time tj from Sj ;
6: Calculate δ(i);
7: Make a daily-activity-interval rk by segmenting from

Ij to Ii, increment k and j, set new seed atomic-interval
Sj = Ii if δ(i) = 1;

8: until the system is terminated.
9: return R

segmenting from Ij to Ii, and repeat this process again.

3.5.2 Daily Activity Recognition

To recognize the daily activities, we now build a common daily activity model. Westermann

et al. have built a common multimedia event model by identifying the global unique prop-

erties of each individual event. This model addresses several fundamental aspects of events,

such as temporal, spatial, experiential, causal, structural, and informational aspects [113].

Specifically, Westermann et al. approach the common event modeling by understanding

physical (e.g, event occurrence time stamp and interval), logical (e.g, temporal domain), and

relative (e.g, temporal relationships to other events) relationships between each aspect and

an event. We bring in these general aspects as the categories of our modeling attributes, and

modify the physical, logical, and relative components to match the daily activities.

We build the common daily activity model by using Formal Concept Analysis (FCA) based on

these general aspects of events. FCA is one powerful technique when data sources are limited,

and even when they are uncertain, due to its specialty for discovering implicit information
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Table 3.3: Simplified cross table defining relationships between daily activity and their at-
tributes.

Attribute
Walking

(Experiential)
Medium time-duration

(Temporal)
Work

(Spatial)

O
b
je

ct Working X X
Using Toilet X X
Commuting X X

Figure 3.2: Sample concept lattice derived from Table 3.
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based on pre-defined binary relationships between object and attributes. FCA can be applied

for daily activity recognition as follows. One daily activity D can be represented by a triplet

T = (D,A,R), where A is a set of attributes, and R is the binary relationships between D

and A, R ⊆ D × A. Once each daily activity is defined by the triplet, the triplet can then

be converted into a cross table (e.g., Table 3.3). Then, all possible formal concepts (Xi,

Yi), where Xi ⊆ Di, and Yi ⊆ Ai, are extracted from the cross table, and then are set up

as nodes in the concept lattice, which is a graphical representation of the partially ordered

knowledge. The hierarchy of formal concepts can be constructed by the following relations:

(X1, Y1) ≤ (X2, Y2), if X1 ⊆ X2 ↔ Y1 ⊇ Y2 (3.3)

Xi and Yi satisfy the following relations:

X
′

i = {ai ∈ Ai | ∀di ∈ Xi, (di, ai) ∈ Ri} (3.4)

Y
′

i = {di ∈ Di | ∀ai ∈ Yi, (di, ai) ∈ Ri} (3.5)

Table 3.3 shows the simplified relationships between daily activity and their attributes. In

order to build the FCA model, formal concepts should be derived from the cross table, such

as (Working, {Medium time-duration, Work}), (Using Toilet, {Walking, Work}), (Com-

muting, {Walking, Medium time-duration}), ({Working, Using Toilet}, Work), ({Working,

Commuting}, Medium time-duration), and ({Using Toilet, Commuting}, Walking). These

formal concept pairs become each node in the concept lattice, and their hierarchy is deter-

mined by formula (3). Figure 3.2 shows the concept lattice reflects the partially ordered

knowledge between each node. The top node and the bottom node indicate ({Working, Us-
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ing Toilet, Commuting}, ∅), and (∅, {Walking, Medium time-duration, Work}), respectively.

To navigate the concept lattice to obtain the expected results, depth first search is carried

out with input attributes. For example, if input attributes are Medium time-duration and

Work in Figure 3.2, these two nodes will indicate one daily activity, Working.

Basically, FCA finds an expected result depending on the structural similarity between an

input attribute set and pre-defined attribute sets. Thus, different kinds of input attributes

can significantly affect the structural similarities. Because of this, it is necessary to estimate

what attributes are important keys to separating each different daily activity, and find all

unique daily activity structures composed of those attributes. Moreover, we also need an

effective method for estimating missing data while maintaining accuracy, considering that

we recognize the daily activities in real-time on smartphone, and the smartphone status will

not always be in the best condition. Lastly, given that the amount of actual user data is not

always enough to train a powerful model, we also need to come up with how we can make

a strong learner by using a group of weak learners. We believe that an ensemble classifier

that consists of many concept lattice bags, and its voting process to obtain a majority result

from all the recognitions, helps to overcome these challenges. We suggest Bagging Formal

Concept Analysis (BFCA), which applies the ensemble approach to FCA, in order to solve

those challenges. Bagging Formal Concept Analysis (BFCA) consists of the following steps:

1. Categorize all the labeled daily-activity-intervals, which obtained from 23 participants

for two weeks, by each daily activity.

2. Make n number of classifiers where n is the number of the recognizable daily activity,

make m number of bags per classifier, and bootstrap training data for each bag.

3. In each bag, use one third random attributes p
3
, where p is the number of total at-

tributes, and extract all unique relationships between the labeled daily activity and

their randomly picked attributes.
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4. Build the cross table in each bag by using those unique relationships, and generate the

concept lattice. This concept lattice only determines whether the given input attribute

set can be the labeled daily activity.

5. When an input attribute set is given, which is an unlabeled daily-activity-interval, we

navigate all the concept lattices for each daily activity classifier, calculate the possibility

of being each daily activity, and then choose the highest possibility among the results.

Given that FCA requires discrete attributes, we convert our time-series values C, such as

activity level, or time duration of daily-activity-intervals, into discrete space, such as w-

dimensional space
{
high,medium, low

}
, by a vector C̄ = c̄1, c̄2, ..., c̄i. We use a discretization

technique, SAX (Symbolic Aggregate ApproXimation), which reduces the time series of

arbitrary length n into the w-dimensional space by the following equation [68]:

c̄i =
w

n

n
w
i∑

j= n
w
(i−1)+1

cj (3.6)

3.5.3 From Activities to Events

We proceed to create events with all facets by using all collectible data sources from multiple

devices. We insist that an event is just a single unit in itself, but it can form the chronicle

once it is stored in the database. Thus, we store all the recognized daily activities in the

database as events with as many data sources as possible, such as Personicle in Figure 3.1,

and quantify the chronicle. This personal chronicle can then be used to model the person

by using learning techniques and relating them to biomedical or behavioral signals. In the

current version, we use only the signals from smartphones, but pulling heterogeneous signals

from multiple devices, and then analyzing a person with all the facets of the events will be
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Figure 3.3: The system running for daily activity segmentation and recognition.

an important topic for further research.

3.6 Experimental Validation

We implemented an android application to test our segmentation and recognition methods.

As shown in Figure 3.3, we asked 23 participants to give feedback on the results of their

segmentations as well as label their daily activities for each segmented result during an

average of two weeks. We stored all the collected lifelogs in their smartphone database, and

then gathered these databases after the experiment had been completed. The total number

of collected daily-activity-intervals was 35,967.
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Table 3.4: Overall segmentation results of 23 participants.

Algorithm Segmentation accuracy
Best Jc Worst Jc Average Jc Stdev

BIG 0.9583 0.7896 0.9050 0.0432
Clustering 0.7841 0.5803 0.6564 0.0601
Thresholding 0.8556 0.4370 0.5863 0.1467

3.6.1 Segmenting User’s Day

We assume that segmentation moments can mostly be affected by their adjacent atomic-

intervals since atomic-intervals are on a one-dimensional time-line. Thus, interval growing

based approaches, which compare contiguous atomic-intervals, must show better performance

for the daily activity segmentation than those of statistical methods using all collected lifel-

ogs. To verify the performance of BIG, we compare the BIG results to 1) ground truth,

which was obtained by participants’ feedback, and 2) the results to those of statistical tech-

niques, such as clustering (k-means), and thresholding (otsu). We use the jaccard coefficient,

which has the obvious advantage of similarity evaluation between two sets of binary data,

for verifying the performance. The jaccard coefficient is calculated as follows:

Jc(A,B) =
|A ∩B|
|A ∪B|

(3.7)

where A is the ground truth and B is the algorithmic result. We see if BIG can be uniformly

applied in all the users by achieving relatively higher results than those of other algorithms.

For this reason, we handle each user’s experimental data separately, calculate each user’s

jaccard coefficient, and then compare the best, worst, and average results as in Table 3.4.

We prove the BIG’s performance by comparing the results to the statistical approaches.

From the results in Table 3.4, we can see that the average accuracy of BIG is higher than

those of the others. Even the worst result of BIG is almost similar to or a little less than
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other techniques’ best results. Furthermore, the standard deviation of BIG shows that each

user’s accuracy is nearly the same; however, we can also see a 0.1687 difference between the

best and worst accuracy. There are two reasons. Given that we depend on the API results

for physical activity prediction (e.g., still, walking), some incorrect API results may lead to

incorrect segmentation results. More specifically, the API returns “walking” or “in vehicle”

activity when a user slightly shakes his legs or has minute-long movements. We found that

the user who obtained the worst result in BIG had many of these cases, and thus these

unexpected cases resulted in the incorrect segmentations results. The different awareness of

segmentation moments between users and us also caused the incorrect results. We handle

5 minutes time-intervals, and thus we don’t consider the short changes as segmentation

moments. For example, if a user walks only for 5 or 10 seconds, and then immediately starts a

non-moving activity, we consider this as one continuous non-moving segment given 5 minutes

length of granularity. However, some of the users who participated in our experiment gave

feedback many of these moments were segmentable moments.

The lower result of clustering and the thresholding technique show that reflecting past physi-

cal activity patterns for current segmentation moments can cause a bed effect on segmenting

results. For example, if a user is a very active person, those techniques will not segment small

movements even though these are a sufficient amount for the daily activity segmentation.

3.6.2 Recognizing Daily Activity

With the identified daily-activity-intervals, we now try to recognize L2 daily activities. 23

participants had labeled L2 daily activities on these daily-activity-intervals.

In the lifelogs, we observed that at times our system was unexpectedly killed by OS, which

made the data discontinuous. At other instances, participants did not label their segmented

results, or the participants’ phones ran out of battery. We tried to avoid these exceptional
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cases by immediately restarting the system when it was terminated by OS, or asking the

user to label the segments with the pop-up messages in the system. However, there were still

many non-labeled and non-consecutive segments. We first clean these unclear data in order

to precisely verify the performance of recognitions, and thus the total number of considered

daily-activity-intervals are 15,087 samples of 35,967. And then we split these samples into

30% training dataset, and 70% test dataset to show that the model of BFCA can be robust

despite the relatively small training dataset.

In order to maximize the recognition performance, we assume that each daily activity has

a specific combination of the common event attribute sets that most represent the daily

activity. This means that all the aspects of the common event model (e.g., temporal, spa-

tial, experiential, structural, informational, and causal aspects) are not vital elements for

every daily activity recognition. For example, according to the definitions in Section 3, the

“Commuting” activity, which refers to the activity of traveling regularly between work and

home, can be recognized by only using spatial (e.g., work or home), structural (e.g., L1 daily

activity, such as going, or still), and causal (e.g., the relations between current and previous

daily activity) aspects. To verify this idea, we experimented with the different combinations

of the common event model aspects, and figured out the best combinations by calculating

their accuracy. We roughly use 10 bags of concept lattice for this experiment, and thereby

calculate their f-measures to see the weighted harmonic accuracy between precision and re-

call. From the results in Table 3.5, we can see that some combinations of the attributes have

better results than those of others, such as S5 for D1, D6, D7 and D8, and S6 for D2. It

shows that unnecessary information results in the confusion of modeling, and thus we use

the specialized combination sets for each daily activity modeling.

We now try to find the best number of concept lattice bags, which also can maximize the

recognition performance. First, we train separate BFCA models on different numbers of

bags, which are from 1 to 1000, by using the selected attribute sets. Then, we experiment

40



Table 3.5: F-measure (%) for combination of attribute sets. D1: Commuting, D2: Eating,
D3: Exercising, D4: HomeEvent, D5: ReligiousEvent, D6: Shopping, D7: UsingToilet,
and D8:Working. S1: Temporal + Experiential, S2: Temporal + Spatial, S3: Spatial +
Experiential, S4: S1 + Spatial, S5: S4 + Causal, S6: S5 + Structural aspect.

Attribute set combination
# sample S1 S2 S3 S4 S5 S6

D
ai
ly

A
ct
iv
it
y

D1 393 66.7 66.7 55.5 75.6 90.4 76.6
D2 404 28.2 71.9 43.2 70.7 77.8 79.6
D3 15 0 100 100 100 100 100
D4 10698 60.6 94.7 65.6 91.8 96.6 96.6
D5 588 0 98.5 98.5 97 76.4 98.5
D6 53 0 40 22.2 25 44.4 40
D7 28 56.3 0 38.5 9.5 81.2 55.2
D8 2908 6.9 69.5 44.9 81.8 90.3 89.1

Figure 3.4: The Variations of BFCA accuracy on different number of concept lattice bags.

Table 3.6: Confusion matrix of the BFCA. D1: Commuting, D2: Eating, D3: Exercising,
D4: Home Event, D5: Religious Event, D6: Shopping, D7: Using Toilet, and D8: Working.

Predicted (%)
D1 D2 D3 D4 D5 D6 D7 D8

D1 95.8 0 0 4.2 0 0 0 0
D2 0 97.8 0 0 0 2.2 0 0
D3 0 0 100 0 0 0 0 0
D4 0 4.3 0 95.7 0 0 0 0
D5 0 2.9 0 0 97.1 0 0 0
D6 0 16.7 0 0 0 66.7 16.7 0
D7 5.3 0 0 0 0 0 94.7 0

T
ar
ge
te
d
(%

)

D8 5.6 9.3 0 0 0 0 0 85
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Table 3.7: Accuracy for the daily activity recognition on 23 participants.

Precision Recall F-measure
FCA 0.2522 0.5114 0.3378
BFCA 0.9098 0.9204 0.9151
Decision Tree 0.6604 0.6826 0.6643
Random Forest 0.7358 0.7464 0.7411
Support Vector Machine 0.6981 0.7081 0.7031

with the daily activity recognition on those trained models, respectively, by using the same

test dataset. Finally, we calculate their f-measures to see what numbers of bags would return

the best recognition accuracy. Figure 3.4 shows the variations of accuracy on the different

number of bags. In our results, we can see that the accuracy for under 700 bags is nearly the

same; however, the accuracy rapidly decreased by 0.7191 once bags are over 800. Basically,

the higher the number of bags, the higher the recognition performance in ensemble technique.

However, a large number of bags in BFCA can confuse the voting process given that these

bags can make all the classifiers robust. Therefore, among the good results under 800 bags,

we choose the best accuracy, 0.9147 (bags=200).

Then, we build the confusion matrix to see the specific results of each daily activity recogni-

tion. In Table 3.6, we can see that 5 minutes length of granularity results in an ambiguous

segmentation boundary between “Commuting” activity and “Home Event” activity (4.2%).

We also can see that randomly picked p
3
attributes cause confusion in the daily activity mod-

eling. For example, “Home Event” activity can be considered as “Eating” activity (4.3%),

and “Shopping” activity can be classified either as “Eating” (16.7%) or “Using Toilet” activity

(16.7%), if spatial aspects are missed. However, the overall accuracy of all the daily activity

recognition (>90%) shows that using the randomly picked attributes, and a certain number

of concept lattice bags can minimize the misclassification of daily activities. This is proven

in Table 3.7.

As shown in Table 3.7, BFCA has greatly improved the recognition performance compared

to the FCA. FCA only depends on the structural similarity between an input attribute set
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and pre-defined relations. Thus, it sometimes recognizes multiple daily activities if they have

similar structures to the pre-defined relations. This issue is a critical problem, which can

cause lower performance, given that FCA does not have any statistical methods to choose

the most probable result. The result of BFCA shows that applying a statistical method to

FCA, such as the ensemble approach, can be one solution to overcome the problem.

Since BFCA brings the idea from random forest, which uses the ensemble technique bagged

by decision trees, we also compare BFCA to random forest. In Table 3.7, we can see that

BFCA has better results than the random forest. Basically, our dataset is imbalanced data

because some daily activities occupy the better part of the day. For example, the “Sleeping”,

“Home Event”, and “Working” activities used to be the majority of the daily activities.

Moreover, these daily activities mostly share similar lifelogs to each other, and thus the

decision tree and random forest must have difficulty clearly classifying them. This can also

explain why the support vector machine, which is one of the most powerful classification

algorithms, has lower recognition accuracy than BFCA.

3.7 Conclusion

Kahneman, who is a Nobel Prize winner, showed the importance of daily activities in human

life experiences. This paper builds towards the research to develop techniques for objectively

and automatically understanding the daily lives of human beings via common wearable

devices. Specifically, this paper focuses on recognizing human daily activity to understand

their lifestyle and behavior patterns for the purpose of building objective self model. Thus,

it describes the methodology behind automatically recognizing daily activity with the goal

to build a personal chronicle. We develop a logging application that runs on Android device,

collects data, and converts the data into personal chronicle. Using the chronicle, one may

proceed to determine individual models using machine learning techniques. Such models may
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play very important role in applications for health and behavior modification. We begin with

synchronizing multimodal data streams by using atomic-intervals, and then use an interval

growing technique for determining daily-activity-intervals and their attributes. Next, we

use the common event model and BFCA to classify each daily activity. Lastly, the daily

activities are stored in the database and consist of the chronicle of daily activities. Results

obtained across different FCA and classification algorithms show the potential of such an

approach for recognizing daily activities. Further research would allow for increasing the

number of detectable atomic-level daily activities by combining more heterogeneous and

higher cognitive multimedia logs, and thus recognizing more various daily lives.
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Chapter 4

Multimodal Food Journaling

4.1 Introduction

You are what you eat.

The foods and drinks we put in our bodies have a direct impact on our health and well-

being. There have been numerous medical studies showing that unhealthy dietary habits

can be a major cause of diseases such as obesity, kidney disorder, CVD1, cancer, and diabetes

[60, 105]. Clearly a well-balanced diet is very important to stay healthy.

Food journaling has been demonstrated to encourage people to develop healthier dietary

habits since it provokes self-reflection that can play a significant role in behavior change.

Therefore, health care professionals and people who suffer from health-related disorders

have tried to maintain a food journal so that they can analyze the health effects of their

dietary intake [115]. However, even though food journaling has been the main method of

monitoring dietary intake for a long time, unobtrusive ways of keeping a food journal remain

relatively undeveloped.
1Cardiovascular disease
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Figure 4.1: Assessing an enhanced ecological moment of eating activity through Personicle
based food journaling.
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The traditional method of keeping a food journal is manually recording meals in as much

detail as possible by including the portion size, number of servings and calories, time, lo-

cation, or even the people around us. This detailed description is effective, but it is very

easy to forget or procrastinate logging food entries, which then results in more difficulty

recalling meals eaten or even early abandonment of the journaling process. Although re-

markable technical progress in automating the food journaling process has been made, it

is still highly dependent on the user to take initiative and then requires them to do things

such as taking pictures of their food, scanning barcodes, or searching for foods in a food

database. These methods tend to be unreliable and require many actions on the user’s part

which can then lead to the problems endemic, such as inaccurate or missed food entries and

early abandonment.

There are currently two main challenges in improving food journaling: (1) triggering a

food journaling process in a timely, proactive manner, and (2) improving the reactive self-

reporting procedure while preserving high measuring accuracy. In this thesis, we offer an

alternative method to current food journaling through a event-triggered Ecological Momen-

tary Assessment (EMA). We try to consider both the proactive and reactive perspectives

that can unobtrusively enhance the event-triggered EMA as in Figure 4.1 and thus move

forward as fully-automated food journaling.

To solve the first challenge in food journaling, a timely reminder is essential. The best time

for food journaling is when people start eating a meal since they know what they are eating

at that moment. Thus, our approach begins with finding eating moments so that we can

trigger a food journaling process at the correct time. More specifically, we find two kinds

of eating moments; one is “eating at a restaurant”, and the other one is “eating at home”.

Our previous research [84, 86, 53, 52] has developed technology to automatically recognize

the former eating moment through smartphone based Personicle, which provides a person’s

time-ordered list of daily activities. However, there have been difficulties recognizing “eating
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at home” due to the lack of available smartphone sensors. In this thesis, we try to solve the

latter problem by pulling heart rate signal in Personicle.

We then try to keep a food journal through what we call the event-triggered EMA. To do this,

we provide an environment that the user can log their meals by describing what they just ate

via voice commands. Essentially, taking pictures of foods and barcodes to create food entries

have shown to be inaccurate or inconvenient. For this reason, we offer an alternative, which

is to use the voice commands to create food entries by using speech-to-text technologies and

natural language processing. Meanwhile, the Personicle system automatically assesses the

user’s ecological moment by including the food entries as well as various contexts of the

eating moment and thus unobtrusively complete the event-triggered EMA.

Our main contribution in the area of food journaling is 1) providing an event-triggered EMA

to automate the food journaling process, thereby 2) encouraging people to keep a well-

balanced diet, as well as 3) helping them develop healthier dietary habits. We make these

contributions by providing a general eating moment model that can automatically recognize

the starting moment of eating, and then prompting the user to begin a voice command food

journaling method. We validate our approach with an experiment for 3 months with 3 users

who are using the Personicle system with Fitbit Charge 2 or Blaze. Our food journaling

scenario is as follow:

1. Users install Personicle on their Android phone and start using it with a Fitbit device,

such as Charge 2, Blaze, Ionic, or Versa, which are the most common devices in the

market.

2. After a cold start period lasting a week, the Personicle system starts requesting the

voice command food journaling whenever it recognizes a starting moment of breakfast,

lunch, or dinner. It generates a unique pattern of vibration so that it can let the user

know that it’s time to make a food journal.
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3. Then, the user simply speaks whatever he is eating at that moment, such as “I’m eating

a slice of pizza with buffalo wild wings and a cup of Coke for lunch”.

4. After that, the Personicle system extracts food items (e.g., pizza, buffalo wild wing,

coke), quantity of the food (e.g., one slice, a cup), and meal type (e.g., lunch).

5. Finally, the Personicle system makes an event-triggered EMA by capturing other con-

texts around the eating moment, such as glucose level, stress level, emotion, weather,

location, other people with the user, or even past events before the eating activity.

4.2 Related Work

Food journals are currently the most commonly used method for analyzing dietary intake.

An early method of keeping a food journal was through anecdotal summaries, such as lengthy

interviews and questionnaires [75, 26]. This method has shown to be a cumbersome and in-

efficient way of monitoring dietary intake. Recall-based paper diaries have been another

popular alternative to understanding dietary habits of people [17]. However, both of these

methods as of recently have been phased out in favor of mobile food journals driven by ad-

vancements in technology. Commercial mobile applications such as MyFitnessPal2, Fitbit3,

or Bixby Vision 4, support food databases so that users can easily and accurately log calories

and nutritional information. Utilizing databases takes the guess work out of logging calories

and result in more accurate food journals. Additionally, most of these mobile applications

also support features such as barcode scanners and shortcuts for commonly eaten foods in

order to quickly journal food information [106]. However, even though these technologies

increase convenience and usability for maintaining a food journal, it is still highly dependent

on the user to take initiative and remain consistent in their food logging [92].
2https://www.myfitnesspal.com/
3http://www.fitbit.com/
4https://www.samsung.com/global/galaxy/apps/bixby/vision/
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Researchers in the field of computer vision have started to incorporate food image recognition

in order to make food journaling more convenient and consistent for users. They have ad-

dressed the challenges in image recognition by developing machine/deep learning algorithms

to recognize food items [25, 15, 56, 59, 76, 119]. For example, FoodLog has contributed to a

record of users’ food intake simply by taking photos of their meals [5, 4]. It also allows users

to input textual descriptions based on image retrieval techniques. This kind of approach

mainly uses mobile applications or wearable cameras (e.g., DietCam [61], Menu-Match [11],

FoodCam [59]) for food recognition, assessment, and journaling. In addition to food image

recognition, food quantity estimation has been another important aspect of the research to

automate the assessment of food intake. [91, 89, 108]. However, the classification of food

image is still a very difficult task and is still fairly inaccurate, since there are various con-

founding factors, such as visually similar foods, home made foods, quality of photos, and

lighting conditions [92].

Another important challenge of automated food intake monitoring involves eating moment

recognition. Since Stellar et al. recognized eating event by measuring tongue pressure

through oral strain gauge in 1980s [102], researchers have used various sensing modalities

for eating moment recognition. One of these modalities used an acoustic sensor to monitor

swallowing and chewing sound through the ear, laryngopharynx [98], or neck [117, 23]. Some

others have utilized on-body inertial sensor to detect eating or utensil (e.g., fork, spoon)

gesture [105, 9, 55, 31]. More recently, researchers have looked to analyzing the heart rate

response for eating moment recognition. Shinji et al. analyzed short-term and long-term

features of heart rate changes, and revealed that there is another heart rate peak after eating

for few hours [48]. Despite all the progress made in this field, most of these proposed methods

are impractical for real-life usage, requiring multiple on-body sensors, or suffer from several

limitations, such as weak gesture model, or experimental constraints (e.g., time, situation).

To the best of our knowledge, there is no approach seeking for unobtrusive food journaling

that automates the process of keeping a food journal by utilizing all the contexts around
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eating activity. The biggest difference our work offers is that we generate a event-triggered

EMA by automatically assessing ecological moments of eating activity at the correct time.

4.3 Eating Moment Recognition

We try to trigger a food journaling process for two different kinds of eating moments, “eat-

ing at restaurant”, or “eating at home”. Currently, we have successfully recognized eating

activity if people are eating outside of their homes, such as restaurants, or their favorite

breakfast/lunch/dinner spot [84]. However, it has been difficult to recognize when the user

is eating at home since we were unable to find useful features that can classify “eating” from

“home event”. In this section, we propose a novel method of recognizing eating moment by

pulling heart rate signal in the chronicle of daily activity. This approach mainly focuses on

finding the starting moment of the eating.

We first hypothesize that heart rate is increased when people start eating a meal, and then

maintain that increased rate while they are eating. This is supported by the studies published

in psychophysiology, nutritional science, and electro-cardiology, which have proved that heart

rate is generally higher after meals [54, 45, 97]. We also propose another hypothesis that

there is a unique activity pattern before “eating at home”, such as preparing food, or moving

to dinning room. We try to build a general eating moment model, which is designed to learn

the aforementioned features. Figure 4.2 shows the sensor data processing pipeline starting

with multi-modal sensor data tracking, such as heart rate and step count. We segment

the low-level signals whenever the pattern of physical activity is changed, and then extract

features from the segmented results, and finally recognize eating moments through machine

learning algorithms.
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Figure 4.2: The sensor data processing pipeline for the eating moment recognition. M : a moving type of daily activity interval,
NM : a non-moving type of daily activity interval, NM1: a sample of non-moving type of daily activity interval before eating,
NM2: a sample of non-moving type of daily activity interval indicating an eating moment.
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4.3.1 Double Segmentation

We define segmentation as a process of partitioning a day into multiple sets of daily activity

intervals. To segment a day, we assume that transitions of physical activity pattern (e.g.,

moving to non-moving, or non-moving to moving) can be involved in the changes of other

attributes, such as location, which can then be considered as ending one daily activity (e.g.,

“home event”) and starting another (e.g., commuting) [84, 86]. Thus, as shown in Figure

4.2, we segment sequential atomic intervals of the day into moving (M) or non-moving (NM)

type of daily activity intervals.

As shown in Figure 4.1, we have used five-minutes as the length of an atomic interval in

order to segment the sequential atomic intervals into coarse-grained daily activity intervals.

In our previous research [84], we finally classified this coarse-grained daily activity intervals

into daily activity, such as “home event”. However, in this research, we decrease the length

of atomic interval from five-minutes to one-minute so that we can re-segment coarse-grained

daily activity intervals into fine-grained daily activity intervals, and thus classify “eating at

home” activity from “home event”. To do this, we suggest a recursive binary interval growing

technique (RBIG).

Recursive Binary Interval Growing (RBIG): Algorithm 1 shows the process of recur-

sively re-segmenting a coarse-grained daily activity interval into fine-grained daily activity

intervals. We first use five-minute for segmenting a coarse-grained daily activity interval.

Once we segment the coarse-grained daily activity interval, we come back to the seed atomic

interval, and then re-segment the coarse-grained daily activity interval into fine-grained daily

activity intervals by using one-minute atomic intervals. As shown in Algorithm 1, we assign

the seed atomic interval Sj at the beginning of the process, and then start calculating the

similarity δ(i) between the seed atomic interval Sj and the incoming atomic intervals Ai,
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Algorithm 1 Double Daily Activity Segmentation using RBIG
Input: current atomic interval Ai, ai, seed atomic interval Sj , sj
where ai and sj are 1 minute interval
Output: daily activity interval set R;
1: Set Sj = Ai if i = 0 and j = 0, or Sj = ∅, and then

set k = 0, m = 0, p = 0;
2: Repeat
3: Wait for next atomic interval, Ai = Ai+1, i = i+ 1;
4: Extract activity level li, and total amount of moving

time ti from Ai;
5: Extract activity level lj , and total amount of moving

time tj from Sj ;
6: Calculate δ(i);
7: If δ(i) = 1, make a daily activity interval Rk by segmenting from

Aj to Ai;
8: Set p = i, reset i = j, ai = Sj , sj = Sj ;
9: Repeat in the daily activity-interval Rk

10: Assign next atomic interval ai = ai+1;
11: Extract activity level li, and total amount of moving

time ti from ai;
12: Extract activity level lj , and total amount of moving

time tj from sj ;
13: Calculate δ(i);
14: If δ(i) = 1, make a daily activity-interval rm by segmenting

from aj to ai;
15: Set m = m+ 1, j = i, set new seed atomic interval

sj = ai

16: until i == p
17: Set k = K + 1, j = p set new seed atomic interval

Sj = Ap

18: until the system is terminated.
19: return R, r
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Figure 4.3: Contribution of each feature for eating moment classifier. f1: past average heart
rate, f2: current average heart rate, f3: ∆ average heart rate, f4: the amount of past NM
time, f5: the amount of past M time, f6: the number of past steps, f7: the amount of
moving time (past 30 min), f8: heart rate variation.

every interval minutes (e.g., 5 min, 1 min). δ(i) can be formulated as follow:

δ(i) = ‖f(S ′j)− f(I ′i)‖22 (4.1)

where S ′j is {lj, tj}, I ′i is {li, ti}, f(x) is a classifier to identify if an atomic interval is the

moving (1) or non-moving (0) type of interval. When δ(i) is equal to 1, we segment the

atomic intervals from Ij to Ii, and then make it as a coarse-grained daily activity interval

Rk. After that we try to segment Rk into fine-grained daily activity intervals rm by repeating

the same process with one-minute atomic interval.

4.3.2 Feature Extraction and Selection

We extract and select eating moment features from the fine-grained daily activity interval.

We heuristically explored the 3 months worth of daily activity intervals so that we can identify

latent features underlying the visible sensor data streams. In our exploration, as shown in
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Figure 4.2, we first could see that heart rate is increased when people start eating, as seen

in NM2 between time t1 and t2, and then the increased heart rate remained high during

the meal time. We next tried to see how average heart rate is different between the eating

moment and the past since it can be another unique feature that determines the starting

moment of eating. To do this, we excluded all the moving type of daily activity intervals,

which can highly affect the increase of heart rate, and then tried to correctly compare the

difference in average heart rate. Such heart rate effects of dietary intake can be seen in

between NM2 and NM1. Based on this finding, we extracted eating moment features, such

as average heart rate, heart rate variation, and heart rate difference between current and past

daily activity intervals. In addition, we also extracted more features from activity patterns

before eating. As shown in Figure 4.2, there will always be a certain amount of moving time

just before beginning an eating activity due to events like preparing the food, or moving to

the dining room. Thus, we also extracted features such as step count, and the amount of

moving and non-moving time.

Lastly, we used the Correlation-based Feature Selection (CFS) criteria so that we can select

the best subset of extracted features [43]. This algorithm evaluates how accurately all the

features in the feature subset are indicative of the target class. It also can evaluate which

features are not correlated with each other by providing complementary information for each

of them [92]. To evaluate our heuristically extracted features, we first trained the eating

moment classifier with all the features, and then compared the recognition performance (F-

measure) to those of other classifiers, which are trained without a particular feature subset.

As shown in Figure 4.3, all the extracted features show some performance degradation, which

means these features are all highly indicative of the starting moment of eating activity. Based

on this result, we selected all the extracted features.
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4.3.3 Eating Moment Recognition

With the eating moment features, we tried to build a general eating moment model that can

classify the fine-grained daily activity intervals into eating or non-eating moments.

There are several things to keep in mind regarding general eating moment modeling. First, it

requires relative values due to the fact that everyone has varying heart rate ranges. Thus, we

converted the heart rate C of each individual data into heart rate levels, which are discretized

w-dimensional space, by a vector C̄ = c̄1, c̄2, ..., c̄i. To do this, we used a discretization tech-

nique, Symbolic Aggregate Approximation (SAX) that reduces the time series of arbitrary

length n into the w-dimensional space as follows [68]:

c̄i =
w

n

n
w
i∑

j= n
w
(i−1)+1

cj (4.2)

Second, we also converted the activity and time features (e.g., moving pattern, step count,

and the amount of moving and non-moving time into discretized levels) given that these

also differ from person to person. Furthermore, we reflected day-night differences in body

temperature and heart rate by training breakfast, lunch, or dinner model separately.

For training the classifier, a Support Vector Machine (SVM) with a Radial Basis Function

kernel (RBF) was applied to the training dataset [21]. In the test phase, we ran the classifier

whenever the Personicle system finds the fine-grained daily activity intervals. If the interval

is classified as a starting moment of “eating at home”, we assume the whole range of this

interval as the eating moment, as shown in t1 and t2 in Figure 4.2.
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4.4 Voice Command Food Journaling

As a first step towards building a voice command food journaling engine, we define a basic

sentence protocol that has to be spoken by a user to apply to text analysis. Then, the

prototyped solution accepts a voice based input describing food intake, transcribes the input

to text by using Google voice API5, breaks down the input sentences according to the pre-

defined protocol, and then extracts information for keeping a food journal. In this section,

we take the full advantage of using APIs in order to ensure maximum results.

4.4.1 Protocol

The major components that are important on a food journal is food item, meal type and

quantity. This information enables the ability to obtain nutrition information and calorie

intake by querying a food database, such as USDA Food Composition Databases6. Therefore,

we suggest users to include the aforementioned information with an actuating verb, such as

“eat” or “have”, when they describe what they are eating. The actuating verb would help

to increase the accuracy of voice command analysis since it points out the most important

sentences of all conversation. The quantity, food item, and meal type information should be

listed sequentially after this actuating verb. Here are some examples.

• Protocol 1: I’m eating (actuating verb) / a (quantity) / cheeseburger (food item) /

for lunch (meal type)

• Protocol 2: Two (quantity) / garlic naans (first food item) / and a cup of (quantity)

/ Coke (second food item)

The first example shows a complete protocol that we want to see from the voice command.
5https://cloud.google.com/speech-to-text/
6https://ndb.nal.usda.gov/ndb/doc/index

58



It has an actuating verb “eat”, and then food item “cheeseburger”, quantity “one” and meal

type “lunch”. In addition to the complete form, we also can accept a simplified protocol as

can be seen in second example. We then try to obtain food items “garlic naan”, “Coke”, and

quantities of the foods “two”, “a cup”. Multiple food information also can be acceptable once

it is listed sequentially.

4.4.2 Information Extraction

After the speech has been converted to text via Google Voice API, the next task is to extract

the key information out of the text. We utilize a natural language processing API, TextRa-

zor7, so that we can accuarately extract the keywords in a sentence and the classification

results of those keywords. Based on the result, we first find the sentences, which include ac-

tuating verbs, such as “eat”, or “have”. We then filter out all the keywords from the sentences

by checking for foods, meal types and numbers, keeping only the necessary information to

create a food entry. After that, we extract the nearest numbers from the food items to map

the quantity to the food. Lastly, if there is no meal type in the sentence, we extract this

information from the tense of the verb or current time that the food entry was created.

4.5 Event-Triggered EMA

The current phase of our event triggered EMA is shown in Figure 4.1. We can automatically

assess personal ecological moments without any questionnaires since our Personicle system

continuously monitors the chronicle of daily events as well as semantic contexts and phys-

iological signals. Therefore, once the Personicle system recognizes an eating moment, we

can create an EMA of the eating activity consisting of stress level, glucose level, emotion,
7https://www.textrazor.com/
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Figure 4.4: Screenshots of Personicle system including daily event recognition and food
journaling.
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weather, location, other people with the user, and even past events before eating and their

frequency. Additionally, if the user reacts to the voice command request, we also include

the food eaten, the quantity of the foods, the nutrition value, and the calorie intake in the

event-triggered EMA. The ultimate goal of our event triggered EMA is to fully automate

the food entry process, and thus keep a food journal without any user interventions, such as

taking pictures. We see the potential of automating the food entry process in that there are

distinct differences in heart rate patterns depending on the food type. Such research could

open many opportunities to support innovative studies in pervasive health.

4.6 Experimental Validation

In this section, we first elaborate how participants collected multi-modal sensor data and

how they labeled starting moments of their eating activity. We then validate our eating

moment recognition method by evaluating the performance of the general eating moment

classifier. After that, we verify the voice command food journaling using the two kinds of

protocols defined in Section 4.1.

4.6.1 Data Collection

We implemented a Personicle system on Android as in Figure 4.4. This Personicle sys-

tem always runs in the background, collects both smartphone and wearable sensor data

as described in Figure 4.1, and stores the data in Google Firebase Database8 in real-time.

To collect experimental data, we hired three participants who are using Galaxy S9 plus (OS

8.0.0) with Fitbit Blaze, Galaxy S8 (OS 8.0.0) with Fitbit Blaze, and Google pixel (OS 8.1.0)

with Fitbit Charge2 for three months, and asked them to install the Personicle application
8https://console.firebase.google.com/
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on their smartphone.

The three participants manually labeled eating moments by using Samsung Health9, Khana-

Pal10, and the Personicle application, respectively. We then used the dual segmentation

technique (RBIG) so that we can extract fine-grained daily activity intervals, which include

the labeled moments as described in Section 3.1. Therefore, the participants didn’t have to

provide all the start and end times of each eating activity, but simply labeled a time stamp

in the meal time. To guarantee the quality of the ground truth data, we requested them

not to label the eating moment by guessing if they miss the food journaling time. The total

numbers of atomic intervals, daily activity intervals, and eating labels were 90720, 1785, and

255 respectively.

4.6.2 Eating Moment Recognition

We evaluated our model by calculating precision, recall, and F-measure. We performed 10-

fold cross validation on each participant’s daily activity interval data and then averaged the

results to obtain an overall result.

Since eating-labeled daily activity intervals had different segment sizes, from five minutes to

more than an hour, we needed to make their size uniform so that we can train and test the

eating moment classifier. Thus, we tried to find the optimal sub-segment size of the eating-

labeled daily activity intervals that most represents a starting moment of eating activity. To

do this, we first explored all the sub-segment sizes of eating-labeled daily activity intervals

and found that 80.9% of them belong to a range between five minutes and twenty minutes.

Then, we chose the intervals of 5, 10, 15, and 20 minutes among those ranges considering

that Personicle system has a five-minute data processing interval. Afterwards, we trained

the classifiers separately with the chosen sizes and tested the classifiers to see which sub-
9https://www.samsung.com/us/support/owners/app/samsung-health

10https://play.google.com/store/apps/details?id=com.foodie.android
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Figure 4.5: F-measure of the eating moment recognition across different sub-segment sizes.

segment size most accurately recognized the starting moment of eating. Figure 4.5 shows

the performance of eating moment recognition across the four different sub-segment sizes.

From this experiment, we can see that using a 10-minute sub-segment size provides better

results compared to other sub-segment sizes. This indicates that if a sub-segment size is

too long or too short, it is difficult to properly represent the features of eating moments.

We also can see that there is data loss when the sub-segment sizes are too long. It means

that there are many number of eating activities that are less than 15 minutes. Furthermore,

the results shown in Table 4.1 indicate that the performance of eating moment recognition

across different sub-segment sizes is not person-specific but can be generally applied for all

the users. Based on these findings, we found that 10-minute is the most optimal sub-segment

size for accurately reflecting the selected features as described in Section 3.2.

With the 10-minute sub-segment size, we next verified the performance of our general eating

moment classifier. Table 4.2 presents the precision, recall, and F-measure of the eating

moment classifiers with and without SAX algorithm. From this comparison, we can clearly

see that the performance of all classifiers improved with the SAX algorithm. This indicates
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Table 4.1: F-measure of each user’s eating moment recognition across different sub-segment
sizes.

User Sub-segment Size
5 minutes 10 minutes 15 minutes 20 minutes

User 1 0.7500 0.8686 0.8236 0.8571
User 2 0.6000 0.8889 0.6667 0.0000
User 3 0.4000 1.0000 0.3333 0.3333

Table 4.2: Performance of eating moment classifiers trained with and without SAX algorithm
in terms of Recall (R), Precision (P), and F-measure (F). 10-NN : 10 Nearest Neighbors, NB :
Naive Bayes, RF : Random Forest, SVM : Support Vector Machine.

Model Without SAX With SAX
R P F R P F

10-NN 0.4286 1.0000 0.6000 0.8750 1.0000 0.9333
NB 0.8571 0.4615 0.6000 0.7778 0.8750 0.8235
RF 0.5714 0.8000 0.6667 0.7500 1.0000 0.8571
SVM 0.2857 0.6667 0.4000 0.8750 1.0000 0.9333

that the pattern of heart rate and activity around the eating moment are relatively similar

from person to person. More interestingly, Table 4.2 shows that all the tested classifiers

achieved significantly good performance. Even the 10-NN classifier shows comparable results

to SVM on the precision, recall, and F-measure. It can signify that the eating moment sub-

segment set can be easily separable even though it is in high dimensional space. However,

the relatively low recall in the classifiers with SAX means that more unique features are still

needed to classify more diverse eating moments. Considering that we are planning to add

more features to the eating moment model, we chose the SVM classifier, which is low cost,

and high speed, and fairly robust against over-fitting, especially in high-dimensional space.

Lastly, we tested the performance of eating moment recognition over time. According to Lin

et al., the small subset of data can deteriorate the efficiency of SAX since the discretization

technique is based on normal distribution [68]. Considering that the Personicle system began

with zero user data, our initial performance also could be highly affected by incorrectly

discretized features. Because of this, we tried to find the cold start of our general eating

moment classifier in order to understand how long it takes to obtain reasonable results. As
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Figure 4.6: Performance of eating moment recognition using SVM classifier over time.

Figure 4.7: A normal probability plot of the distribution of evening heart rate over time.
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we can see in Figure 4.6, there was a wide fluctuation in the recognition performance for

the first few days. To determine the reason for this, we tried to draw a normal probability

plot of heart rate data as shown in Figure 4.7. In the figure, the highly linear nature of the

plots indicates that heart rate data comes from a Gaussian distribution. However, the first

few days of each plot show that there was lack of heart rate data in high range, and thus

resulted in incorrect heart rate discretization, especially between 70 bpm and 120 bpm. As

an example, 70 bpm was discretized as level 8, 9, 8, and 7 out of 10 in the 1st, 2nd, 4th,

and 8th day’s normal probability plot, respectively. This small difference could significantly

affect the eating moment recognition performance given that recognizing eating moment is

highly dependent on heart rate variations.

Our results show great potential for automating the eating moment recognition in a practical

manner using a smartphone and wearable device combination. However, the current research

has a few limitations, namely sub-segment size (e.g., 10 minutes) and location (e.g., home)

in the recognition process. While these constraints can be effective for the recognition of

“eating at home” events, these can preclude the possibility of recognizing other eating events,

particularly those that are less than 10 minutes, or those that happen during physical activity,

or those occurring in outdoor places. Therefore, in our future research, we aim to analyze

more distinct heart rate patterns, which are not only the analysis of starting moments, but

also overall fluctuations in the entire eating moments. To do this, we will collect more diverse

eating cases with more participants and try to analyze the effect of different factors on heart

rate so that we can better understand correlations between heart rate and foods.

4.6.3 Voice Command Food Journaling

In this section, we evaluated the performance of voice command food journaling by testing

predefined protocols. We selected the most popular food items from the following seven
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Table 4.3: List of incorrect results among all the test cases. A1: Korean accent, A2: Indian
accent, A3: Native English accent.

Food Voice Command Food Extracted
A1 A2 A3

Indian Idly Italy Elite O
Hot spicy sambhar rice Some hard O sambar

Korean Bingsu Kingsville O O

American I had large stack of
6 pancakes O 6 cake O

Chinese Szechuan chilli chicken Sachin Sichuan 2chan
Wonton 1 ton O O

Italian Lasagna O Sonya O
Mexican Quesadilla O Jesse Diaz O

different food types: Indian, Korean, American, Chinese, Italian, Mexican, and Japanese.

From this list of different food types, 41 test cases of the two protocols were made (sixteen of

Protocol 1, and twenty five of Protocol 2). We evaluated these 41 test cases with three users

who have different English accents, which are native English, Indian, and Korean, so that

we can also see the effect of accent on the voice command results. Table 4.3 shows all the

incorrect results that we obtained from our experiment. The meal types and quantities of

the foods were correctly extracted from the test cases, and thus were excluded in the Table.

In the experiment, we found that there are three issues when trying to recognize food items.

First, if the user is not familiar with food items, such as Wonton, Idly, Szechuan, Lasagna,

Quesadilla, or Sambhar, these are not correctly recognized and extracted as shown in Table

4.3. Second, the voice recognition API has been mainly trained by a native English accent.

For example, even though Bingsu and Idly were pronounced by their native accents, which

are Korean and Indian respectively, the voice recognition API converted them into wrong

words, such as Kingsville and Elite. Third, if there is a short silence between or within words,

such as a pause in the word “pancakes” in Table 4.3, recognition accuracy is compromised.

Articulating the voice recording method in the programming level will be able to improve

this issue. To solve all of the aforementioned problems, we will use more contexts around
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the voice command moment or apply approximate string matching algorithms so that we

can find the most close food item to the converted text.

4.7 Conclusions

Food journaling is a great way to improve health because it lets us monitor our dietary intake,

but it can potentially be inaccurate and difficult to maintain. This paper builds towards

the research to develop a unobtrusive food journaling method that automates the process

of keeping a food journal via common wearable devices. Specifically, this paper focuses

on recognizing a starting moment of eating activity to trigger a food journaling process

in a timely, proactive manner. Thus, it describes the methodology behind automatically

recognizing eating moment with the goal to build an event-triggered EMA. We also propose

a voice command food journaling method which makes it simple to keep a food journal while

still remaining highly accurate, and thus include the food entries in the event-triggered EMA.

Such methods could play a very important role in applications for health and well-being study

using personal food journaling data. Results obtained from the three participants show the

potential of such an approach for the unobtrusive food journaling. We expect that our further

research would allow for automatically recognizing food items at broad level considering that

there are distinct differences in heart rate patterns depending on the food type, and thus

building a fully-automated food journaling engine.
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Chapter 5

Enhancing Events of Daily Living

5.1 Introduction

Activities of Daily Living (ADL) have attracted attention in the multimedia field and other

communities since Kahneman [57] demonstrated the effectiveness of ADL in judging quality

of life. ADL refers to routine activities, such as eating, bathing, dressing, toileting, and

transferring, a normal person performs without external help. The extent to which people

continuously perform ADL is one of the significant measures in evaluating their current state

and quality of life. Researchers in the multimedia field have attempted to recognize this

unobtrusively, using different multimodal streams [35, 80]. By continuously and objectively

recognizing ADL, they have showed that ADL can open up new possibilities for research,

especially in disease-centric healthcare, such as the assessment of gait in Parkinson’s disease

[16] or for individuals with dementia [78].

Though ADL is effective, we think this concept can be extended and made significantly more

effective. Activities may be used to define events and to characterize, understand, and guide

lifestyle. However, as shown in Figure 5.1, a person’s single daily activity, such as eating
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Figure 5.1: Enriching daily activity to daily event. D1: sleeping, D2: eating, D3: commuting,
D4: working, D5: commuting, D6: eating

or working, cannot provide enough information about the person except for his ability or

inability to perform the activity. On the other hand, an event, such as dinner at Osteria with

Tom, provides a lot more information. Events are a common concept in human daily life

that represents the aggregation of activities and other attributes into meaningful semantic

entities. We believe that events provide better abstractions to correlate the current states

of a human being with daily activity, semantic context, and physiological signal, as well as

modeling the person, such as his health state, using learning techniques. In this chapter,

to associate all of these multimodal data at a higher level, we use the events of daily living

that can be considered as semantically enriched daily activities containing spatio, temporal,
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informational, experiential, structural, and causal aspects as the top data stream in Figure

5.1.

Each person behaves differently to different events in their life. Therefore, a goal of many

emerging systems is to model a person to provide the right guidance and to help them

use their unique attributes. The primary consideration in building a personal model is

to recognize one’s events of daily living by using his own physical, biological, social, and

personal data. Recently the medical community has recognized this and started emphasizing

that one should develop machine learning and AI techniques in the context of a person,

rather than populations. This personalized design in clinical science is called N-of-1 in

which a single person is the entire trial. In this design, a patient’s time periods of treatment

exposure are randomized rather than the number of patients, and therefore patient’s response

to each treatment is compared with each of his other responses. Thus, by collecting the

single patient’s data over a long period of time, N-of-1 trials can provide high-integrity and

evidence-based information only relevant to the patient, as well as a deep assessment of

treatment outcomes and adverse effects, a priori hypotheses, and statistical analyses [27].

We think that N-of-1 trials are the most indispensable approach to effectively estimate

the uniqueness of each individual as well as correctly model the person based on his own

experiences. One of the major technical challenges for N-of-1 trials in the events of daily

living is how we can quantitatively and qualitatively measure one’s life experiences without

any intrusion in his regular life. In this chapter, we describe how to overcome this challenge,

and then explore to what extent a daily event can be enriched from a daily activity.

Our approach based on N-of-1 trials begins with the analysis of long term self-tracked data

focusing on a person’s time periods of daily living exposure rather than the analysis of a

group of people. We try to obtain the events of daily living through the Personicle data

by relating the aforementioned six aspects of an event to a daily activity. We show this

enrichment process through the eating activity, which is one of the most complex events
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and is central to human experiences and health. In this event, nutrients could be the most

important information, especially from a health perspective. Currently, most food recogni-

tion approaches involve user interventions, because they require either manual recording of

food information or taking photos of the food based on a person’s initiative. We develop

an unobtrusive self-labeling method for food consumption by focusing on each individual’s

physical response to different foods. In this approach, we analyze a series of heart rate values

to find latent patterns under each consumed food, and therefore use features of the patterns

to recognize the food consumption.

This chapter makes two contributions. First it introduces events in daily life as a more

semantic construct than popular ADL, and shows how event knowledge graphs may be

effective in populating all event fields. The second contribution is to use multimodal signals

from common devices in detecting not only eating activity, but also classifying foods for

a specific person in nutrition based groups. For our work, we also introduce the N-of-1

approach that is receiving increasing attention in the medical community for longitudinal

study of a person for personalized approaches.

5.2 Related Works

There have been many studies tracking the life experiences of human beings. For example,

Mann et al. devised wearable lifelogging devices that can collect visual data from an ego-

centric camera view to digitally collect one’s life experiences [70, 71, 72, 73, 74]. Gemmell

et al. developed a software named MyLifeBits, which can capture text, audio, and pictures

of a person, in order to store all personal information found in PCs [40, 39, 13]. Gurrin et

al. contributed to capture images of life experience along with sensor data, such as location,

activity, and environmental information [41, 66, 29]. Aizawa et al. developed technologies

to capture heterogeneous contexts in wearable videos [3, 47, 2]. However, much of this early
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research was focused more on collecting a low-level personal data and storing them in the

system rather than recognizing his higher-level life experiences.

With the advancement of sensing technology, research on human activity recognition has

become very active [64]. Wearable sensors like accelerometers, gyroscopes, and GPS, have

been used to recognize physical activity, such as walking, running, or cycling. Machine

learning algorithms like Decision tree [10, 77], Bayesian networks [103, 63], Neural networks

[93], Markov models [118, 67], and Ensemble techniques [65] have increased the accuracy of

recognition results. The external sensors have been used for more complex human activity

recognition like ADL. Some of the approaches tried to employ cameras for identifying high-

level activities through data models [88, 34]. Oh et al. proposed another approach based

on a segmentation technique. They first segmented the sensor data streams by analyzing

the pattern of an user’s physical activity, and then recognized the segment as a high-level

activity via machine learning algorithms [84, 86].

Another important approach of understanding a person’s life experience involves a semantic

enrichment of human activity. Riboni et al. described and recognized human social activities,

such as a tea party, or meeting with a nurse, with a knowledge-based approach through

web ontology language (OWL 2). They tried to accurately model the physical and social

environment of users like location of persons, their role, their posture, and their used objects

with knowledge engineering experts [94]. Helaoui et al. approached complex human activity

recognition, such as cleaning up, by hierarchically decomposing the activity into simpler ones

and recognizing its atomic features to get the complex activity in their ontological framework

[44]. Meditsko et al. proposed a framework that analyzes object and place features from

egocentric vision and accelerometer features from wearable devices in order to model ADL

and fuse contexts with the activity [78]. However, most of these studies either remained

activity recognition or focused on context enrichment for the purpose of specific research

rather than understanding overall life experiences of human beings.
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(a) Recognized Daily Activity (b) Related Event Aspect (c) Named Relationship

Figure 5.2: A sample of event knowledge graph for eating

To the best of our knowledge, however, there is no approach seeking to understand the

current states of each human being at a higher level than activity. Moreover, we have not

seen any approach to unobtrusively obtain semantic information without user interventions.

The biggest difference of our work from prior research is that we try to closely tie daily

experiences to the events of daily living by containing semantic knowledge found from each

individual’s regular life.

5.3 Toward Event Knowledge Graph

An event of daily living is a combination of daily activities and other related attributes

into a semantically meaningful collection. There are diverse kinds of events of daily living

according to one’s culture, country, occupation, age and gender. For this reason, we believe

that the structure of a daily event should be understood as a descriptive interpretation,

rather than a finite number of named ones. We think that a good way to organize this

type of data is a graph structure, which includes the relations between entities much like

Google’s use of knowledge graph (KG). The knowledge graph has completely changed the

Google search because it semantically understands the relationships between entities, such

as people, places, and things [101]. It helps to provide what it considers to be the most

related information to the specific user’s query from millions of other web sources. We desire
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to do the same thing for each individual’s daily event in his daily life corpus, and therefore

find and describe unique daily events as well as relevant information only for that specific

individual.

As shown in Figure 5.2, we first recognize an activity of daily living as a subject entity by

using the Personicle system. We then try to relate the subject entity to object entities based

on a common event model. More specifically, according to Westermann et al., an event can

consist of six aspects, namely temporal, spatial, experiential, structural, informational, and

causal [113]. We utilize these event aspects as object entities to enrich the daily activity.

The temporal aspect relates to time, such as starting time, ending time, and the length

of the event. The spatial aspect provides geographic region of the event like GPS, and

the type of location, such as restaurant, home, or work, where the event happened. The

experiential aspect offers insights into how the events evolved via multimedia/sensor data,

and the structural aspect specifies sub-activities or sub-events. The informational aspect

provides further specific parameters that can enrich the event, and the causal aspect offers

answers about an event’s cause in the chronicle of daily life. Finally, in relating the subject

entities to the object entities, we predicate the relationships between the daily activity and

event aspects, and therefore build a triplet T = (dailyActivity, predicate, eventAspect) as

follows:

• <Eating><at><Home>

• <Eating><in the><Late night>

• <Eating><after><Overwork>

• <Eating><under><High stress level>

• <Eating><has><Spicy food>

• <Eating><while><Talking>
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Table 5.1: Missing event aspect ratio when relating event aspects to an eating activity. T :
Temporal, S: Spatial, E: Experiential, St: Structural, I: Informational

Missing Event Aspect Ratio (%)
User List T S E St I
User 1 0 6.06 0 0 97.58
User 2 0 2 0 0 89
User 3 0.72 24.64 0 0 86.3

Further steps, like querying or curation in the graph, will be handled in future research.

5.4 Eating Activity Enrichment

We first tried to build event knowledge graphs for eating by relating the event aspects to

eating activities for the purpose of seeing to what extent they can be enriched. Table 5.1

shows the results obtained when exploring three users’ Personicle data sets. The temporal

aspect can be easily found since the time stamp and duration of the activity already existed

in the Personicle dataset. The spatial aspect, such as venue name and type, was sometimes

missing due to the lack of GPS signal, but normally could be obtained if the smartphone was

connected to the Internet. We related sensor data, such as ambient light, ambient sound,

or physiological signals, to the experiential aspect, and sub-activities, such as talking or

physical activities, which was recognized by Personicle, to the structural aspect. However,

for the informational aspect, we rarely found data except information included in the cal-

endar application. Furthermore, the food item, which is one of the most significant pieces

of information for eating, was completely missing. Therefore, we mainly focused on comple-

menting the lack of the informational aspect, especially for food consumption, by suggesting

an unobtrusive method.
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Figure 5.3: A sample of a unique heart rate cycle in response to food intake. This sample
displays 21 median-filtered heart rate values and their structural features.

5.4.1 Feature Extraction

We hypothesize that the human body reacts differently to different types of food. This is

based on an observation that heart rate forms a unique cycle in response to food intake.

Heart rate data obtained by commercial wearable devices, such as Fitbit or Garmin, does

not include original Photoplethysmogram (PPG) signals, which is fundamental raw data for

feature extraction. We try to overcome this problem in feature extraction by suggesting a

method based on the series of beats per minutes.

We first apply median filter to remove noise. Figure 5.3 shows a sample of the median-filtered

series of heart rate values. Unlike PPG signals that can be characterized by sinus rhythm

showing standard waves, segments, and intervals, the series of heart rate values, as in Figure

5.3, does not form these standard patterns. Moreover, there are a number of factors that can

affect the change of heart rate, such as emotion, stress, or health, and thus even the number
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Table 5.2: Definition of the structural features. HR = heart rate.

β = slope; regression coefficient
between HR and time

P = peak heart rate of
the main cycle

Pmean = average peak heart rate
of all the cycles

Pstd = standard deviation of peak
heart rates of all the cycles

H = height W = width
Cstd = standard deviation of HR
in the main cycle

Cmean = average HR of
the main cycle

V = total variation of HR θ = tan−1
(
H
W

)
C − Cmean = average distance
of Pis where i is ith cycle

C − Cstd = average standard
deviation of distance between Pis

of cycles and the shape of the cycles are different each time. For this reason, we focus on

what we termed the main cycle, which is affected the most by food intake, to extract the

features for the model building.

Table 5.2 shows our defined structural features. We think that a physical response to food

consumption can be explained by how fast one’s heart rate reaches its highest value (P,W )

and how different the heart rates are between the initial and peak values (H). In addition,

the slope (β), which can be represented as a regression coefficient, and the angle (θ) of heart

rate increase can define the body’s reaction to food consumption. We also consider how fast

the person’s heart rate becomes stable by analyzing the width, slope, and angle of when

the heart rate decreases. Additionally, the average (Cmean) and standard deviation (Cstd)

of heart rate in the cycle can describe one’s physical reaction to different foods given that

the heavier a food is, the more the body responds. When there are multiple cycles during

a moment of food consumption, which may mean the person consumes many kinds of foods

simultaneously, we consider the relationships between the cycles through C − Cmean and

C − Cstd.
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Figure 5.4: Silhouette coefficient on different feature subset. S1={P,Cmean, Pmean}, S2={P,
Cmean, θdown, Pmean}, S3= {Wdown, P, Pmean}, S4={P,Cmean, θdown, Pstd, Pmean}, S5={P ,
Pstd, Cmean, Pmean}

5.4.2 Feature Selection

We observed from our labeled data sets that although there are foods with the same names,

they can be very different across their food recipes and ingredients, and thus cause different

physical responses. For that reason, we apply an unsupervised learning technique to cluster

the series of heart rate values. To do this, considering that we cannot depend on the labels,

we select the features by measuring the quality of a clustering structure.

We apply a partitioning technique via a graphical display, called silhouette, which measures

how close each datum in one cluster is to other data in neighboring clusters. The silhouette

coefficient for the selection of extracted heart rate features can be calculated as follows [95]:
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s(i) =
y(i)− x(i)

max
{
x(i), y(i)

} (5.1)

For each possible feature subset i, where i =
{
f1, f2, ..., fn

}
, and n is the number of selected

features, x(i) is the average distance between i and all other feature subsets within the

same cluster. y(i) is the smallest average distance between i and all feature subsets in other

clusters. The range of the silhouette coefficient is [−1, 1]. As the silhouette coefficient gets

closer to +1, it shows the i lies well within its cluster, but a coefficient near -1 means that

it has been assigned to the wrong cluster.

We try to select the features through this partitioning technique. We first make all the subsets

with the extracted features in Section 5.4.1, and then run a clustering algorithm with each

of them to see which feature combination returns the highest silhouette coefficient. Figure

5.4 shows the top-5 results obtained from three users’ data. We can see from the results that

P and Pmean positively affect the clustering result, and have a synergy effect when combined

with Cmean. Therefore, among the subsets, we select S1, which returns the highest silhouette

coefficient of all.

5.4.3 Clustering

Spectral clustering is a graph partitioning technique to identify communities of nodes in a

graph based on the edges connected to each other. A major advantage of spectral clustering

is that it shows better performance than traditional clustering techniques, such as K-means,

because it does not make assumptions on the form of the cluster [109]. For this reason, we

apply this graph partitioning method on each person’s heart rate data, and try to cluster

the users’ food eaten more efficiently than those of the convex clustering techniques.
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To find the best number of clusters, K, we apply a modularity function, Q, developed by

Newman and Girvan [82]. This function finds the optimal number of K by measuring the

strength of division of a graph network into clusters. Thus, we choose the value of K that

can maximize the modularity function Q [114]. The modularity function can be defined as

follows [38]:

Q =
1

2m

∑
ij

(
Aij −

kikj
2m

)
δ(ci, cj) (5.2)

where m is the number of edges, A is the affinity matrix, ki is the degree of vertex i, and

δ(ci, cj) = 1 if i and j belonged to the same cluster, and otherwise δ(ci, cj) = 0.

We first find the optimal number of K with the modularity function Q, and then run the

spectral clustering with this K to cluster each of the sample sets into different clusters,

c1, c2, ..., ck. We will see to what extent similar kinds of foods according to the body responds

can be grouped into a cluster in section 5.5 and lastly try to give a name to each of the clusters

based on the experimental results.

5.5 Experimental Validation

In this section, we describe our experimental setting for clustering including experiment de-

sign and data collection. Then, we present the experimental results and discuss the effective-

ness of the self-labeling technique by comparing it to another graph partitioning algorithm,

Girvan Newman (GN), which is based on edge betweenness1 of each vertex [82], and a convex

clustering algorithm, K-means. Finally, we provide an event knowledge graph for the eating

activity by relating each of the obtained data to the relevant event aspects.
1Number of shortest paths passing through the edge.
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5.5.1 Experimental Setting

We recruited three participants who are highly motivated in food logging. They were males

in their early 20’s, early 30’s, and late 60’s who used Android smartphones, Huawei Mate

9, Samsung Galaxy S9 plus and Galaxy S8, respectively. We first asked each participant to

install the Personicle application on his smartphone and then asked him to bring his phone

with him as often as possible. We provided a heart rate tracker, an Fitbit Charge2 or Fitbit

Blaze to each participant, and linked those devices to the Personicle application. We then

encouraged the participants to make a food journal that contains at least food name and

time of consumption through his preferred food logging tool. More importantly, we trained

the participants that they have to start eating only after their heart rate becomes stable.

This is because we had observed that people usually move before they start eating, such as

walking towards the table, and this kind of movement can highly affect the change of heart

rate. The length of the data collection period was 14 months, 11 months, and 6 months for

each of the participants. Personicle data sets included heart rate, phone oriented sensor data

and daily activity. For the heart rate data, we set the range for which data will be returned

as 1 minute. Since the participants made food logs separately from Personicle, we matched

up food logs with their Personicle data set through time stamps.

After making those data sets, we lastly filtered out the following noises for the self-labeling

experiment. We expect that once our algorithm is trained, these noises will be handled

by the system. One major noise was a sample set that starts from abnormally high heart

rates. These kinds of patterns arose from either early moves in the eating activity or moves

near food consumption. We also saw that there were many sample sets with no heart rate

value because the participants did not wear the Fitbit when they had a meal. Furthermore,

sometimes there were partial heart rate values because of system issues on either the Fitbit

API or the Personicle application. From this preprocessing step, we received 270 sample sets

for User 1, 49 sample sets for User 2 and 55 sample sets for User 3. The ratio of noise was
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18%, 16.9%, and 9.8%, respectively.

5.5.2 Results and Evaluation

Figure 5.5: Q versus the number of clusters for the self-labeling experiment.

We first ran the modularity function Q to find the optimal number of clusters K. To do this,

we created an undirected graph for each of the participants where vertices are foods con-

sumed, and an edge is linked between vertices if they have relationships of Pmean, Cmean, and

P . The graph of each participant contained 270 nodes, 49 nodes, and 55 nodes, respectively.

We repeatedly ran spectral clustering algorithm on different numbers of K and tried to find

when the highest modularity function Q could be obtained. Figure 5.5 shows how Q varies

with the number of clusters on each user’s graph. The peak for User 1, User 2, and User 3

are K = 6, Q = 0.7341, K = 3, Q = 0.4102, and K = 4, Q = 0.4387, respectively. We chose

these results as the optimal k for each of the users. These results bring up an important

point that each cluster should be labeled as a food group rather than an exact food name
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(a) User 1’s result (k = 6) (b) User 2’s result (k = 3) (c) User 3’s result (k = 4)

Figure 5.6: The heatmap of each user visualizing the measurements for a row over all the
samples.

given that the k is a small number. The participants’ food logs show that they often consume

more than one food, such as pork with spicy sauce and brown rice, or a croissant sandwich

with a cup of coffee. This supports the assumption that food consumption should be labeled

as a food group in which each sample set considers the body’s reactions to the sum of food

consumed.

With the results obtained from Figure 5.5, we separately ran the spectral clustering algorithm

with the optimal K (K = 6, K = 3, and K = 4 for User 1, User 2, and User 3) on the graph

of each participant’s sample sets. We then analyzed the clustering results by visualizing

measurements for a subset of rows over all the samples. Figure 5.6 shows the heatmaps

obtained from the clustering results. The column shows the features that we selected, and

the row indicates the sample set labeled by the food name. Each number at the left corner

stands for a sample set ID, and the color is for differentiating each cluster. The bar located

at the right means that the darker the color the higher the feature value. We can see from

the heatmap that User 1’s sample sets were distinctly clustered into 6 groups, and User 2

and User 3’s sample sets were clustered into 3 groups and 4 groups, respectively. These

heatmap results bring up an another important point that each food group can stand for a

level of heaviness since the visualization shows how much the food affects each participant’s

body. Based on this observation, we label each food group as a level of heaviness in the body

where the higher the food group level the heavier in the body.
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Table 5.3: Sample spectral clustering results obtained from User 1’s data set.

Level 1 Level 2 Level 3 Level 4 Level 5 Level 6
sweet bread, oatmeal stir-fried anchovy, spicy dumpling pad thai sushi sweet garlic chicken hot pot, beer
cold soba poke (salmon and tuna) chicken, rice spicy ramen chicken fried rice pasta, wine
bagel poke (salmon and tuna) croissant sandwich spicy ramen spicy fried noodle chips, sangria
oatmeal strawberry smoothie croissant sandwich spicy ramen spicy fried rice chicken, beer
coffee, sweet potato omelet, mushroom croissant sandwich sushi beef, chicken, noodle pork belly, beer

Table 5.4: Sample spectral clustering results obtained from User 2’s data set.

Level 1 Level 2 Level 3
sandwich, coffee seafood, salad, chips spicy fried rice, noodle
sandwich, soda dumpling, spicy chicken seafood, wine
salad, sandwich hamburger, fries, soda spicy hot pot
sushi salad, salmon, potato steak, wine
soup, salad curry, chicken, rice spicy hot pot

Table 5.5: Sample spectral clustering results obtained from User 3’s data set.

Level 1 Level 2 Level 3 Level 4
protein bar muffin beef rolls boba tea
apple donut spicy hamburger beef, ham, cheese

eggs chicken, potato,
rice, spinach

rice, hotdog,
onion, egg

beef, chicken,
pepper, rice

shrimp,
broccoli

beef, carrot,
onion, rice

chicken, pepper,
onion, rice

steak, potato,
burrito

banana cake pizza, cake pork, rice
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Finally, Table 5.3, 5.4 and 5.5 show five representative foods from each of the food level

clusters. To evaluate these results, we compared them to those of two baselines, which are

K-means and GN. For the K-means, we used elbow method, which draws values for K on

the X axis and distortions on the Y axis, and chooses the K at an elbow, to find the optimal

number of clusters. The higher the level number the heavier the food group is. The results

are as follows:

User 1’s result: As shown in Table 5.3, level 6 included all the alcoholic beverages,

and level 1 and 2 mainly contain light foods, such as sweet bread, oatmeal and strawberry

smoothie. We saw that similar kinds of foods like poke, croissant sandwich, sushi, and

spicy ramen were clustered in the same level. The results obtained from baseline algorithms

showed different outputs from those of spectral clustering. Here are some different results:

• GN - Level 6: chicken fried rice, sweet garlic chicken

• GN - Level 4: beef-chicken-noodle

• K-means - Level 1: croissant sandwich, sushi

• K-means - Level 2: french toast, bagel-banana, steak, pork

The results obtained from GN showed that level 6 did not only include alcoholic beverages,

but also other heavy foods, which were originally clustered in level 5 at spectral clustering.

Furthermore, most of the foods, which were clustered in level 5 at spectral clustering, were

clustered in level 4 at GN. The results obtained from K-means (K = 3) had another outcome

to the aforementioned algorithms. The level 1 contained some foods, which were clustered

in level 3 and 4 at spectral clustering, and many different kinds of foods were clustered all

together in the same level 2.

User 2’s result: Table 5.4 shows that level 3 contained alcoholic beverages, spicy, and

oily foods. Then, levels 1 and 2 split the rest of the foods according to their heaviness in the
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user’s body. However, the baseline algorithms show different results. Here are some selected

results from GN and K-means:

• GN - Level 3: hamburger-fries-soda, curry-chicken-rice

• GN - Level 1: seafood-salad-chips, salad-salmon-potato

• K-means - Level 2: soup-salad

• K-means - Level 3: curry-chicken-rice

The results obtained from GN showed that there was only one food in level 2. All the other

foods, which were clustered in level 2 at spectral clustering, were clustered in either level 1

or level 3. In addition, the results obtained from K-means (K=3) showed that there were

blurred boundaries between levels.

User 3’s result: Table 5.5 indicates that the more the combination of heavy foods the

higher the level, but his baseline results are different from spectral clustering. Here are some

results obtained from GN and K-means:

• GN - Level 4: pizza-cake, chicken-pepper-onion-rice

• GN - Level 1: cake, beef-carrot-onion-rice

• K-means - Level 2: shrimp-broccoli, beef rolls

The results for GN showed that some of foods, which were clustered in level 3 at spectral

clustering, were clustered in level 4. Furthermore, a couple of foods, which were clustered in

level 2 at spectral clustering, were clustered in level 1. The K-means (K=4) results showed

that many of foods, which were clustered in either level 1 or level 3 at spectral clustering,

were clustered in level 2.
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The above mentioned results show that the spectral clustering outperforms the other two

baselines in terms of clustering the level of heaviness. The spectral clustering and the GN

that we designed for this experiment start from the same graph construction process using

a k-nearest neighbor graph, and then find the optimal number of K by using the same

modularity function Q. The different process is that when finding the cluster in the graph,

the GN starts with the full graph and then gradually removes the edges with the highest

edge betweenness score up to find the K number of clusters. On the other hand, spectral

clustering runs K-means algorithm in the end by using the eigenvectors obtained from its

Laplacian matrix as features. We can predict from the results that embedding the vertices

of a graph into a low-dimensional space through the eigenvectors works more than the edge

betweenness of the GN in our data set. In addition, the baseline results using K-means show

that the simple convex clustering based on Euclidean distance between each datum cannot

properly cluster our sample sets, which are located in close proximity to each other.

Lastly, we built an event knowledge graph for eating by relating all the data we obtained

to the daily activity and naming the relationships based on their event aspects. Figure 5.7

shows the descriptive interpretation of one of the events for eating obtained from User 1’s

data set. We can see from the event that the user ate heavy foods (Level 6) while talking

with his wife at an Italian restaurant in the evening and this event lasted for 2 hours in

celebrating their anniversary. We can also see from the stress level information that he was

relaxed during the event.

5.6 Using Event Knowledge Graph

The event knowledge graph is an effective approach for understanding unique daily experi-

ences. It captures and represents specific daily events with personalized semantic informa-

tion. These graphs for specific events such as meetings, entertainment, family time, spiritual
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Figure 5.7: A visualization of the basic event knowledge graph for eating.

events, may be prepared and used to build a detailed event chronicle for a person. Analysis

of such a chronological history of the enhanced daily events could reveal many latent corre-

lations between lifestyle and health states of the person through causal analysis using event

mining. Once the causal aspect can be unobtrusively obtained and related to the event, it

will be possible to systematically find the reasons why a person behaves as he/she does in

a specific situation. In addition, it is possible to find similar kinds of people through their

events analysis and obtain better insights about current states of each individual. This could

be used for understanding social behaviors of people. Furthermore, healthcare is one of the

most natural applicable areas. For example, if the glucose level of a diabetic person suddenly

shoots up, it can find which event and its aspects are involved in the changes. It can also
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find other diabetic patients who have similar culture, occupation, age, and lifestyle as well

as having the similar symptoms to him, and therefore retrieve their solutions that had a

positive effect on their health conditions. These findings could finally lead to a contextual

recommendation system in the perpetual cycle of life events monitoring.

As such, event knowledge graphs provide a powerful representation and analysis approach to

collect and aggregate contextually actionable information by organizing all knowledge sources

related to a specific type of events. Like knowledge graphs in search engines, this helps to

find relevant information to specific events that may be essential in particular applications.

In this thesis, we demonstrated this in the context of dining events. Extensions to other

types of events will require similar analysis and approaches to extract relevant facets of that

event. The event knowledge graph could also be enlarged and updated according to the

person’s reactions to specific events.

5.7 Conclusion

Since daily experiences are closely tied to events, qualitatively and quantitatively recognizing

daily events and their attributes is essential for analyzing current states of a person. This

paper builds towards the emerging research area in medical and related disciplines to develop

N-of-1 trials considering that each individual is unique. With this personalized trial deign,

we tried to obtain each person’s events of daily living and their attributes in unobtrusive

ways through mobile devices. Specifically, this paper concentrates on finding latent semantic

information from commonly used multimedia data and building an event knowledge graph

that recognizes daily events through semantically enriching a low-level activity. It describes

the methodology behind daily event recognition by showing a concrete example of the process

in a dining event enrichment. We developed a self-labeling method of food consumption

that focuses only on a physical response with the goal to unobtrusively obtain an important
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missing semantic context. Results obtained from the three subjects validate the potential of

such an approach for recognizing daily events. Such enriched daily experiences could play a

very important role in building a model of the person reflecting the dynamics of his reactions

under specific conditions. Follow-up research would allow for enlarging the event knowledge

graph by finding and relating more semantic event aspects, and thus revealing more daily

events in each individual’s daily life.

91



Chapter 6

Semantic Enrichment of Working

Activities

In this chapter, we show another example of complementing the lack of the informational

aspect for an event. This time, we attempt to recognize further specific information about

the “working” activity by analyzing each individual’s Personicle dataset. We first aim to

diversify the type of “working” and then try to infer the users’ job by clustering the types of

their “working”.

6.1 Diversifying the Type of Working

To semantically enrich a “working” activity, we first attempt to diversify the type of “working”.

With the method described in Chapter 3, we have only recognized one type of “working”,

which happens at the main workplace. Our previous method focuses on finding the main

workplace to recognize the “working” activity and thus leads to a problem endemic that

other types of working, such as working away from the office, cannot be recognized. Figure
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Figure 6.1: An actual example showing the limitation on the current recognition method
that cannot recognize “working” if the user does not stay at the main workplace. Each dot
represents a daily activity. The red dots are “working” and others are “unknown”.

(a) Clustering result using K-means, Mean
shift, Expectation Maximization (EM) and
Hierarchical clustering.

(b) Clustering result using DBSCAN
(Density-Based Spatial Clustering of
Applications with Noise).

Figure 6.2: A comparison of different clustering algorithms in Figure 6.1’s GPS dataset.

6.1 shows an actual example obtained from one of our Personicle system users. We drew

all the daily activities, which happened during the most common working hours (8:00 am -

6:00 pm), as the colored dots on the map to understand the user’s activities during the time

range. We can notify from Figure 6.1 that there might be other types of “working” since all

the black dots, which are currently “unknown” activities, also happened during the regular

working hours. In this section, we try to reveal what these “unknown” activities can stand

for.
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We first make the best use of our commonsense to analyze the black dots on the map. Looking

back through the days we work, we usually spend most of our time at the main workplace.

Also, we sometimes have a meeting at other locations, such as the customer’s office or cafe and

may visit the same places multiple times for the work. This simple commonsense can indicate

that the type of “working” could be separated mostly by the type of location. Therefore, we

apply a clustering technique to classify each “unknown” activity into similar spatial groups.

We then try to assign a spatial role to each of the spatial groups and then regard the type of

“unknown” activities as their cluster’s spatial role. To select a correct clustering algorithm

to solve our problem, we train the different models using different clustering algorithms and

compare the results to one another. In this section, we show the process by using one of our

users’ spatial data (e.g., latitude and longitude), which is displayed in Figure 6.1.

The baseline results obtained from K-means, Mean shift, EM and Hierarchical clustering

show that these are not an ideal algorithm to cluster the latitude and longitude data since

these algorithms not seem like reflect the geodetic distance as shown in Figure 6.2a. Although

we tuned each of the parameters, such as the number of clusters, bandwidth, or the number

of components, it still seemed that there is substantial distortion at latitudes. On the other

hand, as shown in Figure 6.2b, DBSCAN (Density-Based Spatial Clustering of Applications

with Noise), which finds arbitrarily sized and shaped clusters based on the spatial density of

data [32], showed a positive result that can be utilized for our clustering problem. It does not

even require to specify the number of clusters to be generated, which is a frequent problem

in data clustering and is a distinct issue from the process of actually solving the clustering

problem. Based on this experiment, to classify each “unknown” activity into similar spatial

groups, we use DBSCAN as our clustering algorithm and attempt to optimize its parameters.

DBSCAN clusters a spatial dataset based on two parameters: a distance between two points

(Epsilon), and the minimum number of neighbors a given point should have (minPts). For

the minPts, Ester et al. suggest to use the default value of minPts=4 for two-dimensional
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Figure 6.3: Points sorted by distance to the 4th nearest neighbor.

(a) Result using minPts=4, Epsilon=0.1. (b) Result using minPts=4, Epsilon=0.1, and ker-
nel density estimation.

Figure 6.4: Optimized clustering results using DBSCAN.

data [32] and minPts=2∗dimension for more than two-dimensional data [96]. We use the

former value (minPts=4) given that our data set is consist of a pair of latitude and longitude

and then determine Epsilon with the parameter by using the “elbow” method described in

[32]. For using the “elbow” method, we plot the data points sorted by distance to the 4th

nearest neighbor (minPts=4) as shown in Figure 6.3 and then choose the best Epsilon value

at the “elbow” point, which is 0.1 in the Figure 6.1’s dataset. To compare the optimized

result to the baseline result (Figure 6.2b), we ran DBSCAN again with these newly found

parameters (minPts=4, Epsilon=0.1) and then obtained the results as shown in Figure 6.4a.
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Each color in Figure 6.4a can stand for different spatial roles given that it reflects the density

of the user’s spatial data during the regular working hours. Thus, we first assign a role of

“main workplace” to the red cluster considering that the user spends most of his working

hours in this area. After that, we assign a role of either “eating/working” or “outside work”

to the rest of the clusters based on their venue type. More specifically, we assign the role

of “eating/working”, which might be something like “lunch meeting” or “meeting at cafe”, if

the venue type of the cluster belongs to cafe, bakery or restaurant and then assign the role

of “outside work” to the rest of the clusters. Also, we attempt to enrich a “working” activity

with calendar data, such as “eating/working; lunch meeting with Raj, Ping and Ramesh

on Diabetes”, if the user has the information in his/her calendar application. Finally, to

further optimize the given results, we try to filter out noise from each of the clusters. From

a commonsense point of view, if an activity only lasted for a short period of time (e.g., 5

minutes or 10 minutes) compared to those with other activities (e.g., 1 hour) in the same

cluster and plus the relative frequency of the short-duration activity is even negligible, we

could consider it as noise. To differentiate this noise from each of the spatial cluster, we use a

1-dimensional clustering method by applying a Kernel Density Estimation (KDE) technique

and therefore try to cluster the activities in terms of the length of their duration. The KDE

technique can help identify the density of a distribution of the activity duration since it finds

where a lot of data is grouped together and where it isn’t even in 1-dimensional data [100].

1D clustering with KDE can be done in 5 steps:

1. Normalize data

2. Compute densities

3. Find local maxima

4. Find local minima

5. Cluster the data at each of the local minima
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Figure 6.5: The kernel density estimation for the one-dimensional duration of the “main
workplace” cluster.

We first normalize the duration of the activities in each spatial cluster and then compute

their densities by using kernel density estimator:

f̂h(x) =
1

n

n∑
i=1

Kh(x− xi) =
1

nh

n∑
i=1

K(
x− xi
h

) (6.1)

where (x1, x2, ..., xn) are the duration of each activity, K is the kernel (e.g., Gaussian kernel)

and h > 0 is a smoothing parameter called bandwidth. Figure 6.5 shows the kernel density

estimation for the activity-duration data of the “main workplace” cluster. To cluster this

data, we mark the local maxima and local minima on the graph and then cluster the data

at each of the local minima. We then consider the lower bound, such as activities having a

duration between 5 minutes and 25 minutes in Figure 6.5, as noise and remove them from

the cluster. After applying all the aforementioned process, we finally obtain the end result

as shown in Figure 6.4b.
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Table 6.1: Personicle users’ data description.

User ID Job Data Collection Period # of “Working” samples
User1 Professor 212 days 4,075
User2 Undergrad 99 days 1,165
User3 Undergrad 10 days 191
User4 Visiting 20 days 224
User5 Grad 257 days 3,340
User6 Undergrad 20 days 236
User7 Undergrad 158 days 2,115
User8 Professor 145 days 1,320
User9 Undergrad 15 days 131

Table 6.2: Personicle users’ average time usage (%) in each type of the “Working”.

User Job Main Workplace Outside Work Eating/Working Home
User1 Professor 47.84% 12.47% 6.7% 33%
User2 Undergrad 26.38% 3.8% 4.85% 65%
User3 Undergrad 10.5% 6.12% 0% 83.37%
User4 Visiting 90.87% 4.21% 0% 4.9%
User5 Grad 61.55% 0.4% 3.33% 34.7%
User6 Undergrad 26.6% 10.43% 8.12% 54.83%
User7 Undergrad 40.91% 1.72% 19.19% 38.17%
User8 Professor 15.61% 17.33% 2.74% 64.3%
User9 Undergrad 18.63% 4.4% 5.84% 71.16%

6.2 Clustering the Sort of Jobs

With the results obtained in section 6.1, we now attempt to infer the users’ job so that we

can enrich the “Working” activity further. To do this, we first hypothesize that the users’ job

would be analogous if their “Working” pattern is similar to one another. We then try to catch

the pattern by analyzing the types of their “Working”, which are the semantics obtained from

section 6.1. More specifically, we attempt to cluster each individual into similar occupation

groups by using the types of their “Working”. Table 6.1 describes our experiment dataset

including the users, their jobs, their data collection periods and the number of their “Working’

samples. We collected these data from professors, visiting scholars, graduate students and
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(a) Choosing optimal number of clusters with an
average silhouette method.

(b) Dendrogram.

Figure 6.6: Optimized results using Hierarchical clustering.

undergraduate students who are at the University of California, Irvine (UCI) and University

of Turku (UTU). In this section, we try to identify whether each of these occupations has

a distinct “Working” pattern to be separated and thus see to what extent similar kinds of

occupations can be clustered together. The data collection periods vary from 10 days to 257

days.

By using this dataset, we first obtain the types of each users’ “Working” (e.g., “main work-

place”, “eating/working”, and “outside work”) and then calculate how much time each user

spends for each type of the “Working” everyday. Table 6.2 shows the users’ average time

usage during their normal working hours (8:00 am - 6:00 pm). These features and values

are used to cluster each individual into similar occupation groups. We apply a Hierarchical

clustering method, which is generally applicable to a small set of data [6], given that we only

try to cluster 9 samples (users). To determine the optimal number of occupation groups in

our dataset, we apply an average silhouette method, which measures the quality of clustering

by determining how well each data point lies within its cluster. This method finds a value

of k that maximizes the average silhouette over a range of possible values for k [58]. The

silhouette coefficient of each data point can be calculated as follows:

s(i) =
b(i)− a(i)

max(a(i), b(i))
(6.2)
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where a(i) is a intra-cluster distance of ith data and b(i) is a nearest-cluster distance of ith

data. Figure 6.6a shows the plot that draws the average silhouette coefficient over different

values of k. This plot indicates that k=4 could be the optimal number of clusters. With

this parameter, we ran the Hierarchical clustering and obtained a dendrogram in which we

represented each cluster as different colors as shown in Figure 6.6b. We can see from the

dendrogram that most of the undergraduate students are grouped in the same cluster. This

result means that the undergraduate students have different “Working” patterns from other

occupation groups. Also, the visiting scholar and graduate student are grouped in the light-

blue cluster. Considering that these two jobs are based on research and thus require spending

most of their working time at the “main workplace”, this clustering result can be explained

on the similarity of the “Working” pattern. Lastly, the professors are grouped in the red

cluster. Their average time usage during the working hours (Table 6.2) shows that they also

spend some of their working time for “eating/working” and “outside work”. This pattern

reflects the nature of their job and the way that they work, such as researching at the main

office, giving a lecture at classrooms and meeting people at other places (e.g., colleagues’

office, company or cafe). User6 is also grouped in the red cluster. This might be explained

by the fact that the students in undergraduate school usually take their classes at multiple

buildings and study at a cafe or cafeteria, which is a similar spatial pattern to those of the

professors’ group. This result could be improved once we collect more of User6’s spatial data

given that his dataset is only 20 days worth of data.

Finally, we compare the result to those of other clustering algorithms as shown in Table

6.3. The value of each k was determined by each algorithm’s parameter tuning process. In

this comparison, since we only handle a very small number of samples, we focus more on

seeing to what extent similar kinds of occupations can be grouped by different clustering

techniques rather than evaluating the model itself. Viewed in this way, spectral clustering

does not cluster similar jobs but rather to divide all the users separately. EM clustering only

clusters the users into either Group 0 or Group 1, which is too simple. On the other hand, as
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Table 6.3: A comparison of the results using different clustering algorithms.

User Job Hierarchical
(k=4)

K-means
(k=4)

Mean-shift
(k=5)

EM
(k=2)

Spectral
(k=6)

User1 Professor Group 0 Group 2 Group 3 Group 0 Group 1
User2 Undergrad Group 3 Group 1 Group 0 Group 1 Group 4
User3 Undergrad Group 3 Group 1 Group 0 Group 1 Group 0
User4 Visiting Group 1 Group 0 Group 1 Group 0 Group 3
User5 Grad Group 1 Group 0 Group 2 Group 0 Group 1
User6 Undergrad Group 0 Group 2 Group 0 Group 1 Group 2
User7 Undergrad Group 2 Group 2 Group 4 Group 0 Group 1
User8 Professor Group 0 Group 1 Group 0 Group 1 Group 0
User9 Undergrad Group 3 Group 1 Group 0 Group 1 Group 5

with the hierarchical clustering, the results of K-means and mean-shift clustering show that

some of the occupation groups, such as the undergraduate student group, can be correctly

clustered together. From these results, we can see the potential of using the pattern of each

individual’s “Working” to cluster the users into similar occupation groups. We could then

use this semantic to enrich the “Working” activity further and thus have more chances to

understand each individual’s life experience in more detail.
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Chapter 7

Conclusion and Future Work

Continuously monitoring a person’s everyday life would provide a significant amount of

valuable data to build personal models. Although the latest sensor technology would have

enabled people to track parts of their own daily lives, much of the collectible data is scattered

in isolated silos with different granularities and semantics, and thus the semantic gap becomes

even more formidable. This poses a primary challenge to multimedia research: there needs

to be an efficient way of bridging the semantic gap between the low-level multimedia logs

and high-level events. Thus, in this thesis, we designed a chronicle of personal data, called

Personicle, in which we aggregated, integrated, and synchronized different data streams to

make sense of all the multi-modal correlated information.

This thesis focused on introducing how we can build the Personicle unobtrusively and ac-

cessibly by using the common device combination of a smartphone and wearable fitness

device. To do this, we first defined an atomic interval to bring multi-modal data streams

into the context of a daily life space and to abstractify the processing of a person’s every-

day life. We then developed a method to segment a day into similar patterns of atomic

intervals.These segments were then used for the recognition of daily activities which provide
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much more meaningful human-related information than those of low-level streams of data

(Chapter 3). After that, to build an enriched chronicle of the daily activities, we designed

the event-triggered Ecological Momentary Assessment in which we maximize the chance of

aggregating the semantic data. To do this, we trigger the EMA process at the right mo-

ments with the proper medium, such as a voice command logger (Chapter 4). We went on

to suggest an unobtrusive approach to obtain latent semantics from heterogeneous signals,

and thus an approach for enhancing events of daily living based on semantic context enrich-

ment. With the enhancement method, we finally organized the chronicle of events of daily

living and then built the Personicle with their various descriptive attributes (Chapter 5).

We expect that such an enriched daily experience chronicle could play a very important role

in building a model of a person which reflects their personal dynamics and tendencies under

specific conditions.

In this thesis, we concentrated on completing the implementation of Personicle in order

to introduce what Personicle is. Thus, there are many opportunities for improvement and

future research.

• Performance improvement: In the current Personicle, we have been using a 5-

minute long atomic-interval to recognize a person’s daily activities. However, the opti-

mal length of the atomic-interval might be different from activity or person. Therefore,

research on personalizing the length of the atomic-interval could be important work

in improving recognition performance. Furthermore, given that we have been using

a common daily activity model, there needs to be reinforcement learning performed

towards the personalization of each daily activity recognition. We also need an experi-

mental validation of the food consumption methodology with more active users as well

as studying how to exclude the impact of movement on heart rate patterns so that we

can effectively apply the method in the Personicle.

• Event graph: The event knowledge graph could be an effective approach to under-
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standing unique daily experiences. It may capture and represent specific daily events

with personalized semantic information. These graphs for specific events such as meet-

ings, entertainment, family time, and spiritual events may be prepared and used to

build a detailed event chronicle for a person. Analysis of such a chronological history

of the enhanced daily events could even reveal many latent correlations between the

lifestyle and health status of the person through causal analysis using event mining.

Once the causal aspect can be unobtrusively obtained and related to the event, it will

be possible to systematically find the reasons why a person behaves as they do in a

specific situation.

• Finding more latent semantics: To keep enriching the events of daily living, it is

required to recognize high-level semantics for each of the events. In this thesis, we

only focused on enriching “Eating” and “Working” activities by introducing how to

unobtrusively recognize food consumption type and diversifying the working event by

inferring the user’s job. Much more work must be done for finding latent semantics so

that we can recognize more diverse events of daily living. For example, the analysis of

ambient sound could be used to infer important semantic information, such as talking,

watching TV, or even the emotion of the user, which can ultimately lead to recognizing

more complicated events like “Socializing” or “Relaxing”.

• Building a Personal Health Navigation (PHN): The goal-based guidance system,

such as a navigation system, continuously estimates the current state, finds the best

way to achieve the desired goal, and guides actions to make it happen. With the

Personicle, the PHN could be designed in a way that perpetually collects measurements

about the person’s health state. The PHN would then help an individual maintain his

or her desired health state by providing situationally actionable and easy to follow

guidelines. All the person’s following actions are continuously measured to provide a

new estimation of his or her health state. If there is a change in the health state, it
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will be reflected in the next guidance. A cycle of these processes will move the person’s

health state closer to the goal.

• Building personal models: To understand the preferences and particularities of

an individual, it is necessary to build personal models. The personal model could

represent a personalized knowledge base of how a person reacts to different stimuli

under specific conditions or how their physiology changes from an intervention. The

primary consideration in building the personal model, which establishes the premise

that each person is a unique entity, could be how various factors uniquely drive each

individual’s personal state. To extract this personalized knowledge, we would need

to aggregate long and short-term information about a person and analyze how this

data interacts with each other. Then, the models could be used to provide actionable

guidance.

• Event mining: Since we started obtaining the events of daily living, we now need to

combine the events and derive actionable causal relationships from the events. With the

Personicle, we could start finding how different aspects of our lives are interconnected

and how they are influencing our everyday life. Mining relevant patterns from the

chronicle of daily events could discover causal relationships among the events, their

attributes, and behaviors. Such research would allow us to derive rich insights about

the person and ultimately result in building even more effective personal models.
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