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ABSTRACT OF THE DISSERTATION 

Electron driven instabilities around dipolarizing flux bundles  

in Earth’s magnetotail 

by 

Xu Zhang 

Doctor of Philosophy in Geophysics and Space Physics 

University of California, Los Angeles, 2021 

Professor Vassilis Angelopoulos, Chair 

 

Dipolarization fronts (DFs) are transient phenomena in the magnetotail with various types of 

waves observed in their vicinity. The potential effect of these fluctuations on particle distributions 

and energy conversion near DFs is poorly understood. In this study, we aim to determine the 

relations between waves and dipolarization fronts. Using observational data from Time History of 

Events and Macroscale Interactions during Substorms (THEMIS), we established whistler wave 

event database and electron cyclotron harmonic (ECH) wave event database near dipolarization 

fronts from year 2007-2017. We find that electron temperature anisotropies are well-constrained 

by the marginal stability thresholds of whistler instability and electron firehose instability. During 

earthward transport of electrons, a significant portion of the suprathermal electron energy flux is 

evacuated in the form of whistler wave Poynting flux. Later we investigate the generation 

mechanism of ECH waves near dipolarization fronts. We find that moderately oblique (with wave 

normal angle at around 70⁰) ECH waves are frequently observed behind DFs and they are driven 
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unstable by low energy electron beams. By performing a parametric survey of beam-driven ECH 

waves, we demonstrate that these waves are unstable under a wide range of plasma 

conditions. This work emphasizes the importance of wave-particle interaction in the magnetotail.  
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Chapter 1 

Introduction 

1.1 Plasma Waves in Earth’s Magnetosphere 

When the solar wind arrives at Earth, Earth’s dipolar magnetic field interacts with it and forms the 

magnetosphere, with compressed magnetic field in the dayside and stretched magnetic field in the 

nightside. A schematic of Earth’s magnetosphere is shown in Figure 1.1. The nightside of Earth’s 

magnetosphere with stretched magnetic field lines and charged particles is referred to as the 

magnetotail, with a size of tens of Re (earth radii) in west-east direction and more than 200Re in 

anti-sunward direction. Open magnetic field lines with one foot on the ionosphere constitute the 

northern and southern lobes of the magnetotail; lobe plasma has very low density and temperature. 

The plasma sheet lies in regions between the northern and southern lobes; it consists of closed 

magnetic field lines with both feet on the ionosphere and hot (~keV), dense (~0.1𝑐𝑚−3) plasma. 

The magnetotail is a key element of Earth’s magnetosphere with dynamic environments and 

explosive activities. Magnetic reconnection in the plasma sheet, a process by which the magnetic 

energy stored in lobes is converted to bulk plasma acceleration and collisionless heating, is closely 

related to substorms and has a significant impact both to the ionosphere and the inner 

magnetosphere. The magnetotail, therefore, is of major interest for space studies and the specific 

region of study in this dissertation.  

Various plasma waves exist in Earth’s magnetotail. Figure 1.2 shows the electric field power 

spectral density observed on CRRES during one Earth orbit with apogee (the longest portion of 
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the data shown) in the magnetotail [Meredith et al., 2004]. Several plasma waves are identified 

and demonstrated in this survey plot. Whistler mode chorus wave is an electromagnetic emission 

in the frequency range between 0.1𝑓𝑐𝑒 and 0.8𝑓𝑐𝑒 with a frequency gap at 0.5𝑓𝑐𝑒 (𝑓𝑐𝑒 is electron 

cyclotron frequency) [Tsurutani and Smith, 1974]. Both upper band and lower band chorus waves 

consist of discrete elements of rising or falling tones in the spectrogram [Santolik., 2003]. These 

electromagnetic emissions are usually generated near the magnetic equator through cyclotron 

resonance with energetic electrons (tens of keV) injected from the plasma sheet [Li et al., 2009b]. 

In the radiation belt, chorus waves play an important role in the acceleration process by 

accelerating electrons to relativistic energy range [Thorne et al., 2013] and the loss process by 

scattering electrons into loss cones [Thorne et al., 2010]. Plasmaspheric hiss is a broadband, 

structureless whistler mode wave which is often observed in Earth’s plasmasphere or 

plasmaspheric plumes [Thorne et al., 1973]. The generation mechanism of plasmaspheric hiss 

remains an active area of research: they can be generated by lightning-generated whistler waves 

[Sonwalkar and Inan, 1989] but most recently shown to be driven primarily from chorus emissions 

outside the plasmapause [Bortnik et al., 2008]. Plasmaspheric hiss is very effective in scattering 

radiation belt electrons into the loss cone, responsible for the formation of the slot region between 

the inner and outer radiation belt [Lyons et al., 1972]. ECH (electron cyclotron harmonic) waves 

are electrostatic emissions in the frequency range between n𝑓𝑐𝑒 (electron cyclotron frequency) to 

(𝑛 + 1)𝑓𝑐𝑒 with the strongest wave power in the first harmonic frequency band [Kennel et al., 

1970]. Previous theoretical work demonstrated that ECH waves can be excited by the loss-cone 

instability of hot plasma sheet electrons in the presence of a cold electron component [Ashour-

Abdalla and Kennel, 1978; Ashour-Abdalla et al., 1979]. Because both whistler waves and ECH 

waves are capable of resonating with electrons over the energy range from hundreds of eV to tens 
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of keV, the relative importance of whistler waves and ECH waves in scattering plasma sheet 

electrons and driving diffuse aurora has been controversial over decades [Ni et al., 2011b, 2011c]. 

Nowadays, it is generally accepted that ECH waves play an important role in scattering plasma 

sheet electrons into the loss cone and driving diffuse aurora in the outer magnetosphere beyond 

8Re [Zhang et al., 2015].  

 

1.2 Electron dynamics near dipolarization fronts 

Various activities occur in the Earth’s magnetotail with different temporal and spatial scales and 

bursty bulk flows (BBFs) are one of these activities with a temporal scale of 10-15 minutes and a 

spatial scale of several Res in azimuthal direction. Bursty bulk flows are plasma flows in the central 

plasma sheet with high speed (hundreds of km/s) and predominantly earthward direction 

[Baumjohann et al., 1990; Angelopoulos et al., 1992, 1994]. Although BBFs last only 10%-15% 

of the satellite observation time in the plasma sheet, they are responsible for 60%-100% of the 

earthward transport of mass, energy and magnetic flux [Angelopoulos et al., 1994]. These fast 

plasma sheet flows are originated from reconnection at 20-30 Re [Angelopoulos et al., 2008, 2013], 

or from interchange instabilities [Pritchett and Coroniti, 1998, 2010]. Embedded in these flows are 

magnetic flux tubes with magnetic field more dipolar than the magnetic field in the ambient plasma 

sheet [Nakamura et al., 2002; Ohtani et al., 2004]. These dipolarized flux tubes can be described 

as plasma bubbles with much lower plasma entropy (𝑝𝑉5/3, p is the plasma pressure and V is the 

flux tube volume) than their surroundings [Chen and Wolf, 1993] and are later termed as 

diploarizing flux bundles in Liu et al. [2013a]. The leading edge of DFBs is characterized by a 

sharp increase in the 𝐵𝑧 magnetic field (south-north component of the magnetic field in GSM 

coordinate), referred to as “dipolarization fronts”, and are usually preceded by a small decrease in 
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𝐵𝑧  [Runov et al., 2009, 2011]. Figure 1.3 from Runov et al. [2009] demonstrates THEMIS 

observations of earthward propagation of dipolarization fronts from 20Re to 11Re. Dipolarizing 

flux bundles are often associated with enhancement of the electric field in dusk-dawn direction 

(+𝑌𝐺𝑆𝑀 direction) and therefore are major contributors to the earthward transport of magnetic flux 

in near-Earth plasma sheet [Liu et al., 2014]. The cross-tail currents inside dipolarizing flux 

bundles are reduced and diverted along magnetic field lines [Liu et al., 2013a]. A complex field-

aligned current system is formed ahead of and inside dipolarzing flux bundles and these field-

aligned currents might be related to the substorm current wedge which has a much larger spatial 

scale and a much longer time scale [Liu et al., 2015].  

Dipolarizing flux bundles play an important role in regulating magnetotail dynamics not only 

because they provide the dominant earthward transport of magnetic flux, but also because they 

energize particles and then transport them towards the inner magnetosphere [Birn et al., 2014; 

Runov et al., 2015]. To understand particle dynamics, especially electron dynamics, inside 

dipolarizing flux bundles, we would like to first introduce the three adiabatic invariants related to 

particles’ motions [Northrop, 1963]. The first adiabatic invariant is the magnetic moment of a 

particle gyrating around the magnetic field line and is defined as 𝜇 = 𝑚𝑣⊥
2 2𝐵⁄ , where 𝑣⊥ is the 

particle velocity in the direction perpendicular to the magnetic field and B is the magnetic field 

strength. The second adiabatic invariant is related to a particle’s bounce motion between mirror 

points of the magnetic field line and is defined as 𝐽 = ∫ 𝑝∥𝑑𝑠
𝑏

𝑎
, where a and b are two mirror points 

of particle’s bounce motion and 𝑝∥ is particle’s moment in parallel direction. The third adiabatic 

invariant is the magnetic flux enclosed by the particle’s drift path around the magnetic dipole.    



5 

 

Because the gyration period and the gyroradius of plasma sheet electrons are very small compared 

to temporal and spatial scales associated with dipolarizing flux bundles, the first adiabatic invariant 

should be conserved during the electrons’ interaction with them. Figure 1.4 from Birn et al. [2013] 

shows the trajectory of equatorially mirroring electrons projected to the magnetic equator during 

their interaction with earthward propagating flow bursts and dipolarization fronts. When an 

Electron’s first adiabatic invariant is conserved, the equation of motion of its guiding center can 

be expressed as: 

 𝑑𝑊⊥

𝑑𝑡
= 𝜇

𝑑𝐵

𝑑𝑡
= 𝜇

𝜕𝐵

𝜕𝑡
+ 𝑞𝑬 ∙ 𝑽𝒅𝒓𝒊𝒇𝒕 

(1.1) 

where 𝑊⊥ is electron’s perpendicular energy, 𝜇 is the first adiabatic invariant, E is the electric field 

associated with dipolarizing flux bundles and 𝑽𝒅𝒓𝒊𝒇𝒕 is electron’s guiding center drift velocity. The 

first term on the right-hand side of Eq (1.1) is electron energization from the temporal change of 

the magnetic field and the second term is the electron drift in the electric field that is related to the 

motion of nearby dipolarizing flux bundles and the diversion of the pre-existing plasma sheet 

plasma around them. This electron energization process illustrated by Figure 1.4 is betatron 

acceleration caused by the compression of the magnetic field and it has also been extensively 

discussed in Gabrielse et al. [2016]. While betatron acceleration process accounts for electron 

energization in perpendicular direction, fermi acceleration process leads to electron energization 

in parallel direction [Fu et al., 2011]. If the second adiabatic invariant is also conserved during the 

interaction with dipolarizing flux bundles (if the time-scales of the interaction in the plasma frame 

are longer than electron bounce-times to the ionosphere, a few seconds), electrons will be 

energized by fermi acceleration caused by the shortening of flux tube during earthward 

propagation. Adiabatic acceleration processes, including betatron and fermi acceleration, have 
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been suggested as a major mechanism for particle acceleration in DFBs. The effects of non-

adiabatic processes on particle dynamics near dipolarization fronts are not well understood. 

Therefore, this dissertation will mainly focus on the non-adiabatic wave-particle interaction 

process near dipolarization fronts. 

 

1.3 Wave-particle interaction 

In 1946, Landau described the oscillation of electrostatic waves in a collisionless plasma and 

demonstrated that electrostatic waves would eventually be damped if the collisionless plasma has 

a Maxwellian distribution function. The interaction between collisionless plasma and electrostatic 

waves can be described by the Vlasov equation: 

 𝜕𝑓1
𝜕𝑡

− 𝒗 ∙ 𝛁𝑓1 + 𝑞𝑬𝟏 ∙
𝜕𝑓0
𝜕𝒗

= 0 
(1.2) 

 

where 𝑓0 is the unperturbed term of particle’s distribution function and 𝑓1 is the perturbed term of 

the distribution function, 𝑬𝟏 is the wave electric field. The mathematical effort of trying to solve 

this equation involves an integral in the complex plane of velocity v where the integration path is 

along the real axis encircling the singularity at 𝜔 𝑘⁄ . With pure mathematical derivation, the 

astounding result obtained by Landau demonstrated that energy transfer can occur between waves 

and particles in a system of a collisionless plasma. This damping mechanism is known as Landau 

damping and the physical meaning underlying the solution is profound. The damping of the 

electrostatic wave by electrons with Maxwellian distribution is only related to electrons traveling 

at a velocity equal to the phase velocity of the wave. In the frame moving at the velocity of wave 

phase speed, electrons will sense a static wave electric field. When the electron’s velocity is 
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slightly smaller than wave phase speed, it will be trapped in the potential well of wave electric 

field and eventually move at the wave phase speed during the resonant interaction. Therefore, 

the electron will gain energy from the wave. When the electron’s velocity is slightly larger than 

the wave phase speed, it will lose energy to wave. Because there are more electrons with 𝑣 < 𝜔 𝑘⁄  

than electrons with 𝑣 > 𝜔 𝑘⁄  in a Maxwellian distribution, the net result is that energy is 

transferred from electrons to waves and waves are damped. 

Now we consider the situation where particles interact with an arbitrary type of plasma waves in 

a magnetized plasma. The resonance condition is expressed as the equation below: 

 
𝜔 − 𝑘∥𝑣∥ =

𝑛Ω𝑐

𝛾
 , n = 0, ±1,±2… 

(1.3) 

where 𝜔 is the wave frequency, 𝑘∥ is the wave vector in the direction parallel to the magnetic field, 

Ω𝑐 is the cyclotron frequency of the particle, and  𝛾 = (1 − 𝑣2/𝑐2)1/2 is the relativistic factor. 

When the Doppler-shifted frequency of the wave matches the gyrofrequency of the particle, the 

first adiabatic invariant is no longer conserved (the time-scale of significant variations associated 

with the wave match that of the particle gyration, violating the assumption of adiabatic invariance) 

and particles are capable of exchanging energy with the waves effectively. When n is 0, Eq (1.3) 

describes the resonance condition for Landau resonance when the particle’s parallel velocity 

equals to the wave’s parallel phase velocity. Whether particles are accelerated or decelerated by 

the wave electric field in parallel direction (𝐸∥) through Landau resonance depends on the sign of 

the phase space density slope in the parallel direction (𝜕𝑓 𝜕𝑣∥⁄ |𝑣=𝜔 𝑘⁄ ). When n is not 0, particles 

resonate with plasma waves through cyclotron resonance. In the frame moving at the parallel 

velocity of the resonating particle, the wave frequency is Doppler-shifted to match the 

gyrofrequency of the particle. The wave perpendicular electric field (𝐸⊥) after Doppler-shifting 



8 

 

will be circling around the background magnetic field line at the same angular velocity and in the 

same direction with respect to the gyrating particles. Therefore, these particles are capable of 

interacting with the waves effectively, leading to wave growth or damping and diffusion in energy 

and pitch angle in phase space.  

To better understand wave-particle interaction which leads to wave growth or wave damping, we 

use the concept of “diffusion curve” or “resonance curve” [Gendrin, 1968, 1981; Summers et al., 

1998]. When electromagnetic waves propagate in the direction parallel to the background magnetic 

field, a particle’s motion is governed by the wave electric field and the Lorentz force from both 

background magnetic field and wave magnetic field. In the frame moving at the wave phase 

velocity 𝜔 𝑘∥⁄ , the wave electric field will vanish and the particles’ energy is conserved since they 

only sense the Lorentz force. After moving back to the laboratory frame, we obtain the equation 

which defines the diffusion curve: 

 𝑣⊥𝑑𝑣⊥ + (𝑣∥ − 𝜔 𝑘∥⁄ )𝑑𝑣∥ = 0 (1.4) 

 

where 𝑣⊥ and 𝑣∥ are particle’s velocity in the perpendicular and parallel direction. We can easily 

determine whether this results in wave growth or wave damping from the relative positions of 

diffusion curve, constant energy curve and constant phase space density curve in velocity space. 

This is illustrated in Figure 1.5. Since the particles’ energy is conserved in the frame moving at 

the wave phase speed, particles are confined to move along the diffusion curve when interacting 

with waves. They will diffuse in both directions along the diffusion curve and the net result is 

directed toward the lower phase space density. If this direction is towards larger particle energy, 

then energy will be transferred from waves to particles as illustrated in Figure 1.5(a). If this 
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direction is towards smaller particle energy, then energy will be transferred from particles to waves 

as illustrated in Figure 1.5(b). Eq (1.4), the definition of diffusion curve, is only valid under the 

circumstances that particles interact with plasma waves through cyclotron resonance. Considering 

plasma waves with parallel wave electric field (𝐸∥), wave electric field does not disappear in the 

frame moving at wave phase velocity and particles’ energy is not conserved. When particles 

interact with waves through Landau resonance, Eq (1.4) is no longer valid and the “resonance 

curve” or “diffusion curve” is 𝑣⊥ = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. The energy exchange between particles and waves 

only happens in the parallel direction and particles’ perpendicular energy is conserved for Landau 

resonance. The physical meanings underlying the wave-particle interaction can help us better 

understand electrons’ non-adiabatic behaviors during interaction with waves in DFBs. 

 

1.4 Whistler wave 

Assuming a spatially homogeneous plasma with uniform background magnetic field and zero 

temperature of electrons and ions, we obtain the full dispersion relation of plasma waves in cold 

plasma approximation [Stix, 1962]: 

 

[
𝑆 − 𝑛2𝑐𝑜𝑠2𝜃 𝑖𝐷 𝑛2𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃

−𝑖𝐷 𝑆 − 𝑛2 0
𝑛2𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃 0 𝑃 − 𝑛2𝑠𝑖𝑛2𝜃

] [

𝐸𝑥

𝐸𝑦

𝐸𝑧

] = 0 

(1.5) 

 

where n is refractive index (𝑛 = 𝑐𝑘 𝜔⁄ ), 𝑆 = (𝑅 + 𝐿)/2, 𝐷 = (𝑅 − 𝐿)/2 and R, L, P are defined 

as: 
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𝑅 = 1 − ∑

𝜔𝑝𝑗
2

𝜔

1

𝜔 + Ω𝑐𝑗
𝑗

, 𝐿 =  1 − ∑
𝜔𝑝𝑗

2

𝜔

1

𝜔 − Ω𝑐𝑗
𝑗

, 𝑃 = ∑
𝜔𝑝𝑗

2

𝜔2

𝑗

 

 

(1.6) 

ω𝑝𝑗 is the plasma frequency of species j and Ω𝑐𝑗 is the cyclotron frequency of species j 

Considering a parallel propagating wave when 𝜃 = 0, we obtain two solutions with 𝑛2 = 𝑅 and 

𝑛2 = 𝐿. 𝑛2 = 𝑅 is the solution for right-handed polarization mode with 𝐸𝑦 𝐸𝑥⁄ = −𝑖. Whistler 

mode wave, which belongs to that mode, is electromagnetic wave in the frequency range between 

lower-hybrid frequency (Ω𝐿𝐻 ≈ √Ω𝑐𝑒Ω𝑐𝑖 ) and electron cyclotron frequency (Ω𝑐𝑒 ) [Helliwell, 

1965]. Whistler mode waves have been observed both in the inner magnetosphere [Russell et al., 

1969; Tsurutani and Smith, 1974] and in the magnetotail [Gurnett et al., 1976; Zhang et al., 1999]. 

Most of whistler mode waves are confined near magnetic equator [Meredith et al., 2003; Li et al., 

2009b] but they are also observed at higher magnetic latitude [Agapitov et al. 2013]. The 

propagation directions of whistler mode waves are found to be both in the parallel direction 

[Burton and Holzer, 1974; Hayakawa et al., 1984] and in very oblique propagation direction [Li et 

al., 2013; Agapitov et al., 2014]. Whistler wave intensity is dependent on geomagnetic activity and 

is related to the injection of energetic electrons from plasma sheet [Li et al., 2008, 2009b]. 

Whistler mode waves are generally thought to be driven unstable by electrons at energy range from 

a few keV to tens of keV with perpendicular temperature anisotropies (𝑇⊥ 𝑇∥⁄ > 1, 𝑇⊥  is the 

electron temperature in perpendicular direction and 𝑇∥  is the electron temperature in parallel 

direction) [Kennel and Petscheck 1966; Helliwell 1967; Santolik et al., 2010a; Omura and Nunn, 

2011]. Assuming parallel propagating whistler waves and cold plasma, Kennel and Petscheck 

[1966] calculated the growth rate for whistler mode waves: 
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𝛾 = 𝜋Ω𝑐𝑒 (1 −

𝜔

Ω𝑐𝑒
)
2

𝜂−(𝑣𝑅) ∙ {𝐴−(𝑣𝑅) −
1

Ω𝑐𝑒 𝜔⁄ − 1
} 

(1.7) 

 

where 𝑣𝑅 is the resonance velocity defined as 𝑣𝑅 = (𝜔 − Ω𝑐𝑒) 𝑘∥⁄ . 

𝜂−(𝑣𝑅) can be roughly interpreted as the fraction of electrons that are in cyclotron resonance with 

whistler waves: 

 
𝜂−(𝑣𝑅) = 2𝜋

Ω𝑐𝑒 − 𝜔

𝑘
∙ ∫ 𝑓(𝑣⊥, 𝑣∥ = 𝑣𝑅)𝑣⊥𝑑𝑣⊥

∞

0

 
(1.8) 

 

𝐴−(𝑣𝑅) describes the pitch angle anisotropy and is defined as 

 

𝐴−(𝑣𝑅) =
∫ 𝑣⊥𝑑𝑣⊥(𝑣∥

𝜕𝑓
𝜕𝑣⊥

− 𝑣⊥
𝜕𝑓
𝜕𝑣∥

)
𝑣⊥
𝑣∥

∞

0

2 ∫ 𝑓𝑣⊥𝑑𝑣⊥
∞

0

|

𝑣∥=𝑣𝑅

 

(1.9) 

The whistler mode wave is unstable when the anisotropy of resonating electrons is sufficiently 

large (𝐴− >
1

Ω𝑐𝑒 𝜔⁄ −1
). The growth rate of the whistler wave is determined by both the fraction of 

resonating electrons and the pitch angle anisotropy. Figure 1.6 provides further understanding of 

whistler wave excitation by anisotropic electron population through cyclotron resonance. Using 

an electron distribution function with 𝑛𝑒 = 1𝑐𝑚−3, 𝑇𝑒 = 1𝑘𝑒𝑉, 𝑇⊥ 𝑇∥⁄ = 3 as input parameters, 

we solved the hot plasma dispersion relation and found that the whistler mode wave is most 

unstable when 𝜔 𝜔𝑐𝑒⁄ = 0.55  and 𝑘𝜌𝑒 = 0.39 . When whistler mode waves propagate in the 

antiparallel direction, the phase velocity of the wave and the electron’s resonance velocity are in 

opposite directions (resonance velocity is calculated from 𝑣𝑅 = (𝜔 − |Ω𝑐𝑒|)/𝑘∥). The diffusion 
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curve (shown as the sold magenta line in Figure 1.6) can be obtained from Eq (1.4). Constant phase 

space density curve for electron distribution with sufficiently large pitch angle anisotropy is 

illustrated as solid black line in Figure 1.6. Electrons will diffuse in the direction towards lower 

phase space density (indicated by the magenta arrow in Figure 1.6), leading to the decrease of 

electron energy and wave gain.  

Whistler waves have received substantial attention because they play an important role in 

accelerating and scattering electrons [Horne and Thorne 1998, 2003; Bortnik and Thorne, 2007; 

Thorne et al., 2010, 2013]. They have been considered to contribute significantly to electron 

scattering to produce diffuse and pulsating aurora [Nishimura et al., 2010; Ni et al., 2011b]. 

Furthermore, whistler waves act to reduce electron temperature anisotropies through pitch angle 

scattering and limit the anisotropies near marginal instability thresholds [Gary & Wang, 1996; 

Gary et al., 2000]. In the inner magnetosphere, whistler mode chorus waves can resonate with 

electrons at energies of a few hundred keV effectively and accelerate them to relativistic energy 

range (several MeV) [Summers et al., 2002; Horne and Thorne 2003; Li et al., 2014]. Being 

effective in regulating electron dynamics by scattering and accelerating electrons, whistler mode 

wave is one of our major interests in this dissertation. 

 

1.5 Electron cyclotron harmonic wave 

ECH (electron cyclotron harmonic) wave is an electrostatic emission in the frequency range 

between n𝑓𝑐𝑒 (electron cyclotron frequency) to (𝑛 + 1)𝑓𝑐𝑒 with the strongest wave power in the 

first harmonic frequency band [Fredricks and Scarf, 1973; Roeder and Koons, 1989; Meredith et 

al., 2009]. ECH waves were first observed by OGO 5 satellite with wave power centered around 
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(𝑛 + 1/2)𝑓𝑐𝑒 and therefore are known as “n+1/2” waves [Kennel et al., 1970]. These electrostatic 

emissions have been observed over a large range of radial distances with L=4-12, both in the inner 

magnetosphere [Meredith et al., 2009; Ni et al., 2011a, 2017] and in the magnetotail [Liang et al., 

2011; Zhang et al., 2014]. Statistical studies on the global distribution of ECH waves have 

previously demonstrated that these waves are typically confined to within a few degrees to the 

magnetic equator and are most frequently observed in the night and dawn sector with 2100-0600 

MLT (magnetic local time) [Roeder and Koons, 1989; Meredith et al., 2009; Ni et al., 2017]. ECH 

waves exist under various geomagnetic activity levels, but they intensify for active geomagnetic 

conditions [Ni et al., 2011a]. Zhang and Angelopoulos [2014] demonstrated that more than 70% 

of ECH waves in the magnetotail are correlated with energetic electron injections and more than 

50% of them are correlated with dipolarization fronts. Upon arrival of dipolarizing flux bundles, 

high-amplitude ECH waves excited near the magnetic equator tend to propagate to higher latitudes 

due to the increase in curvature radius, resulting in ECH wave intensification [Zhang et al., 2014].  

Previous theoretical work has attributed ECH wave excitation to loss-cone instability of hot plasma 

sheet electrons in the presence of a cold electron component [Young et al., 1973; Karpman et al., 

1975; Ashour-Abdalla and Kennel, 1978; Ashour-Abdalla et al., 1979]. The electron loss cone 

distribution function which provides the free energy source for ECH wave generation has a 

positive slope in perpendicular direction in the velocity space where 𝜕𝑓 𝜕𝑣⊥ > 0⁄ . Abdalla and 

Kennel [1978] represented the hot electron distribution function by a subtracted bi-maxwellian 

distribution function: 

𝑓(𝑣⊥, 𝑣∥) = ∑𝑓𝑖
𝑖

= ∑
𝑛𝑖

𝜋2/3𝛼⊥𝑖
2 𝛼∥𝑖

exp (−(
𝑣∥ − 𝑣𝑑𝑖

𝛼∥𝑖
)2)

𝑖
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∙ [Δ𝑖 exp(−

𝑣⊥
2

𝛼⊥𝑖
2 ) +

(1 − Δ𝑖)

(1 − 𝛽𝑖)
∙ (exp(−

𝑣⊥
2

𝛼⊥𝑖
2 ) − exp(−

𝑣⊥
2

𝛽𝑖𝛼⊥𝑖
2 ))]  

(1.100) 

 

where the subscript i denotes the ith component of the electron distribution function, 𝑛𝑖  is the 

electron number density, 𝛼∥𝑖  and 𝛼⊥𝑖  are the thermal velocity of electrons in the parallel and 

perpendicular direction, Δ𝑖 and 𝛽𝑖 are the depth and size of the loss cone. By assuming an unstable 

loss cone distribution and solving the hot plasma dispersion relation, Ashour-Abdalla and Kennel 

[1978] demonstrated that ECH waves are unstable when the density and temperature ratios 

between cold and hot electrons are small enough. Using the unstable electron loss cone distribution 

function in Table 1.1 as input parameters, we solved the hot plasma dispersion relation of ECH 

waves. The most unstable mode of ECH wave is at a wave normal angle of 85.5º and  at 𝜔 𝜔𝑐𝑒⁄ =

1.55  and 𝑘𝜌𝑒 = 8.5 ( 𝜔𝑐𝑒 = 1.4𝑘𝐻𝑧  is the electron cyclotron frequency, 𝜌𝑒  is the electron 

gyroradius of component 1 in Table 1.1). Figure 1.7 illustrates ECH wave generation in the 

velocity space of electron loss cone distributions. When analyzing the particle equation of motion 

for the non-relativistic case using a Hamiltonian approach during wave-particle interaction, we 

obtain that quantity 𝐶𝑛 in Eq. (1.11) is a constant [Shklyar and Matsumoto, 2009]  

 𝐶𝑛 = 𝑛𝑊 − 𝜇𝜔 = constant (1.11) 

where W is the particle kinetic energy (𝑊 =
1

2
𝑚(𝑣⊥

2 + 𝑣∥
2)), 𝜇 is (

1

2
𝑚𝑣⊥

2)/ω𝑐𝑒 , 𝜔 is the wave 

frequency and n is the resonance harmonic number in Eq. (1.3). Electrons diffuse along the contour 

of Eq. (1.11) towards the direction of lower phase space density, indicated by the solid magenta 

arrow in Figure 1.7. Electrons, therefore, will lose energy and diffuse into the loss cone. Electron 

cyclotron harmonic waves driven by such a loss-cone distribution are usually unstable at very large 
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(around 88º~ 89º) wave normal angles and heavily damped at smaller wave normal angles due to 

Landau and cyclotron resonance [Horne, 1989; Horne and Thorne, 2000; Horne et al., 2003; Ni et 

al., 2011b, 2012; Liu et al., 2018]. Because of the lack of electron distribution function 

measurements with sufficient angular resolution to reveal the properties of the loss cone (usually 

less than 1º in the magnetotail) and of the cold electron population, such an excitation mechanism 

has never been proven directly. 

Electron cyclotron harmonic waves have received substantial attention due to their potential roles 

in diffuse aurora precipitation. The diffuse aurora is a belt of weak emission which extends over a 

latitude range of 5⁰ to 10⁰ within the auroral oval and maps to the central plasma sheet [Newell et 

al., 2009]. The origin of diffuse aurora is related to the scattering of plasma sheet electrons in the 

energy range from hundreds of eV to tens of keV by plasma waves [Fontaine and Blanc, 1983]. 

Because both ECH waves and whistler waves are capable of resonating with electrons at this 

energy range and scattering them into loss cones, the relative importance of whistler waves and 

ECH waves in driving diffuse aurora has been controversial over decades [Kennel et al., 1970; 

Lyons, 1974; Belmont et al., 1983; Roeder and Koons, 1989; Horne and Thorne, 2000; Horne et 

al., 2003; Meredith et al., 2009]. Ni et al. [2012] quantified the pitch angle scattering rates of 

plasma sheet electrons by ECH waves and demonstrated that the scattering can approach strong 

diffusion limit. In Zhang et al. [2015], the authors modeled the energy flux of diffuse aurora 

precipitation from ionospheric observations and estimated the ECH wave induced precipitation 

based on wave properties observed by THEMIS. By comparing the ECH wave induced 

precipitation and diffuse aurora precipitation, Figure 1.8 demonstrated that ECH waves are the 

dominant driver for diffuse aurora precipitation in the outer magnetosphere beyond 8Re. 
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All of the above progress in understanding the potential roles of ECH waves in driving diffuse 

aurora is based on the assumption that ECH wave is excited by loss cone distributions. Despite the 

difficulty in validating this excitation mechanism through direct observations, there has been very 

little reconsideration of the free energy sources of ECH waves since the 1970s. This dissertation 

aims to explore alternative generation mechanisms of ECH waves.  

 

1.6 Low frequency fluctuations 

Recent 3D PIC (particle-in-cell) simulations in Pritchett et al. [2014] have found electromagnetic 

instabilities near ion cyclotron frequency and located away from the magnetic equator ahead of 

approaching dipolarization fronts. In simulations, the instabilities were driven by a parallel current 

carried by electrons. We identified such instabilities and analyzed their characteristics using 

THEMIS observations in Section 2 in this dissertation. One possible candidate for such instabilities 

is current-driven kink-like instability in Gary et al. [1976] and Perraut et al. [2000]. To better 

understand the current-driven kink-like instability, we consider the situation when ions are cold 

and electrons are drifting in the direction parallel to the magnetic field. The two dispersion relations 

𝐷+ and 𝐷−  when waves are in parallel directions can be written as: 

 
𝐷+ = 𝑘2𝑐2 − 𝜔2 −

1

√2
𝜔𝑝𝑒

2
𝜔 − 𝑘𝑉𝑑,𝑒

𝑘𝑉∥,𝑒
𝑍(𝜉1) + 𝜔𝑝𝑖

2
𝜔

𝜔 + 𝜔𝑐𝑖
= 0 

 

(1.12) 

 
𝐷− = 𝑘2𝑐2 − 𝜔2 −

1

√2
𝜔𝑝𝑒

2
𝜔 − 𝑘𝑉𝑑,𝑒

𝑘𝑉∥,𝑒
𝑍(𝜉2) + 𝜔𝑝𝑖

2
𝜔

𝜔 − 𝜔𝑐𝑖
= 0 

 

(1.13) 

𝑍(𝜉) is the plasma dispersion function and arguments 𝜉1 and 𝜉2 are defined as:  
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𝜉1 =
𝜔 − 𝑘𝑉𝑑,𝑒 − |𝜔𝑐𝑒|

√2𝑘𝑉∥,𝑒

, 𝜉2 =
𝜔 − 𝑘𝑉𝑑,𝑒 + |𝜔𝑐𝑒|

√2𝑘𝑉∥,𝑒

 

where 𝜔𝑝𝑒  and 𝜔𝑝𝑖  are electron plasma frequency and ion plasma frequency, 𝜔𝑐𝑒  and 𝜔𝑐𝑖  are 

electron gyrofrequency and ion gyrofrequency, 𝑉𝑑,𝑒 is the electron drift velocity in the direction 

parallel to the magnetic field and 𝑉∥,𝑒 is the electron parallel thermal velocity.  

In the low frequency limit when 𝜔 ≪ 𝜔𝑐𝑖 , 𝐷+  describes the dispersion relation for fast 

magnetosonic wave modified by electron currents and  𝐷− describes the dispersion relation for 

shear Alfvén wave modified by electron currents. Since |𝜉1|, |𝜉2| ≪ 1, 𝑍(𝜉) is approximated by 

−
1

𝜉
  for large arguments and dispersion relations 𝐷+ and 𝐷−  are therefore written as:  

 
𝐷+ = 𝑘2𝑐2 − 𝜔2 − 𝜔𝑝𝑒

2
𝜔 − 𝑘𝑉𝑑,𝑒

𝜔 − 𝑘𝑉𝑑,𝑒 − |𝜔𝑐𝑒|
+ 𝜔𝑝𝑖

2
𝜔

𝜔 + 𝜔𝑐𝑖
= 0 

 

(1.14) 

 
𝐷− = 𝑘2𝑐2 − 𝜔2 − 𝜔𝑝𝑒

2
𝜔 − 𝑘𝑉𝑑,𝑒

𝜔 − 𝑘𝑉𝑑,𝑒 + |𝜔𝑐𝑒|
+ 𝜔𝑝𝑖

2
𝜔

𝜔 − 𝜔𝑐𝑖
= 0 

 

(1.15) 

Further simplification of the dispersion relations leads to  

 
𝐷+ = 𝑋2 − 𝑋 (𝐾2 + 𝐾

𝑉𝑑

𝑉𝐴
) − (𝐾2 + 𝐾

𝑉𝑑

𝑉𝐴
) = 0 

 

(1.16) 

 
𝐷− = 𝑋2 + 𝑋 (𝐾2 − 𝐾

𝑉𝑑

𝑉𝐴
) − (𝐾2 − 𝐾

𝑉𝑑

𝑉𝐴
) = 0 

 

(1.17) 
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where 𝑉𝐴  is the Alfvén velocity, 𝑋  and 𝐾  are normalized values defined as: 𝑋 = 𝜔 𝜔𝑐𝑖⁄ ; 𝐾 =

𝑘𝑉𝐴 𝜔𝑐𝑖⁄ .  

Solutions of Eq (1.17) give rise to current-driven kink-like instability (Two solutions of Eq (1.17) 

are positive and negative wave frequency branches when there is no electron current. In the 

presence of electron currents, these two solutions merge to have the current-driven kink-like 

instability.). The current-driven kink-like instability is extensively investigated in Chapter 2 in this 

dissertation. 

The other low frequency wave we would like to introduce here is kinetic Alfvén waves. Based on 

MHD (magnetohydrodynamic) equations, three MHD wave modes can be derived: Alfvén waves, 

fast magnetosonic waves and slow magnetosonic waves. The dispersion relation for Alfvén wave 

is written as: 

 𝜔 = 𝑘∥𝑉𝐴 (1.18) 

where 𝑉𝐴 = 𝐵0 √𝜇0𝑛𝑖𝑚𝑖⁄  is the Alfvén velocity, 𝐵0 is the background magnetic field and 𝑛𝑖 is the 

ion number density. The wave electric field is perpendicular to background magnetic field based 

on frozen-in condition (𝑬𝟏 + 𝒖𝟏 × 𝑩𝟎 = 0, 𝑬𝟏 is the perturbation in electric field and 𝒖𝟏 is the 

perturbation in velocity). In MHD regime, Alfvén waves have no parallel wave electric field and 

they are unable to interact with electrons through Landau resonance. However, the situation can 

be quite different when we take finite wave length and finite wave frequency into considerations. 

Kinetic Alfvén waves (KAWs) are Alfvén waves when the perpendicular wavelength is 

comparable to the ion gyroradius and have received substantial attention since the early work in 

Hasegawa [1976]. Kinetic Alfvén waves have parallel wave electric field and the parallel electric 
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field is balanced by electron pressure gradient. The dispersion relation is derived in Stasiewicz et 

al. [2000] and written as: 

 

𝜔 = 𝑘∥𝑉𝐴√1 + 𝑘⊥
2(𝜌𝑠

2 + 𝜌𝑖
2) −

𝜔2

𝜔𝑐𝑖
2 (1 + 𝑘⊥

2𝜌𝑖
2) 

(1.19) 

where 𝜌𝑖  is the ion gyroradius and 𝜌𝑠 = √𝑇𝑒 𝑚𝑖⁄ 𝜔𝑐𝑖⁄  is the ion acoustic gyroradius. The ratio 

between wave electric field and wave magnetic field is written as:  

 𝐸⊥

𝐵⊥
= 𝑉𝐴(1 + 𝑘⊥

2𝜌𝑖
2)/√1 + 𝑘⊥

2(𝜌𝑠
2 + 𝜌𝑖

2) 
(1.20) 

where 𝐸⊥ is the wave electric field in the perpendicular direction and 𝐵⊥ is the wave magnetic 

field in the perpendicular direction. In the long wave length limit, the ratio between E and B is the 

local Alfvén velocity. When the wave number becomes larger, the ratio between E and B for kinetic 

Alfvén waves becomes much larger than the Alfvén speed. The generation of kinetic Alfvén waves 

remains an active area of study for decades. Hasegawa [1976] suggests that Kinetic Alfvén waves 

can be excited through mode conversion from the large scale MHD surface wave in a plasma where 

there is sharp gradient in Alfvén velocity.  

The parallel wave electric field associated with kinetic Alfvén waves are capable of resonating 

with particles and energizing particles along the magnetic field lines. Therefore, kinetic Alfvén 

waves play an important role in electron and ion energization in ionosphere along auroral field 

lines [Hasegawa 1976; Chaston et al., 2000; Lysak and Song, 2003], in magnetotail [Wygant et al., 

2002; Keiling, 2009] and in many other regions in Earth’s magnetosphere [Artemyev et al., 2015]. 

Kinetic Alfvén waves have also been suggested to play important roles in global energy transport. 

Angelopoulos et al. [2002] demonstrated that the bursty bulk flow energy couples to Alfvén waves 

and is sufficient to account for the expected auroral energy deposition during substorms. Using 



20 

 

THEMIS observations, Chaston et al. [2012] demonstrated that kinetic Alfvén waves represent ~5% 

of the total energy transport in the bursty bulk flows on average. We will discuss kinetic Alfvén 

waves in Section 3.1 in this dissertation. 

 

1.7 Motivation and objectives 

Dipolarization fronts are transient phenomena in the magnetotail with various types of waves (for 

instance, whistler waves, ECH waves and kinetic Alfvén waves discussed earlier) observed in their 

vicinity. In the dynamic environments of dipolarization fronts, particles undergo complex motions 

and can easily form unstable distributions. The relations between these waves and unstable particle 

distributions, however, remain an open question. Waves near DFs are good tracers of particle free 

energy and the rapid reconfiguration of velocity space distributions related to DFs. Unstable 

particle distributions and disturbed plasma environments can form around DFBs and provide the 

free energy sources for wave generation. The free energy sources for different waves and how 

these free energy sources are related to DFBs are still not fully understood. Additionally, the effects 

of pitch angle scattering and non-adiabatic acceleration process on modifying particle distributions 

due to wave-particle interactions are quite important as they signify the energy transfer from waves 

to particles. Studying the relations between different waves and DFs could significantly improve 

our understanding of particle dynamics at the DFs and how the DFs would affect the global energy 

conversion patterns. Therefore, it is important to investigate the relations between waves and DFs, 

including the predominant waves near DFs, their generation mechanisms and the effects of these 

waves on regulating particle dynamics near DFs. 
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Our main objective of this study is to understand the relation between waves and dipolarization 

fronts. We aim to study different types of waves near DFs, their properties and the predominant 

waves near DFs. We propose to investigate how the waves are generated by unstable particle 

distributions related to the DFs. We would like to explore the potential effects of these waves on 

modifying particle distributions and affecting particle dynamics near DFs. We wish to improve 

our understanding of the particle dynamics in the magnetotail by not only considering adiabatic 

interaction, but also taking into account wave-particle interaction in future studies. 

 

1.8 Organization of the dissertation 

This dissertation is organized as follows: 

In Chapter 2, we seek observational evidence for electromagnetic waves identified in PIC 

simulations in Pritchett et al. [2014]. Such waves are near ion gyrofrequency, located away from 

the magnetic equator and ahead of approaching dipolarization fronts. Using THEMIS observations, 

we found two instabilities, one at a frequency of 0.4 𝜔𝑐𝑖 and the other at a much lower frequency 

of 0.02 𝜔𝑐𝑖 (𝜔𝑐𝑖 is the ion cyclotron frequency). These low frequency fluctuations are excited by 

parallel electron currents and later confirmed to be current-driven ion cyclotron instability [Gary 

and Forslund, 1975] and current-driven kink-like instability respectively [Gary et al., 1976; Perraut 

et al., 2000]. Driven by parallel electron currents, these instabilities relax by reducing the current 

and have the potential to contribute to energy conversion near dipolarization fronts. This chapter 

is a version of Zhang et al. [2017]. 

In Chapter 3, we identified all whistler wave events near dipolarization fronts from year 2007 to 

2017 to investigate the relations between whistler waves and dipolarization fronts. Adiabatic 
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acceleration mechanisms (betatron and Fermi acceleration) should result in 𝑇⊥,𝑒 𝑇∥,𝑒 > 1⁄  

(𝑇⊥,𝑒 𝑇∥,𝑒 < 1⁄ ) due to magnetic field compression (shrinkage of a flux tube) [Fu et al., 2011; Birn 

et al. 2013]. Electron temperatures, however, are often observed to remain isotropic or weakly 

anisotropic throughout the magnetotail [Walsh et al., 2011; Artemyev et al., 2013]. In this chapter, 

we emphasize the importance of whistler waves in relaxing electron temperature anisotropies in 

the magnetotail. We found that electron temperature anisotropies are well-constrained by the 

marginal stability conditions of the whistler and oblique electron firehose instabilities. Driven by 

sufficiently large 𝑇⊥,𝑒 𝑇∥,𝑒 > 1 ⁄ (𝑇⊥,𝑒 𝑇∥,𝑒 < 1 ⁄ ) near dipolarization fronts, whistler instabilities 

(electron firehose instabilities) are capable of resonating with electrons effectively and 

constraining electron temperature anisotropies near the marginal instability threshold of whistler 

instability (electron firehose instability) through pitch angle scattering process. This chapter is a 

version of Zhang et al., [2018].  

In Chapter 4, we investigate whistler wave excitation within and around dipolarizing flux bundles 

(DFBs), critical energy transporters in the magnetotail, and the evacuation of perpendicular 

electron energy by whistler wave Poynting flux using the whistler wave event database established 

in the previous chapter. We demonstrated that perpendicular anisotropy of the suprathermal 

electron population (above 10keV) is the major free energy source for whistler wave generation 

near dipolarization fronts. When electrons are transported earthward by DFBs, 3.7% of the 

suprathermal electron energy flux will be directed away from the current sheet towards the 

ionosphere as electromagnetic energy of whistler waves. Chapter 4 is a version of Zhang et al., 

[2019]. Combining the results in Chapter 3 and Chapter 4, we conclude that whistler waves play 

an important role in constraining electron perpendicular temperature anisotropies through pitch-
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angle scattering process and in radiating energetic electron energy flux during the earthward 

transport process.  

In Chapter 5, we identified all ECH waves near dipolarization fronts using 10 years of THEMIS 

observational data. Electron cyclotron harmonic waves are often correlated with electron injections 

and dipolarization fronts in the magnetotail and dipolarization fronts are important in driving and 

intensifying ECH waves [Zhang and Angelopoulos, 2014]. Therefore, we focus on ECH waves 

observed near DFs in this chapter. Previous theoretical work has long attributed the excitation of 

electron cyclotron harmonic (ECH) waves to the loss cone instability of hot electrons in the 

presence of a cold electron component [Ashour-Abdalla and Kennel, 1978; Ashour-Abdalla et al., 

1979]. There has not been too much reconsideration of the free energy sources of ECH waves since 

then. In this chapter, we present both observational evidence and theoretical evidence on the 

generation mechanism of ECH waves by low energy electron beams. We found that more than 30% 

of the observed ECH waves behind DFs have moderately oblique (~70⁰) wave normal angles, 

much smaller than the ~85º expected from classical loss-cone instability. These moderately 

oblique ECH waves are related with enhancement with parallel electron flux in the subthermal 

energy range, suggesting that they are likely to be driven unstable by low energy electron beams. 

We solved the dispersion relation for ECH waves and demonstrated that moderately oblique ECH 

waves can indeed be driven unstable by low energy electron beams. This chapter is a version of 

Zhang et al., [2021].  

In Chapter 6, we continue to investigate beam-driven ECH waves. Recent THEMIS observations 

in the previous chapter indicate that ECH waves can be excited by low energy electron beams in 

Earth’s magnetotail. The ambient and beam plasma conditions under which electron beam 

excitation can take place are unknown. Knowledge of such conditions would allow us to further 
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explore the relative contribution of this excitation mechanism to ECH wave scattering of 

magnetospheric electrons at Earth and the outer planets. Using the hot plasma dispersion relation, 

we address the nature of beam-driven ECH waves and conduct a comprehensive parametric survey 

of this instability. Our instability analysis demonstrated that the positive growth rates of beam-

driven ECH waves are contributed from cyclotron resonance at the first order and at higher orders. 

We conducted a parametric study to investigate the electron beam characteristics and ambient 

plasma environments that favor the generation of beam-driven ECH waves. We found that beam-

driven ECH waves were unstable under a wide range of plasma conditions. Combining the results 

in Chapter 5 and Chapter 6, we provide both observational and theoretical evidence of the 

generation mechanism of ECH waves by electron beams.  

Chapter 7 summarizes our results and discusses our future plans. 
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Figure 1.1: A schematic plot showing the structure of Earth’s magnetosphere (NASA website: 

https://www.nasa.gov/mission_pages/sunearth/multimedia/magnetosphere.html). 
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Figure 1.2: Survey plot of the wave spectral intensity observed on CRRES during one orbit. The 

solid white line represents the local electron gyrofrequency 𝑓𝑐𝑒. Dashed lines from bottom to top 

represent the local lower hybrid resonance frequency 𝑓𝐿𝐻𝑅 , 0.1𝑓𝑐𝑒 , and 0.5𝑓𝑐𝑒 . The first four 

harmonics of 𝑓𝑐𝑒  are represented by the dotted lines and the local upper hybrid resonance 

frequency 𝑓𝑈𝐻𝑅 is shown in red (Figure adapted from Meredith et al. [2004]) 

 

 

 

 

 

 



27 

 

 

Figure 1.3:  THEMIS SC positions in (a) XZ and (b) XZ GSM planes. T96-model magnetic field 

[Tsyganenko, 1995] is shown. (c) Time series of 𝐵𝑍 (GSM) at all five probes (P1–P5). (Figure 

adapted from Runov et al. [2009]) 



28 

 

 

Figure 1.4: (a) Trajectories of a proton (orange) and electron (dark red), accelerated to a final 

energy of 83.5 keV, over laid on snapshots of the cross-tail electric field (color) in the equatorial 

plane. The instantaneous locations of protons and electrons are shown as orange and dark red dots, 

respectively. The white dashed contours show the instantaneous location of the near-Earth x-line 

(𝐵𝑍= 0). Temporal evolution of the (b) kinetic energy and of the (c) magnetic moment of the two 

particles (red: electron; orange: proton). (Figure adapted from Birn et al. [2013]) 
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Figure 1.5: Curve D, E and F represent: diffusion curve in Eq (1.4); constant energy curve and 

constant phase space density curve. In Figures 1.5(a) and 1.5(b) the relative configurations of F 

and D are fixed, and they are such that the interaction leads to a decrease of the pitch angle. But 

the relative configuration of the diffusion curve D and the constant energy curve E is changed. In 

Figure 1.5(a) the medium is absorbing (because particles gain energy during the diffusion); in 

Figure 1.5(b) it is emitting. (Figure adapted from Gendrin [1981]) 
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Figure 1.6: Distribution function for electrons when 𝑛𝑒 = 1𝑐𝑚−3 , 𝑇𝑒 = 1𝑘𝑒𝑉 , 𝑇⊥ 𝑇∥⁄ = 3 . 

Background magnetic field strength is 50nT. Whistler wave is most unstable when 𝜔 𝜔𝑐𝑒⁄ = 0.55 

and 𝑘𝜌𝑒 = 0.39. Vertical white dashed line is the electron resonance velocity. Solid black line is 

the constant phase space density curve. Dashed black line is the constant energy curve. Solid 

magenta line is the diffusion curve and the arrow indicates the direction for electron diffusion.   
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Figure 1.7: Geometric interpretation of ECH wave excitation by loss cone distributions. The 

electron distribution function is listed in Table 1.1. The background magnetic field strength is 

50nT. Parallel velocity on the horizontal axis and perpendicular velocity on the vertical axis are 

normalized to the thermal velocity of the first component in Table 1.1. The solid black line 

represents constant phase space density, and the dotted black line represents constant particle 

energy. Contour of Eq. (1.11) is indicated by the solid magenta line with an arrow pointing towards 

the direction of particle diffusion. The resonance velocity is indicated by the dotted white line.  
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Figure 1.8: Ionospheric distribution of (a) ECH wave-induced electron precipitation energy flux, 

(b) diffuse auroral precipitation from OVATION Prime model under median solar wind driving 

condition during ECH wave measurement intervals, and (c) fraction of diffuse auroral precipitation 

contributed by ECH wave scattering. The magenta ovals mark the latitudes which map to 

equatorial radial distance of 8 RE in T89 magnetic field model. (Figure adapted from Zhang et al. 

[2015]) 
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Table 1.1 Electron distribution function 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Component n (𝑐𝑚−3) 𝑇|| (eV) 𝑇⊥ 𝑇∥⁄  ∆ 𝛽 

1 Hot electron 0.5 1000 1 0.2 0.1 

2 Cold electron 0.05 1 1 1 0.5 
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Chapter 2 

Off-equatorial current-driven instabilities ahead of 

approaching dipolarization fronts 

 

Kinetic simulations in Pritchett et al. [2014] have revealed that electromagnetic instabilities near 

the ion gyrofrequency and located slightly away from the equatorial plane can be driven by a 

current parallel to the magnetic field prior to the arrival of dipolarization fronts. Current-driven 

electromagnetic ion cyclotron instability and current driven kink-like instability, which have been 

introduced in Section 1.6, could be consistent with the instabilities in simulations. Such 

instabilities are important because of their potential contribution to global electromagnetic energy 

conversion near dipolarization fronts. In this chapter, we used THEMIS observational data to 

confirm the existence and investigate the characteristics of these instabilities.  

The outline of this chapter is as follows. In Section 2.1, we introduce the current-driven 

electromagnetic instabilities in simulations and their potential candidates. In Section 2.2 we 

describe the instrumentation and the event selection criteria used in our search. Section 2.3 is a 

detailed case study of one event with instabilities located off the equator at the plasma sheet 

boundary layer. Section 2.3.1 demonstrates the wave observation results with two different 

instabilities observed at the boundary layer. Section 2.3.2 shows the electron and ion distribution 

functions and identifies the parallel current resulting from the drift of electrons opposite the 

magnetic field. In Section 2.3.3, we did an instability analysis to characterize the instabilities we 
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observed. In Section 2.3.4, we compared the results of the instability analysis with the simulation 

instability. Section 2.4 is a summary and discussion of our findings. 

 

2.1 Introduction 

Bursty bulk flows (BBFs), plasma flows often observed in the magnetotail with a predominantly 

earthward direction, short lifetime (typically 10-15 minutes), and high speed (greater than 400 

km/s) provide the dominant earthward transport of mass, energy, and magnetic flux observed in 

that region [Baumjohann et al., 1990; Angelopoulos et al., 1992; 1994]. These flows could be 

generated from near-Earth reconnection at about 20-30 𝑅𝐸 [Angelopoulos et al., 2008; 

Angelopoulos et al., 2013; Fu et al., 2013], or by interchange instabilities [Pritchett and Coroniti, 

1998, 2010, 2013]. Magnetic field structures more dipolar than the ambient magnetic field, referred 

to as dipolarizing flux bundles [Liu et al., 2013a, b, 2014], are frequently observed within BBFs.  

Dipolarizing flux bundles (DFBs) have sharp magnetic field edges called dipolarization fronts 

(DFs) [Nakamura et al., 2002] or reconnection fronts [Angelopoulos et al., 2013]. Often 

transient,dipolarizing flux bundles exhibit a sharp increase in 𝐵𝑧 (the north - south component of 

the magnetic field in GSM coordinates) usually preceded by a small decrease in 𝐵𝑧 [Ohtani et al., 

2004; Runov et al., 2009, 2011; Liu et al., 2013a] and a decrease in the magnitude of 𝐵𝑥 in a larger 

region [Yao et al., 2015] They are often seen in series and are followed by intervals of prolonged 

(tens of minutes) dipolarized 𝐵𝑧, the tailward-most extension of the influence of the Earth’s dipole. 

These prolonged dipolarized 𝐵𝑧 intervals are called magnetic flux pileup regions [Baumjohann et 

al., 1999]. They signify the lack of an intense cross-tail current and usually develop during 

substorms.  
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Dipolarization fronts are considered to be very dynamic environments in which different types of 

instabilities have been identified. Lower hybrid waves, kinetic Alfvén waves, electromagnetic ion 

cyclotron waves (EMIC waves), magnetosonic waves, and higher-frequency waves, such as 

whistler waves and electron cyclotron harmonic waves (ECH waves), have been observed near 

these fronts [Le Contel et al., 2009; Sergeev et al., 2009; Zhou et al., 2009; Deng et al., 2010; 

Huang et al., 2012; Zhang et al., 2014].In addition, kinetic-scale processes at DFs play a very 

important role in global electromagnetic energy conversion [Birn and Hesse, 2005; Eastwood et 

al., 2010; Angelopoulos et al., 2013].  

Although most instabilities have been observed near dipolarization fronts at the central plasma 

sheet, recent 3D PIC (particle-in-cell) simulations found electromagnetic instabilities at the plasma 

sheet boundary layer (PSBL), just ahead of approaching dipolarization fronts [Pritchett et al., 

2014]. In the simulations, wave fluctuation was very strong in both the magnetic field and the 

electric field, as well as in background electron and ion density (Figure 8 in [Pritchett et al., 2014]). 

The peak amplitudes of 𝐸𝑦  oscillations are about 30-50mV/m, and the 𝛿𝐸 𝛿𝐵⁄  ratio is about 4 

times the local Alfvén speed.  The 𝐸𝑦 oscillations are located off the equator in z direction, at the 

density gradient region away from the central plasma sheet and extend across the entire DF in the 

azimuthal direction (Figure 9 in [Pritchett et al., 2014]). The instability was found to have 

wavelength comparable to the local ion inertial length and frequency near the local ion cyclotron 

frequency (0.96 𝛺𝑐𝑖 (the ion cyclotron frequency)), much lower than 𝛺𝑙ℎ (the lower hybrid 

frequency).The instabilities were highly oblique and propagated in the duskward direction with a 

typical speed of about 0.5 𝑉𝑖𝑡ℎ(ion thermal velocity) (Figure 10 in [Pritchett et al., 2014]). The 

oscillations preceded the arrival of the DF and started to reach their peak amplitudes as the front 

approached.  A large parallel current, resulting from a net parallel drift between electrons and ions 
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(about 3.5 𝑉𝑖𝑡ℎ), was likely the free energy source for wave generation (Figure 11 in [Pritchett et 

al., 2014]). The instabilities are driven by a parallel current, a diversion of the perpendicular current 

near the equator, which connects to the global current system in the magnetotail [Liu et al., 2013a, 

2015]. That the free energy source for wave generation is this parallel current rules out the 

possibility of the instability being a lower hybrid instability, which is driven by diamagnetic 

currents in perpendicular direction [Daughton, 2003; Gary, 1993]. The field-aligned currents in 

the vicinity of the dipolarization fronts could potentially be related to the substructure parallel 

electron beam distribution observed near the fronts [Liang et al., 2013; Yao et al 2016].  Such 

instabilities, which relax by reducing the parallel current, have the potential to contribute to global 

energy dissipation. These instabilities radiate intense wave power at the boundary layer, serving 

as the precursor to the arrival of the DF. 

In a two-component plasma, there are various current-driven instabilities near the ion cyclotron 

frequency, such as the electrostatic ion acoustic instability, the electrostatic ion cyclotron 

instability, and the electromagnetic ion cyclotron instability [Gary and Forslund, 1975]. In this 

paper, we focus on two of those instabilities, which have the smallest drift velocity threshold of 

any current-driven instabilities. One is the current-driven kink-like instability (otherwise known 

as the current-driven Alfvén instability). This fluid instability has a maximum growth rate when 

parallel to the magnetic field [Gary et al., 1976], but can also become unstable when oblique to the 

magnetic field [Perraut et al., 2000]. Driven by a parallel current, the kink-like instability results 

from coupling between the shear Alfvén mode and the fast magnetosonic mode. The frequency 

and growth rate of the instability increase when the current increases. The other notable current-

driven electromagnetic instability is the electromagnetic ion cyclotron instability, which has a 

weak cyclotron resonance with ions and Landau resonance with electrons [Gary and Forslund, 
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1975]. Above the instability threshold, the most unstable mode has a frequency range of about 0.5 

- 0.8 𝛺𝑐𝑖 and propagates very obliquely to the ambient magnetic field with perpendicular wave 

number approximately ten times larger than the parallel wave number [Forslund et al., 1979]. Both 

of these current-driven instabilities could explain the instability observed in simulation. 

 

2.2 Data and Event Selection 

The original THEMIS mission consisted of five identical probes (P1, P2, P3, P4, and P5) carrying 

a comprehensive plasma and field instrument suite [Angelopoulos, 2008; Sibeck and 

Angelopoulos, 2008]. The THEMIS Fluxgate Magnetometer (FGM) measures the magnetic field 

and its low-frequency fluctuations (up to 64 Hz) [Auster et al., 2008]. During the fast-survey 

collection mode, low resolution magnetic field data – the FGL data product at 4 data points per 

second - are available. We use the geocentric solar magnetospheric (GSM) coordinate system 

throughout most of our paper except when we discuss the magnetic field data in the field-aligned 

coordinate (explained later). The THEMIS electrostatic analyzers (ESA) measure electron and ion 

energy fluxes (from a few eV to 30 keV for electrons and to 25 keV for ions) and moments (density, 

velocity, temperature, and pressure) [McFadden et al., 2008].  

Data from two Z-separated satellites (P5 and P3 or P4) were searched for low-frequency 

fluctuations at the PSBL consistent with the waves in the Pritchett et al. [2014] simulation. P5 is 

typically separated from the other two spacecraft by 0.5-1𝑅𝐸  , within the limits in our search 

strategy. Our search method requires one satellite to be at the central plasma sheet (near the neutral 

sheet) and observe dipolarization fronts. To identify dipolarization fronts, we used the event list of 

Liu et al. [2013a]. The most important criterion in finding DF events in that list is the sharp change 
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in 𝐵𝑧 (𝜕𝐵𝑧 𝜕𝑡 > 0.5 𝑛𝑇/𝑠⁄ ). The other satellite is required to be farther from the neutral sheet, with 

separation from the first satellite in the 𝑋𝐺𝑆𝑀 and 𝑌𝐺𝑆𝑀 directions smaller than that in the 𝑍𝐺𝑆𝑀 

direction. Thus, our selection criteria for dual (Z-separated) observations of DF events is as follows: 

1. The first satellite observed a dipolarization front and the average value of 𝐵𝑥 from 5 to 1 

minutes before the DF arrival is less than 10 nT (this ensures that the DF observation is 

close to the neutral sheet). 

2. The 𝑍𝐺𝑆𝑀 separation between the two satellites is larger than 0.5𝑅𝐸. The 𝑋𝐺𝑆𝑀 and 𝑌𝐺𝑆𝑀 

separation is less than 0.5 𝑅𝐸 

We looked through all DF cases from 2009 to 2013 and found 131 events that satisfy our event 

selection criteria. All cases were carefully investigated. Magnetic field data and wave polarization 

analysis methods were used to look for instabilities near the ion cyclotron frequency prior to arrival 

of the dipolarization front. Clear (monochromatic) wave signatures that could be easily 

distinguished in wave spectra and high coherence were essential for identification of a good case. 

We also utilized particle fluxes and moment data to determine whether there was current parallel 

to the magnetic field associated with the instabilities that could serve as a driver for the instabilities. 

After manually searching through all 131 candidate cases a few good cases were found. One such 

case, on 21 July 2012, with clear wave signatures and parallel current, is presented here.  

 

2.3 Case Study 
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2.3.1 Wave Observations 

THEMIS-D (P3), which was at the central plasma sheet, observed the dipolarization front starting 

at 11:57:05 UT; THEMIS-A (P5) was at the plasma sheet boundary layer with a large 𝐵𝑥 

component. The 𝑍𝐺𝑆𝑀   separation between the two satellites was about 1 𝑅𝐸 . The x and y 

separations were about 0.3 𝑅𝐸 and 0.2 𝑅𝐸. Both satellites were located at about 10 𝑅𝐸 in the x 

direction. 

Figure 2.1 shows an overview of the event, including wave polarization analysis, from 11:47 UT 

to 12:07 UT. The top four panels are the magnetic field and ion flow velocity observed by TH-D 

and TH-A. The vertical dashed line in (a) and (b) marks the arrival of the dipolarization front at 

11:57:05 UT on TH-D. Low-frequency waves were evident at TH-A about 20 seconds before the 

arrival of the DF; these are better illustrated in Figure 2.2. An earthward bursty bulk flow 

associated with the dipolarization front was observed at TH-D; no significant ion flows were 

observed at TH-A. The bottom four panels are wave polarization analysis of the magnetic field 

data at TH-A. This analysis was done using FGL magnetic field data after filtering with a bandpass 

range from 0.1 Hz to 2 Hz. The white thick line in the wave power spectrum (Figure 2.1e) is the 

ion cyclotron frequency, which is about 0.7 Hz in this case. The degree of polarization, otherwise 

referred to as coherence, with a scale from 0 to 1 is shown in Figure 2.1f. Reddish color indicates 

coherent waves; coherence less than 0.7 suggests noise. Large wave power combined with a high 

degree of polarization is a good indicator of coherent waves. The instability of interest has a 

frequency of about 0.3 Hz and a high degree of polarization. The wave normal angle (Figure 2.1g) 

is the angle between the wave vector and the ambient magnetic field, and “ellipticity” (Figure 2.1h) 

indicates the ellipticity of the wave. Positive refers to righthand polarized and negative refers to 
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lefthand polarized. In terms of wave normal angle and ellipticity, only instabilities with wave 

power spectral density greater than 0.7𝑛𝑇 √𝐻𝑧⁄  and degree of polarization larger than 0.9 were 

plotted. Figures 2.1g and 1h demonstrate that the instability is lefthand polarized and propagates 

at an angle of about 45⁰ with respect to ambient magnetic field. The wave normal angle and 

ellipticity were farther confirmed by minimum variance analysis and visually inspecting the 

hodogram in the plane of polarization. 

Figure 2.2, a detailed view of the magnetic and electric field at TH-A during a two minute time 

interval from 11:56:05 to 11:58:05UT, helps illustrate the instability signature. The magnetic field 

data was filtered in a bandpass range from 0.1Hz to 2Hz in GSM coordinates in Figure 2.2(b), (c), 

(d) and in mean-field-aligned (MFA) coordinate in Figure 2.2(e), (f), (g). The 𝑍𝑀𝐹𝐴 axis is the 

magnetic field direction; the 𝑌𝑀𝐹𝐴 axis is on the plane defined by minus phi (phi is the azimuthal 

vector in solar magnetospheric coordinates); and the 𝑋𝑀𝐹𝐴 axis completes the orthogonal 

righthand system. The instability signature is strong (>2nT peak-to-peak) and coherent, with its 

dominant component perpendicular to the ambient field direction. The electric field data was 

cleaned by manually removing the unphysical periodic spikes caused by the boom shadowing in 

the first place and then filtered in a bandpass range from 0.1Hz to 2Hz in despun sun - L-vectorZ 

(DSL) coordinates in Figure 2.2(h), (i), (j). The 𝑍𝐷𝑆𝐿 axis is along the spin axis of the spacecraft 

and the electric field data along 𝑍𝐷𝑆𝐿 is set to be zero since the measurement of the electric field 

along the spin axis is inaccurate. Electric field data from TH–A at that time also show strong 

fluctuations at the same frequency as the magnetic field fluctuation, about 0.3 Hz. 

Apart from the most prominent instability at a frequency of about 0.3 Hz (denotes Instability 1), 

another lower frequency instability was found at about 0.02 Hz (denotes Instability 2). Figure 2.3 

still illustrates the magnetic field plot and wave analysis at TH-A but over an expanded, one hour 
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interval. The magnetic field data was filtered with a bandpass range from 5mHz to 0.2Hz. The 

bottom four panels are wave polarization analysis. Only instabilities with wave power spectral 

density larger than 1 𝑛𝑇 √𝐻𝑧⁄   and degree of polarization larger than 0.8 were plotted in the wave 

normal angle and ellipticity panels (g) and (h). We can infer that Instability 2 is at ~ 0.02 Hz, 

propagates quasi parallel to the magnetic field, and is righthand polarized.    

Both instabilities we observed were far from the neutral sheet (as evidenced by the large 𝐵𝑥 

component) and could be the instability discussed in Pritchett et al. [2014]. Observations of 

electron and ion distribution functions and detailed instability analysis will be discussed in the 

following section, which will help us identify what types of instabilities they are and whether they 

are consistent with the instabilities found in the simulation. 

                                     

2.3.2 Observed and Fitted Distribution Function 

In the simulation the instability was thought to be driven by a parallel current caused by differential 

drift of ions and electrons. To determine whether such a current was present, we examined electron 

and ion distribution functions at TH–A when the instabilities were observed. Figure 2.4(a) shows 

the electron pitch-angle versus energy distribution function spectrum when the waves were present. 

In the electron differential flux in the antiparallel and parallel directions, we can easily discern a 

clear asymmetry between antiparallel and parallel electron flux that indicates the existence of an 

electron drift in the antiparallel direction. Figure 2.4(b) shows the phase space density versus 

energy. By comparing antiparallel electron and parallel electron phase space density (PSD) in the 

energy range of about 100 – 200 eV, we can further confirm that a net antiparallel drift for low-

energy electrons existed. 
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We also examined the ion distribution functions, but no ion drift was found. Thus, we concluded 

that there was a current in parallel direction, resulting from the antiparallel drift of low energy 

electrons when the instabilities were present at TH–A. 

We assumed that the electrons consisted of two populations: one cold with an antiparallel drift and 

lower number density and one hot with no drift and higher number density. A two-dimensional fit 

of the electron phase space density was performed. An additional electron population with high 

temperature, low number density and no drift was added when fitting the electron phase space 

density. Figure 2.5 compares our fitted electron distribution function with the observed distribution 

function. Only data from energy channels above 97.2 eV were used in fitting the observational 

data, since there was photoelectron and secondary electron contamination at very low energies.  

The fitting result of cold electron component and two hot electron components is shown in the text 

box at the right of the figure.   

The electron distribution functions at each spin period (3s) during which the instability was present 

(from 11:56:44 UT to 11:57:14 UT) were fitted. Figures 2.6a, 2.6b and 6c are the observed electron 

distribution function at three different times: 11:56:53 UT; 11:56:59 UT and 11:57:05 UT. The DF 

arrives at 11:57:05 UT at TH–D and the instabilities observed at TH–A lasted from about 11:56:45 

UT to 11:57:20 UT. The electron distribution functions are plotted in a plane parallel (horizontal 

axis) and perpendicular (vertical axis) to the ambient magnetic field. The plane is chosen to contain 

the ion flow velocity direction. The big red dot in the middle of the distribution function slice is 

the photoelectron contamination. The asymmetry between antiparallel and parallel electrons is also 

evident at the low energy part in the distribution function cuts - this again confirms the existence 

of the antiparallel drift of a cold electron component. Figure 2.6d is the fitted drift velocity of the 

cold component electron versus time. The cold electron drift in the antiparallel direction coexists 
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with presence of instabilities at TH-A, which indicates that this parallel current resulting from an 

electron drift might play an important role in exciting the instabilities observed at the boundary 

layer. The correspondence between the three electron distribution function slices and three 

different fitted drift velocities is marked by the arrows. 

Ion and electron plasma parameters from observations and fitting results are listed in Table 2.1. 

Because we did not observe any temperature anisotropy or drift in the ion distribution function, 

background plasma parameters were used, and no temperature anisotropy or drift was assumed. In 

terms of electrons, the fitting result at 11:56:58 UT was listed in the Table 2.1. The two hot electron 

populations have very small drift and no temperature anisotropy; the cold electron population has 

a drift velocity of ~830 km/s, about 0.2 times 𝑉𝑒𝑡ℎ,𝑐 (the thermal velocity of the cold electron 

population in the parallel direction), and 𝑇|| 𝑇⏊⁄  is approximately 2. The number density of hot and 

cold electron components was adjusted slightly so their sum equals the ion number density. The 

plasma parameters listed in Table 2.1 were then used as input parameters for the instability analysis. 

 

2.3.3 Instability analysis 

We solved the hot plasma dispersion relation using WHAMP (Waves in Homogeneous 

Anisotropic Magnetized Plasma), a program that can solve the kinetic dispersion relation by using 

a bi-Maxwellian distribution function as input [Ronnmark, 1982]. We would like to mention here 

that when we did the instability analysis, the drift velocity of the cold electron component was set 

to be 0.7 𝑉𝑒𝑡ℎ,𝑐 (2900 km/s); the drift velocity from our fitting result was 0.2 𝑉𝑒𝑡ℎ,𝑐 (830 km/s). We 

used a larger drift velocity because the current-driven ion cyclotron instability was stable when 0.2 
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𝑉𝑒𝑡ℎ,𝑐 (830 km/s) was used as an input to the drift velocity. This will be further discussed in the 

next section as part of our parametric study. 

The dispersion surfaces for current-driven kink-like instability (Figure 2.7a) and current-driven 

ion cyclotron instability (Figure 2.7b) are shown in Figure 2.7. The current-driven kink-like 

instability has a positive growth rate over a large range of parallel and perpendicular wave numbers. 

The most unstable kink-like mode has a maximum growth rate in the parallel direction, when the 

normalized wave frequency is 0.02 and the normalized growth rate is 0.2. The most unstable mode 

of the ion cyclotron instability is in the quasi-perpendicular direction when the wave normal angle 

is about 81°. The normalized wave frequency is about 0.47, and the normalized wave growth rate 

is about 0.001. 

A comparison between the most unstable mode of the current-driven ion cyclotron instability and 

the first instability we observed at a frequency of about 0.3 Hz is shown in Table 2.2. Table 2.3 

illustrates the comparison between the most unstable mode of kink-like instability and the second 

instability we observed at about 0.02 Hz.  

For the current-driven ion cyclotron instability, the normalized frequency of the most unstable 

mode is about 0.47, and the frequency of the first instability we observed is about 0.4 𝛺𝑐𝑖. The two 

results are therefore consistent. Both the ion cyclotron instability and the first instability we 

observed are lefthand polarized. In terms of the wave normal angle, the ion cyclotron instability 

has a maximum growth rate at about 81⁰; the first instability we observed, however, propagated at 

about 50°. Even so, the ion cyclotron instability still has positive growth rate at a smaller wave 

normal angle. The growth rate of the ion cyclotron instability is small, probably due to the small 

drift velocity we observed. It would increase if there is a larger current as we discuss in the 
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following section. We then compared the 𝛿𝐸 𝛿𝐵⁄  ratio of the first instability we observed and the 

𝛿𝐸 𝛿𝐵⁄  ratio of the ion cyclotron instability. The transverse component (in the direction 

perpendicular to the wave vector 𝑘⃑ ) of the electric and magnetic field data was used in calculating 

the 𝛿𝐸 𝛿𝐵⁄  ratio. Since we do not have good measurements of the electric field data along the spin 

axis of the spacecraft, we used the component perpendicular to both the wave vector and the spin 

axis as the transverse component of the electric field and the component perpendicular to the 

transverse electric field direction as the transverse component of the magnetic field. The local 

Alfvén velocity (𝑉𝐴 ) is about 2000km/s and  
𝛿𝐸𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑒

𝛿𝐵𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑒

1

𝑉𝐴
 is 0.14 for the first instability we 

observed. Regarding the 𝛿𝐸 𝛿𝐵⁄  ratio of the ion cyclotron instability from WHAMP results, 

𝛿𝐸𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑒

𝛿𝐵𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑒

1

𝑉𝐴
 is about 0.16, which matches quite well with the 𝛿𝐸 𝛿𝐵⁄  ratio from observation.  

In terms of the current-driven kink-like instability, the frequency of the most unstable instability 

is about 0.02 𝛺𝑐𝑖 and the second instability we observed has a frequency of about 0.014 – 0.03 𝛺𝑐𝑖. 

Both the second instability we observed and the kink-like instability propagate at the direction 

parallel to the magnetic field to and they are both righthand polarized.  

By comparing these two different types of current-driven instabilities from the WHAMP program 

and our observations at the boundary layer, we conclude that the first instability we observed at a 

frequency of about 0.3 Hz is the ion cyclotron instability and the second instability at a much lower 

frequency is the current-driven kink-like instability. 
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2.3.4 Comparison with the Simulation Instability 

It is not immediately apparent whether either of the two instabilities identified in the THEMIS 

observations is consistent with the higher frequency instability observed in the Pritchett et al. [2014] 

simulation. This simulation instability had a very large electron-ion drift of the order of 3.5 

𝑉𝑖𝑡ℎ(~2400km/s), a frequency comparable to 𝛺𝑐𝑖, was highly oblique, and had a large ratio 𝛿𝐸 𝛿𝐵⁄  

approximately 4 𝑉𝐴. To investigate this question, we repeat the WHAMP analysis but now using 

plasma parameters corresponding to those in the simulation: A two-component plasma with ion 

drifting in the direction parallel to the background magnetic field at a velocity of 0.2 𝑉𝑖𝑡ℎ(~140km/s) 

and electron drifting at a velocity of 3.7 𝑉𝑖𝑡ℎ(~2500km/s) was used as an input distribution function 

to WHAMP (Figure 11 in [Pritchett et al., 2014]); mass ratio was changed to be 𝑚𝑖 𝑚𝑒⁄ = 64 and 

normalized wave vector in the cross-tail direction was 𝑘𝑦𝜌𝑐𝑖 = 2.6. For the kink-like instability the 

WHAMP specific parameters used were 𝑘||𝜌𝑐𝑖= 0.46, 𝑘⊥𝜌𝑐𝑖= 2.6, and wave normal angle of 80 

degrees, while for the ion cyclotron instability 𝑘||𝜌𝑐𝑖 = 0.22, 𝑘⊥𝜌𝑐𝑖= 2.6, and wave angle of 85 

degrees. The resulting frequency was 𝜔 𝛺𝑐𝑖⁄ = 1.22 for the kink-like instability and 𝜔 𝛺𝑐𝑖⁄ = 0.8 for 

the ion cyclotron instability. Both values are roughly consistent with the simulation result of 

𝜔 𝛺𝑐𝑖⁄ = 0.96. However, the agreement for the growth rate and 𝛿𝐸 𝛿𝐵⁄  ratio are much better for 

the kink-like instability (𝛾 𝛺𝑐𝑖⁄ = 0.74 and 
𝛿𝐸⊥

𝛿𝐵||
 = 0.65𝑉𝐴) than for the ion cyclotron instability 

(𝛾 𝛺𝑐𝑖⁄ =0.013 and 
𝛿𝐸⊥

𝛿𝐵||
 = 0.11 𝑉𝐴). The growth rate of ion cyclotron instability is much too small to 

have produced the observed instability given that the total simulation run time was only slightly 

more than one e-folding time for that mode. While the 𝛿𝐸 𝛿𝐵⁄  value for the kink-like instability is 

considerably less than the simulation value of 4 𝑉𝐴 the simulation observed the instability in a 

strongly nonlinear stage, and this may account for part of the discrepancy. Also, the linear 𝛿𝐸 𝛿𝐵⁄  



48 

 

value for the kink-like instability is larger than unity for slightly less oblique propagation angles 

of θ < 60 degrees. It thus seems likely that the simulation instability is the current-driven kink-like 

instability. This identification is also consistent with the results of Perraut et al. [2000] that showed 

that the current-driven kink-like instability is obliquely unstable with frequency near 𝛺𝑐𝑖 when the 

relative electron-ion drift increases to the order of one-tenth of the electron thermal speed or 

higher.  

 

2.4. Summary and Discussion 

We used observations from two THEMIS satellites to search for electromagnetic instabilities at 

the boundary layer identified in the Pritchett et al. [2014] simulation. By surveying all dual (Z-

separated) satellite observations of dipolarization fronts from 2009 to 2013, we found several cases 

with clear wave signatures, one of which we examined in greater detail. As expected from the 

simulation results, we found a parallel current that might excite an instability. Two electromagnetic 

instabilities were observed at TH–A, which was away from the equator; a dipolarization front was 

observed by TH–D, which was at the central plasma sheet near the equator. One instability, at a 

frequency of about 0.3 Hz, is lefthand polarized, and propagating obliquely. The other, at a much 

lower frequency, exhibits righthand polarization and parallel propagation. The electron 

distribution function, which was fitted by assuming a cold, tenuous drifting population and two 

hot, dense, non-drifting populations, shows an antiparallel drift in the low-energy range. The fitted 

results clearly demonstrate that the antiparallel electron drift coincides with the presence of the 

instabilities, suggesting that this drift is likely the instability driver. No ion drift was observed at 
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that time. An instability analysis was performed to determine whether the observed instabilities 

were consistent with the observed free energy source.  

By comparing the two instabilities we observed with the two instabilities driven by the current 

using the linear theory hot plasma dispersion solver (WHAMP), we concluded that: (1) the 

instability observed at a frequency of about 0.3Hz is the electromagnetic ion cyclotron instability 

based on similarity in frequency, oblique propagation, lefthand polarization and 𝛿𝐸 𝛿𝐵⁄  ratio 

between the observations and the numerical solution of the dispersion relation; (2) the instability 

observed at a much lower frequency of about 0.02 Hz is likely the current-driven kink-like 

instability based on the similarity in wave frequency, wave normal angle, and ellipticity between 

data and the numerical dispersion relation solution.  

We used the plasma parameters in the PIC simulation by Pritchett et al. [2014] as an input to 

WHAMP to calculate the linear dispersion relation of kink like instability and electromagnetic 

current driven ion cyclotron instability. The instability found in the simulation is likely to be kink 

like instability based on several reasons: (1)the consistency in wave frequency (𝜔 𝛺𝑐𝑖⁄ ) between 

the kink like instability in WHAMP results and the instability found in PIC simulation; (2)a much 

better agreement on the growth rate and 𝛿𝐸 𝛿𝐵⁄  ratio for the kink-like instability than for the ion 

cyclotron instability. In result, the instability found in PIC simulation is the current-driven kink-

like instability, most relevant to the second instability we observed with much lower frequency. 

In our instability analysis, the drift velocity of the cold electron population was set to be 0.7 𝑉𝑒𝑡ℎ,𝑐 

(2900 km/s) (the parallel thermal velocity of cold electrons). The drift velocity from our fitting 

result is only 0.2 𝑉𝑒𝑡ℎ,𝑐 (about 830 km/s), however.  We did a parametric study to identify the 

electromagnetic ion cyclotron instability threshold by slowly increasing the drift velocity of cold 
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electrons. The instability started to become unstable when the drift velocity was above 0.6 𝑉𝑒𝑡ℎ,𝑐 , 

and we found that it had the relatively large growth rate when the drift velocity was at about 0.7 

𝑉𝑒𝑡ℎ,𝑐. Thus, in our instability analysis we used 0.7 𝑉𝑒𝑡ℎ,𝑐 as the drift velocity of cold electrons, 

rather than 0.2 𝑉𝑒𝑡ℎ,𝑐, which we obtained from fitting results. The requirement for a larger drift 

velocity suggests that the instability might be generated from somewhere else where there was a 

larger current for the instability to grow unstable.  Another possibility is that the low time 

resolution of the instrument prevents us from obtaining the maximum electron beam speed at the 

time (it takes 3 seconds for the satellite to acquire a full electron distribution function, and the field 

line is only sampled for a small fraction of that time). Also noteworthy is that the calculated growth 

rate of the ion cyclotron instability is very small compared with that of the kink-like instability. 

The maximum growth rate of ion cyclotron instability is at around 10−3Ω𝑐𝑖 and the e-folding time 

for this wave mode to grow is too long to be realistic. This could also be explained by temporally 

aliased observations of the electron current. 

Among all 131 cases that satisfy the desired satellite configuration (one near the neutral sheet and 

the other away from the equator), only a few with a clear desired wave signature were found. Thus, 

this type of wave with monochromatic signatures seems to be quite rare, perhaps because of the 

large current that the instability needs to become unstable. In the Pritchett et al. simulation, the 

differential drift between ion and electron is about 3.5 𝑉𝑖𝑡ℎ (~2400km/s), quite a large current 

considering that in the simulation, the entire electron population was drifting. Such a large current 

is very rare in the magnetotail. Even if such large current exists, we are unlikely to observe it 

because the fast beam could thermalize very quickly, and the time resolution of the data is 

insufficiently high to capture the features of those beams. Another explanation for the rarity of 

observations of this kind of instability is its broadband characteristics. Both the ion cyclotron 
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instability and the kink-like instability are very broadband instabilities, which could be easily 

mixed up with low-frequency turbulence caused by fast plasma flows, increasing our difficulties 

in finding good events. Cross-correlation methods between different spacecraft along the magnetic 

field or ion flow direction may remove low-frequency turbulence, and thus be better able to isolate 

coherent ion cyclotron and kink-like instabilities related to current-driven instabilities. This may 

be able to reveal more instability cases and the instabilities’ potential importance for energy 

conversion and other processes near dipolarization fronts. 
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Table 2.1 

 

 

 

Table 2.2                                                                                

 

 

 

 

  

 n (𝑐𝑚−3) 𝑇|| (keV) 𝑇|| 𝑇⏊⁄  𝑉𝑑𝑟𝑖𝑓𝑡 𝑉𝑡ℎ𝑒𝑟𝑚𝑎𝑙⁄  

Ion 0.24 2.71 1 0 

Hot Electron 1 0.127 0.544 1 - 0.015 

Hot Electron 2 0.054 1.214 0.98 -0.004 

Cold Electron 0.059 0.049 2.06 - 0.20 

Properties of 

wave 

Observation Numerical 

 Wave 

frequency 

(𝜔 𝛺𝑐𝑖⁄ ) 

≈ 0.4 

 

0.47 

Wave normal 

angle 
≈ 50° 

 

81° 

Ellipticity Left hand Left hand 

𝛿𝐸𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑒

𝛿𝐵𝑡𝑟𝑎𝑛𝑠𝑣𝑒𝑟𝑠𝑒

1

𝑉𝐴
 

0.14 0.16 

Growth rate 

(𝛾 𝛺𝑐𝑖⁄ ) 

 0.00112 

𝑘||𝜌𝑐𝑖  0.16 

𝑘⊥𝜌𝑐𝑖  1.02 
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Table 2.3 

 

 

 

 

 

 

 

Properties 

of wave 

Observation Numerical 

Wave 

frequency 

(𝜔 𝛺𝑐𝑖⁄ ) 

≈ 0.014 – 

0.03 

0.02 

Wave 

normal 

angle 

≈ 0° - 30° 

 

0° 

Ellipticity Right hand Right hand 

Growth 

rate 

(𝛾 𝛺𝑐𝑖⁄ ) 

 0.2 

𝑘||𝜌𝑐𝑖  0.075 

𝑘⊥𝜌𝑐𝑖  0 
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Figure 2.1. Overview plot of 2012 July 12 event and wave polarization analysis. (a) and (c): 

Magnetic field and ion bulk flow velocity in GSM coordinate at TH-D (at the central plasma sheet); 

(b) and (d): Magnetic field and ion bulk flow velocity at TH-A (at the boundary layer). The dashed 

line marks the arrival of DF at TH-D. (e) - (h): Wave polarization analysis of magnetic field at 

TH-A. Power spectral density, degree of polarization, wave normal angle and elliptic at frequency 

range of 0.1 – 2 Hz. The instability we are interested in is marked by a circle. 

 

(a) 

(b)) 

(c) 

(d) 

(e) 

(f) 

(g) 

(i) 
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Figure 2.2. Magnetic and electric field plot at THEMIS-A from 11:56:05 to 11:58:05 after filtering 

with a band range from 0.1 Hz to 2Hz. (a): Raw magnetic field data at TH-D; (b): Raw magnetic 

field data at TH-A, the dashed vertical line marks the arrival of DF at TH-D; (c) -(e): Bx, By, Bz 

component in GSM coordinate after filtering; (f) – (h): Bx, By, Bz component in MFA coordinate 

after filtering; (i) – (j): Ex, Ey component in DSL coordinate after filtering.  

 

 

 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

(h) 

(i) 

(j) 
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Figure 2.3. Magnetic field plot and wave polarization analysis at TH-A. Time range is from 

11:27:05 to 12:27:05. (a): Magnetic field raw data; (b) – (d): Bx, By, Bz component after filtering. 

The bandpass range is from 5 mHz to 0.2 Hz; (e) – (h): Power spectral density, degree of 

polarization, wave normal angle and elliptic. The instability we are interested in is marked by a 

circle. 
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Figure 2.4. Observed electron distribution function in  𝑠−3𝑐𝑚−3𝑘𝑚−3 (a): Pitch angle versus energy; 

(b): PSD (phase space density) versus energy, black line is when pitch angle is 0 degree, green line 

is when pitch angle is 90 degree, blue line is when pitch angle is 180 degree 
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Figure 2.5. Phase space density versus pitch angle. Dashed line is observed PSD and solid line is 

fitted PSD 

 

 

 

 

 

 

 

 



59 

 

 

Figure 2.6. (a), (b), (c): observed electron distribution function at TH-A at three different time: 

11:56:53 UT; 11:56:59 UT and 11:57:05 UT. The x axis of the slice is parallel to magnetic field 

and y axis is perpendicular to the magnetic field. The bulk flow velocity defines the x-y plane of 

the slice.  Plot (d) is the fitted drift velocity of the cold electron population versus time (from 

11:56:44 UT to 11:57:14 UT). The correspondence between three slices (a), (b), (c) and three 

different fitted drift velocities is marked by arrows.      
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Figure 2.7. Dispersion surface for two different kinds of instabilities. (a) is for current driven kink 

like instability and (b) is for current driven ion cyclotron instability. The horizontal axes are 

normalized parallel and perpendicular wave vector (𝑘||𝜌𝑐𝑖 and 𝑘⊥𝜌𝑐𝑖 ). The z axis is normalized 

wave frequency 𝜔 𝛺𝑐𝑖⁄  . The normalized growth rate 𝛾 𝛺𝑐𝑖⁄  is indicated by the color using color 

bar at right. For the current- driven ion cyclotron instability shown in Figure 2.7b, the red color 

indicates wave growth and the blue color damping. 
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Chapter 3 

Whistler and electron firehose instability control of 

electron distributions in and around dipolarizing flux 

bundles 

As discussed in Chapter 2, because the parallel current needed to excite current-driven ion 

cyclotron instability and kink-like instability are intense, these low frequency fluctuations are 

difficult to observe near dipolarization fronts. In Chapter 3 and Chapter 4, we focus on whistler 

mode waves, which are more frequently observed near dipolarization fronts. Our goal is to 

understand the potential effects of whistler waves on electron dynamics near dipolarization fronts. 

Adiabatic acceleration mechanisms (betatron and Fermi acceleration, as discussed in Section 1.3) 

have been suggested to energize electrons in the magnetotail. These acceleration mechanisms 

should result in perpendicular or parallel temperature anisotropy. Electron temperature 

anisotropies, however, have often been observed to be isotropic or weakly anisotropic and remain 

nearly unchanged throughout the magnetotail. The relaxation of electron’s perpendicular and 

parallel temperature anisotropies could be caused by whistler instability and oblique electron 

firehose instability respectively. The effectiveness of these instabilities on regulating electron 

dynamics through wave scattering process in the magnetotail is investigated. 

Utilizing 10 years of THEMIS satellite observations, we identified all whistler wave events near 

dipolarization fronts. In Section 3.1, we introduce whistler instability and oblique electron firehose 
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instability. In Section 3.2 we describe our event selection criteria. In Section 3.3, we explore the 

occurrence probability and intensity of whistler instability and oblique electron firehose instability 

near dipolarization fronts, as function of electron anisotropy and plasma beta. Electron temperature 

anisotropies are well-constrained by the marginal stability conditions of these instabilities. Section 

3.4 is our summary and discussions. 

 

3.1 Introduction 

Dipolarization fronts (DFs), transient dipolarizations characterized by a sharp increase in the 

northward component of the magnetic field, are frequently observed in the magnetotail [Nakamura 

et al., 2002; Ohtani, 2004; Runov et al., 2009, 2011; Liu et al., 2013a, 2013b, 2014]. They separate 

ambient plasma sheet plasma from the dipolarizing flux bundles launched by tail reconnection 

[Angelopoulos et al., 2008; Angelopoulos et al., 2013]. This phenomenon is closely related to 

substorms [Sergeev et al., 2009; Fu et al., 2013; Liu et al., 2015] and plays a crucial role in global 

electromagnetic energy conversion [Eastwood et al., 2010; Angelopoulos et al., 2013], where 

electromagnetic energy is dissipated at the fronts and converted to plasma energy. Adiabatic 

acceleration (betatron and Fermi acceleration) has been suggested to energize electrons at DFs [Fu 

et al., 2011; Ashour-Abdalla et al., 2011; Birn et al., 2014; Gabrielse et al., 2016]. These 

acceleration mechanisms should result in 𝑇⊥,𝑒 𝑇∥,𝑒 > 1⁄  (𝑇⊥,𝑒 𝑇∥,𝑒 < 1⁄ ) due to magnetic field 

compression (shrinkage of a flux tube). Electron temperatures in the magnetotail, however, are 

often observed to be isotropic or weakly anisotropic [Walsh et al., 2011; Artemyev et al., 2014b].  

The anisotropy relaxation mechanism of these accelerated electron populations near dipolarization 

fronts in the magnetotail is an open question. Addressing this question is important, because (1) 

electron populations accelerated at DFs are then transported into inner magnetosphere where their 
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anisotropy generates electromagnetic waves which subsequently accelerate electrons up to MeV 

energies [Thorne, 2010]; and (2) anisotropic electron populations can significantly modify local 

currents in the magnetotail current sheet and drive global current instabilities [e.g., Karimabadi et 

al., 2004; Artemyev et al., 2016]. 

One of the possible mechanisms of electron temperature relaxation is electron scattering by 

electromagnetic waves. Indeed, various types of plasma waves are known to be present around 

DFs, including kinetic Alfvén waves, lower hybrid drift waves, whistler waves, electron cyclotron 

waves, etc [Le Contel et al., 2009; Zhou et al., 2009; Huang et al., 2012; Zhang et al., 2014; Zhang 

et al., 2017]. Some of these waves are excited by electron anisotropy instabilities, most notably 

the whistler instability and the electron firehose instability. Whistler waves, electromagnetic waves 

driven by energetic electrons with  𝑇⊥,𝑒 𝑇∥,𝑒 > 1⁄ , have been observed in the magnetotail for 

decades [Gurnett et al., 1976; Zhang et al., 1999 and references therein]. They have received 

substantial attention due to their important role in accelerating and scattering electrons [e.g., these 

waves are believed to contribute significantly in electron scattering to the diffuse aurora from the 

near-Earth magnetotail, see review by Ni et al., 2016]. The oblique electron firehose instability is 

excited when 𝑇⊥,𝑒 𝑇∥,𝑒 < 1⁄ . It is a non-propagating mode with zero real frequency; it resonates 

with electrons through cyclotron resonance [Li and Habbal, 2000; Camporeale and Burgess, 2008]. 

Several wave modes can be excited or amplified by this instability and the kinetic Alfvén wave is 

one candidate [Chen and Wu, 2010]. Both the whistler instability and the electron firehose 

instability yield growth of relatively short-wavelength enhanced magnetic field fluctuations; both 

types of fluctuations act to reduce the electron anisotropies through wave-particle scattering, 

setting boundaries on those anisotropies near the marginal instability thresholds. The general 

principle that wave-particle scattering due to electron-driven instabilities imposes anisotropy 
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constraints has been demonstrated through particle-in-cell simulations of both the whistler 

instability [Gary & Wang, 1996; Gary et al., 2000] and the electron firehose instability [Gary and 

Nishimura, 2003; Hellinger et al., 2013], as well as observations in the magnetosheath [Gary et al., 

2005] and the solar wind [Štverák et al., 2008; Bale et al., 2009]. If it is indeed a general result that 

electron anisotropy instabilities lead to anisotropy constraints throughout the collisionless plasmas 

of space, it becomes important to study this question in different plasma regimes such as the 

magnetotail.  

 

3.2 Data and Event selection 

THEMIS consists of five identical satellites (TH-A through TH-E) [Angelopoulos, 2008; Sibeck 

and Angelopoulos, 2008]. THEMIS’s fluxgate magnetometer (FGM) [Auster et al., 2008] 

measures the low frequency magnetic field (<64Hz), and the search coil magnetometer (SCM) 

[Roux et al., 2008] measures the high frequency magnetic field (a few up to 4 kHz). The Electric 

Field Instrument (EFI) [Bonnell et al., 2008] measures the low and high frequency electric field 

(<8 kHz). We use waveform field data from these instruments, whenever available, to construct 

ground-computed spectra, but also rely on on-board computed spectral products as necessary.  

Data from SCM and EFI is passed into the Digital Fields Board to calculate the wave power 

spectral density of magnetic and electric fields using Fast Fourier Transforms (FFTs). They result 

in Filter Bank (FBK) and FFT data products, transmitted at various time and frequency resolutions 

[Cully et al., 2009]. Additionally, we use data from the electrostatic analyzer (ESA) that measures 

<30keV particles and the solid state telescope (SST) that measures >35keV particles to calculate 

particle moments [McFadden et al., 2008]. 
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Liu et al., [2013a] built a list of DFs from the first few years of operation of the THEMIS mission. 

The most important criterion for their event identification is a sharp temporal increase in 𝐵𝑧 

(𝜕𝐵𝑧 𝜕𝑡⁄ > 0.5𝑛𝑇/𝑠 applied on three-point running averaged spin-fit data, and z is the northward 

component in geocentric solar magnetospheric, GSM, coordinates). In this paper, using the same 

methodology, we extended their event list to year 2017. A total of 2285 DF events from 2007 to 

2017 were thus incorporated in our statistical study. 

We investigated data within ±5 minutes around the DF, where t=0 is the time of 𝐵𝑧 minimum 

preceding the DF-defining 𝐵𝑧 rise. Based on the Liu et al. [2013a] and our DF event selection 

criteria, the time interval prior to the DF arrival must be relatively unperturbed. For all our events, 

we collected electron moments, including electron anisotropy and electron plasma beta (3s 

resolution, ESA and SST moment data were combined into a single joint data product) in this 10-

minute time interval, regardless of whether waves are observed or not. Enhanced low-frequency 

magnetic and electric field fluctuations, likely driven by oblique electron firehose instability, are 

discussed in Section 3. Low-frequency broadband electromagnetic waves, often associated with 

KAWs, are always observed around DFs [see, e.g., Ergun et al., 2015; Malaspina et al., 2015; 

Breuillard et al., 2016], therefore the samples within our DF database were sufficient for studies 

of that phenomenon. However, since emissions of whistler waves are much more transient and 

narrowband than KAWs we constructed a separate, whistler database, a subset of the DF event 

samples, consisting of observations of discernible (and often intense) whistlers. In the following, 

we first concerned ourselves with the identification and properties of such narrowband whistler 

waves and then the broadband, lower frequency waves likely to be evidence of the firehose 

instability.   
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An example of both types of waves near dipolarization fronts is shown in Figure 3.1. The vertical 

dashed line in Figure 3.1(a) indicates the arrival of a dipolarization front at around 09:24 UT. 

Multiple fronts arrived at TH-D thereafter. Since dipolarization fronts are not isolated and often 

observed in groups, we selected only the leading DF of each DF group to construct our database, 

following the practice of Liu et al., [2013a].  

Our whistler wave database selection criteria are as follows: 

1. We constructed the magnetic field power spectrum, shown in Figure 3.1(c), using the 

combination of Fourier spectrum of waveform magnetic field data (128-samples-per-second 

during particle burst mode) and on-board magnetic field spectrum from FFT data. The former 

covers the frequency range from 1Hz to 64Hz and the latter lies in the frequency range from 64Hz 

to 4000Hz. 

2. When the integrated magnetic field wave power from 𝑓𝑙ℎ (lower hybrid frequency calculated 

from local magnetic field strength) to 64Hz is greater than 10−4(𝑛𝑇)2; or when the integrated 

magnetic field power from 64Hz to 𝑓𝑐𝑒 (electron cyclotron frequency) is greater than 10−5(𝑛𝑇)2, 

the sample was selected and included in our whistler wave database.  Note that these thresholds 

are not arbitrary but a compromise between instrument noise and the minimum wave power of 

natural wave samples detectable in the respective band in our DF event database. 

Vertical white bars with red borders on the top of Figure 3.1(c) mark the time intervals when 

whistler waves were identified, during which there were clear enhancements of magnetic field 

wave power between 𝑓𝑙ℎ and 𝑓𝑐𝑒.  

We look specifically into two time intervals when wave burst modes (8296-samples-per-second 

waveform magnetic field data) are available. Between 09:26:15UTC and 09:26:18UTC, the 
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magnetic field power spectrum in Figure 3.1(g) clearly shows a bump in the frequency range 

between 𝑓𝑙ℎ and 𝑓𝑐𝑒 at around 150Hz. Monochromatic wave signatures with dominant components 

in the direction perpendicular to the ambient magnetic field shown in Figure 3.1(e), and 

predominantly right-hand circular or elliptically polarized (not shown) provide additional evidence 

for the existence of whistler waves in this time interval. 

Between 09:26:52UT and 09:26:55UT when an enhancement of magnetic field wave power 

between 𝑓𝑙ℎ and 𝑓𝑐𝑒 was identified, the magnetic and electric field power spectra in Figure 3.1(h) 

show no clear bumps between 𝑓𝑙ℎ  and 𝑓𝑐𝑒  and the magnetic field waveform in Figure 3.1(f) is 

rather non-coherent and non-monochromatic. The broadband electromagnetic waves observed 

here are clearly not whistler waves, despite the fact that the integrated magnetic field wave power 

is larger than our whistler wave selection threshold and resides in the frequency range 𝑓𝑙ℎ and 𝑓𝑐𝑒. 

Doppler-shifted kinetic Alfvén waves (KAWs), frequently observed during intervals of fast plasma 

sheet flows, could be a candidate for the broadband electromagnetic waves shown here [Chaston 

et al., 2012]. To explore further this hypothesis, we plot 𝐸⊥/(𝑉𝐴𝐵⊥), the ratio of perpendicular 

electric to magnetic field amplitudes normalized to the local Alfvén velocity, in Figure 3.1(i). The 

over-plotted solid red line is the theoretical expectation for KAWs,  𝐸⊥/𝐵⊥ = 𝑉𝐴(1 +

𝑘⊥
2𝑛̃𝑖

2)/√1 + 𝑘⊥
2(𝑛̃𝑖

2 + 𝑛̃𝑠
2), where 𝑛̃𝑖

2  is the ion gyroradius and 𝑛̃𝑠
2  the ion acoustic gyroradius 

[Stasiewicz et al., 2000]. To compare the theoretical value with observations, we assumed that the 

wave frequency observed in the spacecraft frame is mainly due to the Doppler-shift of KAWs by 

the plasma flows (𝜔𝑠𝑐 ≈ 𝑘𝑣𝑓, where 𝜔𝑠𝑐 is the observed frequency in the spacecraft frame and 𝑣𝑓 

is the plasma velocity), a reasonable assumption, since the frequency of KAWs in the plasma frame 

is much smaller than the ion gyrofrequency. It is evident from Figure 3.1(i) that the E-to-B ratio 
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expected from theory is quite consistent with observations. Thus, Doppler-shifted KAWs are a 

good candidate for the broadband electromagnetic waves in our DF event database, and even 

within our whistler wave sample database (when the frequency of KAWs is Doppler-shifted above 

𝑓𝑙ℎ and wave power is larger than our whistler wave selection threshold). This broadband wave 

type, associated with KAWs and likely to be evidence for the oblique electron firehose instability 

is discussed in section 3.3. Our whistler sample database, discussed in next section, assumes that 

the narrowband waves (those with clear bumps in the magnetic field power spectrum, such as the 

case shown in Figure 3.1(f)), are likely whistlers. They were detected in 1417 (62%) of the 2285 

events in our DF database. 

 

3.3 Results 

Figures 3.2(a) and 3.2(b) show the data distribution in electron temperature anisotropy - electron 

parallel beta space (logarithmic scale), before and after the DFs, respectively. All 3sec data 

samples at +/- 5min around the DF are included. This distribution of the number of points per unit 

bin size is proportional to the probability density distribution of the measurements. The two 

prominent boundaries in this space match well the over-plotted dashed lines, depicting 
𝑇⊥

𝑇||
− 1 =

𝑎

𝛽||
𝑏, the marginal instability thresholds of the whistler instability (top line, for a=0.21 and b=0.58 

taken from Gary et al. [2012]) and of the oblique electron firehose instability (bottom line, for a= 

-1.29 and b=0.97 taken from Gary and Nishimura [2003]). That the probability distributions 

conform to these boundaries suggests that the electron anisotropy around DFs is well constrained 

by these instabilities. This implies that electron acceleration at DFs indeed produces electron 
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populations that exceed marginal stability thresholds, converting their free energy to waves, which 

in turn interact efficiently with the electrons ultimately limiting their anisotropisation. Thus wave-

particle interactions shape the electron distributions over a broad region surrounding the DFs and 

must be accounted for any electron acceleration model by dipolarizing flux bundles. 

Next, we employ our whistler wave samples database described in the previous section (a subset 

of samples of the DF plasma parameter database discussed in the previous paragraph), to study the 

occurrence rate of those (narrowband) whistlers in the vicinity of DFs. Figures 3.2(c) and 3.2(d) 

show the occurrence rate of whistler waves in that space (the number of samples where whistlers 

were detected over the total number of samples in each bin), before and after the DFs, respectively. 

This rate increases significantly near the marginal instability threshold of the whistler instability, 

both before and after the DFs. This demonstrates that most narrowband whistlers are observed in 

plasmas near marginal stability, therefore this mode plays an important role for moderating the 

anisotropy produced by electron acceleration at DFs. We also note that whistler wave phase speeds 

exceed both typical DF speeds and electron drift speeds. By depositing some of their wave energy 

back to the electrons around DFs, whistlers render local electron heating more efficient than in the 

absence of wave-particle interactions, and wave transport of energy less pronounced. However, it 

is still possible that DF-generated whistlers can emit significant energy far away from DFs in the 

form of Poynting flux, similar to the case of shock waves [e.g., Sundkvist et al., 2012; Wilson 

2016]. This is something that needs to be investigated in the future. 

In order to provide further observational evidence for the operation of the electron firehose 

instability on the electron temperature anisotropy, we collected magnetic and electric field wave 

parameters at different frequency ranges and divided them into two datasets: before the DF and 

after the DF. We calculated the root-mean-squared (RMS) amplitude of magnetic field fluctuations, 
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in the range 0.33Hz - 2Hz, using FGL data (4-samples-per-second) in each spin period (3 seconds), 

and normalized it to the ambient magnetic field strength, B0. For B0 = 10nT, typical in the central 

plasma sheet near THEMIS’s apogees, the ion cyclotron frequency is 0.15Hz and the lower hybrid 

frequency is 6.5Hz. Thus, the selected frequency range ([0.33Hz, 2Hz]) lies roughly above 𝑓𝑐𝑖 and 

well below 𝑓𝑙ℎ. Figures 3.3(a) and 3.3(b) show the result in electron anisotropy-parallel beta space. 

Although the fluctuations near the marginal instability threshold of the whistler instability (top 

dashed lines) dominate in these plots, especially behind DFs (Figure 3.3(b)), and will be addressed 

later, it is also evident that fluctuations are enhanced near the marginal instability threshold of the 

electron firehose instability (bottom dashed lines), in particular before DFs (Figure 3.3(a)) which 

is evidence that the oblique electron firehose instability is excited and restrains the electron parallel 

temperature anisotropy when 𝑇⊥,𝑒 𝑇∥,𝑒 < 1⁄ . Moreover, fluctuations near the marginal instability 

thresholds of the whistler instability and the oblique electron firehose instability are much stronger 

after the DFs in Figure 3.3(b) compared with fluctuations before the DFs in Figure 3.3(a).  

Figures 3.3(c) and 3.3(d) show the ratio of perpendicular low frequency magnetic field fluctuations 

to the total magnetic field fluctuations, 𝛿𝐵⊥/√𝛿𝐵⊥
2 + 𝛿𝐵||

2  ( 𝛿𝐵||  and 𝛿𝐵⊥  are the magnetic 

fluctuations along and across the ambient magnetic field). That perpendicular fluctuations 

dominate near the marginal instability threshold of electron firehose instability is in agreement 

with the polarization property of this instability [Gary and Nishimura, 2003]. Note that the firehose 

instability can be responsible for the excitation/amplification of different kinetic wave modes, 

particularly, kinetic Alfvén waves observed around DFs [Chen and Wu, 2010], consistent with our 

case-studies (such as that in Section 3.2, showing that the waves can be considered Doppler-shifted 

KAWs in the range between 𝑓𝑐𝑖 and  𝑓𝑙ℎ examined here).  
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Figures 3.3(e) and 3.3(f) show the ratio 𝑐𝛿𝐵⊥/𝛿𝐸⊥ which provides a good estimate for the wave 

refractive index. For a small wave number and a Doppler-shifted frequency above 𝑓𝑐𝑖, 𝛿𝐸⊥/𝛿𝐵⊥ for 

KAW is about 10 to 100 times the local Alfvén velocity (see Figure 3.1(i), for instance). Given an 

Alfvén velocity of about 300km/s, 𝑐𝛿𝐵⊥/𝛿𝐸⊥ for KAW is on the order of 10 to 100, which agrees 

with our observational values for the waves near the marginal instability threshold of the firehose 

instability in Figures 3.3(e) and 3.3(f).  

Conversely, compressional magnetic field fluctuations are enhanced near the marginal instability 

threshold of the whistler instability in this low frequency (𝑓𝑐𝑖 -  𝑓𝑙ℎ) regime (see Figures 3.3(c) and 

3.3(d)). A possible reason could be magnetosonic waves or lower hybrid waves that are excited by 

other unstable plasma distributions (mostly likely ions), but are further amplified due to resonant 

interaction with electrons when  𝑇⊥,𝑒 𝑇∥,𝑒 > 1⁄ . However, we cannot exclude that these 

compressional waves are exited independent of electrons within the same spatial region as whistler 

waves (around DFs, see Khotyaintsev et al., 2011), and thus appear only coincidentally in the same 

region in the anisotropy-beta parameter space as the marginal instability threshold of the whistler 

instability. This remains an area of future investigation. 

Next, we explored the low frequency portion of the whistler range (𝑓𝑙ℎ - 𝑓𝑐𝑒) where electric and 

magnetic field waveforms were routinely available. Specifically, we used search-coil waveform 

data in Particle Burst mode (128-samples-per-second), high-pass filtered above 𝑓𝑙ℎ, and averaged 

its RMS amplitude in every spin (3s) to obtain 𝛿𝐵 in the range 𝑓𝑙ℎ - 64Hz (normalized to the spin-

fit magnetic field, B0). This frequency range is in the whistler range, but because it is below 64 Hz 

it can always be produced from ground-processed waveforms which are routinely available in an 

extended period surrounding DFs (Particle Burst mode lasts 8-12min encompassing the DF). 

Figures 3.3(g) and 3.3(h) show the normalized magnetic field fluctuations in this frequency range, 
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before and after the DFs. We see that these fluctuations are enhanced significantly near the 

marginal instability threshold of the whistler instability, as expected from examination of 

narrowband whistlers (Figure 3.2(c), 3.2(d)). However, the wave power increases over a broad 

range in 𝑇⊥,𝑒 𝑇||,𝑒⁄  between the dashed lines, down to the marginal instability threshold of electron 

firehose instability, and this may be related to low frequency waves driven by the electron firehose 

instability that have been Doppler-shifted above 𝑓𝑙ℎ . The dominant wave power is in the 

perpendicular direction near both marginal instability curves (both before and after the DFs, 

Figures 3.3(i) and 3.3(j)), suggesting that both modes can operate in this frequency regime 

depending on the nature of the electron distributions. In fact, the perpendicularity peaks near the 

two instability thresholds (both top and bottom curves), providing additional observational 

evidence for whistler and (likely Doppler-shifted) firehose instabilities in this frequency regime. 

The refractive index near the whistler marginal instability regime, as shown in Figures 3.3(k) and 

3.3(l) agrees well with cold plasma theory (𝑛 = 𝑐𝛿𝐵/𝛿𝐸) for field-aligned whistler waves which, 

for typical magnetotail parameters, is on the order of 10 − 102.  

 

3.4 Summary and conclusions 

Our results are based on waves observed both before and after DFs from 10 years of THEMIS 

observational data. The wave data are organized quite well in an electron anisotropy-parallel beta 

parameter space with sharp boundaries near the marginal instability conditions for whistler and 

electron firehose instabilities, providing strong evidence of the presence of those waves and their 

operation on electrons near DFs. Enhancement of the occurrence rates and perpendicular wave 

power near the marginal stability thresholds of these instabilities, and consistency of the observed 
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refraction index with the theoretical refraction index of those instabilities provide additional 

supportive evidence for the operation of those instabilities on electron dynamics in the magnetotail 

near dipolarization fronts. 

Dipolarization fronts are boundaries in dynamic environments with various instabilities identified 

in their vicinity. The effects of these instabilities on particle dynamics, however, are poorly 

understood. Our findings provide direct observational evidence on the regulation of electron 

acceleration at dipolarization fronts by wave-particle interactions. Whistler instabilities driven by 

electrons with 𝑇⊥,𝑒 𝑇∥,𝑒 > 1 ⁄ near the fronts are capable of interacting with electrons effectively, 

gaining free energy from the temperature anisotropy and constraining electron distributions to the 

marginal instability threshold of the whistler instability through pitch angle scattering process. 

Sufficiently large 𝑇⊥,𝑒 𝑇∥,𝑒 < 1⁄  favors the excitation of electron firehose instability, which, in turn, 

interacts with electrons and scatters them to the marginal instability threshold of that instability.  

Our results reveal the importance of wave-particle interactions in the magnetotail near 

dipolarization fronts and potential effects of those interactions on global energy conversion. 

Despite the short duration of dipolarizing flux bundles (~ 1min), waves are still proven to be 

capable of interacting with electrons and modulating their distribution functions. Future 

investigations of electron dynamics near dipolarization fronts should recognize that adiabatic 

interactions alone are not sufficient to predict electron anisotropy evolution. Rather, wave-particle 

interactions should be incorporated when modeling electron dynamics in the magnetotail. 

 

 

 



74 

 

 

DF arrival at d: 2011-05-31/09:24:01 
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Figure 3.1: Overview plot to illustrate whistler wave selection criteria. Figure 3.1(a) and 3.1(b): 

Magnetic field and ion velocity measurements in GSM (geocentric solar magnetospheric) 

coordinate system; Black dashed line in Figure 3.1(a) marks the time when dipolarization front 

arrived at TH-D; Figure 3.1(c) and 3.1(d): Magnetic field power spectrum and electric field power 

spectrum. Magenta line indicates the lower hybrid frequency (𝑓𝑙ℎ ) and red line indicates the 

electron cyclotron frequency (𝑓𝑐𝑒). Vertical white bars with red borders on top of Figure 3.1(c) 

indicate the time intervals when whistler waves are identified. Figure 3.1(e) and 3.1(g) focus on 

the time interval between 09:26:15UT and 09:26:18UT: Figure 3.1(e) shows the magnetic field 

waveform data after bandpass filtering between 𝑓𝑙ℎ and 𝑓𝑐𝑒. The magnetic field data is in FAC 

(field-aligned coordinate system) while 𝑍𝐹𝐴𝐶  points to the direction parallel to the ambient 

magnetic field. Figure 3.1(g) shows the magnetic field power spectrum during this time interval. 

Two black vertical dashed lines indicate 𝑓𝑙ℎ and 𝑓𝑐𝑒. Three red vertical dashed lines indicate the 

central frequency of whistler emission, lower and upper frequency of whistler emission (when 

magnetic field power spectral density, PSD, drops to a half of its the peak value). Figures 3.1(f), 

3.1(h) and 3.1(i) focus on the time interval between 09:26:52UT and 09:26:55UT. Figure 3.1(f) 

shows the magnetic field in FAC after bandpass filtering between 𝑓𝑙ℎ and 𝑓𝑐𝑒. Figure 3.1(h) shows 

the magnetic field PSD in perpendicular direction in black and electric field PSD in perpendicular 

direction in red. Figure 3.1(i) shows the ratio of perpendicular electric field fluctuations to 

perpendicular magnetic field fluctuations, normalized to local Alfvén velocity. Black line is from 

observational data and red line is from theoretical values for KAWs. 

 

 

 



76 

 

 

Figure 3.2: Horizontal axis is log electron parallel beta and vertical axis is log electron temperature 

anisotropy (𝑇⊥,𝑒 𝑇||,𝑒⁄ ) in all four panels. Two dashed lines in each panel indicate the marginal 

instability threshold of the whistler instability (top, 𝑇⊥,𝑒 𝑇||,𝑒⁄  >1) and electron firehose instability 

(bottom, 𝑇⊥,𝑒 𝑇||,𝑒⁄  <1).  (a) and (b): Number of data points in each log-log bin before dipolarization 

fronts and after dipolarization fronts, respectively. (c) and (d): Occurrence rate (%) of narrowband 

whistlers before DF and after DF, respectively. Bins with fewer than 10 data points are suppressed 

to avoid large statistical errors stemming from small numbers. 
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Figure 3.3: Horizontal and vertical axes are same as in Figure 3.2. Panels (a - f) at left: fluctuations 

at frequency range: (0.33-2Hz); Panels (g-l) at right: fluctuations at frequency range: (𝑓𝑙ℎ-64Hz). 

Plotted quantities are self-explanatory and discussed further in text. Data bins with fewer than 10 

data points have been suppressed to avoid noise from statistics of small numbers. 
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Chapter 4 

Energy transport by whistler waves around 

dipolarizing flux bundles 

 

During the earthward transport of electrons to more dipolar regions by DFBs, electrons should 

gain more perpendicular energy than parallel energy, resulting in larger perpendicular electron 

temperature anisotropy closer to Earth. Electron temperature anisotropies, however, have often 

been observed to remain nearly unchanged, slightly field aligned, throughout the magnetotail. The 

dissipation of electron perpendicular energy during the earthward transport remains an open 

question. In previous chapter, we emphasize the importance of whistler waves in reducing electron 

perpendicular temperature anisotropies through wave-particle scattering process. In this chapter, 

we reveal the importance of whistler waves energetically by radiating perpendicular electron 

energy flux in the form of Poynting flux. Combining the results in Chapter 3 and in this chapter, 

we demonstrate that whistler waves play an important role in electron dynamics in the magnetotail 

by significantly modifying the otherwise adiabatically-shaped electron distributions. 

Using the whistler wave event database established in Chapter 3, we performed a statistical study 

of electron observations associated with whistler waves near DFBs and whistler wave Poynting 

flux. In Section 4.1, we briefly introduced whistler waves. In Section 4.2 we describe the 

instrumentation and event selection criteria used. In Section 4.3 our results are presented in two 

parts.  Part 1 is an investigation of the electron population that generates whistler waves. Part 2 is 
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an evaluation of the relative importance of whistler wave Poynting flux and the energy contained 

in the electron distributions, which are potentially in cyclotron resonance with these waves. Section 

4.4 summarizes our findings and discusses their implications. 

 

4.1 Introduction  

Rapid earthward plasma flows known as bursty bulk flows (BBFs) play an important role in 

earthward transport of mass, energy, and magnetic flux through the magnetotail plasma sheet 

[Baumjohann et al., 1990; Angelopoulos et al., 1992, 1994; Ohtani, 2004]. Dipolarized flux tubes 

referred to as dipolarizing flux bundles (DFBs) [Liu et al., 2013a, 2013b, 2014] or flux pileup 

region [Khotyaintsev et al., 2011; Fu et al., 2012c] are frequently observed within BBFs. A sharp 

rise in the northward component of the magnetic field, characteristic of an intense current sheet 

ahead of an approaching DFB, is referred to as a dipolarization front (DF) [Nakamura et al., 2002; 

Runov et al., 2009, 2011; Fu et al., 2012b]. Observations and simulations have shown that DFBs 

contain much hotter, more energetic electrons than the ambient plasma sheet [Fu et al., 2011, 2019; 

Liu et al., 2013b; Birn et al., 2014; Lu et al., 2016]. These energetic electrons could be hot, 

anisotropic electrons injected toward the inner magnetosphere [Sergeev et al., 1999; Gabrielse et 

al., 2014, 2016; Xu et al., 2018]. Because the electron temperature increases within DFBs are 

proportional to the ambient magnetic field, 𝐵𝑧 [Runov et al., 2015], adiabatic acceleration caused 

by magnetic compression could be a major mechanism for DFB electron heating [Fu et al., 2011; 

Birn et al. 2014]. If this process operates during DFBs’ earthward transport of electrons to more 

dipolar regions, electrons should gain more perpendicular energy than parallel energy, resulting in 

larger perpendicular electron temperature anisotropy closer to Earth. Electron temperature 

anisotropies, however, have often been observed to remain nearly unchanged, slightly field aligned, 
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throughout the magnetotail [Walsh et al., 2011; Artemyev et al., 2013]. So how is perpendicular 

electron energy dissipated during earthward electron transport? It is important to investigate this 

because at their final stage of interaction with Earth’s dipolar region, these pre-accelerated 

electrons can be a source population for electromagnetic wave generation in the inner 

magnetosphere, affecting the radiation belts [Thorne, 2010]. 

Dissipation of perpendicular electron energy and reshaping of the electron distributions are thought 

to be caused both by electromagnetic wave generation [e.g., Gary 1993; and references therein] 

and by nonadiabatic particle scattering due to field-line curvature [see investigation of this 

mechanism for DFBs in e.g., Eshetu et al., 2018]. Here we provide observational evidence 

supporting electromagnetic wave generation as an important mechanism around DFBs. 

Dipolarization fronts are very dynamic environments with different types of waves identified 

within them, including lower hybrid drift waves, whistler waves, and electron cyclotron waves. 

[Le Contel et al., 2009, 2017; Sergeev et al., 2009; Zhou et al., 2009; Zhang and Angelopoulos, 

2014; Yang et al., 2017]. Whistler waves, which scatter electrons in velocity space, can also reduce 

electron perpendicular temperature anisotropy and thus evacuate available electron free energy 

from the environment surrounding the DFBs. Simulations and observations have shown that 

electron perpendicular temperature anisotropy (𝑇⊥,𝑒 𝑇∥,𝑒 > 1⁄ , where ⊥ and ‖ denote directions 

perpendicular and parallel to the ambient magnetic field) is a significant free energy source for 

whistler wave excitation [Vedenov and Sagdeev, 1961; Kennel, 1966; Li et al., 2009a; Santolík et 

al., 2010a].  In the linear stage of excitation, whistler waves grow rapidly, and perpendicular 

electron energy decreases after being transferred from the electrons to the waves. Eventually, 

electron distributions relax to a marginal stability state [Gary & Wang, 1996; Gary et al., 2000; Fu 

et al., 2012a; Yue et al., 2016; An et al., 2017; Tao et al., 2017]. In our previous statistical study 
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(Zhang et al., [2018]), we showed that whistler waves, which are frequently observed near DFBs, 

are likely capable of regulating electron dynamics very effectively, because the simultaneously 

observed electron perpendicular anisotropies are constrained at or below the marginal stability 

threshold. After their excitation, those whistler waves will likely transport their electromagnetic 

energy in the form of Poynting flux along the magnetic field and away from the central plasma 

sheet towards the ionosphere. Because whistler waves occur frequently and reduce electron 

perpendicular anisotropy near DFBs very effectively, their role in evacuating electron 

perpendicular energy near DFBs is likely important.  

 

4.2 Data and Methodology 

THEMIS consists of five identical satellites (TH-A through TH-E) equipped with field and plasma 

instruments [Angelopoulos, 2008; Sibeck and Angelopoulos, 2008]. The THEMIS Fluxgate 

Magnetometer (FGM) measures direct-current magnetic field data [Auster et al., 2008]. The 

Search Coil Magnetometer (SCM) and Electric Field Instrument (EFI) measure magnetic and 

electric field waveforms [Bonnell et al., 2008; Roux et al., 2008]. Data from SCM and EFI 

processed onboard the satellites by the Digital Fields Board (DFB) provide Filter Bank (FBK) and 

Fast Fourier Transform (FFT) quantities [Cully et al., 2008]. The THEMIS electrostatic analyzer 

(ESA) measures particle distributions at energies lower than 30 keV [McFadden et al., 2008]. The 

Solid State Telescope (SST) measures plasma data at energies higher than 30 keV [Angelopoulos, 

2008]. From a combination of waveform magnetic and electric field data and FFT data, we 

identified whistler waves and calculated their Poynting flux. Using combined ESA and SST data 
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with 3-second time cadence and full angular resolution, we did a statistical study of electrons that 

could be responsible for whistler wave generation.  

Using all THEMIS observations from 2007 through 2017, we augmented the DFB event list of Liu 

et al. [2013a] (with identical selection criteria) to incorporate magnetotail crossings from 6 

additional years of operation, a 2.5 times increase of the original database. The most important 

characteristic of DFB events is a sharp increase in Bz (𝜕𝐵𝑧 𝜕𝑡 > 0.5 𝑛𝑇/𝑠⁄ ) associated with the DF 

that precedes them. The DF convective velocity, used later in this paper, is calculated as the 

average of 𝑽𝐷𝐹 = 𝑬 × 𝑩/𝐵2 over the DF thickness. (Details on how to calculate the convective 

velocity for each DF event can be found in Liu et al. [2013a].) 

We identified all whistler wave events in the extended DFB event list (Zhang et al., [2018]); the 

same wave event database is used here. For completeness, we outline the main principles of our 

wave selection procedure. When the magnetic field wave power integrated from 𝑓𝑙ℎ (the lower 

hybrid frequency calculated from the local magnetic field strength) to 𝑓𝑐𝑒 (the electron cyclotron 

frequency) was greater than a threshold value, the datum was included in our whistler wave 

database. The upper and lower frequencies in each whistler wave data sample were selected from 

frequencies in which the magnetic field power spectral density fell below one half its peak. Using 

magnetic and electric field waveforms (128-samples-per-second in “particle burst” data collection 

mode), we calculated the spectral density of the three components of the Poynting vector S in a 

field-aligned coordinate system in which Z is the magnetic field direction and X and Y are 

orthogonal to Z and to each other [Santolík et al., 2010b; Li et al., 2013]. After integrating the 

power spectral density of the Z-component of the Poynting vector from its lower to its upper 

frequency for each whistler wave data sample, we obtained the whistler wave parallel Poynting 

flux for further use in our statistical study. 
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4.3 Results 

Figure 4.1 illustrates the calculated whistler wave Poynting flux and electron energy flux related 

to anisotropy (associated with the electron free energy) at different energies. The arrival of a 

dipolarization front measured by TH-D at 03:04:56 UT (Figure 4.1(a)) is accompanied by fast, 

predominantly earthward plasma sheet flows (Figure 4.1(b)). The dipolarization front’s convective 

velocity in the 𝑋𝐺𝑆𝑀 and 𝑌𝐺𝑆𝑀 directions is 98 km/s and -132 km/s, respectively. Figure 4.1(c) 

shows the magnetic field power spectrum (a ground-processed Fourier spectrum of waveform 

magnetic field data and an onboard magnetic field spectrum from FFT data combined). White 

boxes with red borders indicate the time intervals during which whistler waves were identified. 

Figure 4.1(d) illustrates the power spectral density of the Poynting vector parallel to the ambient 

magnetic field in the 2 Hz to 64 Hz frequency range. Figure 4.1(e) shows the electron phase space 

density anisotropy, 𝑓⊥ 𝑓||⁄  (where 𝑓⊥  is the electron phase space density in the direction 

perpendicular to the magnetic field and 𝑓|| is the phase space density parallel to the magnetic field) 

at energies from tens of eV to hundreds of keV. The solid black line in Figure 4.1(e), the minimum 

resonant energy, is calculated from the cyclotron resonance condition below: 

                                                    𝜔 − 𝑘∥𝑣∥ =
|Ω𝑐𝑒|

𝛾
                                                                     (4.1) 

where ω is the wave frequency, Ω𝑐𝑒 is the electron cyclotron frequency calculated from the local 

magnetic field strength, and  𝛾 = (1 − 𝑣2/𝑐2)1/2  is the relativistic factor. After obtaining the 

wave frequency ω and the wave normal angle from observations (wave normal angle is calculated 

by performing wave polarization analysis on magnetic field data), we calculated the wave vector 
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𝑘∥ using the cold plasma dispersion relation [Stix 1962]. The electron velocity parallel to the 

magnetic field is calculated using equation (4.1), and we obtained the minimum resonant energy 

𝐸𝑚𝑖𝑛,𝑟𝑒𝑠 shown in Figure 4.1(e). That energy, several keV in this DFB event, is clearly associated 

with the energy boundary of the perpendicularly anisotropic (red in Figure 4.1(e)) electron 

population observed simultaneously with whistler waves behind the DF. 

Figure 4.1(f) compares the whistler wave parallel Poynting flux (blue) with the electron energy 

flux (red). The latter is defined as the product of 𝛿𝑃𝑒 and 𝑉𝐷𝐹. The difference between the electron 

perpendicular pressure and the parallel pressure above the minimum resonant energy, 𝛿𝑃𝑒  , is 

calculated using the equation below: 

                    𝛿𝑃𝑒 = ∫ 𝑓(𝑣⊥, 𝑣∥)𝐸𝑚𝑖𝑛,𝑟𝑒𝑠
𝑣⊥𝑣⊥𝑑𝑣⊥𝑑𝑣∥ − ∫ 𝑓(𝑣⊥, 𝑣∥)𝐸𝑚𝑖𝑛,𝑟𝑒𝑠

𝑣∥𝑣∥𝑑𝑣⊥𝑑𝑣∥               (4.2) 

where 𝑣⊥  and 𝑣∥  are electron velocities perpendicular and parallel to the magnetic field, and 

𝑓(𝑣⊥, 𝑣∥) is the electron phase space density. The amount of free energy available for whistler 

wave generation is 𝛿𝑃𝑒; the DF convective velocity is 𝑉𝐷𝐹. The whistler wave Poynting flux 𝑆∥ is 

highly correlated with the electron energy flux 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹 in Figure 4.1(f). Figure 4.1(g) shows the 

ratio between 𝑆∥ and 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹, which can be up to 10% in this event. 

Now let us reveal which electron population generated the whistler waves that transported so 

significant an amount of free energy. Figure 4.2 is a superposed epoch analysis of the whistler 

wave parallel Poynting flux (Figure 4.2(a)) and the median values of electron phase space density 

anisotropy, 𝑓⊥/𝑓||, as a function of energy (Figure 4.2(b)) or normalized energy (Figure 4.2(c-e)) 

when whistler waves were observed. Only samples taken within 5 minutes before and after DF 

arrival were included. (We used electron measurements only when they exceeded the one-count 

level and the electrons’ energies were higher than twice the spacecraft potential.) The Poynting 
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flux increased significantly after DF arrival. The median minimum resonant energy for the 

observed whistler waves (black line in Figure 4.2(b)) was consistently around 7keV throughout 

the interval of interest. Immediately above that energy, at around 10-20 keV, the perpendicular 

anisotropy of electrons was large (>1.1). Thus, we conclude that this perpendicular anisotropy is 

the free energy source for whistler wave generation in and around DFBs. In Figure 4.2(c), energies 

are normalized to this minimum resonant energy, showing that the anisotropy peak is around 2 to 

3 times the whistler minimum resonant energy. The median anisotropy organized by energy 

normalized to the electron temperature is shown in Figure 4.2(d). In that figure, although the 

thermal population of electrons remains isotropic or field-aligned anisotropic, the suprathermal 

electron population (which is likely predominantly responsible for whistler wave generation) 

exhibits significant perpendicular anisotropy. Such a multicomponent electron population explains 

why electrons that are marginally stable for fluid plasma parameters (temperature anisotropy 

𝑇𝑒,⊥/𝑇𝑒,||) can generate very intense whistler waves [see also Zhang et al., 2018]. Figure 4.2(e) 

shows the median anisotropy organized according to energy normalized to the energy of the 

maximum phase space density anisotropy.  The intent here is to reveal the peak anisotropy value, 

which otherwise is masked by the superposed epoch analysis from numerous events. The 

maximum perpendicular anisotropy, ~2 throughout the interval of interest, is consistent with that 

in electron populations observed to be associated with whistler wave generation in the radiation 

belts [see, e.g., Agapitov et al., 2016; Li et al., 2016].  This consistency strongly suggests that this 

perpendicular anisotropy is the free energy source of the observed whistlers. 

We next compare the relative magnitudes of whistler wave Poynting flux 𝑆∥ and electron energy 

flux 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹  (associated with the free energy for wave generation) in Figure 4.3. Figures 4.3(a) 

and 4.3(b) compare 𝑆∥ and 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹   before and after DF arrival (ahead of and within DFBs), 
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respectively. The median values for the ratio of the two quantities are 0.03% and 0.08%, before 

and after the DFs, respectively. Even though the median values of the ratio are not very large, the 

data samples with ratio larger than 1% account for 11% of the data sampled before DFs and 18% 

of the data sampled after DFs, suggesting that a significant portion of the perpendicular electron 

energy flux above the minimum resonant energy is directed away from the central plasma sheet in 

the form of whistler wave Poynting flux. Additionally, the data distribution in this parameter space 

appears to conform to the 100% line boundary near the upper left corner of Figures 4.3(a) and 

4.3(b), suggesting that the whistler wave parallel Poynting flux never exceeds the electron energy 

flux. 

The energetic electron energy flux 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹 is the total amount of free energy associated with the 

electron anisotropy, i.e., some portion of this energy can be contained in a locally stable electron 

distribution. Because the wave generation is related to anisotropic electron acceleration, i.e.,  to 

shaping of the unstable electron distribution, the wave Poynting flux collected during ∆𝑡 should 

be compared with 𝑑𝛿𝑃𝑒 𝑑𝑡⁄ ∙ ∆𝑡 ∙ 𝑉𝐷𝐹, where 𝑑𝛿𝑃𝑒 𝑑𝑡⁄  is the electron energy flux change caused 

by electron transport across an increasing 𝐵𝑧. To better understand the contribution of whistler 

waves to electron energy dissipation during earthward transport of electrons, we estimated the 

perpendicular electron energy gain as a function of equatorial 𝐵𝑍 value. The rate of change of 𝛿𝑃𝑒 

(difference between perpendicular and parallel electron pressure above the minimum resonant 

energy) is expressed as: 

                                                
𝑑𝛿𝑃𝑒

𝑑𝑡
=

𝜕

𝜕𝐵𝑧
(𝑛(𝑇𝑒,⊥ − 𝑇𝑒,||))

𝑑𝐵𝑧

𝑑𝑡
                                                    (4.3) 

where n is the electron number density, herein assumed to be proportional to 𝐵𝑍  due to 

conservation of mass in a flux tube; 𝑇𝑒,⊥ is the electron perpendicular temperature, which also 
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scales with 𝐵𝑍 due to betatron acceleration (although, such scale does not necessary cover the 

entire energy range, see Liu and Fu, 2019); and 𝑇𝑒,|| is the electron parallel temperature, which is 

proportional to (𝐵𝑍)
2/5 due to conservation of the second adiabatic invariant in a contracting flux 

tube [Tverskoy 1969; Lyons, 1984; Zelenyi et al., 1990; Artemyev et al., 2011]. The rate of change 

in equatorial 𝐵𝑧 (𝑑𝐵𝑧 𝑑𝑡⁄ ) when DFBs are moving earthward can be expressed as 𝜕𝐵𝑧 𝜕𝑥⁄ ∙ 𝑉𝐷𝐹; 

the 𝐵𝑧 profile as a function of radial distance along the magnetotail can be obtained from Artemyev 

et al. [2013]. Therefore, we can roughly estimate the energization rate of electrons during their 

earthward transport by DFBs and calculate the rate of change of 𝛿𝑃𝑒 using the equation below: 

                                       
𝑑𝛿𝑃𝑒

𝑑𝑡
= 𝑛(𝑇𝑒,⊥ − 𝑇𝑒,∥)(

𝜕𝑛

𝜕𝐵𝑧

𝑛
+

𝜕𝑇𝑒,⊥
𝜕𝐵𝑧

−
𝜕𝑇𝑒,∥
𝜕𝐵𝑧

𝑇𝑒,⊥−𝑇𝑒,∥
)

𝜕𝐵𝑧

𝜕𝑥
𝑉𝐷𝐹                                     (4.4) 

𝛿𝑃𝑒
́  is thus calculated as: 

                                                               𝛿𝑃𝑒
́ =

𝑑𝛿𝑃𝑒

𝑑𝑡
∙ Δ𝑡                                                                (4.5) 

where ∆𝑡, one second in our analysis, is the time window for each of our whistler wave data 

samples. Using this alternative approach, the electron energy flux is defined as 𝛿𝑃𝑒
́ ∙ 𝑉𝐷𝐹. Figures 

4.3(c) and 4.3(d) compare 𝑆∥ and 𝛿𝑃𝑒
́ ∙ 𝑉𝐷𝐹 before and after DFs.  

Comparing the two different approaches to computing the electron energy flux (the one used in 

4.3(a) and (b) and the one used in 4.3(c) and (d)), we find that using the first approach, the energy 

density 𝛿𝑃𝑒 is the total free energy source for wave generation; using the second approach, 𝛿𝑃𝑒
́  is 

the free energy source associated with electron energization during earthward transport of the DFB. 

The median ratios of 𝑆∥ to 𝛿𝑃𝑒
́ ∙ 𝑉𝐷𝐹 are 1.5% and 3.7% before and after the DFs, respectively. 

During earthward transport of electrons by DFBs, the perpendicular electron energy gain from 
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betatron acceleration is much larger than the parallel electron energy gain. However, a significant 

portion of this perpendicular energy gain appears to be evacuated by whistler waves in the form of 

electromagnetic energy throughout the region affected by the DFB (within and immediately 

outside it). Since electron energy gain occurs across the region of 𝐵𝑍 increase, whereas Poynting 

flux transport can occur across a wide region of space surrounding the fronts, electromagnetic 

energy transport integrated over the DFB interaction region may, in fact, be comparable to the 

energetic electron energy gain.  

 

4.4 Summary and Discussion 

Using ten years of THEMIS magnetotail observations of whistler waves within and around 

dipolarizing flux bundles, we investigated the electron population responsible for whistler wave 

generation near them and the role of whistler wave Poynting flux in the evacuation of anisotropic 

electron energy released through wave generation. We find that because of its perpendicular 

anisotropy, the suprathermal electron population (10-20keV) above the minimum resonant energy 

is the major free energy source for whistler wave generation. The thermal electron population is 

not responsible for whistler wave generation because it is either isotropic or exhibits an opposite, 

field-aligned anisotropy. This suggests that whistler wave excitation near DFs is a kinetic process 

involving multi-component electrons exhibiting different anisotropy levels as a function of energy. 

Fluid plasma parameters such as temperature anisotropy (𝑇𝑒,⊥/𝑇𝑒,||) are insufficient to characterize 

generation of whistler waves near DFBs. Therefore, full kinetic consideration of whistler wave 

generation is required to describe energy release during electron injection into inner 
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magnetosphere [previous observations of fine structure of whistler wave packets in DFBs support 

this conclusion, see Fu et al., 2014]. 

Dipolarizing flux bundles are capable of transporting significant amount of energy earthward, 

including kinetic energy, thermal energy and electromagnetic energy [Angelopoulos et al., 1994]. 

The total energy flux in the flow (on the order of 102𝜇𝑊/𝑚2) is much larger than whistler wave 

Poynting flux (on the order of 10−4𝜇𝑊/𝑚2) [Angelopoulos et al., 2002; Eastwood et al., 2013]. 

However, in this work, we mainly focus on the suparthermal electron population related to whistler 

wave excitation. We find that whistler waves can occasionally radiate up to several percent of the 

energy flux of the suprathermal electron population. When electrons are transported earthward by 

DFBs, a significant portion of the perpendicular energy gain will therefore be directed away from 

the current sheet towards the ionosphere as electromagnetic energy of whistler waves. Our 

previous work emphasized the importance of whistler waves in scattering electrons in velocity 

space and constraining their temperature anisotropy. Here we reveal the importance of whistler 

waves energetically from the point of view of radiating electron energy flux. In addition, we note 

that the overall 𝑆∥ to 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹  ratio, while not very high, is not entirely sufficient to characterize 

the flow of energy from the magnetic field to electron heating to waves. Betatron acceleration 

leading to electron perpendicular heating occurs at magnetic field temporal or spatial gradients, 

which are limited spatially. Poynting flux transport, however, occurs over a large region of space 

ahead of and within DFBs, suggesting that geometrical considerations must also be included in 

this comparison. Even so, alternative approaches of dissipating perpendicular electron energy, 

such as current sheet scattering, may also exist [Sergeev et al., 1983; Millan et al., 2007; Eshetu et 

al., 2019]. 
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Figure 4.1: Whistler wave Poynting flux and energetic electron energy flux density. Figure 4.1(a) 

and 4.1(b): Magnetic field and ion velocity measurements in the GSM (geocentric solar 

magnetospheric) coordinate system; the black dashed line in Figure 4.1(a) marks the time when 

the dipolarization front arrived at TH-D; Figure 4.1(c): Magnetic field power spectrum. The 

magenta line indicates the lower hybrid frequency (𝑓𝑙ℎ ); the red line indicates the electron 

cyclotron frequency (𝑓𝑐𝑒). Vertical white bars with red borders on top of Figure 4.1(c) indicate the 

intervals during which whistler waves were identified. Figure 4.1(d): Power spectral density of 

Poynting flux in the direction parallel to the ambient magnetic field at the 2Hz to 64Hz frequency 

range. Figure 4.1(e): Electron phase space density anisotropy 𝑓⊥/𝑓||  (𝑓⊥ is the electron phase space 

density averaged over pitch angles in the range (75⁰, 105⁰), and 𝑓|| is the electron phase space 

density averaged over pitch angles smaller than 30⁰ or larger than 150⁰) at the energy range from 

50eV to 200keV; red indicates perpendicular anisotropy and blue indicates parallel anisotropy. 

Figure 4.1(f): Comparison between whistler wave parallel Poynting flux (blue) and energetic 

electron energy flux density (divided by 100 shown in red and defined in text); Figure 4.1(g): Ratio 

of 𝑆∥ to 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹 in percentage. 
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Figure 4.2: Superposed epoch analysis of electron phase space density anisotropy as a function of 

energy. Zero epoch time is when the DF arrives. Figure 4.2(a): Median value of whistler wave 

Poynting flux; error bars are the upper and lower quartiles. Figure 4.2(b): Median value of electron 

phase space density anisotropy as a function of energy. The black solid line is the median value of 

the minimum resonant energy for the observed whistler waves. Figure 4.2(c): Energy is normalized 

to minimum resonant energy. Figure 4.2(d): Energy is normalized to electron temperature. Figure 

4.2(e): Energy is normalized to the energy that corresponds to the maximum phase space density 

anisotropy.  
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Figure 4.3: Horizontal axis is the energetic electron energy flux density 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹 ,; the vertical 

axis is the whistler wave Poynting flux in the parallel direction. Figure 4.3(a), 4.3(c) is the wave 

data point distribution before DFs, and Figure 4.3(b), 4.3(d) is the wave data point distribution 

after DFs. The three diagonal dashed lines indicate where the ratios between 𝑆∥ and 𝛿𝑃𝑒 ∙ 𝑉𝐷𝐹 are 

100%, 1% and median values in Figures 4.3(a) and 4.3(b); 100%, median values and 0.1% in 

Figures 4.3(c) and 4.3(d). Horizontal axis for Figure 4.3(c) and 4.3(d) is energetic electron energy 

flux density 𝛿𝑃𝑒
́ ∙ 𝑉𝐷𝐹 calculated in an alternative approach discussed in the text. 
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Chapter 5 

Beam-driven electron cyclotron harmonic waves in 

Earth’s magnetotail 

 

Another electron-driven instability that is frequently observed near dipolarization fronts is electron 

cyclotron harmonics wave. Zhang et al. [2014] demonstrated that more than 70% of ECH waves 

in the magnetotail are correlated with energetic electron injections and more than 50% of ECH 

waves are correlated with dipolarization fronts. High amplitude ECH waves can be observed more 

frequently upon the arrival of fast plasma sheet flows. Therefore, it is natural for us to investigate 

ECH waves observed near dipolarization fronts in this chapter. ECH waves have long been thought 

to be excited by the loss cone anisotropy (velocity-space gradients) of hot plasma sheet electrons 

in the presence of a cold electron component. There has been very little reconsideration of the 

excitation mechanism of ECH waves since then. In this chapter, we explore alternative excitation 

mechanisms for ECH waves in the magnetotail. Using ten years of THEMIS satellite observations, 

we identify all ECH waves near dipolarization fronts and investigate their properties. ECH waves 

driven by loss-cone distributions are usually unstable at very large wave normal angles (around 

88º~ 89º). To our surprise we find that more than 30% of ECH waves observed near dipolarization 

fronts have moderately oblique (~70⁰) wave normal angles. The excitation mechanism of these 

moderately oblique ECH waves is investigated in this chapter.  
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The outline is as follows. In Section 5.1, we introduce generation mechanism of ECH waves. In 

Section 5.2, we illustrate our ECH wave event selection criteria. In Section 5.3, we report the first 

observations of ECH waves at moderately oblique wave normal angles behind dipolarization fronts 

in the magnetotail. Our statistical results demonstrate that these waves are frequently observed and 

that they carry a strong field-aligned electric field. In Section 5.4, we confirm theoretically that 

ECH waves with moderately oblique wave normal angle can be excited by electron beams under 

plasma sheet conditions. Section 5.5 summarizes our results. 

 

5.1 Introduction 

Dipolarizing flux bundles (DFBs) are flux tubes with magnetic field that is more dipolar than the 

magnetic field of the ambient plasma sheet in the magnetotail [Liu et al., 2013a, 2013b, 2014]. The 

leading edge of a DFB, characterized by a sharp increase in the northward component of the 

magnetic field, is referred to as a dipolarization front (DF) [Nakamura et al., 2002; Ohtani et al., 

2004; Runov et al., 2009, 2011]. Often observed within fast earthward plasma flows [Baumjohann 

et al., 1990; Angelopoulos et al., 1992; 1994], DFBs are capable of transporting both magnetic 

flux and energy flux through the magnetotail toward the inner magnetosphere [Angelopoulos et 

al., 2013; Liu et al., 2014; Gabrielse et al., 2016, 2019]. Various types of waves have been 

identified near dipolarization fronts [Le Contel et al., 2009, 2017; Zhou et al., 2009; Khotyaintsev 

et al., 2011; Viberg et al., 2014] and have been proven to be very effective in regulating electron 

dynamics near dipolarization fronts [Zhang et al., 2018, 2019]. ECH (electron cyclotron harmonic) 

wave is one of these wave modes. An ECH wave is an electrostatic emission in the n𝑓𝑐𝑒 (electron 

cyclotron frequency) to (𝑛 + 1)𝑓𝑐𝑒  frequency range with the strongest wave power in the first 

harmonic frequency band [Kennel et al., 1970; Meredith et al., 2009]. Because such a wave can 
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scatter plasma sheet electrons into the loss cone through wave-particle interaction, it acts as a 

potential driver for diffuse auroral precipitation in the magnetotail [Kennel et al., 1970; Lyons, 

1974; Belmont et al., 1983; Horne and Thorne, 2000; Ni et al., 2011a, 2011b, 2012, 2016; Zhang 

et al., 2013, 2014, 2015]. Previous work has demonstrated that more than 70% of ECH waves in 

the magnetotail are correlated with energetic electron injections and more than 50% of them are 

correlated with dipolarization fronts [Zhang and Angelopoulos, 2014]. High-amplitude ECH 

waves excited in the equatorial region tend to expand to a greater latitudinal range in a dipolarized 

flux tube. Such ECH waves can be observed more easily after DFs, suggesting that DFs are 

important in driving and intensifying ECH waves in the magnetotail [Zhang et al., 2014]. How 

ECH waves are correlated with dipolarization fronts is still unclear, however. Understanding the 

relationship between ECH waves and dipolarization fronts is important because it can reveal how 

ECH waves are excited near DFs, and it can provide further insight into the potential roles of ECH 

waves in regulating electron dynamics in the magnetotail and their potential roles in driving diffuse 

auroral precipitation at higher latitudes.  

Previous theoretical work has attributed ECH wave excitation to loss-cone instability of hot plasma 

sheet electrons in the presence of a cold electron component [Ashour-Abdalla and Kennel, 1978; 

Ashour-Abdalla et al., 1979; Horne, 1989]. In most work regarding ECH waves, an unstable 

electron loss-cone distribution is assumed, and the hot plasma dispersion relation is solved [e.g., 

Horne et al., 2003; Ni et al., 2012; Xu et al., 2018, 2020]. Electron cyclotron harmonic waves 

driven by such a loss-cone distribution are usually unstable at very large (around 88º~ 89º) wave 

normal angles and heavily damped at smaller wave normal angles due to Landau resonance [Horne 

and Thorne, 2000; Horne et al., 2003; Ni et al., 2011b, 2012]. Such theoretical results are very 

sensitive to assumed electron plasma parameters, such as loss-cone size, cold electron density and 
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cold electron temperature [Liu et al., 2018, 2020]. Because of the lack of electron distribution 

function measurements of sufficient angular resolution to reveal the properties of the loss cone 

(usually less than 1º in the magnetotail) and of the cold electron population, however, such an 

excitation mechanism has never been proven directly. The loss-cone distribution may not be the 

only free energy source for ECH wave excitation in disturbed plasma environments near DFs. 

Modifications of the electron distribution near the resonant energy by an electron beam, enhanced 

electron temperature anisotropy, or gradients near the loss cone could also result in generation or 

intensification of ECH waves near DFs [Zhang and Angelopoulos, 2014].  

Another excitation mechanism for electrostatic electron cyclotron waves was proposed by Menietti 

et al. [2002].  The POLAR spacecraft located over the polar cap observed electrostatic waves at 

frequencies around 1.1 ~ 1.2 𝑓𝑐𝑒 and electron beams at energies of tens of eV simultaneously. By 

solving the hot plasma dispersion relation using Waves in Homogeneous, Anisotropic Multi-

component Plasmas (WHAMP, see Ronnmark 1982), Menietti et al. [2002] demonstrated that 

electrostatic waves above the electron cyclotron frequency can be excited by a low-energy electron 

beam even in the absence of a loss-cone anisotropy and be unstable at moderately oblique (about 

70⁰) wave normal angles. This is of potential importance because it is an excitation mechanism for 

ECH waves that has rarely been considered before. Whether that mechanism can operate under 

plasma conditions (beta, density and magnetic field) in the magnetotail and whether electron 

beams exist near DFs in the magnetotail and can provide a free energy source for ECH wave 

generation there are unknown. Because ECH waves excited by loss-cone distributions are unstable 

at very large wave normal angles, it may be possible to distinguish between beam-driven and loss-

cone driven waves observationally using the wave normal angle of ECH waves. Moderately 

oblique angles would suggest the presence of beam-driven waves that could then be potentially 
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investigated further using linear theory to present evidence for this excitation mechanism in the 

plasma sheet. 

5.2 Data and event selection 

The THEMIS Mission consists of five identical probes (TH-A through TH-E) with near-equatorial 

orbits [Angelopoulos, 2008; Sibeck and Angelopoulos, 2008]. Its fluxgate magnetometer (FGM) 

measures the direct-current magnetic field and its low-frequency fluctuations (<64Hz) [Auster et 

al., 2008]. Its Search Coil Magnetometer (SCM) and Electric Field Instrument (EFI) measure 

magnetic and electric field waveforms in three orthogonal directions [Bonnell et al., 2008; Roux 

et al., 2008]. Electric field waveform data are calibrated properly and do not affect our results. 

Data from its SCM and its EFI are passed into the Digital Fields Board to calculate the wave power 

spectral density of magnetic and electric fields, producing Filter Bank (FBK) and Fast Fourier 

Transform (FFT) data products [Cully et al., 2008].  These waveform data and onboard spectral 

data enable us to identify ECH waves and analyze their properties. We also use data from THEMIS 

electrostatic analyzer (ESA), which measures <30keV particles and its solid state telescope (SST), 

which measures >35keV particles to achieve our statistical results [McFadden et al., 2008]. 

We use the DFB event list in Zhang et al. [2018], which was first compiled for years 2007 - 2011 

by Liu et al. [2013a] and then extended to year 2017 using identical selection criteria and data 

from THEMIS magnetotail crossings. Our event database comprises 2285 DFB events that were 

included in our statistical study. In each DFB event in this extended DFB event list, we identified 

all ECH waves ±5 minutes from the dipolarization front. Figure 5.1 shows an example of ECH 

waves observed near dipolarization fronts and illustrates our ECH wave selection criteria. As 
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indicated by the vertical dashed line in Figure 5.1(a), the dipolarization front arrived at TH-D at 

around 11:08 UT. 

Our ECH wave selection criteria are as follows: 

1. Using the electric field power spectrum shown in Figure 5.1(c), we integrate the electric field 

power spectral density from 𝑓𝑐𝑒 (electron cyclotron frequency calculated from the local magnetic 

field strength) to 2𝑓𝑐𝑒. When the integrated electric field power in a data sample is larger than 

6 × 10−4(𝑚𝑉/𝑚)2, that sample is included in our ECH wave event database. 

2. To exclude broadband emissions with maximum power spectral density at low frequencies (for 

example, solitary waves [Mozer et al., 1977, 2015; Temerin et al., 1982; Ergun et al., 1998, 2001, 

2014; Artemyev et al., 2014a; Vasko et al., 2017]), we require that the peak electric field power 

spectral density between 𝑓𝑐𝑒 and 2𝑓𝑐𝑒 be at least two times larger than the peak electric field power 

spectral density between 0.6𝑓𝑐𝑒 and 𝑓𝑐𝑒.  

The white bars with red borders on the top of Figure 5.1(c) indicate the intervals during which 

ECH waves are identified. Most wave electric field power is contained in the first harmonic band 

between 𝑓𝑐𝑒 and 2𝑓𝑐𝑒; sometimes, however, these emissions have wave power at higher harmonic 

bands. Therefore, we were able to select each ECH wave sample in our DFB event database and 

such waves were detected in 2089 (91%) of the total 2285 DFB events. ECH waves were most 

frequently observed in the radial distance between 6Re and 10Re and located in the midnight and 

dawn MLT sector, consistent with the spatial distribution of occurrence rates of ECH waves 

reported in Ni et al. [2011a].  
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5.3 Observational Results 

5.3.1 Case study 

We investigate the interval between 11:12:19 UTC and 11:12:22 UTC (indicated by the black 

arrow on the top of Figure 5.1(c)) when wave-burst data (8296-samples-per-second waveform 

electric field data) are available. An example case of ECH waves with a moderately oblique wave 

normal angle is shown in Figure 5.2. Figure 5.2(a) shows the wave electric field in a field-aligned 

coordinate system (where 𝐸𝑧 is the component parallel to the ambient magnetic field), and Figure 

5.2(c) shows the power spectral density of parallel electric field. Considering that ECH waves are 

electrostatic waves with almost no magnetic field wave power, a large parallel wave electric field 

compared with total wave electric field suggests that ECH waves propagated at moderately oblique 

WNA during this interval. Figure 5.2(d) shows the electric field power spectrum. We calculated 

the root-mean-squared amplitude of the total wave electric field (𝐸𝑡𝑜𝑡 ) and the parallel wave 

electric field (𝐸∥). The root-mean-squared amplitude of 𝐸𝑡𝑜𝑡  and 𝐸∥   was calculated using the 

formula below: 

𝐸𝑤 = √2 ∗ 𝐸𝑝𝑒𝑎𝑘,𝑝𝑠𝑑 ∗ Δ𝑓 

where 𝐸𝑝𝑒𝑎𝑘,𝑝𝑠𝑑 is the maximum power spectral density between 𝑓𝑐𝑒 and 2𝑓𝑐𝑒. When the power 

spectral density falls below half its peak, the corresponding frequencies are denoted as upper and 

lower frequency of ECH waves at the first harmonic frequency band. The difference between these 

frequencies is Δ𝑓. The wave normal angle of an ECH wave is then derived from 𝜃 =  acos(
𝐸∥

𝐸𝑡𝑜𝑡
). 

For this event, the value is around 73º, much smaller than previously reported values.  
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5.3.2 Statistical study 

Our next step is to perform a statistical survey of wave normal angles of ECH waves near 

dipolarization fronts using the ECH wave sample database we established in section 5.2. We first 

collected ECH waveform data when wave burst modes were available and then calculated the wave 

normal angles of ECH waves based on the method introduced in section 5.3.1. Our statistical 

results in the following sections were collected only for wave-burst modes, and we have 2610 

wave-burst periods in our DF event database in total. Because wave-burst modes are most likely 

triggered under active conditions, most of our data samples are from behind dipolarization fronts. 

Figure 5.3 shows the probability distribution of ECH wave normal angles for different wave 

intensities. When wave amplitudes are below 5 mV/m, ECH waves with moderately oblique wave 

normal angles were frequently observed behind dipolarization fronts, suggesting that the event 

presented in section 5.3.1 is not uncommon. Our statistical results further demonstrate that ECH 

waves with wave normal angles smaller than 80⁰ account for 34.6% of the total ECH wave samples 

behind dipolarization fronts, a significant fraction (~one third) of the entire database. 

 

5.3.3 Electron distribution functions 

That ECH waves with moderately oblique wave normal angles are frequently observed behind 

dipolarization fonts suggests that the electron loss-cone distribution is not the only free energy 

source for wave excitation in the magnetotail. Alternative excitation mechanisms, such as a beam-

driven instability, may also operate. To explore such free energy sources for excitation of the 
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observed waves, we investigate electron distribution functions collected when ECH waves were 

observed, typically behind dipolarization fronts. Statistical results on electron distribution 

functions are shown in Figure 5.4 and Figure 5.5. Figure 5.4 illustrates electron plasma parameters 

as a function of wave normal angle and wave amplitude. Moderately oblique wave normal angle 

ECH waves are often observed when the electron density is high and when the electron temperature 

is low. Statistical results in Figure 5.4(d) also demonstrate that moderately oblique wave normal 

angle events are more likely to be observed away from the equatorial current sheet than large wave 

normal angle events. We also collected electron phase space density 𝑓 in different directions and 

at energies from 50eV to 200keV when ECH waves were observed. Figure 5.5 shows electron 

phase space density anisotropy 𝑓∥/𝑓⊥ as a function of energy and wave normal angle. Clear parallel 

electron flux enhancements in the subthermal energy range (around a few hundred eV) are 

correlated with these moderately oblique wave normal angle events, suggesting the presence of 

low-energy electron beams parallel to the magnetic field when moderately oblique wave normal 

angle ECH waves were observed (electron flux enhancements at around tens of keV are likely 

related to injections but not to ECH wave generation [Fu et al., 2011, 2012c]). These beams, which 

might be associated with ionospheric outflows, are frequently observed in the magnetotail [Hada 

et al., 1981; Walsh et al., 2013; Artemyev et al., 2014b]. Considering that electrostatic waves above 

𝑓𝑐𝑒   at around 70º may be excited by electron beams [Menietti et al., 2002], it is likely that 

moderately oblique wave normal angle ECH waves observed behind dipolarization fronts are 

generated by low-energy electron beams.  
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5.3.4 Extent of ECH waves 

To further characterize the generation mechanism and properties of moderately oblique wave 

normal angle ECH waves, we used dual-spacecraft observations to estimate the spatial extent of 

ECH waves inside dipolarizing flux bundles. We first identify ECH waves at two probes for which 

wave-burst modes are available and calculate the wave normal angle of these waves. A conjunction 

event is defined as: (1) dipolarization fronts observed at two probes (TH-A, TH-D, or TH-E) within 

1 minute and (2) wave-burst modes available at two probes at the same time. There are 284 pairs 

of conjunction events in our database. Figures 5.6(a) and 5.6(d) show the number of data samples 

in our conjunction events as a function of spatial separation between two probes in the 𝑋𝐺𝑆𝑀 and 

𝑌𝐺𝑆𝑀  directions. Figure 5.6(g) shows the number of data points as a function of difference in 

𝐵𝑥 𝐵𝑙𝑜𝑏𝑒⁄  between two probes. Assuming pressure balance in the vertical direction, 𝐵𝑙𝑜𝑏𝑒 is the 

estimated lobe magnetic field strength. Both 𝐵𝑥  and 𝐵𝑙𝑜𝑏𝑒  are averaged over the time range 

between 3 minutes prior to the DFs and 1 minute prior to the DFs. The 𝐵𝑥 𝐵𝑙𝑜𝑏𝑒⁄  ratio represents 

the vertical distance to the central plasma sheet, and the difference in 𝐵𝑥 𝐵𝑙𝑜𝑏𝑒⁄  between two 

probes indicates the vertical separation. Figures 5.6(b), 5.6(e), and 5.6(h) show the occurrence rate 

when both probes observed ECH waves simultaneously. The occurrence rate when the wave 

normal angle is smaller than 80º(larger than 85º) is defined as the ratio of the number of data 

samples from both probes’ simultaneous observation of ECH waves with wave normal angles 

smaller than 80º(larger than 85º)  to the total number of data samples in this bin. The normalized 

occurrence rates are shown in 5.6(c), 5.6(f) and 5.6(i). The normalized occurrence rate for a 

moderately oblique wave normal angle event (large wave normal angle event) drops below 50% 

when Δ𝑋 is around 1.4 ~ 1.8 Re (1 Re), Δ𝑌 is 0.5 Re (0.5 Re), and Δ(𝐵𝑥 𝐵𝑙𝑜𝑏𝑒⁄ ) is around 0.25 ~ 
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0.45 (0.55). We conclude that moderately oblique wave normal angle ECH waves inside 

dipolarizing flux bundles have a larger X-extent and a smaller Z-extent than large wave normal 

angle ECH waves. 

 

5.4 Instability analysis 

In this section, we investigate generation of moderately oblique wave normal angle ECH waves 

by electron beams under plasma sheet conditions. Table 5.1 lists the plasma parameters for the 

electron distribution, which consists of four populations: one hot population, one cold population, 

and two beam populations. For the hot population, the temperature is 1 keV and the density is 0.5 

𝑐𝑚−3 , typical plasma parameter values in the plasma sheet. The background magnetic field 

strength is 50nT and electron plasma beta (𝛽𝑒 =
𝑛𝑒𝑘𝐵𝑇𝑒

𝐵2

2𝜇0

) is 0.08 (we consider conditions far from 

the equatorial plane, consistent with the conclusion drawn from Figure 5.4d that moderately 

oblique ECH waves are likely to be observed away from the equatorial plasma sheet). The electron 

plasma frequency is 6.96 kHz, and the ratio between the electron plasma frequency and the electron 

cyclotron frequency 
𝜔𝑝𝑒

𝜔𝑐𝑒
 is 4.7. The temperature of the electron beams, 100 eV, is consistent with 

observations shown in Figure 5.5(b). Electron beams stream separately in directions parallel and 

antiparallel to the magnetic field, with a drift velocity of  𝑉𝑑 = 3𝑉𝑡ℎ (𝑉𝑡ℎ is the thermal velocity of 

an electron beam). No electron populations have loss-cone distributions. Therefore, we rule out 

the possibility of wave excitation by loss-cone instabilities. 

Electron distributions listed in Table 5.1 are used as input parameters to solve the dispersion 

relation using Waves in Homogeneous Anisotropic Magnetized Plasma (WHAMP) [Ronnmark, 
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1982]. The dispersion surfaces are shown in Figure 5.7. The wave, which is electrostatic with no 

magnetic field power and has a frequency between 𝑓𝑐𝑒 and 2𝑓𝑐𝑒, is unstable at wave normal angles 

between 60⁰ and 70⁰ and most unstable at 66⁰, consistent with our observations. We further 

confirmed that the excitation of such waves can be attributed to cyclotron resonance with electron 

beam populations. Low-energy electron beams, therefore, are capable of providing the free energy 

source for ECH wave generation at moderately oblique wave normal angles under conditions at 

the edge of the plasma sheet.  

 

5.5 Summary and Discussion 

Using ten years (2007-2017) of THEMIS observational data, we established a database of ECH 

waves in and around dipolarizing flux bundles.  By analyzing periods when time-series fields data 

are available (wave-burst mode data collections), we found the surprising evidence that wave 

normal angles of ECH waves are sometimes much smaller than previously reported. These 

moderately oblique ECH waves are most often observed behind dipolarization fronts. They are 

also observed concurrently with a colder, denser electron population than large wave normal angle 

waves and they are often located away from the equatorial plasma sheet. As shown in Figure 5.5, 

field-aligned electron fluxes in the subthermal energy range are enhanced when ECH wave normal 

angles are moderately oblique, suggesting that these waves might be driven by cold electron beams. 

We also showed that these moderately oblique wave normal angle ECH waves had a spatial extent 

of 1.6 Re in the 𝑋𝑔𝑠𝑚 direction and 0.5 Re in the  𝑌𝑔𝑠𝑚 direction inside dipolarizing flux bundles. 

To explore possible excitation mechanisms of such waves, we performed an instability analysis 

using WHAMP.  Electron distribution functions listed in Table 5.1 were used as input parameters 
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to solve the plasma dispersion relations. We found that ECH waves driven by cold electron beams 

are most unstable at WNA~66⁰ under conditions at the edge of the plasma sheet.  

Electron cyclotron harmonic waves have long been thought to be driven by loss-cone instabilities. 

Because spacecraft observations of the electron distributions that excite ECH waves have been 

limited, such an excitation mechanism has never been proven directly. ECH waves excited by loss 

cone mechanism are unstable only at very large wave normal angles. Even though what excites 

ECH waves is still an open question, there has been very little reconsideration of the free energy 

sources of ECH waves since the 1970s. Our work shows both observationally and theoretically 

that ECH waves can be driven by low-energy electron beams behind dipolarization fronts under 

plasma conditions prevailing near the edge of the plasma sheet. From observations of ECH waves 

at moderately oblique wave normal angles, we suggest that an alternative excitation mechanism, 

excitation by electron beams, might exist behind dipolarization fronts in the plasma sheet. Such a 

mechanism is confirmed by solving linear dispersion relations as shown in Figure 5.7.  Thus, the 

loss-cone distribution is not the only free energy source for ECH waves in the plasma sheet: ECH 

waves at moderately oblique wave normal angles are most likely electron beam driven. These ECH 

waves likely relax by heating low-energy electron beams, transferring energy from the waves to 

electrons. Because wave normal angle is a very important parameter controlling the scattering rate 

of plasma electrons into loss cones [see review by Ni et al., 2016; and references therein], it is also 

possible that these waves play a role in electron scattering into the loss cone. Under certain plasma 

conditions, wave normal angles of beam-driven ECH waves might even be close to 90⁰, making it 

difficult to distinguish loss-cone driven waves from beam-driven waves. We plan to carry out a 

more detailed parametric study of beam-driven ECH waves in the next step. Future investigation 
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of these moderately oblique wave normal angle ECH waves will significantly improve our 

understanding how ECH waves are generated and how they affect plasma sheet electron dynamics. 

 



108 

 

 

 



109 

 

Figure 5.1: Overview plot to illustrate ECH wave selection criteria. Figure 5.1 (a): Magnetic field 

in GSM (geocentric solar magnetospheric) coordinates. The vertical dashed line indicates arrival 

of a dipolarization front at TH-D; (b): Ion velocity in GSM coordinates; (c) and (d): Electric field 

power spectrum and magnetic field power spectrum. The solid red line is 𝑓𝑐𝑒 (electron cyclotron 

frequency calculated from the local magnetic field strength) and the dashed red line is 2𝑓𝑐𝑒. The 

white bars with red borders on the top of (c) indicates the time intervals during which ECH waves 

were identified. The black arrow on upper right side of (c) indicates the time interval shown in 

Figure 5.2.  
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Figure 5.2: An example case to demonstrate ECH waves at moderately oblique wave normal angles. 

(a): Electric field waveform data in the field-aligned current (FAC) system and 𝑍𝐹𝐴𝐶   points in the 

direction parallel to the ambient magnetic field; (b): Electric field power spectrum. The solid red 

line represents 𝑓𝑐𝑒 and the dashed red line represents 2𝑓𝑐𝑒;  (c): Electric field power spectral density 

in the parallel direction; (d): Ratio of electric field power spectral density in the parallel direction 

to electric field power spectral density in the perpendicular direction. Only data points when total 

electric field power spectral density is greater than 10−4(𝑚𝑉/𝑚)2/𝐻𝑧 are plotted; 2(e): Total 

electric field power spectral density (black line) and parallel electric field power spectral density 

(red line) as a function of frequency. The three dashed blue lines indicate lower frequency, central 

frequency, and upper frequency of ECH waves in its first harmonic band. 
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Figure 5.3: Probability distribution of ECH wave normal angles for different wave intensities. 

Figure 5.3(a): 0.2 < 𝐸𝑤 < 1𝑚𝑉/𝑚 ; Figure 5.3(b): 1 < 𝐸𝑤 < 5𝑚𝑉/𝑚 ; Figure 5.3(c): 𝐸𝑤 >

5𝑚𝑉/𝑚. Total number of data points in each category are marked in each panel. 
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Figure 5.4: Figure 5.4(a): Number of data points as a function of wave normal angle and wave 

amplitude; Figure 5.4(b)-5.4(d) show the median values in each bin. Figure 5.4(b) and 5.4(c): 

Electron number density and electron temperature; Figure 5.4(d): 𝐵𝑥𝑦 = √𝐵𝑥
2 + 𝐵𝑦

2  as an 

indication of vertical distance to the central current sheet. Only bins with number of data points 

greater than 10 are shown in panels b-d. 
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Figure 5.5: Electron phase space density anisotropy as a function of energy and wave normal angle. 

Figures 5.5(a) and 5.5(b) show the median values in each bin. Figure 5.5(a): Electron phase space 

density anisotropy is defined as 𝑓∥/𝑓⊥ (𝑓∥ is electron phase space density in the parallel direction, 

𝑓⊥ is electron phase space density in the perpendicular direction). The leftmost column shows the 

median values of electron phase space density anisotropy when ECH waves are not present. Red 

color indicates parallel anisotropy and blue color indicates perpendicular anisotropy; Figure 5.5(b): 

Electron phase space density anisotropy as a function of normalized energy and wave normal angle. 

Energy is normalized to electron temperature. The leftmost column shows the median values of 

electron phase space density anisotropy when ECH waves are not present. Only bins with number 

of data points greater than 10 are plotted. To avoid poor statistics due to the lack of sufficient data 

points, we average two columns when wave normal angle is from 86º to 90º. 
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Figure 5.6: Spatial extent of ECH waves inside dipolarizing flux bundles in three different 

directions Figure 5.6(a): Number of data points at a function of ∆𝑋 (spatial separation between 

two probes in 𝑋𝑔𝑠𝑚 direction); Figure 5.6(b): ECH wave occurrence rate (ratio between number of 

data points when both probes observe ECH waves at the same time and total number of data points 

in each bin) as a function of ∆𝑋. Red color indicates data samples when wave normal angles are 

smaller 80º and blue color indicates data samples when wave normal angles are larger than 85º; 

Figure 5.6(c): Normalized occurrence rate as a function of ∆𝑋 ; Figure 5.6(d), 5.6(e), 5.6(f): 

Number of data points, ECH wave occurrence rate and normalized occurrence rate as a function 

of ∆𝑌  (spatial separation between two probes in 𝑌𝑔𝑠𝑚  direction); Figure 5.6(g), 5.6(h), 5.6(i): 

Number of data points, ECH wave occurrence rate and normalized occurrence rate as a function 

of Δ(𝐵𝑥 𝐵𝑙𝑜𝑏𝑒⁄ ) (difference in 𝐵𝑥 𝐵𝑙𝑜𝑏𝑒⁄  between two probes).  
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Figure 5.7: Dispersion surface for ECH waves. Background magnetic field strength is 50nT. 

Figure 5.7(a): Normalized wave frequency (𝑓 𝑓𝑐𝑒⁄ ) as a function of normalized wave number and 

wave normal angle. Wave number is normalized to the gyroradius of thermal electron population 

(electron component 1 in Table 5.1); Figure 5.7(b): wave growth rate as a function of normalized 

wave number and wave normal angle. Solid black line indicates the contour of zero growth rate.   
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Table 5.1 Electron distribution function 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Component n (𝑐𝑚−3) 𝑇|| (keV) 𝑇|| 𝑇⏊⁄  𝑉𝑑𝑟𝑖𝑓𝑡 𝑉𝑡ℎ𝑒𝑟𝑚𝑎𝑙⁄  

1 0.5 1 0.85 0 

2 0.05 0.001 1 0 

3 0.025 0.1 0.85 3 

4 0.025 0.1 0.85 -3 
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Chapter 6 

Beam-driven ECH waves: A parametric study  

 

ECH waves in magnetospheric plasmas have long been thought to be excited predominantly by 

the loss cone anisotropy (velocity-space gradients) that arises naturally in a planetary dipole field. 

There has not been too much reconsideration of the free energy sources of ECH waves other than 

loss cone distributions. In previous chapter, however, we presented observational evidence for 

ECH wave excitation by low-energy electron beams in the magnetotail using THEMIS 

observational data. The ambient and beam plasma conditions under which electron beam excitation 

can take place still remain unknown. Knowledge of such conditions would allow us to further 

explore the relative contribution of this excitation mechanism to ECH wave scattering of 

magnetospheric electrons at Earth and the outer planets. We extend our work in Chapter 5 by 

evaluating the growth rates of beam-driven ECH waves and the plasma conditions under which 

beam-driven ECH waves can be excited.  

The outline of this chapter is as follows. In Section 6.1, we briefly introduce beam-driven ECH 

waves. In Section 6.2, we calculate the individual contributions of Landau resonance and cyclotron 

resonances to the growth rate. We also explore excitation of an ECH wave by electron beams at 

its second harmonic band. In Section 6.3, we evaluate the dependence of dispersion relations and 

the growth rate of beam-driven ECH waves on various plasma parameters, including density, drift 

velocity, temperature and temperature anisotropy of electron beams, density and temperature of 
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the hot electron population, and density and temperature of the cold electron population. Section 

6.4 summarizes our results. 

 

6.1 Introduction 

An electron cyclotron harmonic (ECH) wave is an electrostatic emission in the n𝑓𝑐𝑒  (electron 

cyclotron frequency; 𝑛 = 1,2,3…) to (𝑛 + 1)𝑓𝑐𝑒 frequency range with the strongest wave power 

in its first harmonic band, 𝑛 = 1 [Fredricks and Scarf, 1973; Shaw and Gurnett, 1975; Roeder and 

Koons, 1989; Meredith et al., 2009; Zhang and Angelopoulos, 2014]. First observed by the OGO 

5 satellite, such electrostatic waves have wave power centered around (𝑛 + 1/2)𝑓𝑐𝑒 [Kennel et al., 

1970]. They have since been observed over a large range of radial distances in both Earth’s inner 

magnetosphere [Meredith et al., 2009; Ni et al., 2011a, 2017] and its magnetotail [Liang et al., 

2011; Zhang et al., 2014]. The most intense ECH waves in Earth’s magnetosphere, which are often 

within a few degrees in latitude relative to the magnetic equator, have been frequently observed 

between 2100 and 0600 magnetic local time, i.e. in the night-side magnetosphere [Roeder and 

Koons, 1989; Meredith et al., 2009; Ni et al., 2017]. They have also been observed in the 

magnetospheres of other planets, such as Jupiter [Kurth et al., 1980; Menietti et al., 2012] and 

Saturn [Gurnett et al., 2005; Tao et al., 2010], and in active space experiments [Mourenas et al., 

1989]. In Saturn’s magnetosphere, ECH waves tend to intensify and have more harmonic bands 

during injection events [Menietti et al., 2008; Tao et al., 2010]. Because both ECH waves and 

whistler-mode waves can resonate with electrons over the broad energy range from hundreds of 

eV to tens of keV, the relative importance of these waves in driving diffuse aurora had been 

controversial for decades [Kennel et al., 1970; Lyons, 1974; Belmont et al., 1983; Horne and 
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Thorne, 2000; Horne et al., 2003; Meredith et al., 2000, 2009; Thorne et al., 2010]. Recently, 

however, it was recognized that ECH waves play an important role in scattering plasma electrons 

into the loss cone and in driving diffuse aurora in the outer magnetosphere, beyond eight Earth 

radii in the magnetotail [Ni et al., 2011b, 2012, 2016, Zhang et al., 2013, 2015].  

Previous theoretical work demonstrated that ECH waves can be excited by the loss-cone 

distribution with a positive phase space density slope perpendicular to the ambient magnetic field 

(𝜕𝑓 𝜕𝑣⊥ > 0⁄ ) [Young et al., 1973; Karpman et al., 1975; Ashour-Abdalla and Kennel, 1978; 

Ashour-Abdalla et al., 1979]. Assuming an unstable loss-cone distribution of a hot electron 

component in the presence of a cold electron component, Ashour-Abdalla and Kennel [1978] 

demonstrated that when the density and temperature ratios of cold to hot electrons are small enough, 

ECH waves are unstable. Electron cyclotron harmonic waves driven by loss-cone distributions 

usually propagate at very large (around 88º~ 89º) wave normal angles with respect to the 

background magnetic field and are heavily damped at smaller wave normal angles by Landau 

resonance [Horne, 1989; Mourenas and Beghin 1991; Horne and Thorne, 2000; Horne et al., 2003; 

Ni et al., 2011b, 2012; Liu et al., 2018]. Because measuring electron distribution functions around 

and within the loss cone (from a few degrees to less than one degree in pitch-angle space) is 

difficult, excitation of ECH waves by loss-cone instability has never been demonstrated directly 

using space measurements. Despite this lack of direct observational evidence of their excitation 

mechanism, there has been very little questioning or reconsideration of this mechanism since the 

theoretical work on loss-cone instability of many decades ago mentioned earlier. Whether there 

are other mechanisms for excitation of ECH waves apart from the loss cone instability had been 

unknown, until very recently. 
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The first observational evidence for ECH wave excitation in the magnetosphere by means other 

than the loss-cone instability was presented by Zhang et al. [2021]. Using data from the THEMIS 

mission [Angelopoulos, 2008] they found that ECH waves in the magnetotail can also be excited 

by low-energy electron beams. In the absence of loss-cone distributions, ECH waves driven by 

electron beams are unstable at moderately oblique wave normal angles (~70⁰) [Menietti et al., 

2002]. According to Zhang et al. [2021], such ECH waves, which have a strong wave electric field 

parallel to the magnetic field, can be quite frequently observed in the magnetotail behind sharp 

fronts of dipolarizing magnetic flux populated by hot plasma and embedded within fast flows (so-

called dipolarization fronts; see, e.g., Runov et al. 2009). That these waves are correlated with 

parallel electron flux enhancement in the subthermal energy range suggests that they are likely 

driven unstable by low-energy electron beams. In Zhang et al. [2021], the authors also provided 

theoretical evidence for excitation of ECH waves by such beams in Earth’s magnetotail. Using 

electron distribution functions with electron beams with realistic, plasma-sheet-like input 

parameters, the authors solved the dispersion relation and demonstrated that ECH waves can 

indeed by driven unstable by low-energy electron beams.  

Even so, the generation mechanism of ECH waves driven by electron beams and the beam and 

ambient plasma conditions that favor excitation of beam-driven ECH waves still remain unclear. 

In this paper we extend the Zhang et al. [2021] instability analysis in two ways. First, we analyze 

the generation mechanism of beam-driven ECH waves by evaluating their dispersion relations and 

growth rates. We emphasize the relative importance of different resonances in a straightforward 

approach. Second, we perform a comprehensive parametric survey to quantify the dependence of 

these waves on various plasma parameters. We investigate the plasma conditions under which 

ECH waves might be driven unstable by electron beams. Our results could greatly improve our 
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understanding of the growth and damping of beam-driven ECH waves under different plasma 

conditions and provide theoretical guidance for future work regarding beam-driven ECH waves in 

many space plasma environments.  

 

6.2 Excitation of beam-driven ECH waves 

In this section, we solve the hot plasma dispersion relations using the Waves in Homogeneous, 

Anisotropic Multi-component Plasmas code (WHAMP, see Ronnmark 1982) and analyze the 

growth rate of beam-driven ECH waves. The electron distribution function is represented as the 

sum of bi-Maxwellians: 

 𝑓(𝑣⊥, 𝑣∥) = ∑𝑓𝑖
𝑖

= ∑
𝑛𝑖

𝜋2/3𝛼⊥𝑖
2 𝛼∥𝑖

exp (−(
𝑣∥ − 𝑣𝑑𝑖

𝛼∥𝑖
)2) ∙ exp (−

𝑣⊥
2

𝛼⊥𝑖
2 )

𝑖

 (6.11) 

where the subscript i is the ith component of the electron distribution function, 𝑛𝑖 is the electron 

number density, and 𝛼∥𝑖 and 𝛼⊥𝑖 are the thermal velocity of electrons in directions parallel and 

perpendicular to the magnetic field. 

Table 6.1 lists the components of the electron distribution function: one hot component, one cold 

component, and two beam components. The temperature of the ion population is 5keV (typical 

temperature of magnetotail plasma) with no temperature anisotropy, and the ion population 

remains unchanged. The background magnetic field strength is 50nT and the electron plasma beta 

(𝛽𝑒 = (∑𝑛𝑒𝑘𝐵𝑇𝑒) (𝐵2 2𝜇0⁄ )⁄ ) is 0.08. The ratio of the electron plasma frequency to the electron 

cyclotron frequency 𝜔𝑝𝑒 𝜔𝑐𝑒⁄  is 5, and the ratio of the upper hybrid frequency to the electron 

cyclotron frequency 𝜔𝑢ℎ 𝜔𝑐𝑒⁄  is 5.1. These parameters are typical of the ECH wave generation 

region in Earth’s plasma sheet. The two electron beam components drift in directions parallel and 
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antiparallel, respectively, to the magnetic field. No electron component has loss-cone distributions. 

We modified systematically the density and temperature of the cold electron population starting 

from those in the electron distribution function used in Zhang et al. [2021]. These changes, which 

will be explained later, will benefit the parametric study in Section 6.3. The input parameters in 

the distribution function in Table 6.1 are used to calculate the results shown in Figure 6.1 and 

Figure 6.2. 

Before embarking on the parametric study, we investigate how electrons resonate with ECH waves 

in velocity space in order to gain insight into the nature of the waves’ excitation mechanism. The 

resonance condition for the nonrelativistic case is expressed as: 

 𝜔 − 𝑘∥𝑣∥ = 𝑛|ω𝑐𝑒| (6.12) 

 

where 𝜔 is the wave frequency, 𝑘∥ is the wave vector in the direction parallel to the magnetic field, 

and n is the resonance harmonic number. Figure 6.1 shows the dispersion relation of beam-driven 

ECH waves in wave number space and the individual growth rate contributions from different 

resonance harmonic numbers n. As illustrated in Figures 6.1(a) and 6.1(b), electron cyclotron 

harmonic waves driven by electron beams at a temperature of 100eV are most unstable at wave 

normal angles of 55⁰ and at wave frequency of 1.1𝑓𝑐𝑒. To calculate growth rate contributions from 

Landau and cyclotron resonances, we modified the WHAMP program based on Equations (6.3) to 

(6.11). The dispersion relation for electrostatic waves can be simplified as below: 

 𝒟 = 𝑘⊥
2𝜀𝑥𝑥 + 𝑘⊥𝑘∥(𝜀𝑥𝑧 + 𝜀𝑧𝑥) + 𝑘∥

2𝜀𝑧𝑧 = 0 (6.13) 
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where 𝑘∥ and 𝑘⊥ are wave vectors parallel and perpendicular to the magnetic field, and 𝜀𝑥𝑥, 𝜀𝑥𝑧, 

𝜀𝑧𝑥 and 𝜀𝑧𝑧, different elements in the dielectric tensor used when solving the hot plasma dispersion 

relation, are defined as: 

 
𝜀𝑥𝑥 = 1 + ∑

𝜔𝑝𝑖
2

𝜔2

𝑖

∑∫
𝑣⊥(𝑛/Λ𝑖)
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2(Λ𝑖)
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𝑈𝑑3𝑣

𝑛

 

 

(6.14) 
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with 

 
Λ𝑖 =

𝑘⊥𝑣⊥

Ω𝑐𝑖
 

 

(6.18) 

 
𝑈 = (𝜔 − 𝑘∥𝑣∥)

𝜕𝑓0𝑖

𝜕𝑣⊥
+ 𝑣⊥𝑘∥

𝜕𝑓0𝑖

𝜕𝑣∥
 

 

(6.19) 

 
𝑊 = (𝜔 − 𝑛Ω𝑐𝑖)

𝜕𝑓0𝑖

𝜕𝑣∥
+

𝑛Ω𝑐𝑖𝑣∥

𝑣⊥

𝜕𝑓0𝑖

𝜕𝑣⊥
 

(6.20) 
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The subscript i is the ith component of the electron distribution function, 𝜔𝑝𝑖  is the plasma 

frequency of the ith component, n is the resonance harmonic number in Eq. (6.2), Ω𝑐𝑖  is the 

cyclotron frequency of the ith component, 𝐽𝑛 is the Bessel function of the first kind, and 𝑓0𝑖 is the 

phase space density of the ith component. Assuming weak growth or damping of the waves, the 

growth rate is calculated from the equation below: 

 𝛾 = −𝐼𝑚(𝒟) (𝜕(𝑅𝑒(𝒟)) 𝜕𝜔⁄ )⁄  (6.21) 

 

where 𝒟 refers to the dispersion relation in Eq. (6.3), 𝐼𝑚(𝒟) is the imaginary part of 𝒟, and 

𝑅𝑒(𝒟) is the real part of 𝒟. 

From Eqs. (6.3) to (6.11), we can isolate different resonance harmonic numbers n and calculate 

contributions to the growth rate from isolated resonances. The results are shown in Figures 6.1(d)-

6.1(f). Both Landau and cyclotron resonances contribute to the unstable region of beam-driven 

ECH waves in wave number space. The major contributors to wave growth are cyclotron resonance 

at n = -1 and cyclotron resonances at higher resonance harmonic numbers. 

Figure 6.2 is a geometric interpretation of wave-particle interaction in the velocity space of the 

electron distribution function. Considering an isolated resonance with resonance harmonic number 

n, when analyzing the particle equation of motion for the non-relativistic case using a Hamiltonian 

approach, we obtain that quantity 𝐶𝑛 in Eq. (6.12) is a constant [Shklyar and Matsumoto, 2009]  

 𝐶𝑛 = 𝑛𝑊 − 𝜇𝜔 = constant 

 

(6.22) 
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where W is the particle kinetic energy (𝑊 =
1

2
𝑚(𝑣⊥

2 + 𝑣∥
2)), 𝜇 is (

1

2
𝑚𝑣⊥

2)/ω𝑐𝑒, and 𝜔 is the wave 

frequency. In terms of Landau resonance, when n = 0, Eq. (6.12) reduces to 𝑣⊥ = constant. Taking 

into account cyclotron resonance when n = 1 and the resonance condition described by Eq. (6.2), 

we obtain the “diffusion curve” or “resonance curve” discussed in many papers [Gendrin, 1968, 

1981; Summers et al., 1998; Thorne et al., 2005]. When electrons interact with waves at the 

resonance velocity, they diffuse along the curve corresponding to constant 𝐶𝑛, and the net transport 

in phase space is towards regions with lower phase space density. If this direction is towards 

smaller particle kinetic energy, particles will lose energy when interacting with waves, resulting 

in wave generation. When calculating the curve corresponding to the constant 𝐶𝑛 in Figure 6.2 and 

the resonance velocity with n = 0, -1, -2, we used wave parameters corresponding to the maximum 

growth rate in Figure 6.1. The plasma parameters for the electron distribution function in Figure 

6.2 are the same as in Figure 6.1, as shown in Table 6.1. Taking into account Landau resonance 

when n = 0 and cyclotron resonances when n = -1 and n = -2, Figure 6.2 depicts the curves 

corresponding to constant phase space density, constant 𝐶𝑛, and constant energy, where magenta 

lines with arrows indicate the directions in which particles diffuse. The stability of the wave can 

only be determined after the combined effects from all perpendicular velocities have been 

accounted for, which is accomplished by integration along the vertical line for a fixed resonant 

(parallel) velocity. However, it is evident from Figure 6.2 that when n = 0 (Landau resonance) and 

when n = -1 and -2 (cyclotron resonances) electrons will lose energy and waves will gain energy 

due to the overwhelming contribution from the normalized perpendicular velocities of 0.2-0.5, 

where the downward gradient in phase space density points towards lower energies. 

Next, we investigate the excitation of an ECH wave by low-energy electron beams at its second 

harmonic frequency band (between 2𝑓𝑐𝑒  and 3𝑓𝑐𝑒). When the electron distribution functions in 
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Table 6.1 are used, ECH waves at the second harmonic band are stable. Therefore we increased 

the drift velocity of electron beam components and used the electron distribution functions listed 

in Table 6.2 to solve the dispersion relation for the second harmonic. The background magnetic 

field strength is 50nT. Figure 6.3 shows the wave frequency and growth rate in wave number space 

for the second harmonic band; we can see that growth (within the black contour) can occur over a 

significant portion of the frequency-wave number space. The most unstable solution at the second 

harmonic frequency band for the choice of parameters in Table 6.2 is at wave frequency of 2.12𝑓𝑐𝑒 

and at wave normal angle of 76⁰. We conclude that ECH waves at higher harmonic frequency 

bands can also be driven unstable by electron beams.  

 

6.3 Parametric study of beam-driven ECH waves 

Before presenting the results from our parametric study of beam-driven ECH waves, we would 

like to discuss electron acoustic waves which can also be driven unstable by cold beams in a warm 

plasma. During our search for ECH waves with maximum growth rate, we sometimes found that 

the most unstable wave is in the propagation direction parallel to the magnetic field (see the case 

in supporting information). We confirmed these to be electron acoustic waves driven unstable 

through Landau resonance with electron beams [Gary & Tokar, 1985; Singh and Lakhina, 2001; 

Lu et al., 2005]. Electron acoustic waves often overlap with ECH waves in frequency, making it 

difficult for us to distinguish between them from their dispersion relations alone. By changing the 

density and temperature of the cold electron population, we can vary the frequency of an electron 

acoustic wave and avoid an overlap of the two waves in real frequency. In this parametric survey, 

electron acoustic waves are not excited or do not appear in the 𝑓𝑐𝑒 to 2𝑓𝑐𝑒 frequency range. A wider 
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parameter regime, allowing for both waves to be excited simultaneously needs to be considered in 

the future. 

In this section, we conduct a parametric survey of beam-driven ECH waves using the plasma 

components listed in Table 6.1: a hot electron component, a cold electron component, and two 

electron-beam components streaming in opposite directions. To better understand the dependence 

of the beam-driven ECH wave growth rate on various plasma parameters, we plot the electron 

distribution functions as a function of parallel velocity with zero perpendicular velocity for 

different plasma parameters in Figure 6.4. The total electron distribution function is defined as 

𝑓(𝑣⊥, 𝑣∥) =
𝑛𝐻

𝜋2/3𝛼⊥𝐻
2 𝛼∥𝐻
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2
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2
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(6.23) 

where the subscript H is the hot electron population, subscript c is the cold electron population, 

and subscript b is the electron beam population. We will use this figure during the section to 

explain the evolution of the phase space gradient magnitude at the various resonant frequencies, 

as the parameters of the distribution function are modified.  

Each figure in this section (Figures 6.5 through 6.8) shows the dependence of wave properties on 

two different sets of plasma parameters. The plasma parameters represented by the horizontal axis 

and the vertical axis consist of 50 different values, respectively, and there are 50x50 grid points in 

each figure. For every grid point, we solve the hot plasma dispersion relation for the first harmonic 
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band of beam-driven ECH waves in wave number space, with wave vector 𝑘𝜌𝑒 ranging from 0 to 

30 and wave normal angle ranging from 0⁰ to 90⁰. We search for an ECH wave with maximum 

growth rate in the wave number space, and every grid point in these figures represents a solution 

corresponding to the most unstable ECH wave in the first harmonic frequency band. 

6.3.1 Dependence on beam density and beam velocity 

Figure 6.5 illustrates the dependence of the wave growth rate, wave frequency, and wave normal 

angle of the most unstable wave on the beam density and beam velocity (beam density refers to 

the density of one electron beam component rather than the total density of two electron beam 

components). We vary the beam density from 0 to 0.1𝑐𝑚−3 and the normalized beam velocity 

(normalized to the thermal velocity of the beam) from 0 to 5 keeping all the other plasma 

parameters in Table 6.1 unchanged. Only grids with maximum growth rate greater than 0 (unstable 

wave) are plotted. At fixed beam velocity, the ECH wave growth rate increases with beam density; 

at fixed beam density, the ECH wave growth rate increases with beam velocity. This is because 

when beam density or beam velocity decrease, the electron distribution function “flattens” with 

subtler beam characteristics and gentler gradients (see Figure 6.4(b) and Figure 6.4(c) for 

illustrations). Therefore, ECH waves stabilize. The wave frequency decreases slightly with beam 

density. The most unstable ECH waves become more oblique when beam velocity increases and 

less oblique when beam density increases.  

6.3.2 Dependence on beam temperature and beam temperature anisotropy 

Next, in Figure 6.6, the parallel beam temperature is varied from 10eV to 1keV, and the beam 

temperature anisotropy (defined as the ratio of perpendicular beam temperature to parallel beam 
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temperature) from 0.15 to 0.9 (we change the temperature anisotropy of the beam by varying its 

perpendicular temperature while keeping its parallel temperature unchanged). All the other plasma 

parameters remain the same as in Table 6.1. At fixed beam temperature anisotropy, as the beam 

temperature increases from 10eV up to ~30eV, the growth rate of ECH wave increases because 

the waves resonate with a steeper part of the phase space density gradient. When the beam 

temperature further increases from 30eV to 1keV, the growth rate contributed from cyclotron 

resonances decreases. This is because the distribution function broadens (see Figure 6.4(d) for 

illustrations) and ECH waves stabilize.  At fixed beam temperature in the parallel direction, the 

growth rate of ECH waves decreases when electron beams become more perpendicularly 

anisotropic. For the most unstable wave, the wave normal angle of ECH waves increases with 

beam temperature and decreases with beam temperature anisotropy. 

6.3.3 Dependence on temperature and density of hot electrons 

We vary the temperature of the hot electron population (the first component in Table 6.1) from 

about 60eV to 16keV as shown in the horizontal axis in Figure 6.7. The density of the hot electron 

population on the vertical axis ranges from 0.05𝑐𝑚−3 to 5𝑐𝑚−3; the ratio of the electron plasma 

frequency to the electron cyclotron frequency 𝜔𝑝𝑒 𝜔𝑐𝑒⁄  ranges from 2.6 to 14.5. The electron 

plasma beta in this parametric space ranges from 0.002 to 13. At fixed hot electron temperature, 

the growth rate of the ECH wave decreases as the hot electron density increases. This is because 

the electron distribution function flattens with a smaller phase space density gradient in the parallel 

direction when the density of hot electrons increases (see Figure 6.4(f) for illustration). The growth 

rate contributed from cyclotron resonances decreases, and ECH waves are thus damped by Landau 

resonance with the hot electron component. When the hot electron temperature decreases at fixed 
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hot electron density, the electron distribution function broadens and the growth rate of ECH waves 

decreases (see Figure 6.4(g) for illustration). Towards the regions of lower growth rate with larger 

hot electron density and lower hot electron temperature in the parametric space, ECH wave normal 

angles for the most unstable waves become larger. 

6.3.4 Dependence on temperature and density of cold electron 

Next we vary the density and temperature of the cold electrons (the second component in Table 

6.1) leaving the other plasma parameters the same as in Table 6.1 (beam density is changed to 

0.025𝑐𝑚−3). We vary the density of the cold electron component from 0.005cm−3 to 0.5cm−3 , 

and the temperature of the cold electron component from 0.1eV to 10eV. When the temperature 

of the cold electron component becomes too high, ECH waves stabilize because ECH waves are 

Landau damped due to their interaction with cold electrons (as illustrated in Figure 6.4(h)). When 

the density of the cold electron component is too large (> 0.1 𝑐𝑚−3) (or too small (< 0.01 𝑐𝑚−3)), 

the frequency of a beam-driven ECH wave gets close to 𝑓𝑐𝑒 (or to 2𝑓𝑐𝑒) and the resonance velocity 

in Eq. (6.2) for n = +1 (n = +2) becomes too small. Under those conditions, ECH waves are damped 

by cyclotron resonance with the n = +1 (or n = +2) resonance. Notably, we find that the wave 

frequency of ECH waves at their first harmonic changes from 1.1𝑓𝑐𝑒 to 1.9𝑓𝑐𝑒 when the density of 

the cold electron component changes. When we vary the plasma parameters for electron beams 

and hot electrons, however, the frequency of ECH waves remains nearly unchanged. Therefore, 

electron density is a very important parameter in determining the frequency of beam-driven ECH 

waves. Conversely, wave frequency measurements are an important diagnostic of cold electron 

density, which is often poorly constrained. 
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6.4 Summary and Discussion 

Using an electron distribution function with a hot component, a cold component, and two beam 

components as input parameters, we solved the hot plasma dispersion relation for ECH waves and 

investigated wave generation and wave properties under different plasma conditions. Our primary 

findings are summarized below: 

1. At moderately oblique wave normal angles, ECH waves driven by low-energy electron beams 

are unstable. The growth rate of beam-driven ECH waves is mainly controlled by cyclotron 

resonance when the resonance harmonic number n is -1 and by cyclotron resonances when n is 

between -2 and -5. 

2. Electron cyclotron harmonic waves at their second harmonic frequency band can also be 

driven unstable by electron beams. 

3. The maximum growth rate of a beam-driven ECH wave increases with electron beam density 

and electron beam drift velocity. The wave normal angle of a beam-driven ECH wave increases 

with beam velocity and decreases with beam density. 

4. The maximum growth rate of a beam-driven ECH wave decreases with beam temperature and 

beam temperature anisotropy. The wave normal angle increases with beam temperature and 

decreases with beam temperature anisotropy. 

5. When the hot electron density is higher, the growth rate of a beam-driven ECH wave is lower 

and its wave normal angle is larger. When the hot electron temperature is higher, the growth rate 

of a beam-driven ECH wave is higher and its wave normal angle is smaller. 
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6. A beam-driven ECH wave is stabilized when the temperature of the cold electron component 

is too large and when the density of the cold electron component is either too large or too small. 

The cold electron density controls the frequency of the most unstable beam-driven ECH waves. 

Our results reveal the nature of the beam-driven ECH wave excitation mechanism and demonstrate 

the dependence of wave properties on various plasma parameters. The loss-cone distribution is not 

the only free energy source for ECH waves: they can also be driven unstable by electron beams 

for a wide range of ambient plasma parameters that encompass the magnetotail plasma sheet. Such 

an excitation mechanism has been confirmed observationally in Zhang et al [2021] and further 

explored theoretically here. Therefore, our work improves our understanding of this previously 

unknown excitation mechanism. 

From our parametric survey, we found that electron acoustic waves can also be excited by low-

energy electron beams in a similar frequency range as ECH waves, but they propagate mostly 

parallel to the magnetic field (see supporting information). Excited by beam-plasma instability, 

electron acoustic waves may coexist with beam-driven ECH waves in observations [Roeder et al., 

1991] and may also compete with beam-driven ECH waves by relaxing electron beams upon 

saturation [Omura and Matsumoto, 1987; An et al., 2017; Agapitov et al., 2018]. 

Beam-driven ECH waves with wave frequency ranging from 1.1𝑓𝑐𝑒 to 1.9𝑓𝑐𝑒 and wave normal 

angles ranging from 40⁰ to 80⁰ are unstable under a wide range of plasma conditions in electron 

plasma betas from as small as 0.003 and as large as 12.9 (as shown in Figure 6.7). Excitation of 

beam-driven ECH waves under such a wide range of plasma parameters suggests that they might 

exist not only in the magnetotail but also in many other regions of Earth’s magnetosphere. Likely 

to originate in the ionosphere, low-energy electron beams could be (1) secondary electrons 
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produced by precipitating plasma sheet electrons [Khazanov et al., 2014; Artemyev et al., 2020]; 

(2) upward electron beams accelerated by an electric field parallel to the magnetic field and near 

downward field-aligned currents [Carlson et al., 1998; Hull et al. 2020]. Such low-energy 

ionospheric electron beams have been observed in both the magnetotail [Walsh et al., 2013; 

Artemyev et al., 2015] and the outer radiation belt [Kellogg et al., 2011; Mourenas et al., 2015]. 

Therefore, we would expect beam-driven ECH waves to exist not only near dipolarization fronts 

in the plasma sheet, as shown by Zhang et al. [2021], but also in the magnetotail and in the inner 

magneotosphere, even during quiet times.  

Electron cyclotron harmonic waves driven unstable by a loss-cone distribution resonate with 

electrons through cyclotron resonance when the resonance harmonic number, n, is 1; beam-driven 

ECH waves are driven unstable through cyclotron resonance with electron beams when n is -1 and 

of higher order. Excited by a totally different mechanism from the one that excites loss cone-driven 

ECH waves, beam-driven ECH waves would interact with electrons in a completely different way. 

During the excitation of beam-driven ECH waves, energy is transferred from electron beams to 

ECH waves and ECH waves saturate by slowing down electron beams. The electron distribution 

function would eventually flatten and form a plateau in the velocity space. Additionally, beam-

driven ECH waves are characterized by a moderately oblique wave normal angle. Because wave 

normal angle is an important parameter in evaluating the pitch-angle diffusion coefficients for 

ECH waves, the pitch-angle diffusion coefficient profile as a function of equatorial pitch angle and 

energy for beam-driven ECH waves would be different from the profile for loss cone-driven ECH 

waves. Evaluating the effects of beam-driven ECH waves on electron dynamics is thus important 

to explore in future studies. 
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Figure 6.1: Dispersion relations and contributions to the growth rate from different resonance 

harmonic numbers for beam-driven ECH waves. The horizontal axis is the wave normal angle, 

and the vertical axis is the wave vector normalized to the gyroradius of the hot electron component 

(the first component in Table 6.1). (a): Wave frequency normalized to the electron cyclotron 

frequency; (b): Growth rate normalized to the electron cyclotron frequency (the black line indicates 

the zero growth rate contour); (c): Growth rate in log scale; (d): Growth rate contributed by the 

Landau resonance when n = 0. Only data points with positive growth rate are plotted; (e): Growth 

rate contributed by the cyclotron resonance when n = -1; (f): Growth rate contributed by the 

cyclotron resonances at higher orders (summation of n = -2,-3,-4,-5) 
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Figure 6.2: The electron distribution function plotted using the plasma parameters listed in Table 

6.1. Parallel velocity on the horizontal axis and perpendicular velocity on the vertical axis are 

normalized to the thermal velocity of the first component in Table 6.1. The solid black lines 

represent constant phase space density, and the dotted black lines represent constant particle 

energy. Using the wave properties corresponding to the maximum growth rate in Figure 6.1, we 

plot the contours of Eq. (6.12), indicated by solid magenta lines with arrows, and the resonance 

velocity, indicated by dotted white lines. Figures 6.2(a), 6.2(b), and 6.2(c) demonstrate the case 

when n = 0, -1, and -2 respectively. 
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Figure 6.3: Dispersion relations and the growth rate for beam-driven ECH waves at the second 

harmonic frequency band. Input plasma parameters are listed in Table 6.2. The horizontal axis is 

the wave normal angle; the vertical axis is the wave vector normalized to the gyroradius of the first 

component in Table 6.2. Figures 6.3(a) and 6.3(b) show the wave frequency and growth rate 

normalized to the electron cyclotron frequency. 
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Figure 6.4: The electron phase space density as a function of parallel velocity with zero 

perpendicular velocity. The parallel velocity is normalized to the thermal velocity of a 1keV 

electron. We use the electron plasma parameters listed in Table 6.1 and vary a parameter at one 

time for each figure. (a): Plasma parameters in Table 6.1; (b): The beam density is changed to 

0.01𝑐𝑚−3; (c): The normalized beam velocity is changed to 1; (d): The beam temperature is 

changed to 300eV; (e): The temperature anisotropy is changed to 3; (f): The hot electron density 

is changed to 3𝑐𝑚−3; (g): The hot electron temperature is changed to 300eV; (f): The cold electron 

density is changed to 0.3𝑐𝑚−3; (h): The cold electron temperature is changed to 10eV. 
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Figure 6.5: A total of 50x50 data points are in this parameter space. Each data point represents 

wave properties corresponding to the maximum growth rate. (a): Normalized growth rate as a 

function of beam velocity and beam density. The beam velocity is normalized to the thermal 

velocity of the beam; (b): The wave frequency is normalized to the electron cyclotron frequency; 

(c): Wave normal angle. 



143 

 

 

Figure 6.6: The figure format is the same as Figure 6.5. Horizontal axis is beam temperature in the 

parallel direction and vertical axis is beam temperature anisotropy defined as the ratio between 

perpendicular and parallel beam temperature. 
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Figure 6.7: The figure format is the same as in Figure 6.5. The horizontal axis is the temperature 

of the hot electron component; the vertical axis is the density of the hot electron component. 
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Figure 6.8: The figure format is the same as in Figure 6.5. The horizontal axis is the density of the 

cold electron component, and the vertical axis is the temperature of the cold electron component. 
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Table 6.1 Electron distribution function 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Component n (𝑐𝑚−3) 𝑇|| (eV) 𝑇⊥ 𝑇∥⁄  𝑉𝑑𝑟𝑖𝑓𝑡 𝑉𝑡ℎ𝑒𝑟𝑚𝑎𝑙⁄  

1 Hot electron 0.5 1000 0.85 0 

2 Cold electron 0.01 0.1 1 0 

3 Electron beam 0.05 100 0.85 2 

4 Electron beam 0.05 100 0.85 -2 
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Table 6.2 Electron distribution function 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Component n (𝑐𝑚−3) 𝑇|| (eV) 𝑇⊥ 𝑇∥⁄  𝑉𝑑𝑟𝑖𝑓𝑡 𝑉𝑡ℎ𝑒𝑟𝑚𝑎𝑙⁄  

1 0.5 1000 0.85 0 

2 0.08 0.2 1 0 

3 0.05 100 0.85 5 

4 0.05 100 0.85 -5 
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Chapter 7 

Summary and Future Work 

 

7.1 Summary 

In this dissertation, we systematically investigate different types of electron driven instabilities in 

and around dipolarizing flux bundles. Unstable electron distributions can form near dipolarization 

fronts and provide the free energy sources for plasma wave generation. These electron driven 

instabilities can, in turn, modify the electron distribution functions through wave-particle 

interaction. By investigating the generation mechanisms of these electron driven instabilities and 

the effectiveness of these instabilities on regulating electron dynamics, our understanding of the 

relations between dipolarization fronts and plasma waves are greatly improved.   

In Chapter 1, we introduce the basic theory of wave-particle interaction. We briefly discuss the 

properties of low frequency waves (current-driven kink-like instability and kinetic Alfvén waves), 

whistler waves and electron cyclotron harmonic waves. These electron driven instabilities are 

extensively investigated in this dissertation. 

In Chapter 2, L. In the simulations, these instabilities are located at the plasma sheet boundary 

layer, just ahead of approaching dipolarization fronts and are driven unstable by electron currents. 

Using observations by two THEMIS satellites, we select one case for further study. Two different 

instabilities, one at about 0.3 Hz and the other at a much lower frequency, 0.02 Hz, were seen in 
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the data from the off-equatorial spacecraft. A parallel current attributed to an electron beam 

coexisted with the waves. Our instability analysis attributes the higher-frequency instability to a 

current-driven ion cyclotron instability and the lower-frequency instability to a kink-like instability. 

We suggest that the currents needed to excite these low-frequency instabilities are so intense that 

the associated electron beams are easily thermalized and hence difficult to observe. 

We focus on whistler waves near dipolarization fronts in Chapter 3 and 4 and emphasize the 

importance of whistler waves on regulating electron dynamics near dipolarization fronts. In 

Chapter 3, we explore the occurrence probability and intensity of whistler instability and oblique 

electron firehose instability near dipolarization fronts as function of electron anisotropy and 

plasma beta, using 10 years of THEMIS observational data. Electron temperature anisotropies are 

well-constrained by the marginal stability conditions of the whistler and oblique electron firehose 

instabilities. In fact, the observed enhancement of magnetic field fluctuations near the instability 

thresholds provides good evidence for the operation of these instabilities on electrons near fronts. 

Since the build-up of electron anisotropy is limited by wave-particle interactions, we conclude that 

such interactions are important enough to affect electron dynamics and energetics. 

In Chapter 4, we investigate whistler wave excitation within and around dipolarizing flux bundles 

(DFBs), critical energy transporters in the magnetotail, and the evacuation of perpendicular 

electron energy by whistler wave Poynting flux using THEMIS observations. We find that 

perpendicular anisotropy of suprathermal (~10keV) electrons is the major free energy source for 

whistler wave excitation near DFBs. This suggests that whistler wave excitation near DFs is a 

kinetic process involving multi-component electrons exhibiting different anisotropy levels as a 

function of energy. During earthward transport of electrons by DFBs, 3.7% of the suprathermal 

electron energy flux increases is evacuated in the form of whistler wave Poynting flux. We reveal 



150 

 

the importance of whistler waves energetically from the point of view of radiating electron energy 

flux. The results in Chapter 3 and Chapter 4 suggest that whistler waves play an important role in 

electron thermodynamics in the magnetotail by significantly modifying the otherwise 

adiabatically-shaped electron distributions. 

We explore the generation mechanisms of ECH waves near dipolarization fronts in Chapter 5 and 

Chapter 6. In Chapter 5, we investigate ECH wave properties near dipolarization fronts, the 

predominant source of such waves. To our surprise we find that more than 30% of observed ECH 

waves have moderately oblique (~70⁰) wave normal angles (WNA), much less than the ~85º 

expected from classical loss-cone instability. These moderately oblique WNA ECH waves carry a 

strong field-aligned electric field that is used to identify them. They are often observed with cold, 

dense electrons that exhibit enhanced parallel flux at a few hundred eV energy, which suggests 

that low-energy counterstreaming beams (likely of ionospheric origin) might be their free energy 

source. By solving the linear dispersion relation for parameters representative of such plasma sheet 

electron distributions, we confirm that ECH waves at WNA ~ 70º can indeed be driven unstable 

by such beams. Our work reveals a previously unknown excitation mechanism for ECH waves and 

exposes the need for quantifying the conditions for and relative importance of beam-driven waves 

compared to those excited by the loss-cone instability in Earth’s plasma sheet. 

In Chapter 6, we investigate the ambient and beam plasma conditions under which beam driven 

ECH waves can be excited. Knowledge of such conditions would allow us to further explore the 

relative contribution of this excitation mechanism to ECH wave scattering of magnetospheric 

electrons at Earth and the outer planets. Using the hot plasma dispersion relation, we address the 

nature of beam-driven ECH waves and conduct a comprehensive parametric survey of this 

instability. We find that growth is provided by beam electron cyclotron resonances of both first 
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and higher orders. We also find that these waves are unstable under a wide range of plasma 

conditions. The growth rate increases with beam density, beam velocity, and hot electron 

temperature; it decreases with increasing beam temperature and beam temperature anisotropy 

(𝑇⊥ 𝑇∥⁄ ), hot electron density, and cold electron density and temperature. Such conditions abound 

in Earth’s magnetotail, where magnetospheric electrons heated by earthward convection and 

magnetic reconnection coexist with colder ionospheric electrons. The loss-cone distribution is not 

the only free energy source for ECH waves in the plasma sheet. In chapter 5 and chapter 6, we 

provide both observational and theoretical evidence on the generation of ECH waves by low 

energy electron beams.  

When we analyze the interaction of plasma waves with unstable particles near dipolarization fronts 

in the dissertation, we assume that the zero-order particle distributions remain unchanged during 

their interactions with plasma waves. Since we only take into account the linear theory of wave-

particle interaction, the growth rates we obtain from our instability analysis (𝛾 = 10−3 ∼ 10−2Ω𝑐𝑒 

for whistler waves and ECH waves) are too small and are comparable to the time-scales of the 

extremely dynamic environments near dipolarization fronts. The small growth rates we obtain 

from the linear theory, however, do not undermine our previous assumption. Due to the time-

cadence of our particle measurements (3-second), the unstable particle distributions that excite 

plasma waves might contain much larger free energy than the free energy in particle distributions 

from measurements. The wave measurements, which have much shorter time cadences, can 

therefore be used as good tracers of unstable particle distributions, Moreover, both the plasma 

waves and particle distributions from spacecraft measurements are already near the marginal 

stability state where the wave energy saturates. The initial stage where plasma waves are excited 

by unstable particle distributions is difficult to observe due to fast growth of plasma waves. It can 
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be investigated in more details in simulations where non-linear wave-particle interactions are 

revealed.  

7.2 Future work 

7.2.1 Landau and cyclotron resonance between whistler waves and electrons near 

dipolarization fronts 

As demonstrated in Chapter 4, the perpendicular anisotropy of the suprathermal electron 

population is the major free energy source for whistler wave generation. During whistler wave 

excitation, energy of the suprathermal electron population is transferred to whistler waves through 

cyclotron resonance. When whistler waves interact with electrons through Landau resonance, 

energy can be transferred from whistler waves to electrons at different energies. Our goal is to 

quantify the efficiency of energy transfer between whistler waves and electrons through both 

Landau and cyclotron resonance.  

In terms of cyclotron resonance, we can calculate the electron phase space density gradient along 

the diffusion curve defined by Eq 1.4 in Section 1.3. It is expressed as: 

 𝜕𝑓

𝜕𝑣𝑅
𝑑𝑣 = (

𝜕𝑓

𝜕𝑣||
−

𝑣∥ − 𝑣𝑝ℎ

𝑣⊥

𝜕𝑓

𝜕𝑣⊥
)𝑑𝑣∥ 

 

(7.1) 

 

where 𝑣𝑅 is the resonance velocity calculated from the cyclotron resonance condition; 𝑣𝑝ℎ is the 

phase velocity of whistler waves. Eq 7.1 can be further expressed as a function of 𝜕𝑓 𝜕𝐸⁄  and 

𝜕𝑓 𝜕𝛼⁄  (𝐸  is electron energy and 𝛼  is electron pitch angle). Since 𝜕𝑓 𝜕𝐸⁄  and 𝜕𝑓 𝜕𝛼⁄  can be 
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obtained from observational data, we are able to quantify the efficiency of energy transfer between 

whistler waves and electron through cyclotron resonance. 

In terms of Landau resonance, we can calculate the electron phase density gradient when 𝑣|| =

𝑣𝑝ℎ. It is expressed as  

 𝜕𝑓

𝜕𝑣𝑅
=

𝜕𝑓

𝜕𝑣||
|𝑣∥=𝜔 𝑘⁄  

(7.2) 

 

It can also be further expressed as a function of 𝜕𝑓 𝜕𝐸⁄  and 𝜕𝑓 𝜕𝛼⁄  and be obtained from 

observational data.  

Positive results obtained from Eq 7.1 indicate that whistler waves gain energy from electrons 

through cyclotron growth. Negative values from Eq 7.2 indicate that whistler waves are damped 

due to Landau resonance. It can greatly improve our understanding of the energy transfer process 

between whistler waves and electrons near dipolarization fronts.  

 

7.2.2 Beam-driven ECH waves in other regions of Earth’s magnetosphere 

As demonstrated in Chapter 5, ECH waves with moderately oblique wave normal angles observed 

behind dipolarization fronts are driven unstable by low energy electron beams. These low energy 

electron beams are likely to be ionospheric origins and could be (1) secondary electrons produced 

by precipitating plasma sheet electrons [Khazanov et al., 2014; Artemyev et al., 2020]; (2) upward 

electron beams accelerated by an electric field parallel to the magnetic field and near downward 

field-aligned currents [Carlson et al., 1998; Hull et al. 2020]. The presence of fast plasma sheet 

flows and dipolarization fronts is not the necessary condition for the generation of the ionospheric 



154 

 

electron beams. They have also been observed during quiet time plasma sheet [Walsh et al., 2013; 

Artemyev et al., 2015]. The low energy electron beams have also been observed in the outer 

radiation belt [Kellogg et al., 2011; Mourenas et al., 2015]. Our study on beam-driven ECH waves 

should not be restrained to regions inside dipolarizaing flux bundles. We could expand our beam-

driven ECH wave database in Chapter 5 to quiet time magnetotail when no dipolarization fronts 

are observed. Our parametric study in Chapter 6 demonstrates that beam-driven ECH waves can 

be unstable under a wide range of plasma conditions with electron plasma beta value ranging from 

0.003 to 12.9. Therefore, it is worth investigating the existence of beam-driven ECH waves in 

quite time magnetotail and in inner magnetosphere. Investigating beam-driven ECH waves in other 

regions of Earth’s magnetosphere can improve our understanding of this rarely discussed 

generation mechanism of ECH waves. 

 

7.2.3 Evaluating the pitch-angle diffusion coefficients for beam-driven ECH waves 

Electron cyclotron harmonic (ECH) waves play a significant role in driving the diffuse aurora, 

which constitutes more than 75% of the particle energy input into the ionosphere. It is generally 

accepted nowadays that ECH waves play an important role in scattering plasma electrons into the 

loss cone and in driving diffuse aurora in the outer magnetosphere beyond eight Earth radii in the 

magnetotail [Ni et al., 2011b, 2012, 2016, Zhang et al., 2013, 2015]. Quantifying the effectiveness 

of ECH waves in scattering plasma sheet electrons and driving diffuse aurora rely on the 

calculation of the pitch-angle diffusion coefficient. The pitch-angle diffusion coefficient for 

electrostatic ECH waves is given by the equation below [Lyons 1974]: 
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𝐷𝛼𝛼 = ∑ 𝑘⊥𝑑𝑘⊥ ∙ [Ψ𝑛,𝑘 (
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(7.4) 

 

where 𝑘𝑟𝑒𝑠 is the wave number calculated from the resonance condition, 𝜔𝑘 is the wave frequency, 

𝛼 is pitch angle, 𝐸𝑘 is the wave electric field, 𝑉 is the plasma volume, 𝐽𝑛 is the Bessel function of 

order n.  

Because wave normal angle is an important parameter in evaluating the pitch-angle diffusion 

coefficients for ECH waves, the pitch-angle diffusion coefficient profile as a function of equatorial 

pitch angle and energy for beam-driven ECH waves might be different from the profile for loss 

cone-driven ECH waves. In our future work, we plan to evaluate the pitch-angle diffusion 

coefficient for beam-driven ECH waves. Knowledge of such profile can improve our 

understanding of the effectiveness of beam-driven ECH waves on scattering plasma sheet electrons 

and driving diffusive aurora.  

 

7.2.4 Kinetic Alfvén waves observed near dipolarization fronts 

Kinetic Alfvén waves (KAWs), Alfvén waves with perpendicular wavelength comparable to the 

ion gyroradius, have been observed to be associated with BBFs and DFs [Chaston et al., 2012]. 

Previous observations have demonstrated that Poynting flux of KAWs represented a significant 

portion of the energy transport in BBFs and it is sufficient to account for the auroral energy 

decomposition during substorms [Wygant et al., 2000; Angelopoulos et al., 2002; Chaston et al., 

2012]. The correlation between KAWs and DFs, however, is still not well understood. 
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Figure 3.1(f), 3.1(h), 3.1(i) in Chapter 3 demonstrated an example of broadband and non-

monochromatic electromagnetic fluctuations observed behind dipolarization fronts. Assuming 

that the wave frequency observed in the spacecraft frame is mainly due to the Doppler-shift of 

KAWs by the plasma flows, we compared the observed E-to-B ratio with theoretical expectation 

for KAWs [Stasiewicz et al., 2000]. Consistency between observations and theory suggests that 

KAWs are a good candidate for broadband electromagnetic waves observed near DFs. In our 

future work, we plan to establish a KAW event database in our DFB event list. To identify 

KAWs, we would like to first select broadband electromagnetic wave events from magnetic field 

power spectra. By calculating E-to-B ratios and comparing it with theoretical expectations, we 

can confirm that the observed broadband electromagnetic waves are KAWs. Utilizing the 

database of KAWs identified near dipolarization fronts, we plan to address questions like how 

frequent KAWs are observed near DFBs and what the characteristics of the Poynting flux and 

field-aligned currents associated with KAWs in our future work.  
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