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A COMPUTATIONAL APPROACH TO THE COGNITION OF SPACE
AND ITSLINGUISTIC EXPRESSIONS

F. K. LEHMAN (F. K. L. CHITHLAING) AND GIOVANNI BENNARDO!

‘The involutive algebra A corresponds to a given space M like in the classical duality
Space [J Algebrain algebraic geometry’

(Alain Connes (1998) ‘Noncommutative Geometry and Space-Time. Ch. 4 in S. A.
Huggett, et al., eds. The Geometric Universe: Science, Geometry, and the Work of Roger
Penrose. Oxford: Oxford University Press. p. 50. under scoring added)

Abstract

To advance an agebraical-computationa view of knowledge representation
we examine the domain of space as an abgract rdationa system with wide cross-
domain gpplicability with regard to relationa properties generaly. It is no accident that
any coherent system of reations is understood as a 'space of such rdations.
Jackendoff's work  shows this. We have good grounds for considering spatia
relaions a universal ‘modular’ faculty of human cognition.

Just to set the stage for our paper and raise issues we need to address, we will first
address certain farly recent work done on the cognition of space by Levinson,
Herskovits, and Tamy, and discuss their data and ours from languages like Itdian,
Burmese, Haka Chin, and Tongan and show that rlativist conclusions follow directly
from neo-behaviorig falure to be abstract enough in dealing with conceptud-relationa
structure.

Then we will introduce basic concepts of LOCUS, PLACE, MOTION, PATH
and DIRECTION and will provide definitions of spatid prepostionslike‘a’, ‘on’ and

1 No distinction is intended as between ajunior and a senior author. Lehman’s point of departure has
been his formal-algebraic work on generalized relational spaces, and his work on the grammar of Burmese
and other Tibeto-Burman languages, whilst Bennardo brings to this work his native Italian, his research on
Tongan, and his study of the perceptual bases of vision. Our common ground is a computational-
intensional approach to cognition.

This paper was originally presented to the Conference on The Relationship between Linguistic and
Conceptual Representation. Annual Conference of the Linguistic Society of Belgium, at Antwerp, 26-28

November, 1992. and we thank the organisers and participants at that conference, especially Steve Levinson
and Eric Pederson, for their many helpful comments. We acknowledge significant assistance from the
following persons in the Cognitive Science Program with whom we worked during the production of this
paper: Dr. Janet D. Keller (Anthropology), Dr. William Brewer (Cognitive Psychology), Dr. Jerry L. Morgan
(Linguistics). Additional input from David Herdrich and Dr. Robert R. Sands (Anthropology) is aso
gratefully acknowledged.
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‘in’, aswell as discuss in detail prepostionslike ‘to’, ‘towards , ‘from’, ‘away from’,
and ‘via. We will conclude our work by indicating a minima universa content of the
domain of gpace that will eventudly become the axiomatizable component of the
system from which the linguistic expressions derive as theorems of that same system.

0. Introduction.

0.1 Notes on Spatial Categories as Computational: Computing Functions from Object-
Positions.

What we intend to do here is to develop an intensondist cognitive theory of the spatid
categories of natural language, computationd in the sense of various papers in the book,
Representation and Processing of Spatid Expressions (Olivier and Gapp 1998). In particular,
we take our lead from Mukherjee (1998, esp. pp. 4-6) and suggestions in Landau and Munnich
(1998) : our work defines object membership of spatiad categories and relations as essentialy
computable functions from n-tuples of objects (NJ1) — more properly, a function from
subsets of points in the topologicaly well-defined reighbourhoods of n-tuples of objects — in
2- or 3space. More particularly ill, we atempt to bridge Mukherjeg's distinction between
'neat’(uniquely idedised) and 'scruffy’ (fuzzy) definitions () by means of a machinery that firgt
defines the categories in terms of an agebraic topology of limits and (b) then computes a
variable function from object postions within such categorid limits and sdience of category
membership reatively to competing category membership(s). This alows us to consder the
spatiad-conceptua categories as basicaly true sets rather than fuzzy sets, with category
membership defined in an dl-or-none fashion, whilst dlowing the categories defined within such
well-defined limits to overlap, so that such questions of rdative saliency arise naturdly. In this
way, we argue that the scruffiness/fuzziness of such spatid category membership is a matter not
of ther definitions (as in the quantitative scaar gpproach of amost dl proponents of spatid
theories modelling fuzziness whether Al theories as with Mukherjee 1998 or quditative
(discursive) approaches to fuzziness such as prototype theories, e.g., Lakoff 1987) but rather of
the way objects and the like ingantiate those definitions. The intuition is preserved, that
conceptua categories are in general quite like ordinary sets or Proper Classes, definable
semantically by necessary-and-sufficient conditions (which isto say defined intensondly and not
in the firgt place extensondly), the fuzziness coming from the variable relevance of the way the
position of an object fits the category definition. This is what makes the gpproach taken here
radicdly intensondist (say in the sense of Jackendoff 1983: 29ff; 1992: 56). A more generd
argument in favor of treating conceptua categories as Proper Classes, with fuzziness relegated
to ‘the ingtantiation problem’ can be found in Keller and Lehman 1991 and in Lehman 1985).
The basic gpproach can readily be understood in terms of a smple example.
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Congder, say, (cf. fig. 1.1 in Mukherjee 1998) an object, o, suspended so that from
some part of it (from some point on or properly contained within it) a perpendicular can be
dropped directly to the surface (to some point on the surface) of some table, t, whilst from many
other points on o a perpendicular can be projected down to the floor f

fig. 0.1

Now, is o suspended 'over/above t or over/above the floor f ? We contend that this
question, as usudly posed, is amply mideading. It seems dtogether clear to us that o is
suspended both above the table and above the floor; and that the red question is rather about
which truth is more importance, say pragmetically. Here we might contend that saying o is over
the floor might seem more important (sdient) because more points (cf. perpendicularslike a, b,
as againg ) project perpendicularly to f than to ¢; or we might contend, with equal good sense,
depending upon one's perspective, that it is more important to say o is suspended above the
table because in a plumb-fal o would hit the table first. Without apparent question, o is not, in
any obvious sense, more above the one than above the other, so that the definition of, say,
aboveisnot a issue as to scruffiness/fuzziness. Rather, the question is more like 'how much (in
some nontuniquely specifiable pragmatic sense) is o aove the one as againg being above the
other 72

2 |n Lehman (1985) an analogous case is made for conceptual categories not having to do with spatiality.
For instance, (cf. Wierzbicka 1985), we redlise that, in general at least, membership of conceptual categories
is not taxonomic (save for 'natural kinds' categories in the sense of Atran (1990) and others ). A knife, for
instance, is not a kind of weapon, tool or tableware, where taxonomic, kind-of relations are understood as
exclusive and unique an essentialistic. Thus, we cannot ask if aknife isthe one or the other becauseitisall
of them simultaneously, so that we have instead to ask, in any given pragmatic context of discussion, use,
or whatever, which of the three larger categoriesis most salient asthe category of agiven knife.

It is also argued there, and more cogently in Keller and Lehman (1991) that the distinction between Set
and Proper Class in the sense of a non Zermelo-Fraenkel version of axiomatic Set Theory has to be
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Whilgt it is clear that what we are doing in this paper is not without precedent (see
references above to papers in Olivier and Gapp 1998) with regard to the theory of spatia
concepts and the naturd language words for them, we claim that our way of deding with these
matters is in fact novel and productive and, in that sense, an advance for the theory of such
matters and in a rea sense an improved idea of how such categories are represented and
understood in the mind and how their meanings are represented in the mental lexicon of anaurd
language. Moreover, the digtinction between the representation of knowledge in the mind
(cognition proper, 0 to geak) and the representation of meanings in the mentd lexicon (lexica
Semantics) is a non trivid digtinction. This is spelt out esewhere (Keler and Lehman 1991,
Lehman MS [CSRN]), but it can be outlined here by the propostion that, for insance, the
cognitive domain concerned with space and spatidity has to be a mentd object of consderable
generative power, a theory-like object3 in the sense of having axioms and formation rules that
can produce indefinitdly many surface theorems and representations with which to 'describée,
i.e,, to conceptudise rlationa properties quite generdly, amongst which are the ‘features
entering into the lexicd semantic definitions of its categories, and the categories themselves.

maintained. In the case of objects that can be weapons, tools, tableware and so on, the Set of objectsis
shared by the three categories, but a Proper Class of Weapons, or Tools, say, is understood as apair { S, ID)
[S, a set, ID an intensional definition], such that Sets can indeed be members of other Sets but Proper
Classes cannot be members of one another (although, obviously, an ID pertinent to one Proper Class, taken
as a matrix of minimal necessary and sufficient conditions, or ‘features, can properly contain a subset of
such features that is identical to some other ID of some other Proper Class— objects that are weapons are
also in the larger class of material objects even though, technically at least, aweapon is not a kind of
material object. In particular, with respect to the example under consideration here, though a knife can be
(serve as) both weapon and tool, one cannot on this basis ask if, then, tools are sorts of weapons, or
conversely, weapons are kinds of tools, and this is exactly what is meant by saying that these domains of
conceptual categories are not taxonomic.

3 This is not the place to get into the persisting argument in cognitive theory generally as between a
'theory theory' of cognition and other, say more percept-like theories of cognition. Sufficient to say here, on
this matter, that all we need to mean by our claim that cognitive domains are represented in the mind in
theory-like form is that these representations have the sort of generative capacity, and machinery for it,
indicated above. No claim is entailed that, like scientific theories, they are subject to systematic empirical
testing, that they are used in more or less conscious and deliberate ways to 'explain’ the world or anything
else of the kind. So, for us, much of the contestable baggage of a 'theory theory' of cognition (in particular of
the recognition of other minds) is beside the point (see now pp. 765-766, 838-841 inWilson and Keil 1999 for
areview of the literature on this matter and its pros and cons). More particularly, if onearguesin favour of a
'simulation’ theory of cognition, one must then have in mind a cognitive machinery for constructing such
simulations and that machinery is inherently likely to be theory-like in just the intended sense — with the
simulations as output theorems. . For instance, for simulating 'mind' in other persons on the foundation of
self awareness one has to do what amounts to figuring out 'if | had the attributes | impute to him/her, how
would | act/ if | acted in a given way what attributes would | need to impute to myself to account plausibly
for such behaviour?, there being no computable means of inductively zeroing in on another person's mind,
on solving the mutual knowledge problem (see Y. Wilksin Smith 1982) Similarly if one argues for cognition
as a system of essentially analogue rather than 'symbolic' representation, the question automatically arises
about the machinery for producing the analogue representations — indeed, as Keller and Lehman (1991)
observe, for every analogue machine there is necessarily adigital (‘symbolic') specification.
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Note in this last connection that it then turns out to be far from accidentd that 'space’ is what
one talks about, in technica discourse certainly, whenever one is taking about any set of
relations describable agebraicdly , hence the notion of agebras themsdves as dgebraic
spaces, and space itsef as abdtractly any set of relations coherently described by an agebra
For example, it is hardly an accident that one uses (a subset of) the same relaiond-spatia terms
(before, 'after' and so on) in taking about relaions in two- or three-gpace and talking about
relaions in time. We ded with this well-attested fact, which has been noted in the semantic and
other 'qudlitative literature time and time again, in the body of this paper, and the argument or
demondtration can readily be extended to taking about even more abstract reationa systems
such as, for instance, socid precedence or ranking — just as | can come dfter you in a
progression in three-space, so aso can | come after you in time (indeed the two progressions
seem to be inherently conforma) or in socia precedence or preferment.

The remarks in the preceding paragraph clearly require some elaboration. In what ways
can we clam that our methods and results are an advance? Well, for one thing, there is our use
of the idea of fuzziness and its application. On the one hand, it is shown in Lehman (1985) that
there are severe empiricd problems with the way such notions as fuzzy set theory,
Wittgengenian ‘family- resemblances semantics and prototype semantics are used in the
literature; we shdl not review those demondrations here. On the other hand, it is pretty clear
(McCawley 1981) that, whilst it is both possible and productive to apply scdar idess of class
membership in robotics (in Al more generdly) by means of implementations using direct
quantitative numerica calculations (say of the kind referred to by Mukherjee 1998), ordinary
colloguid human cognition is a best severdy limited in its ability to perform such caculations or
bring them on line, 0 to say, in run-of-the-mill cognitive life-tasks as againgt expert scientific
work. Furthermore, it is dso cdear that much of the best of Al agpplications of fuzziness has
turned out to lie not so much in the area of set computation as in the area of decision theory and
especidly information processing (see eg., Lang, Carsens and Smmons 1991, Zadeh in
Wilson and Kell 1999: 335-336, with references).

Wha we are attempting here in trying to modd human cognitive reasoning about
gpatidity, is to gpply fuzziness at the levd of decison-meking about class membership —
about the sdience of application of definitions of dass membership, more specificdly.
Furthermore, we are employing for this task explicitly mathematical apparatus dong the lines of
topologica agebras that seem intuitively more compeatible with known colloquid cognitive
capacities than are numericd calculation methods, and at the same time, since we are employing
explicitly mathematical-computationa machinery, we can avoid the inexplicitness of alot of the
non-Al, semantics literature that gppedls to fuzziness/scruffiness, and thus, in principle at leedt,
our work, though semantic and linguidic in its orientation and in its roots within cognitive
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science, has, we clam, a better chance of linking up with the more rigorous or implementable
(hence more explicitly testable) Al-type ways of modeling cognition.

Furthermore, we claim that what follows in the present paper captures a richer corpus
of red life, red time, facts about the meaning, use and application of spatial terms and concepts
over a condderable range of naturd language types than does much of the literature that dedls
with spatidity, whether semantically (using this as a cover-term for non Al parts of cognitive
science, including psychology, linguigtics, anthropology and philosophy) or Al. One can refer
here, once again, to Mukherjee's (1998, 6) reservations about the over-idedisation of the
definition of gpatid categories in much of the semanticaly literature (in this ingtances he refers to
Herskovitz's 1986 work on spatidity in cognitive psychology). In fact we clam that much of the
relevant literature seems to work nicdy only because it uses only a more or less smplified,
truncated data set! As a preiminary illugtration of the claim of richer empirica results, let usfor
the moment consider a couple of extensons of our remarks on the example in figure 1, above
— extensons in the spirit both of Al work asillustrated in Mukherjee's paper (1998: figures on
1-3) and the literature he refers to and of, for ingance, the work of W. Levdt (in Nuyts and
Pederson 1997).

Condder firg what | might mean by saying the a certain park, p, is'in front of/opposite
my house, h. Let us start with a modification of figure 0.1,

>
AL

b ———

fig, 0.2.

Clearly the house is not entirdly across from the park (more exactly, the converse is
certainly not whally so, as much of the park doe not face the house at dl), but the more points
there are like d, e, and from which perpendiculars may be drawn b the house, the more
relevantly the house may be said to be opposite the park — rather than, say, 'diagondly’ across
from the park.
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With the foregoing introductory remarks, we think we are ready to proceed with our
subgtantive analysis of how to understand the terms in which naturd languages ded with spatid
location and spatid relations. It suffices that afair amount of the park p is opposte my housein
the sense of there being points within the closure of the park from which a perpendicular could
be dropped to points within the closure of the front surface of my house. How many? Why an
agebraicad number whose lower limit is 1, 0 that the more there are the better the ingtantiation
of 'opposite. Indeed, we could say correctly about figure 0.3, below

||

fig. 0.3

that while technicaly' the park is sill opposite my house it makes more sense to say that it is,
say, across the road but a bit down the street from the house.

And now condder a further extenson. Imagine my house st in a certain plot of
property, p, and imagine that the property contains atree, t.

fig. 04
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Can one say, in a proper goplication of colloquia English, that the treeis'in front' of my
house even though there is no point on t from which a perpendicular can be drawn to the front
surface of the house? We claim the answer is yes. The reason seems to be as follows. We
consder the area of property p defined in such away that perpendiculars might be drawvn from
points in said area to an imaginary extension, e, of the front surface of my house — asin the
case of my front yard extending left and right beyond the sde of the house. Then, if treet isin
that front yard, it can be said to be in front of the house — just as, indeed, a tree were said to
be 'across from my house, in park p of figure 2, even if no perpendicular could be drawn from
any part of thetreeto my house at dl.

It should now be clear that we are in many ways (probably not al ways) in agreement
with Coventry (1998, 254-5 ff.) where he mentions the errors that much of the
quditative/discurave work on language tends to make. It will be best if we quote him sdlectively
on this matter:

... there are three methodologicd erors ... . Thefird is that the meaning of a
goatid prepogtion is not necessaily a direct reflection of the information the
prepostion brings to the sentence. ... the difference in meaning of the spatiad
expresson may be areault of the lexicd entries for [the kinds of nouns they are being
used for] combined with the same lexicon entry [for the preposition]. ... If one does
not recognise this digtinction, then one can in principle recognize and infinite number of

The second error is that researchers confuse categories with lexica concepts.
Catgorizing the world into different types of spatid relations does not necessarily map
onto the lexical prepostions without a principled account of why this should be the
case. In fact there are principled reasons why this is not the case. One must be able to
categorize the world before one is able to map these onto language. However as
Crangle and Suppes (1989) stated, "in spite of the spate of articlesin the last decade
or S0 on locative expressions, spatia prepostions, and the like, detailed attention to
the kinds of geometry needed to give a semantic analysis of the various locative
expressions does not seem to have been previously attempted” [our itdics,
because it is this task we set ourselves here, namely, the discovery of the ‘geometries
that condiitute the computational properties of this whole cognitive domain, even
though, Coventry goes on to say here —] They went on to argue that a detailed
undergtlanding of the geometry is required before an adequate characterization of the
meaning of spatia language can take place and Suppes (1991) outlines no less than
seven different kinds of geometry that may need to be employed ... . ... Furthermore,
as Suppes commented, there is no reason to believe that a full categorization of the
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types of geometry that are required can be achieved in the first place. [Coventry
continues —]|

... the other objection to sense ddinestion through categorizing spatid relations
is that there is not a one-to-one mapping between spatid relaions and lexicd entries.
If the world were categorizable into digtinct spatia geometric relations, then one would
expect language to map onto these geometric relations monaotonicdly, but they do not.
For example, if an object is not in its canonica orientation the language used to talk
about the same geometrical relations changes ..." [we take this to be an essentid basis
for the generd idea of the distinction between semantics and underlying cognition seen
as knowledge dructure domains, as wel as of our view tha meaning and
conceptuaisation are fundamentaly intendond in the first instance rather than being
directly referentid in the first place; and we take it thet this entails the claim that indeed
—]

... Functiond rdlations clearly influence spatia language use, and furthermore
involve informetion from general world knowledge about Newtonian laws as well as
information regarding object functions that may reside in the lexicon.

Before the decoding and encoding problems can be solved, one needs to
condruct an intermediate representation (menta model) between the input (eg., a
spatid scene) and information stored in memory (eg., lexicd semantics, generd word
knowledge).

With the foregoing introductory remarks, we think we are ready to proceed with our
substantive analysis of how to understand the terms in which natural languages ded with spatia
location and spetia relaions.

0.2. On Varieties of Existing Accounts of Spatial Concepts and Relations.

There has been agreat deal of work done with aview to providing a proper account of
the way various peoples think about space and spatia relations, and the way various languages
express these things. There are a number of reasons for the centrdity of notions of space: @) it
is possble to link it to the domain of perceptud universds (the neurobiology of vision); b) most
of Jackendoff’s work (1983, 1987, 1990. 1992) has dready shown how much the linguigtic
representation of spatia relations underlies both thematic relations, in grammar, and conceptud
gructure quite generdly; ¢) space is awonderfully abgtract relationad domain in its own right, so
that work on it can readily extend to the rdationd properties of other domains (it is no accident
that in algebra any coherent system of relations is to be understood as a ‘space of such
relations); and findly, d) spatia cognition being so relationdly generd, it provides good grounds
for daming universdity for its underlying character. It is partly a leest because of the farly
obvious way that it can be abstracted away for the representation of relation and orientetion in
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geographic 3-space and used (say anaogicaly; some would say ‘ metaphoricaly’) to ded with
orientation, directiondity and hence relationa properties in generd that space is a good domain
to pursue here. It is common to tak of rdations in terms of rdationd ‘spaces in a purdy
abdtract, dgebraic way, eg., whatever the number of dimensions in the relationa structure. The
virtud universdity of this generdization of the concept of gpace done judifies this effort.
Secondly, the very fact that the domain of space is in some sense or other perceptudly
embedded and universal because we are obliged to exist and get about in actua 3 space,
makes it especidly intereting to find the extent to which space may be differently
conceptudized and/or differently expressed in different cultures and their respective languages.
On dl this, see now especidly Jackendoff (1992, with its numerous citations), and dso Keesing
(1992), for an excelent treatment of the inescgpable spatid ‘metgphors in which Time is
represented.

Clearly, questions about the extent of cognitive and culturd relaivism can be explored to
advantage by looking into this matter, as can questions about linguidtic relativism and such things
as the Sapir-Whorf hypothesis that evauate the extent of conceptud differences in terms of
differences in their linguistic expression. It is therefore, we believe, especidly important to take
a new kind of look at the relaion between spatid-relational concepts and their linguidtic
expresson.

Our point of departure will be the aforementioned (near) universdity of the essentidly
abstract and formal nature of the idea of space that motivates its extension to the expression of
the relational properties of so many domains, more particularly intuitions derived from the way
mathematics uses patidity to ded with and express rdationdity in generd. In this connection
we intend to pursue the idea tha reaiondity itsdf is fundamentaly forma, abdract and
agebraic in character. Whilst we argue (see 80.1) that our approach is properly caled
computationa, we recognize the limitations on the extent to which one can base mathematics in
generd on computation, and leave the reader to look &t the work of Penrose (1994) for this
matter. When we speak of our theoreticd stance as intensiond, we have in mind the idea that
cognition, and therewith meaning, are essentialy menta objects and not objects subssting in the
first place on a ground of ‘red world reference, dthough certainly and necessarily adapted, in
the firgt ingtance, for categorizing and otherwise dedling with reference to an objective world.
We shdl not go into the philosophical issues asto Fregean or extensiond theories of meaning or
objectivism see Lakoff 1987) versus radica intensonaism here; our pogtion is best stated and
explicated in such places as Kdler and Lehman (1991) and Lehman (1985). In any case, we
shdl be treating the conceptua properties of space here as, in the first instance, abstract, formal,
relational objects.
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We have dready said that we are using the word ‘ computationd’ to express amongst
other things the forma properties of thought needed to account for its ‘generative’ properties. It
seems to usthat in so far as Knowledge- structures (hereafter K-structures, referring basically to
the ordering characteristics of domains of knowledge) can be argued to be generative (for
present purposes we can think of this as having to do with the ability to produce nove
congtructions and solutions to domain-relevant tasks), a K-structure has got to be represented
as theory-like (Hirschfeld and Gelman 1995: Introduction and passm; cf. Hutchins 1995 and
references in 80.1). That is to say it must be formaisable in principle axiomaticdly, with a
generative engine capable of producing indefinitdly many understandings, dternative congruds
of experience and so on; the argument is essentialy the Chomskian one concerning linguistic
knowledge (Chomsky 1986). But what is our @nception of a K-structure? Where do its
computational properties lie? More immediately of relevance to the present paper, how should
one account for the fact that spatiaity is so widdly applied across K-gtructures, as Jackendoff
has demonstrated?

We take the view (Hirschfeld and Gelman 1995: Introduction) that it is necessary to
distinguish between domains and modules in agenerd theory of cognition in the following sense.
We take cognition to be modular in the sense of a collection of innate, essentidly computationa
engines, some of them highly specidized to a particular domain, as with the language capecity,
some very broadly gpplicable, asin the case of spatidlity (in spite of the fact that its prototypica
field of gpplication is the domain of knowledge about visible spaces — 2-space and 3-space),
or perhaps a module having to do with our intuitions about number and quantity (perhaps
arithmetic), or one concerned with what amounts to logica- propositiond thought (see Johnsor+
Laird and Byrne 1991). A domain we conceive of as defined by some particular experientia or
activity-oriented class of content. It is to be understood as a K-gructure in thet its structurd,
computational properties and capacities are provided by the application of one or more
modules. It is for the time being an open question whether some domains are themsaves
essentidly modules: arguably the domain of various sorts of sensory knowledge, and we have
no reason to want to say anything about this. Likewise, for present purposesit is unnecessary to
speculate about the source of encyclopedic knowledge in the sense of Sperber (1985; cf.
French 1995), i.e,, our capecity to associate widely across domains, possibly managed in part
through the interaction of modular devices (but see Lehman MS: #14).

We take it as obvious that most K-structures are not themsalves modules, and that for two
reasons. firg that they are often structured by more than one more or less generd purpose
computationa engines, and second that it is impossble to imagine thet culturdly particular
domains of knowledge (e.g., technica sciences, theories of art) are in any way wired in to the
human organism’s brain.

LEHMAN AND BENNARDO: COMPUTATIONAL APPROACH TO COGNITION OF SPACE.
WWW.MATHEMATICALANTHROPOL OGY.ORG




M ATHEMATICAL ANTHROPOLOGY AND CULTURAL THEORY:
AN INTERNATIONAL JOURNAL
VOLUME1 NO. 2 PAGE 12 OF 82 JUNE 2003

So, our postion rests upon the premise that knowledge must be a rather abstract
generative computationd thing because it is not to be identified with any given individud view of
anything, not even in a sngle, supposedly homogeneous culturd community. People are
commonly able, even prone, to argue and debate on even the most ordinary topics of loca
knowledge, as any ethnographic field worker knows. It is not just that people disagree about
facts, which in itsdlf islikdly to betrivid, but that they quite regularly draw opposing conclusons
from shared premises and formulate contradictory arguments for their respective postions. That
many such generdive mechaniams are hardly reducible to the first order propostiond caculus
(augmented with set theory) is by now obvious from the results of forma theories about
gyntectic grammatica competence and other complex culturd domains (Keler and Lehman
1991); an example of awdl understood and highly structured domain that has a domain specific
agebraicd dructure quite distinct from the propositiond is that of genedlogicaly based sysems
of kinship categories (Lehman 1993, with references). Indeed it can be argued that the idea that
al andytica knowledge (as opposed, say, to haligic imagingd) isin principle reducible to the
cognitive machinery reduces to the propostiona caculus is smply a holdover from the Logica
Postivig program that, in the light of Godd’s incompleteness proof, is arguably inapplicable
without resdue even to the very sorts of algebraic systems that are themsdaves obvious
candidates for theories of various sorts of K-structures (cf. Lakoff 1987 againgt the Fregean
‘objectivi’  heritage, but Lehman 1985 and Keler and Lehman 1991 for a radica
intendondist view of meaning and cognition very different from Lakoff’'s). Moreover, it may
even be no accident that there is a long-standing connection between the Positivism that wishes
to reduce thought to propositional form and the Behaviorism that wants to reduce thought to
(possibly sublimina) spesking. Thus, in the find andys's, our arguments are not to be identified
with those of the theory of thinking for spesking (Slobin, 1987) because it seems to us that
andytica thought is not readily representable in propostiond form, even if natura language is
the privileged means for attempting the conscious articuation/expression of thought. Of course,

4 Any work on the perception and cognition of vision (e.g., Churchland and Sejnowksi 1992) makes it clear
that there is no dsjunction between image representation and digital/symbolic representation. It is not
possible in this paper to pursue this important issue. However, it is worth pointing out that for any image,
and for any machinery that is to generate or recognise such an image, including any analogue machinery,
there must necessarily be a description that is itself digital. From this it follows directly that the supposed
strong opposition between analogue and compositional (commonly reduced to the formalism of the
propositional calculus) theories of cognition collapses. For a good discussion of this issue of
compositionality in the context of the work of J. A. Fodor (1983) see Bierwisch and Schreuder (1992: 27-28).
A related issue that cannot be pursued here is whether (cf. Simon and Kaplan 1989) any cognitive
representation of thought that cannot be formulated in the terms of the propositional calculusis necessarily
an heuristic rather than a systematic K-structure or ‘theory’ of the domain in question. Once again, this
turns upon whether one assumes that all systematic computational formalisms reduce in the final analysisto
the propositional calculus. Since in actuality nobody seriously takes this strong position, it has to be the
case that the first order propositional calculus is taken as the exclusive paradigm of thought and reasoning
simply becauseit aloneis‘complete’ (Partee, ter Meulen & Wall 1990).
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we do not mean to assart that al knowledge is reducible to computation without resdue of, let
us say, primitive perceptualy-driven assumptions (see Penrose 1994).

In short, we argue here that a computationd-intensonal approach to cognition is to be
preferred on both empirical and formal grounds. We shal show how this gpproach is especidly
apt for the sorts of complex K-dructures that ethnography is required to ded with, in particular
gpace and its linguistic expression.

We shdl fird review the literature pertaining to the rdationship between language and
gpatia cognition and identify two schools of thought. Second, after proposing a computational
gpproach to spatia cognition, we shall discuss the shortcomings of the two schools. Findly, we
introduce a number of anaytica concepts for the cognition of space and we demondirate their
productivity in the formd andysis of the meaning of some spatid prepostions.

1. Two Approachesto the Relationship between Language and Cognition.

Wethink it is possible to identify two different schools of thought that we label Neo-
Whorfian Rdativism (NWR) and Cognitive Semantics (CS).

1.1 Neo-Whorfian Relativism (NWR).

The tenets of NWR differ from classcd Whorfian Reativism even if it is not certain
exactly in what sense Whorf intended us to imagine that language congrains the way oneis able
to think as againgt the way one is most accustomed to think (see Gumperz and Levinson 1996:
Introduction), but ill assgn to language a prominent role in helping to shgpe human cognition.
Along these lines Levinson (1996, 1991b) proposes to divide human languages into three
groups according to the system they adopt in dealing with spatia representations. He proposes
three such sysems ‘redive angles, ‘absolute angles and ‘landmarks & place names
(Levinson 1991b:16).

The linguidtic ingantiations of these three sysems have been and are being extengvely
investigated across a wide variety of languages and language families throughout the world (see
Brown, Senft and Wheeldon 1993, Baayen and Danziger 1994, Pederson and Roelofs 1995)
by members of the Cognitive Anthropology Research Group a the Max-Planck Indtitute for
Psycholinguigtics, Nijmegen, The Netherlands, directed by S. C. Levinson. The intent isto see
if specific linguistic preferences for one of the three systems is reflected in cognitive preferences
for that particular system, and, if so, in what ways and to what extent

Prdiminary congruences between the linguisic and the cognitive rems in severa
languages, e.g. Tamil (a Dravidian language of South India), Tzdtd (a Mayan language of Meso
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America), Guugu Yimithir (Audraian Aborigind), have been used to support the generd
approach to cognition as outlined by Levinson (1996). According to this view universa
congraints on spatid representation, possibly to be identified with compatibility with visua and
locomotor perception of space, act as filters “leaving open indefinite possble culturd variation
within outer limits’ and consequently “a moderatdly strong brand of linguidtic rdativity [our
itdicg in a least some domains’ (Levinson 1996; ; but see dso Bowerman 1996) is strongly
suggested. Universd properties of the human mind are limited in their gpplicability to accounts
of the generd idea of space in favor of culturdly and linguidticaly bound congtructions of spatia
representation.  In other words, each language/culture constructs a specific representation of
gpace that makes its world unique.

We do not regect Levinson's observations, nor the clam that they are of real cognitive
sgnificance. Contrariwise, we shal show that the distinctions he adduces between what he
characterizes as, respectively, absolute angles, relative angles and landmarks etc., can be of
red psychologica sgnificance, so that people used to using one or other of these strategies for
orienting themsdves in space (generdly and relaively to other things and persons) may,
without the perceptud or informationa evidence necessary for the use of the preferred, eg.,
most habitua means of representation, find themselves genuindly disoriented! We are, however,
able to generdize formdly over his somewhat digunctive characterization of the phenomena,
and we argue againd his identifying this as a case of language influencing thought, if by thought
one is intended to understand not smply the way one ordinarily thinks about something or
registers something in retrievable memory, but rather the doility to think of, understand or
otherwise perceive or conceptudize spatid relations in one of the modes for which one's
language provides no means of direct expresson. We accept a sense in which it can be said
that they represent different ways of thinking, but we argue that this means only that different
habits of usage may have degp consequences even though they cannot, being constructed on the
ground of identicad perceptud input, computationdly digoint, given an adequaely explicit
formulation of the generd idea of space itsdlf. Thus, we think that what Levinson is pointing to
is red, but not any sort of Whorfian rdativism of thought, where we define thought
computationdly. As a matter of fact, in discussion with one of the present authors, Levinson
himsdf has once referred to his findings as perhaps ingances of ‘Whorfian effects for nort
Whorfian reasons . We shdl return to these matters later on (on this whie controversy, see now
Bowerman and Levinson 2001, passm).

We dready have (see our treatment of ‘from’ in Burmese and Chin, below) atest case,
a pure indance 0 to spesk, of very different linguistic congructions for expressng a
fundamental spetia relation, with, however, no evidence of any problem.  Speskers of
Burmese have no difficulty using the English ‘from,” though they have no word in their language
with that meaning, and English speskers a worst Smply think of Burmese ka. (k)as meaning
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‘from,” but soon see what it means as they first encounter the longer form from which it is
contracted. There is absolutely no evidence that either party thinks differently about the facts
being expressed. This is the sort of ‘pure case againg which the digunctive-rddivig
hypothesis must be tested.

Consider some facts connected with Levinson's three categories of spatial orientation.
In many languages there is aword that sometimes refers to a compass direction, Sometimes to a
notion we can cal ‘downsream, down an upland vdley.” It turns out that this conflates
Levinson's two categories of, respectively, relativeand absolute angular orientation, and maybe
dso the third, ‘landmarks.” In Kayah, for instance, lja expressing a direction of something from
somewhere can mean it isto the South or that it is down-valey from the reference place. Yet no
Kayah feds disorientated when he is somewhere where he has no idea which way is up-vdley.
There is nothing like what is reported for, say, Bdi, where people are said to fed utterly lost
without knowing where their centrd mountain is. The Kayah just make the word refer to South
by default. In fact the range of meanings comes from the fact tha in their cosmology, well
supported by loca conditions, North, say, is defined (see Appendix) by a projection from the
cdedtid zenith, whose most generdized pointer is the polestar; mountains just serve as loca
pointers upward to the imaginary zenith, so that the distinction between relative and absolute
angles collgpses, even if, in a sense, ‘South’ is determined relatively to a possbly arbitrary
reference point, commonly identified with the spesker or the hearer and where he or she
happens to be situated in fact or in imagination. Pragmatically, of course, one has to have a clue
as to ‘which zenith pointer’ is the relevant one, but that's hardly a fundamenta difference in
thinking. Indeed in English there is arelated phenomenon: ‘up’ can mean either North or up-hill,
and sometimes one must smply ask which the spesker had in mind.

One can, for ingtance go ‘up’ from Oxford, and if the place be unknown to the hearer,
the latter may not know if London is meant (which is not North of Oxford, but is ‘up’ in the
sense of ‘up to town’) or, say, Edinburgh, which, though not ‘town’, is North. So we ask
whether the spesker meant North or in the direction of London. The problem is not one of
cognition but related to the mutua knowledge problem—knowing what is in someone ds2's
mind. One mugt avoid confusing an inability to conceptudize with absence of relevant
informetion.

Then, take the choice between orienting onesdf by compass directions and orienting
onesdf by reference to landmarks or in any other way. These make abig difference, as we have
sad above. However, it seems to have nothing to do with different ways of conceptuaizing
gpace. Rather, it seems to have to do with available information once again. Even in an English
gpeaking society, there are persons, woodsmen and so on, who are habituated to orienting
themsalves compass-wise. They fed utterly a sea when they don’'t know which way is North,
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and thefirg thing they do in anew placeisto get thisfixed in mind. That iswhat orientation isdl
about! The city person who has no idea of North gets lost in the country, where the landmarks
and pointers are absent, especiadly where he (or she) makes nothing of rura landmarks anyhow.
But notice, having regard to the Kayah example above, that it is not Smply a maiter of usng
such afeature but rather of how you compute directiondity with it. A Kayah uses ether aloca
or the generd zenith marker, but the absence of the former creates no sense of disorientation.
‘Ead’ can be computed asright of any zenith marker equivaently, whilst ‘to theright' of afixed
landmark, or to ‘my’ right, leaves no room for such subditution by default. A (possibly
imaginary) Bainese, on the other hand, smply has the habit of computing angles of direction
relatively to a unique reference mark. When displaced from Bdli, he is disorientated like our city
person; he lacks information useful to his habit of mind.

We do not dispute Levinson's facts, or the claim that these are deeply distinct cognitive
dyles, only that they represent different ways of thinking, where this may be taken to refer to
digtinct computationa ways of processing perception to create K-dructures, different ways of
structuring knowledge as a space of relaions on some substantive domain!

1.2 Cognitive Semantics.

The CS camp is manly concerned with two centra problems. One, the mentd
representation of the world and the relation of this representation to language; and two, the
interaction of the visud system with other conceptua systems. Within CS there is a tendency
to propose the collgpse of linguistic and cognitive descriptions.  For example, Jackendoff
(1983, 1987, 1990, 1992) often seemsto call for one of the classica components of language,
semarntics, to be coextensive with conceptud structures. It is et the level of conceptual structure
that the integration of the information between the linguigtic system (whose specific components
are now only phonologica and syntactic structures) and other cognitive systems (i.e., the visua
system, motor system, etc.) takes place. However more recently (1994) Jackendoff
digtinguishes more sharply between semantics and conceptua structure

The CS camp is divided on the issue of the autonomy of syntactic representation.  On
one Sde, identified with the Cognitive Linguistics movement and dso with what is cdled
functiondigt linguidtics, the autonomy of syntax is aandoned o that well-formedness conditions
of syntax are identified with conceptud wel-formedness conditions (Fauconnier 1984,
Langacker 1986, Herskovits 1986, Lakoff 1987). On the other side, work more rooted in the
Chomskian schoal of linguidtic theory, even though it does not completely represent the position
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recently stated by Chomsky himsdf5 (see Chomsky 1993), keeps the autonomy of syntax aive
(Jackendoff 1983, 1987, 1990; but see aso Cienki 1989).

The view of cognition that this school of thought seems to adopt is one of a modular
organization of mind, with interna modularity within the various modules as well (see Chomsky
1986 for the ennested modularity of language, modified and reduced consderably in Chomsky
1995). Specificaly, spatid information is first organized by our perceptud apparatus via
processes like edge detection, line orientation and texture segmentation (visua module 1), then
acted upon by avariety of processes including binocular stereo, motion, color and others (visua
module 2 — see Marr 1982). Findly, a complex aggregate of information is put together to
build objects or concepts/categories (visual module 3 — see Biederman 1990). The output of
visua module 3 has an internd dructure that is competible a the level of conceptud Structures
with the linguistic module via some correspondence rules.

Both schools seems to have some shortcomings that need discusson. The NWR
school assigns a week role to universal congraints (defined as ‘mere filters). On the contrary,
the linguigtic system is assigned a centrd role in shaping the conceptudization of spatid relations.
However, in spite of the “indefinite possible cultura variation” thet is hypothesized they have
been able to define only three, and some languages, e.g., English, have at least two (‘relaive
angles and ‘absolute angles') of the suggested three systems available to its speakers. In other
words, the data they themsalves present paradoxicaly support the hypothesis of a strong role
for the universal condraints. The demondtration of this will be a centrd part of the present

paper.6

5 The position just referred to is very close to Chomsky’s (1995). What Chomsky calls Conceptual
Necessity, he always qualifies as Virtual, so that for him the conceptual system stands simply as motivation
for, but not in identity with syntactic conditions of well-formedness; a functional similarity rather than a
formal identity.

It must be pointed out here that Jackendoff’ s enterprise was never concerned with lexical content, but
only with what he distinguishes as conceptual structure. Consequently, his project could easily accept this
differentiation between semantics and conceptualisation just indicated. However, it must also be indicated
that most of his work looks suspiciously more like lexical description than conceptual description, certainly
in the sense that the notation employed seems to be chosen for the way it fits with a logico-propositional
form of presentation rather than any other relational-computational system arguably more apt (see, e.g.,
Simon and Kaplan 1989 for a similar question in cognitive science generally) for one domain or other of
knowledge. We shall see what limitations this places on Jackendoff’ s treatment.

It is beyond the scope of the present paper to pursue the question how a proposed correlation between
modes of linguistic expression and cognitive styles and preferences is taken to mean that the latter
influences the former. Perhaps it is because, if the influence were not seen as going in that direction, one
might be forced to postulate that, after all, the various cognitive alternatives were themselves part of a set of
universals — a position we in fact take here. The most recent and best discussion of these problemsiis,
again, throughout Bowerman and Levinson 1991.
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As regards the CS school, we question their frequent conflation of semantics with
cognition. In fact, leaving aside the question of whether grammar must properly contain a
language particular lexicon, any lexicon must be a highly reduced and specidized recoding of
conceptud knowledge. Therefore, one mugt, after dl, identify a semantics, as digtinct from
conceptud sructure, with precisdy that lexica recoding (cf. Lehman 1985).

Moreover, the CS school argues that visua data and linguistic data become compatible
at the level of conceptud dructure. Thus, we are led to suppose that there must be common
processes and congtraints on these processes, that bring this Stuation about. An integration of
the descriptions of conceptud structures they offer with at least suggestions about the form of
the perceptualy grounded processes and condraints seems badly needed. The dternative,
following surely from the poorly ddinested distinction between semantics and cognition, seems
to be a sort of infinite regress, in which propostional expressons are accounted for by a
conceptua structures couched in the form of propositiona structures, which therefore must be
interpreted, again by propositiona structures, and so on.

The foregoing problems judtify the search for a different theoretica point of view that
may overcome them.

2. A Computational Approach to Cognition.

In an attempt to resolve the tenson between the two postions outlined we are
grounding the present discussion in a corpus of work (Dougherty 1985, Dougherty and Kdler
1985, Lehman 1985, Keller and Lehman 1991; but see also Keesing 1979, Talmy 1983, 1988,
Bierwisch and Lang 1987) that suggedts a different approach to these issues. Within this
approach cognition is concelved as computationd (cf. Balim and Wilks 1991; see dso Lang,
Cargensen and Smmons 1991), and abdtract. From this it follows that it is capable of
generating a range of ‘surface digtinctions (including linguistic and visua ones) that are not to be
confused with the whole of ‘thought’ or cognition in thet domain.

There is obvioudy some amilarity between our contention that we must digtinguish
between cognition and semantics and, say, Slobin’s (1987) notion of “thinking for spesking'. It
is not unprecedented to make some sort of digtinction between underlying thought itself and its
re coding for propositiona-form expresson. However, it is by no means clear that the smilarity
goes very far. In particular, we are not ready to assert that the lexico-semantic encoding isin
any interesting sense away of thinking, digtinct from the ‘deeper’ levd of thought, that people
commonly resort to, by-passing cognition proper, as some sort of heurigtic. It gppearsto us that
this view, which may or may not be what Sobin redly has in mind (for some common
reservaions about ‘thinking for spesking, see Levinson 1992:1-2), is insupportable and
unnecessary. Others, too (cf. Bierwisch and Schreuder 1992) make a distinction between
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(lexical) semantics and cognitive knowledge, but they do not characterize the latter in the sort of
computationa-intensona way we do here. Nevertheless, this didtinction may after dl be an
ingtance of a genera phenomenon noted by Jackendoff (e.g., 1992: Chapter 3), where there
may be a sort of lexicon of thought: a place where one stores highly conventionalised outputs of
thought that can be caled up rapidly so as to avoid the need to compute one's construa  of
something from scratch’ within the KS, just as one stores not just words but whole chunks of
conventiona congtructions so as not to have to generate every sentence as a novety.

In one sense, the ‘thinking for spesking’ view is a reverson to a non-trivia form of the
Sapir-Whorf hypothesis (cf. Werth 1992, where it is argued in favor of *‘thinking for spesking’,
thet fallure to dlow for a didinction at least between thought and merely thinking for spesking
amounts to making thought isomorphic with speech), againgt which we offer srong argumentsin
the present paper. On the matter of the arguments for and againgt heuristic mechanisms as
agang systematic logico-mathematical representations as a proper theory of cognition (e.g.,
Minsky 1985, Lave 1985, 1988), one of us (Lehman MS; #2 ) has argued esewhere that
heurigtic solutions necessarily subsist on a base of more systemeatic conceptudizations, which are
commonly resorted to at least to monitor and check on the results of heuristic calcultions, even
if it is frequently the case that people may find conscious reasoning with cognitive knowledge
dructures difficult, and be prone to error when doing such forma reasoning or caculation. After
al, the argument that people are not generdly very good at formd logica reasoning or even
moderately complicated arithmetic or elementary agebrais no more an argument againg these,
or something like them, as underlying cognitive cgpecities than is an argument agang
grammatica competence as a theory of linguistic knowledge based on the fact that people have
extremely imperfect conscious access to that knowledge.

Anyhow, the evidence that abstract knowledge structures are employed ‘on line€ not
directly but rather through specific outputs, arguments, theorems, or whatever they generate is
aufficient to take care of the distinction between abstract cognitive thought and the output
thoughts we encode directly in speech. It does not follow that even these cognitive K-structure
‘theorems’ are themsalves necessarily propositiond in character (see Smon & Kaplan 1989 for
a survey of the arguments for and againg the idea that something on the order of the
propositiona caculus might plausbly serve as the computationd formaism for theories of
meaning and thought). The argument here is quite Imilar to the argument that the various ways
we can speak of a gtuation or event is bound to be underlain by differing ways of perceiving
and conceptualizing that event or dtate of affairs. To this extent, it is reasonably clear that lexico-
semantic representation is computationally inadequate as a candidate for even this sort of
‘aurface’ thinking. The reason isthat it would then be necessary to suppose that lexico-semantic
representation directly incorporates al those encyclopedic associations, possibly infinitely many,
that lie behind any given understanding of a given dae of affairs that is itsdf represented in
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articulate speech7. Such a suppostion is intolerable because it requires massive redundancy in
the mentd lexicon; ultimately, the same (possibly infinite) net of associations would have to be
found in each rlevant lexicd representation (and possibly in dl lexicd entries, in o far as the
encyclopedic knowledge of anything sooner or later extends to everything), which might indeed
entall an infinite regress problem of the kind connected with the mutua knowledge paradox (cf.
Bdlim and Wilks 1991) and hence, arguably, the impossibility of finite lexica representation at
al.

In order to exemplify and test the view of cognition just endorsed we choose to dedl
with the domain of space for the reasons sat forth in the Introduction. The more abstract,
mathematica trestment of al that here followsiseft to the Appendix, in order that our argument
may be made accessible to readers uninterested in, or put off by technicdities and even quas-
forma proofs.

3. English Spatial Prepositions Revisited.

We need to test the formal, absiract means of attacking this kind of problem by showing
that it can be extended to related sets of problems for understanding spatia concepts and thelr
language expressions. We shal ded with the prepositions because it has been held controversd
whether or not the naturd language evidence they provide favors or disfavors a universdidtic
theory of spatiaity. We shdl show, that our computationa gpproach alows us to resolve this
issue. We begin with some substantive issues, and then state our assumptions with especid
regard to certain primitive concepts, eg., PLACE, LOCUS and others, basing on, but going
beyond Jackendoff®,

Let usfirs introduce aset of sentences:

7 Onthis Jackendoff (1992) has a good deal to say in connection with the observation that the ‘implicit’
arguments of a predication are likely to be far more numerous than the expressed arguments of the relevant
proposition.

8  Wewish to start from Jackendoff’ s treatment and see where we can take it by putting it in a certain kind
of geometry-topology framework that both links it better to perception and to a system of concepts not
inherently tied to propositional form and its logic, and allows one, to draw a richer body of empirically
meaningful conclusions about spatiality. Where we take this is to make it clear that certain supposedly
fundamentally different natural language systems for representing certain spatial concepts are really not all
that different at a conceptual-perceptual level; that these phenomena, when thus analysed offer no support
for any sort of deep conceptual/perceptual relativism. Note particularly that we start out solely in order to
handle the English facts themselves and not in order to make English more like languages that seem to
express space quite differently. It is, then, a considerable confirmatory bonus that the machinery we need for
a proper treatment of the English, also in itself bridges the gap to those supposedly very different systems
for the linguistic expression of spatiality. In fact, what the machinery does is effectually predict the other
systems as possibilities, by quite direct theorems. And any good theory of a domain is necessarily, as
Chomsky has said again and again, atheory of the class of possible phenomenain the domain.
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(1) a Mayaisa thepool.
b. Mayaisonthetable.
c. Mayaisinthecar.

We have kept the syntax of (1) uniform so that specific features of the prepositions can be
highlighted. We firgt notice that dl sentences in (1) have two NP arguments, one a thematic
subject and one the object of a prepositiona phrase. What the prepositions are doing in (1) is
expressing a relationship between the two objects’ denoted by the two NPs. Tamy (1983:
230), before dedling specificaly with this relationship, introduces the concepts of ‘primary’ and
‘secondary’ objects. He cdls the primary object ‘figure and the secondary one ‘ground’ in
Geddt terms asfollows:

The Figureisamoving or conceptualy moveable object whose site, path, or
orientation is concelved as a variable the particular vaue of which isthe salient
issue.
The Ground is a reference object (itsdf having a stationary setting within a reference
frame) with respect to which the Figure s Site, path, or orientation receives
characterization. (Tamy 1983: 232)
We will use the two concepts of ‘figure and ‘ground’ interchangeably with ‘primary’ and
‘secondary’ object in the following discussion.

The meaning of English spatia prepositions has been investigated by severa scholars who
have chosen to consder different onesas ‘basic.” Clark (1973; but see dso Lyons 1977: 694)
saysthat ‘at’ isthe amplest, but does not explain why (p.17 and 26). Fillmore (1975), smilarly
without explanation, indicates ‘a’ as the ‘basic’ one (p. 41). Miller and Johnson-Laird (1976)
at leest say thet “at’ dlows more spatia freedom (p. 387) than any other they andyze. Findly,
Herskovits (1986) defines‘at’, ‘on’ and ‘in’ as “the three basic topologica prepositions’.

Let us now look at the ideal meanings proposed by Herskovits (1986) for the spatid
prepositions ‘at’, ‘on’ and ‘in’:
(2) a‘a’: forapoint to coincide with another

b.‘on’:  for ageometricd congtruct X to be contiguous with aline or

asurface Y; if Y is the surface of an object Oy, and X is the space occupied by another

object Ox, for Oy to support Ox

c.‘in:  induson of ageometric congruct in aone-, two-, or three-

dimensond geometric congtruct

9 By the word ‘object’ we shall mean attributed existence in some universe of discourse existing in a
possible world, either concrete or abstract, real or imaginary.
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The firgt thing we notice in (2a) is that the concept of ‘point’ is introduced and Ieft to the
interpretation of the reader. We need the appropriate mathematical context (projective
geometry and dgebraic topology), assumptions, and theory to make ‘point’ explicitly
meaningful. By taking ‘point’ serioudy, we can connect it with other idess “ sufficiently abstract”
(Lehman 1985), so thet, taken together, they give us atruly deductive framework.

Secondly, the meaning of ‘&’ is literdly trandated by Herskovits as ‘to coincide” We are
not, however, provided with any grict interpretation of the meaning of ‘to coincide ether, o
that the whole definition of ‘at’ is left floating on its interpretation by the reader. Furthermore,
giving ‘to coincide’ anai ve meaningl0 has certain consequences.

If “to coincide’ means to ‘occupy the same space,” how do we interpret sentence (1a)?
Do dl the points geometricaly characterizing the pool coincide with dl the points geometricaly
characterizing Maya, or vice versa ? Nether is necessarily, or even ordinarily the case.
Moreover, if ‘to coincide means ‘to be very close in space, then, this meaning is also part of
the meanings of the other two prepositions, ‘on’ and ‘in’. But this Smilarity of meaning is not
indicated at dl by the three definitions provided. Then, we definitely need to look further into
the meaning of ‘a’ and try to clarify what Herskovits has left unexplained.

The definition of the preposition ‘on’ remains obscure. The definition of ‘on’ expresses two
different relationships in two specific spatid configurations between different types of
geometrica congtructs (point, line, plane, solid). One infers that either ‘on’ has two meanings
or that a possible more generd meaning (relaionship expressed by ‘on’) is being left
unaddressed. The former conclusion is unlikely (though possible) and the second one will later
be seen to hold.

A gmilar comment to the one about the reduction of the meaning of ‘at’ to the verb ‘to
coincide’ can be made about the proposed definition of the preposition ‘in’. The meaning of
‘in" is reduced to ‘incluson in’ that contains a double repetition of ‘in’ (affix and preposition)!
The reader is left to rely on intuitions indead of on forma darity in the description. We will
need, then, to look for afurther andysis of the preposition ‘in’ aswell.

10 Technically, folk ‘meanings are not necessarily meanings at all, in the sense of the way something is
really understood in afull K-structure; they arein fact conventional ways of talking about cognitive material
the ‘folk’ may not have conscious or articulate access to. It is only on a (neo-) behaviourist view (following
the Flip Wilson principle for theorising about mental phenomena, that ‘what you hear iswhat you get’) that
one comesto call these things ‘ meanings.’
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3.1 Objects and Points

Before looking into the relationship that the preposition establishes between the primary
and secondary objects, we have firgt to look at the two individua objects, in order to judtify
their reduction to ‘points’ We notice that whatever object we subgtitute in (18) (without
violating semantic condraints), for either argument position or both, the relationship expressed
by ‘a’ does not change. Infact, atree can be ‘at the pool’ aswell as‘abug’ can, whilst Maya
can be ‘at the door as wel as ‘at the desk’. The sze, the shape, or indeed any
geometrica/topological property of the two objects does not affect the type of spatia
relaionship ‘&’ is expressing. We are thus entitled to consder any and dl objects entering this
gpatia relationship as generic geometric congtructs and the choice of a*point’ as an gppropriate
subgtitution for any object is thus plausible. Support for that choice will ultimately come from the

definition of LOCUS in projective geometry, where an arbitrary point is taken to represent the
whole object.

Anather important festure of the two objectsis noted by Tamy (1983):

... the second object can be used as a reference only by virtue, in a recursive manner,
of its own known spatial digposition with respect to the remainder of the scene. This
is to say that those gpatia characterisations that are expressed overtly (as with
prepositions) ultimately rest on certain unexpressed spatid underdandings. (Tadmy
1983: 230)

One of the ‘unexpressed spatid understandings s that they are dways in relationship with
some abdtract spatid configurations in a particular, possble world!l. Characterizing these
gpatia configurationsis one god of the present work.

3.2LOCUS and PLACE.

Wha reationship is‘a’ setting up? (on an intensondist view, ardétion is congructed and
tested against a possble ingantiation) Frg of dl, ‘a’ indicates that we are deding with
LOCUS. The two objects are related to LOCI in the world. We must therefore clarify how
LOCUS differsfrom PLACE!2. The PLACE of an object is plausibly consgtrued in terms of the
actual amount of space that it occupies, thus, equivaent to, or properly containing the spatia

11 Weare here using the term ‘possible’ world just in the sense in which the ‘real” world has a privileged
character as the unique domain of truth-value instantiation tests. See Lehman (MS) and Ballim and Wilks
(1991) for more on thisissue, which is grounded in the distinction between aradically intensional as against
a conventionally truth-functional, extensional view of semantics and meaning. Strictly speaking, from an
i ntensional-computational point of view, all ‘worlds’ are ‘imaginary,’ even though in only one is defined as
the one in which observational evidence is to be sought for the truth of propositions about it. We shall,
however, not invoke this distinction below except whereit is strictly necessary.
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extension of the object itsdlf. Itis, in other words, a relationship between the object and space.
In more precise mathematica language a PLACE is a possibly ounded neighborhood of
interior points containing dl the points defined by projecting into space (eg., two- or three-
space) dl the points, say, on the surface of the object. That is the set of dl points within the
boundary of an object, or its projection (including the boundary points)13.

The LOCUS of an object in projective geometry is defined at a more abdtract level thanis
PLACE. LOCUS isthe result of a projection, or collapsing, of a PLACE onto any one of its
interior points, or the projection of that point. A LOCUS, then, is a neighborhood of possible
projection points, the lower limit of which is one point (for an object that is itself a point) and
any oneisan agebrac ‘ided’ of the whole. Thus, while PLACE is defined by the size, shape,
and specific geometry of the object, LOCUS is not and, thus, can be arbitrarily reduced to a
point by the application of a choice function for the idedl. Moreover, where PLACE is drictly
related to the perceptua information that characterizes the objectsin the world, LOCUS isfree
of perceptua congraints.

The concept of LOCUS and the concept of PLACE are rigidly and asymmetricaly
connected. A LOCUS can itsdlf be taken as a PLACE, but the other way around is not

12 InEnglishit is possible to take advantage of the two lexical itemsjust used, ‘place’ and ‘location’ (the
colloquial correspondent to ‘locus’) to make a distinction (even though many speakers do not ordinarily
meke it in ordinary discourse). In other languages, e.g., Italian, the lexicon does not help. This, however,
does not keep Italians from being able to conceptualise the distinction. We will return later to this difference
between language (lexicon) and conceptualisation.

13 We could observe that (a) a ‘place’ is in fact a very specia sub-instance of ‘thing,” and that (b)
whereas in the general case any ‘thing’ simply defines a PLACE, in the particular instance a PLACE, as a
kind of ‘thing,” doesn’t need to define a PLACE, since it already is a place by its inherent conceptual-
semantic nature, or features of representation. Or, in simple English, we would not put into this sub-formula
anything like, say, *[Placey] -> [Place 4], because the subscript index has no set-theoretical interpretation

here independently of the conceptual semantic representation of the term in question. Again translating into
plain English, ‘a PLACE has no meaning save as the place of, or relative to some THING or some one;
abstract bits of space are not themselves places, from which it follows that there can be no set of places
defined inherently.

It remains, nevertheless, somewhat puzzling that a word like English ‘place’ is not in the class of
indexical shifters. It isa‘thing’ that defines a point-in-space, i.e., a PLACE, so we can say ‘at aplace’. We
think, however, that English ‘place’ refers to any PLACE defined by some, possibly unspecified ‘thing’. If
so, then ‘here’, ‘there’, ‘now’, and ‘then’ at any rate are purely derivative shifters, as ordinary usage
suggests, boiling down to this place, that place, this time, that time. However, no equivalent reduction of the
shifter class is possible for the personal pronouns and/or the demonstratives. For these we want the
formula, given our general remarks about indexicality, [PLACE] -> [PLACE / ‘thing’], where the slash (/) is
made to indicate that the place is defined ‘relatively to’ a certain thing, or perspective. This needs lots more
work, but it issurely in the right theoretical spirit. The notation is essentially taken from Jackendoff’ s work.
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possible: where sets of points ‘collapse’ onto points, points cannot ‘collgpse’ onto sets of
points. Theformer relation is afunction and the latter a one-to-many relation.

We gtart with the perception of a place, or abounded space (of any object). All the points
indde that boundary we address as a PLACE. We apply a choice function to the set of al
points making up that PLACE and we derive a LOCUS (a point)14.

The fine digtinction between the two concepts is highlighted by the type of adjectives that
the two nouns alow, respectivey.
Thus,
(3) a Thisisabiglong place
b. Thisisabeautiful place
c.? Thisisahig/long locus (location)1>
d. Thisisabeautiful locus (locetion)
e.
It seems that while PLACE can be modified by adjectives entailing a specific geometrica
description, LOCUS cannot readily do so except when we take ‘location’ to be a high-
sounding subgtitute for PLACE.

The suggested digtinction between PLACE and LOCUS points towards a separation of
linguistic and conceptua representations, or between language and cognition. In fact, any Noun
(N) represents an object (in our sense, see Section 3.1) and this latter occupies some spacet.
Thus, the possibility of treating any object as a LOCUS dready indicates that some further level
of representation digtinct from the linguistic one has to be postulated. Further discussion aong
this line will be introduced in the invedtigation of the axiomatic contents of English spatid
prepositions below.

Let us, however, go back to the prepostion ‘a’ and its role as expressng a relaion
between two objects.

14 1t must be pointed out at thisjuncture that what just described is high congruent with the way in which
the visual system is described to work in the literature about vision, e.g. see Marr (1982); Biederman (1990);
and Churchland & Sejnowski (1992).

15 We are showing in parenthesis the word ‘location’ as an everyday discourse (American, though not
necessarily British English) substitute for the more technical term ‘locus'. .

16 |nthe case of abstract Nouns, the SPACE to be referred to is not physical but of adifferent nature.
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3.3 The Axiomatic Content of ‘At’.

The prepodition ‘at’ expresses some relation between two objects unaffected by any
geometrical feature of the objects themsaves, and hence between the LOCI of the objects and
not between their PLACEs.

We know that when an object A is concelved as ‘at’ another object B (where B may be a
PLACE taken as athing and projected to a LOCUS) it has to be in the neighborhood (including
its interior) of B, that is, ‘closg’ to B. How close? The answer is pragmeatically constrained or
determined. If we say that | am ‘at the park,’ | may be a an interior point of the park or, a a
limit, near its border. Thisis because we know that a park has a spatid extenson that one can
go into. If we say that | am ‘& my desk,” we know that | am not amongst the interior points of
the desk but | am canonicaly very dose to it and a a limit in contact with it. The possihility,
then, of two objects being in each others vicinities, one ingde the other, or just with ther
respective bordersin contact is not determined by the preposition “*at’. It isthe knowledge we
have about the two objects and the condraints that this knowledge imposes on plausible
rel ationships between them that provides the necessary construal. 1n other words, if we say that
‘Xisa Y’', X may beingde, in contact with Y, or in the vicinity of Y that does not include its
border or interior. But, when we substitute any two objects for X and Y, then, the knowledge
about these objects will determine the possible types of rdationship and the appropriate kinds
of closeness..

Furthermore, since ‘at’ addresses only LOCI, we dways have the possibility of conceiving
the two objects as two points. Then, we conceive the area (vicinity) of the LOCUS (in any
direction and including the LOCUS) of the secondary object (ground) as its neighborhood,
again with boundaries pragmaticaly determined. Findly, we consder the LOCUS of the
primary object (Figure) as a member of the set d points making up the secondary object’s
neighborhood. It is easy to see how, on this assumption, we can collgpse into coincidence the
‘contact’ or ‘in theinterior’ cases.

In our attempt to look into the meaning of the prepostion ‘a’ we have been able to
highlight the following:

‘a’ indicates a patid relationship between two objects

the relationship is between the LOCI of the two objects

the primary object isin the neighborhood of the secondary object

neighborhood includes vicinity (grester than zero distance) between the two objects
neighborhood includes contact (zero distance) between the two objects
neighborhood alows one object in the interior of (insde) the other
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neighborhood's border is pragmatically determined
We can now assign the following meaning to ‘at’:
(4) *at’: for LOCUS (of) A to be in the pragmatically determined neighborhood of
LOCUS (of) B

Thus, any two objects occupy two different PLACEs, even though, these PLACES may be
in a relation of closeness or incluson or contiguity or partia overlap. The specific spatid
reationship between those two PLACEs is smply not addressed. We condder just the
uningtantiated LOCI of the two objects. In fact, it isonly the LOCI of the two objects that may
be conceived as points and consequently be a a limit in a coincidenta relationship: o,
Herskovits s and others ‘ coincidence definition’ turns out to be alimit instance only. PLACES
asindantiated LOCI cannot be put in that type of reationship. A PLACE entails an object (or
its absence), and as such isunique in the world. There can be objects that are exactly the same
in Sze, shape, gppearance, €c., but each PLACE they define is nonetheless distinct, so that
PLACEs may only beat alimit in an ‘equivaency’ relationship.

By keeping the concept of LOCUS distinct from that of PLACE we seem to have
achieved sgnificant clarity with aview towards understanding the meaning of ‘a’. Note, too, if
Alis‘a’ B, and a least hasits LOCUS ‘a’ one of the interior points, including the boundary
points, of the set of projections of the points of B, then we understand that we have chosen as
the LOCUS of B the point coincident with the chosen LOCUS of A. This, we submit, is what
makes the ‘coincidence case more or less prototypical for ingtantiations of ‘a’, where
prototypes (cf. Lehman 1985) are not to be taken as defining their intensional categories.

Let usnow look at the following sentences:
(5) a Mayaisatthedesk
b. Thedekisat thewal
c. Mayaisa thewal

If (59) and (5b) are true, it does not mean that (5¢) is necessarily a plausible implicature
pragmaticaly. This can be cdled the ‘trangtivity’ problem. If A =B, andif B=CthenA=C
by the trangtivity law, but this does not necessarily apply in (5), where ‘a’ is not the
relationship ‘=".

For Mayato be ‘at the desk’ her LOCUS is in the pragmaticdly immediate neighborhood
of the desk, at alimit as close as materidly possible (contact in this case). The sameis true of
the relaionship between the desk and the wall. However, the two pragmatically determined
neighborhoods may not motivate trangtivity. The distance of Maya from the desk (zero a a
limit) does not put Maya automdticdly (trangtively) into the pragmatic neighborhood of the wall
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because the limit of her relation to the wal is contact and contact is precluded by the
intervention of the desk.  Only if we collapse the three LOCI of Maya, the desk and the wall

onto three points, does the trangtivity law gpply. Consequently, for the prepodtion ‘at’

trangtivity can always be posed as alimit posshbility. The other cases have to be disambiguated
by the pragmatic qualification of distance within the neighborhood expressed by ‘at’.

In more formal terms we can say that where Maya's LOCUS is chosen from a set of the
points making up the neighborhood of the desk, and where the desk’s LOCUS is chosen from
a set of the points making up the neighborhood of the wall, trangtivity can gpply because then
the two sets above are equa. Note the independent evidence for this conclusion: let object ‘C
be a‘region’ and not a thing like the wall, e.g., ‘the back of the room.” Now the implicature
under examination follows because the *back of the room’ isitsalf akind of neighborhood such
that, anywhere the desk is in that neighborhood brings it about that the neighborhood of the
desk is part of that of the room. Or, in somewhat other terms, ‘wals like ‘rooms have
pragmaticaly limited, bounded neighborhoods — you can't get nearer the wall than right up
agand it, so that its neighborhood is one-sidedly bounded. neighborhoods themselves, of
course, have no such properties.

The definition in (4) can be checked by looking into the consequences of its negation:
(6) Mayais not at the pool

This denies neither that there is a goatid relationship between Maya and the pool nor that
the two LOCI (Maya's and the pool’s) are in some type of raionship. Any LOCUS or its
indantiction is in a gpatid reaionship with whatever is not itsdf, by smply the Law of the
Excluded Middle. Maya s thus implicitly defined as being ‘ somewhere other than the pool.’
Idedly, any LOCUS is ‘a’ another LOCUS. What is being denied is the membership of the
LOCUS of Maya within the set of points that congtitute the neighborhood of the pool with a
pragmatically determined boundary. In other words, what a spesker would consder the
appropriate distance between the two objects for one of them to be ‘at’ the other is not
satisfied. (4) accurately entails what ‘not at’ indicates, thus, further confirming the correctness
of (4).

We will now look a some controversa sentences. Let us dart with the following
sentence:
(7) Thefishisa thebdl
The definition in (4) dlows this sentence even for a description that findsthefish ‘inthe bdl’ in
the real world, but we know that, if this were the case, we would not use ‘at’ in our sentence
but ‘in’. Why?17

17 We have to thank Alessandro Zucchi for pointing this sentence to our attention.
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The firg time we heard this sentence we thought that the fish being referred to was a
wooden or meta one lying next to the bl or that it was a swimming fish that was now going by
abdl (that was in the water as well). When we were told that after dl our definition would
dlow that sentence as a description of ‘a fish in the bdl’, we were somewhat puzzled.
However, dfter a little thought it gppeared clear to us that the phenomenon was not due to
problems with our definition, but with language use or pragmétics.

If there isalesson that structurd linguidtics has taught us, it is the fact thet linguidtic items as
elements of the linguistic system never acquire meaning in isolation but aways in relation to other
edements. In this case the fact that English has alexicdized form for one part of the meaning of
‘a’, thet is, the spatia preposition ‘in’ for inclusion (see alater section of this paper for amore
exact definition of ‘in’), presents the speaker with a choice that adds new pragmetic meaning to
the prepogtion eventudly chosen.

In short, according to Grice's (1975) maxim of Quantity we would expect the speaker to
choose ‘in’ if thefishisin the ball. If, however, he does not chooses ‘in’, then, we will expect
the Stuation to be different (the fish isnot in the bal). Consequently, the idea of a non canonicd
fish (as awooden or metd object) can be investigated by the listener or that of a non canonical
‘at’ that isindicating a POINT in a PATH aong which the fish is moving (see a later section of
this paper on the definition of PATH for further darification of this point).

Sentence (7), then, does not affect the content of the definition proposed in (4). On the
contrary, we are sarting to see how productive that definition can become in disambiguating
sentences like (7) where pragmeatic phenomena participate to the construction of the meaning of
the sentence.

Thefollowing two sentences!8 need some further investigation:
8) a *Xisa Maya
b. *Xisat Alabama

In order to darify the incorrectness of the first sentence, (8a), in spite of the definition
provided of the prepogtion ‘at’ in (4), adigresson on proper names and reflexivity as proposed
by Lehman and Namtip (1985) and Namtip (1989) needs to be introduced.

Any name (like areflexive) is an identity function on the set of persons (could be one). As
such it is equd to the person, but not identica to that person. Thet is, aname is nothing but an
identity element that is desgnated as a privileged member of the set of whatever you are taking

18 We have to thank Paul Kay for pointing out to us these two sentences.
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about (object, person, etc.). This identity function creates an element (that is, a name) whose
level of abgtraction makesit differ from some properties of the set onto which it is gpplied.

Now, if any person as an instance of an object (according to the definition adopted)
defines a PLACE it must be possible to express this fact. The following sentence does exactly
this

(9) | amatthe placewherel am
However, if we use areflexive, the sentence becomes odd:

(10) *1 am at the place where mysdif is
In other words, what the two sentences in (9) and (10) show is the fact that reflexives (aswell
as names) are the result of the gpplication of the identity function on the set referred to and as
such they loose some properties of that set. They occupy a different abstract space than the set
they derive from.

By reference to the distinction introduced above between the concepts of PLACE and
LOCUS, a person is an object that defines a PLACE that can become a LOCUS via the
application of a choice function. However, a name as the result of the application of an identity
function seems to escape the possibility of a further gpplication of a choice function so to
become aLOCUS.

Put in a different language it can be said that a name is an abgiraction on a person and as
such cannot be abstracted again to become a LOCUS. This is because a name is not the
canonicadl PLACE onto which the choice function can aoply. Then, it retains as much
characterigtics of a PLACE to bar the possibility of the spatid preposition ‘a’ (defined as a
sngle function onto two LOCI in the definition in (4) above) to apply.

The following figures may help to darify the point:

object/place equal person/place

Figure #1: From object/person to LOCUS

\
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not allowed /T\
4—— person/place

Figure #2: From nameto LOCUS not allowed

Ho

What dl of the above leads to isto the fact that the proposed definition of ‘at’ can be kept
and the respongbility for certan expressons not being dlowed can be assgned to
characterigtics of the nominal (proper versus common name).

Thereis an interesting Sdelight on the foregoing. Persons themsalves seem commonly to be
understood, somewhat like names, as abdract entities, entities in a ‘space’ digtinct from
ordinary geographicd 3-space. Persons have ‘sdves, identity dements, and these may be
understood as occupying PLACES, with attendant LOCI, in 3space, much as do bodies,
indeed, in some languages, eg., Tha, the ordinary reflexive ‘sdf’ word is identica with that for
‘body’, athough of course philosophicaly one may aso understand the ‘sdf’ to be some
enduring ‘essence transcending the temporaly mutable body (‘one's true seif’). In any case, it
is clear that a person (represented by a proper Name or a persona pronoun) is indeed
‘esawhere’ than in 3-gpace in as much asit is common in many languages that a person cannot
be spoken of asaphysica place or location.

In English, for instance, something can be ‘with’ me, even ‘o’ me (understood as ‘on my
person’ in the case meaning my physica body) but not at me. In some languages, eg.,
Burmese, to say the equivalent of ‘[something is| at me' (cun-do hma AUy 6—F ad 1 [,
— hma, the locative postposition) is understood as being something other than physica
location, possession in fact. And while | may ‘speak’ to someone, and in general mark a person
by the to indicating Smply thematic god-dative (give something to him [thu. kou ©..0A¢;»—
kou, the oblique postposition] involving a transfer of abstract possesson rather than of
physical location) of an indirect object, and even throw something to him (thu.kou), I ought to
‘send’ something (purely physical transfer) to hispresence (thu. hsi kou ©..00; A¢»), ared
PLACE in 3-space, the one his ‘sdf’ or body occupies, or may occupy, just as| can send it to
his house, his office, and so on. Moreover, as mentioned above, whilst | can use the locetive
postposition after a personal name or persona pronoun (e.g., cun-do.hma — I-at), this can
indicate only existential location, once again in some abstract gpace involving other than mere
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physical presence. Burmese does not have a verb meaning ‘have’ and so to say that ‘| have
something, | need to say ‘It is at me' (cun-do.hma hyi.te AUy 06— se——¢ .1 ° = —
where hyi. is the exigentid locative verb sgnifying that something or someone exidts, entailing
that it exists somewhere, of course, in some space or other. So, if | say ‘| have [some] money’
(cun-do.hma paishsan hyi.te AUy6—dEee—O12adi»U- 6—~£ 02 paishsan =
‘money’, -te = realis modd ending), | may add, somewhat sarcadticdly, ‘da-bei-me.
(however) mapa-hpu:” T g@1° —F-C-CF6ei..2 meaning ‘but it's not actudly with me
(pa averb meaning ‘to be immediately present’, and ma ... hpu: negation). Thisis a sandard
evadve reply to the begging question, ‘Have you any cash?. All this gppears to involve some
rather complicated conceptua mapping between ‘spaces of one kind and those of another,
where only one is geographica/physicd 3-space, atopic we cannot pursue further in the present

paper.

Let us now look a sentence (8)b. We are immediately reminded of the fact that ‘at
Urbanal®* would be acceptable in the same sentence. Why is*at Urbana acceptable and **at
Alabama s not?. Wadl, firg of dl it is a problem of English and not of other languages like
Tongan (Austronesan, Polynesian), where the only locative ‘i is used for sentence like ‘at
Alabama and ‘at Urbana.

Second, in order to answer the question we need alittle digresson on the conceptudization
of placesvisavisSze. In English places are conceived in an hierarchy garting with the smaller
non andyzable unit that will be caled ‘community’ (whose Sze varies with discourse contexts)
and building up to town, county, State, nation (thisis a smplified hierarchy, but sufficient for our
purposes). Each higher unit includes a number of the lower ones. In other words, a community
isaset of places, and any other higher unit is a power set on the basic ‘community’ st.

Agan, as for a Name, dl the properties of PLACE are kept at the ‘community’ level and
as such the choice function can apply and make the PLACE aLOCUS so that *at’ can be used.
In al the other cases the abstraction aready applied to the basic * community’ concept deprives
the derived concept (e.g., nation) of some propertiesto be considered a proper PLACE. Then,
the choice function does not apply and ‘at’ cannot be used insofar as no LOCUS is obtained.
In cases where ‘at’ is used for say, Alabama, (take an astronaut looking down on earth and
dating that an arplane is ‘at Alabama) this is the result of the fact that the basic ‘community’
concept has been sretched by the context of the discourse so as to override the hierarchy. In
other words, Alabama has become a plausble minima unit of a new hierarchy dictated by the
context (i.e. state, nation, continent, planet, etc.). As such the choice function applies to
Alabama thus making it a LOCUS with the consequent acceptable use of the preposition ‘at’.

19 Urbana, Illinoisis the town where University of lllinoisislocated.
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It has become clear that this discusson needs further space, but it will be interrupted here
for the time being. We have been able, however, to show how the definition of ‘a’ in (4) has
stood up in the discussion of sentences that gppeared to undermine its vdidity, and at the same
time it has simulated profitable speculations and interesting connections with other linguistic
research. Furthermore, the explicit requirement that the preposition ‘at’ imposes on its two
arguments (nouns, objects) as LOCI on one hand supports our suggestion of the digtinction
between PLACE and LOCUS, and on the other hand provides further evidence for the
necessary separation of linguistic and conceptua representations.

3.4 The Axiomatic Content of ‘On’.

Building upon our discusson of ‘&', we now look into the meaning of the preposition ‘on'.
The firgt thing we notice is that LOCI (locations) are not usualy ‘on’ each other (or ‘in’ each
other). The locative relaionship expressed by ‘on’ is between two instantiated LOCI, or more
samply, two PLACEs. Let usrecdl that a PLACE is occupied by an object and that a PLACE
(or an object) isaset of points within a boundary. What is then the specific spatid relaionship
thet ‘on’ Sgnifies?

In dealing with ‘on’ we cannot use the concept of neighborhood as we have used it for
‘a’, even though for two objects to be in the spatid relationship expressed by ‘on’ they must
be in each other’s neighborhood, or more exactly, one has to be in the neighborhood of the
other. This neighborhood, however, is restricted to a specific form, or alimiting case. The two
objects have to be in CONTACT. By ‘in contact’ is meant that at least a bounding interior
point of the primary object has to be a the limit of closeness (zero distance) from a bounding
interior point of the secondary object. The meaning we have just indicated for ‘on’ was, of
course, one of the possible ones described for ‘at’.

The necessty of lexicdizing this specific case may have arisen from the fact that the two
objects now involved in the spatia relationship could not be trested as LOCI insofar as some of
their geometrica characterigtics are rdlevant. Minimally, in fact, a digtinction between ‘ border’
and ‘interior’ of the two objectsis rdevant. Notice that this distinction is not possible when an
object is addressed asa LOCUS

In our brief excursusinto the meaning of the preposition ‘on’ we have been adle to highlight
the fallowing:
‘on’ indicates a gpatid relationship between two objects
the relationship is between the PLACEs of the two objects
the primary object isin the neighborhood of the secondary object
the two objects are in CONTACT with each other
Therefore, we can assgn the following meaning to ‘on'’:
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(12)'on’: for two objects to bein CONTACT with each other.

What is involved is in some sense gravitationd contact: Maya, however much in contact
with the desk is not ‘on’ it unless she is said to be, for instance, leaning on it, stuck to it, or
else in non suspended contact with its upper surface, and so on. Anything is‘on’ the desk, if its
contact with any possible (outer?) surface of the desk is gravitationdly or otherwise adhesve
contact with that surface.

We prefer ‘in contact’ to HerskovitS's ‘contiguous because ‘contiguous seems to
implicate rather contact extending over alinear area continuoudly.

A brief discusson in Clark (1996) of the different use of ‘on’ and ‘in’ in certain American
and British expressions helped us grasp the reason that might have led Herskovits to maintaining
her definition of ‘on’ in digunctive format. The following paragraphs atempt to provide some
further support for the suggested definition of ‘on’.

(12) a Thehouseison Vine Street (American)
b. Thehouseisin Vine Street (Britigh)

How does it hgppen that in American English the house is not in contact with the street and
yet the language il dlowsthe use of ‘on’? Let us consider the street as aline and the house (at
least asde of it) as defining aline ssgment. The British speaker will consider the house/segment
as part of the ling, that isto say any line of points running dong and within the boundaries of the
dreet, and in particular one chosen as running aong the edge containing the relevart edge of the
‘house, and thus use the prepostion ‘in’.  The fact that in Britain nowadays typicad houses
have pavements (American ‘Sdewaks') and even front yards separating them from the roadbed
that ultimately defines something as a Street becomes rrdevant insofar as a house is then
conceived as incuding the front yard, and the pavement as a properly included extenson of the
Sreet. Put more smply, a street, on this construd, * properly contains' dl the ‘lines just referred
to.

Why then does the American spesker chooses‘on’, and not ‘in’ asin British English? The
answer lies in the chosen construal of the concept ‘street’. Where the British spesker has been
suggested to be reducing a dtreet to aline, for the American this reduction is not appropriate (at
least in this context). The street must be conceived as aribbon with a house (including its yards)
‘in contact” with it. Consequently, the choice of ‘on’ appears obvious and appropriate. Since
Herskovits did not address this reevant issues of conceptudization she was led to the
unnecessary digunctive character of her definition of the preposition ‘on'.

Before dlosing this discussion of the intenson of the preposition ‘on'’ it is worth looking into

acouple of phrases pointed out to us by Alessandro Zucchi (persond communication to G.B.):
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(13) a thewindow on Vine Street
b. the bridge on the river Kwai

Thefirg phrase, (13a), is common usage in both British and American English. According
to the previous discusson we would have expected the British usage to be ‘in Vine Street’, but
thisis not the case. What has changed that is justifying the use of the preposition ‘on’ instead?
Further discussion of the issue needs to be added below.

If we think of the discusson introduced above between the British and the American
usages of ‘in’ versus ‘on’, we can comfortably say that the geometry involved was possibly
within one plane. That is, we could think of a house as a two-dimensiond object to be related
to aline or aribbon on the same plane.

When we introduce the ‘window’ concept a vertical axis and plane are added. Then, in
the case of the British conceptudization of dreet, this latter becomes at least a plane, and in the
American case it becomes a three-dimensond solid. It is the plane that the window belongs to
that is put in aspatial relationship with the plane of the street. This is confirmed by the fact thet,
in such expressons ‘on’ can commute with ‘onto’, signifying that there exists conceptudly a
line-of-gght projecting from the window and passing to, or through the plane of the street. The
American case follows from what just pointed out for the British case.

The second phrase, (13b), has a somewhat different account. We cannot say that the
concept of river necessarily includes its banks so as to judtify the possibility of ‘contact’ when
the bridge does not touch the water. This reasoning would lead us towards a description of a
person ‘on ariver bank’ asbeing ‘ontheriver’ aswel. And thisis wrong in English.

What can be seen as a possible solution is to look back at the way in which bridges have
historically come into being. Bridges have not aways been the aeria structures we know to-
day. They have often rested upon piers that themsdves rested in the bed of the river.
Consequently, it may be suggested that the possibility of lack of ‘contact’ in some of the bridges
we experience nowadays does not (yet) affect the use of ‘on’ here. In any case, of course, we
aso have the expression ‘over’ ariver; moreover, the use of ‘on’ in this instance seems rather
gpecidized to one or two actua or imaginary bridges, and is not generally used. It may well be
(the matter wants more work) that this is a specidized extension (metaphorical, perhaps) of the
case in (134): as when we say, indead of a house ‘overlooking' the river’, a house ‘on’ the
river.

In concluding this discussion of the preposition ‘on’, we need to point out that a this point
languages dart to differ in lexicdization. Some languages do not make the distinction between
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‘a’ and ‘on’ and have only ‘a’ as an available lexica item (Burmese and Tongan for instance).
They none the less find other perfectly colloquia ways to express that ditinction in meaning.

Findly, we underline a specific semantic function that the adding of the preposition ‘on’ to
the English lexicon accomplishes. The rdationship between LOCI as expressed by the
preposition ‘a’ is now redricted to specific cases in which the PLACEs (and objects)
instantiating those LOCI are in contact. The range of application of ‘a’ has been reduced by
the introduction of ‘on’ that captures specific specid cases of locative relationship otherwise left
unaddressed or not distinguished by ‘at’.

3.5 The Axiomatic Content of ‘In’.

In asmilar fashion as we have reasoned for the preposition ‘on’, it can be argued that the
prepodtion ‘in’ introduces further condraints on the range of goplication of ‘a’ to locative
relaionships. We have dready anticipated, in dscussng the preposition ‘on', that the spatid
relationship expressed by ‘in’ cannot involve LOCI, but only PLACES (or objects). Let us ask
agan, ‘what is the specific spatid relationship that “in” expresses?

For two objects to be in the spatid relationship expressed by ‘in’ one has to be in the
neighborhood of the other. But neighborhood sets only a limit on what is being expressd; it is
the interior neighborhood that is intended. One of the two objects or part of it must be inside
the other one. In other words, at least some non-bounding interior points (with one of alimit) of
one of the two objects must be in contact with some non-bounding ones (again with one as a
limit) of the other object; note that, for a three dimensiond second object, itsinterior points will,
by definition of three-dimensiondity, include al points of space properly enclosed by tha
object. Thus a knife can be stuck in (or into) a desk so shdlowly as not to penetrate to any
hollow indde that desk, whilg anything penetrating into, or properly contained within that
enclosed hollow isaso ‘in’ the desk (the first case in fact dlows us to say that the knife is ‘part
way in" with respect to the desk20. The specific meaning we have jug atributed to ‘in’ has
aready been described as one of the possibilities denoted by ‘at’. However, aswith ‘on’, it is
not a spatia relaionship between LOCI that is expressed, but one between PLACES (or

20 Thereis an interesting difference between closed and open volume-containing objects with hollows,
i.e,, non-solid, three dimensional objects. Something ‘in’ a desk, say, is, to that extent not merely in the
desk’ s pragmatic vicinity: some part of it must meet the foregoing conditions. Something may, however be,
say, ‘in’ the bend of the river, where we mean by that expression that part of it liesin a space bounded by
the curvature of the riverbed and merely the reasonable vicinity of an imagined line drawn from one ‘end’ of
the bend to the other. Open volumes seem to allow interior spaces to be construed as vicinities, which is not
the case for closed volumes. We have not made this distinction precise.
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objects). Infact, aminimal geometrica distinction between ‘boundary’ and ‘interior’ of the two
objects must be made once again.

We can now briefly summarize our findings about the prepostion ‘in':
‘in” indicates a spatid relationship between two objects
the relationship is between the PLACEs of the two objects
the primary object isin the neighborhood of the secondary object
minimaly one point of the boundary of an object is in contact with minimaly one(not
boundary) interior point of the other object
We then define ‘in’ asfollows
(14) ‘in: for minimally one point of the boundary of an object to be in contact with
minimally one (not boundary) interior point of another object
There are some cases in which the definition just provided seems, on first view, inadequate
to account for the spatia relationship described. Here are some examples:
(15 a theflowersaeinthevase
b. thehbirdisinthetree

Both the flowers and the bird in (15) can be in contact with the vase and the tree,
respectively, but none of the points of their boundaries is in contact with an interior non-
boundary point of either the vase or the tree. Herskovits (1986) appropriately addressed this
issue and attributed the phenomena to ‘geometric imagination’, that is, the process by which
‘geometric figures are imaginatively projected onto the red objects (Herskovits, 1986, p. 43).
Usudly, concave or convex objects (or spiky ones like trees) are reduced to the geometry of
the solids that most closaly gpproximate their contours. Good examples are vases or glasses
reduced to cylinders and top parts of trees reduced to sphere-like or conica solids?l.

Then, in (15) the vase might be conceived as a solid (cylinder-like) induding its ingde
empty space bounded by the plane imaginatively passing through therim. The tree, on the other
hand, would be concelved as a volume bounded by the outline of the tree's branches
(canonicaly a sphere-like one). This being the case, the definition (14) accuratdly captures the
meaning of ‘in’.

Asin (12), it isamatter of conceptudization affecting the two objects that seemed to lead
to problematical examples. Once we had clarified what these issues of object conceptudization
were, the appropriate meanings for the prepostions under investigation could be clearly

specified.

21 This process is very similar to the one caled for by Marr (1982) and Biederman (1990) for object
recognition.
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3.6 ‘At’ vs. ‘On/In’: Further evidence.

We propose that the three prepositions under investigation be divided into two groups, ‘at’
in onegroup and ‘on’ and ‘in’ in another. They dl share a basic axiomatic content that reduces
to the meaning of ‘at’. While‘a’ expresses a spatia relationship between two LOCI, ‘on’ and
‘i’ express a spatid relationship between two PLACES (or objects). Inthis sense, then, ‘at’ is
the ‘basic’ prepostion, while ‘on’ and ‘in’ are specia cases where certain types of condraints
have been imposed upon the range of application of ‘at’.

A summary of the axiomatic contents of ‘at’, ‘on’, and ‘in’ S0 far discussed is introduced
in Table#1 below.

Table#1: Axiomatic Contentsof ‘At’, ‘On’, ‘In’

PREPOSITION || LOCUS || PLACE neighbor hood
At X X
INSIDE CONTACT VICINITY
On X X
In X X

The words in capital letters heading the columns in Table #1 indicate concepts. The concepts
INSIDE, CONTACT, and VICINITY are axioms of the concept neighborhood. The way in
which each English spatid preposition is related to a combination of these conceptsis expressed
by an ‘X’ gppearing in the gppropriate columns in each row. Thelack of an ‘X’ in other columns
in the same row stands for the absence of that concept in the axiomatic content of that specific

Spatial prepogtion.

The table dearly highlights the difference between *a’ on the onehand and ‘o’ and ‘in’ on
the other as due to their reationship to the concepts of LOCUS and PLACE, respectively.
Moreover, the proposed ‘basic’ nature of ‘a’ can be infered from its smpler internd
composition (only two concepts, LOCUS and neighborhood) and by its possible extensondly
wider gpplications. Furthermore, it can be seen how ‘on’ and ‘in" address only a specific part
of the concept of neighborhood, that is, CONTACT and INSIDE, respectively.

Before garting an andysis of other locative prepositions we would like to point out that
there is other independent evidence that supports our distinction between ‘at’, on the one hand,
and ‘on’ and ‘in’, onthe other. Infact, let uslook at the following sentences:

(16) a Mayaisat thedoor
b. Mayathrew abal at the door
c. Mayaisonthetable
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d. Mayawalked on the table
e. Mayaisin (the house)
f. Mayawent in (the house)

It seems that dl three prepositions, ‘at’, ‘on’ and ‘in’, can be used in expressons involving
either aLOCUS or aPATH (motion — cf. Jackendoff 1983, 1990). The concept of PATH is
an abstract one that needs to be explicitly defined (see Section #3.2 below for a discussion of
the concept). A PATH is an ordered sequence of points (LOCI) with a beginning, a body and
anend. Each of its parts (LOCI) can be instantiated to PLACES (or objects).

In (16b, d, f) the notion of PATH is introduced by the verbs ‘to throw,” ‘to walk’ and ‘to
go’, respectively. In (16f) the PLACE ingtantiating the end (LOCUS) of the PATH comesinto
contact with the interior non-boundary points of a PLACE or object (the house), thus meseting
the definition in (14). It is worth noticing here that ‘to the house’ would have left the distinction
between being findly ingde or outsde of the house unspecified. This difference will become
clear once we have dedlt with the preposition ‘to’.

In (16d) the line (or successve PLACES) indantiating the series of points/LOCI
condtituting the PATH come into contact with some bounding, but not otherwise interior points
of aPLACE or object (the table), thus complying with the definition in (11). In (16b) aPATH
is expressed whose direction is the house, but we are not sure if the ball ever reached the door
or not (‘to the door’ expresses that). Why this uncertainty? The answer comes from our
proposed definition of ‘at’ in (4).

We know from (4) that the spatid relationship that ‘at’ expressesis between two LOCI, in
this case the LOCUS of the end of the PATH and the LOCUS of the door. They are in each
other’ s neighborhood, but nothing more is specified. Consequently, it is by definition impossible
to establish if the bal ever reached the door in (16b). It ssemsto us that these examples have
provided support for our classfication of the prepogtions ‘at’, ‘on’ and ‘in’ into two separate
and digtinct groupswith ‘at’ being the ‘basic’ locative prepostion.

This concluson, besdes being supported by the arguments and definitions we have
provided, is nicdy confirmed by linguigic deta from languages of different families across the
world. In Tibeto-Burman languages such as Haka Chin (La holh), or Lusha (Mizot awng),
only the locative prepostion ‘a’ (a, spdt ah) isavailable; the sameistrue for many Polynesan
languages, e.g., Tongan; in languages such as Burmese the only other preposition (postposition)
is the directiond kou (A)) , that dso signifies the endpoint of the PATH condtituted by the
relation between the subject argument and its objects — it serves to mark the grammatica
(oblique) case of direct and/or indirect objects. This same phenomenon is present in Tzeltd, a
Mayan language. Some examples are to be found in the Appendix, showing that, as we have
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argued above, languages of this supposedly very different type from English etc.,, in having a
very different array of adpostions (prepostions /postpositions) in fact bear witness to the
correctness of the successively derivative character of postpositions other than the generic ‘at’.

Before closing this section we note that our andlysis of “at’ throws light on a cloudy part of
Clark’s (1973) suggestion about the nature of ‘at’. In that work he described the spatia
prepogition ‘a’ as the most smple (p. 41), but in his acquisition data he presented ‘on’/'in’ as
fird learned (p. 61). The andyss of ‘a’ that we have proposed avoids any suggestion of
contradiction in this. Whereas ‘a’ is gtill the most basic of the locative prepostions, it requires
the greatest amount of pragmatic knowledge. Consequently, it should be expected within the
present andysis that ‘a’ would put a heavier burden on the learning capacity of children. The
acquisition data are congruent with the forma semantic analyss. One needs specific indtances
before full generdizetion is avalable, especidly for an Acquistion Device tha arguably
congructs its cognitive representations amost wholly upon the evidence of concrete, rule-
governed, particular instances.

4. The Axiomatic Contents of Prepositions Related to MOTI ON.

We leave the redm of locative spatid relationship and devote this section to MOTION.
Our forma approach will continue to make use of the analytical concepts aready introduced,
eg. PLACE and LOCUS. At the same time new ones will be defined and used for the
conceptua analyss of some prepositions involving motion like ‘to’, ‘“from’, ‘via and ‘towards .

4.1 MOTION, PATH, and Prepositions.

Whenever we ded with objects in motion we know by definition (and experience) that
their MOTION takes place dong a PATH, indeed defines a PATH. We will claify in the
folowing discusson the specific rdaionship that exists between MOTION and PATH.
Linguigticaly expressing MOTION of objects, then, entails being able to describe the PATHs
that these moving objects determine. In order to describe a PATH we need minimdly a
source, that is the point from which the MOTION starts, and agoal, that is the (intended,
intengond) limit of dl the points where the MOTION isto end. All the intermediate points will
be considered the actual PATH (or route) the object moves dong; the source and god are the
limits, or closures d the PATH. However, let us recdl that MOTION is a vector, a PATH
with adirection. Since we are deding with moving objects, then, the concept of direction will
necessarily appear as an axiom of the concept of PATH.

Fillmore (1975: 26) proposed regarding Location, Source, Path, and Goal ‘ as expressing
the basic gtatic and dynamic positiond notions . And he added:
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‘Taking this point of view, we can regard the locationd and directiond notions
asociated with “a”, “from”, “vid’, and “to”, as being basic, regarding al other
locetive or directiond concepts as being conceptualy more complex.”  (Fillmore
1975:26)

We have dready, in our previous discussion of ‘a’, ‘on’, and ‘in’, agreed with Fillmore
about the basic nature of ‘a’ (we do not necessrily agree with him about ‘a’ being
‘conceptudly less complex’). In what follow we will address the remaining part of Fillmore's
proposd, that is, the basc nature of ‘fronv’, ‘via, and ‘to’, and try to see if and why his

suggestion may il hold.
4.2 Towards a Definition of PATH.

Let usfirst introduce some sentences:
(17) a Mayawent to the zoo
b. Mayacame from school
c. Mayaflew (to Rome) viaNew York
d. Mayaheaded towards the park
All of the verbs of (17) express some kind of mation, defining aPATH. The prepostions
following the verbs address some aspect of this PATH. In (178) the end of the PATH (god) is
indicated by ‘to’; in (17b) the B beginning of the PATH (source) is indicated by ‘from’; in
(17c) the body of the PATH (or route), or some part of it, is indicated by ‘vid; in (17d) the
direction of the motion and consequently of the PATH isindicated by ‘towards .

If dl these prepostions are related to the notion of PATH, it is advisable to try to find a
cleer definition for this concept. In Jackendoff (1983, 1987, and 1990) we find some
indications on how to ded with thisissue. In his discusson of the spatid domain he proposes
two mgor, and for him primitive (see Appendix) ontologica categories, PLACE and PATH22.
The conceptua structure of the latter he indicates as being made up of a path-function: ether

22 Note here that PATH needs to be specified, as PLACE already is, asa special sort of (pseudo-) THING,
presumably a sub-instance of PLACE. One can after all be ‘on,” or ‘along’ (cf. Jackendoff) a PATH in
English and other languages; and it is thus proper to say that PATH is not only a pseudo-THING but more
specifically a sub-instance of PLACE, defined with reference to an ordered pair of THINGS. Thisis astep
Jackendoff fails to take, and because of this his treatment lacks adequate generality and accountability of
observable language facts. We are certain that the correct account is to say that the predicate of motion
itself acts as a PLACE-function in the sense of inducing the PATH as the relevant ordering; the adposition
then is f, the functor, taking THING; (the thing in motion) to THING (at least as a limit); and the ordering

itself is in terms of a quasi-continuous succession of PLACEs of THING;, such that, at the limit, THING; is
‘at’ the PLACE of THING], as above in the locative case.
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‘to’, or ‘from’, or ‘towards, or ‘away-from’, or ‘via, “that map a reference Thing or Place
into arelated trgectory [Path]” (1990: 44).

He has added to our inventory of Peth prepostions ‘away-from’, that stands for the
directive counterpart of ‘from’. However, we gill do not know why he chooses to put directive
(‘towards, ‘away-from’) and PATH prepostions (‘from’, ‘via, ‘to’) under the same heading.
We do not know either why he chooses ‘towards and ‘ away-from’ asthe only path-function to
gtand for the directive ones (there are others), or why he chooses ‘from’, ‘via, and ‘to’ asthe
only Peth-functions to sand for dl the non-directive path pepositions (here too there are
others).

In Jackendoff (1983:165) we are introduced to a taxonomy of PATHS, bounded ones (the
reference object or place is an end point of the path), directions (the reference object or place
does not [necessarily] fdl onthe path), and routes (the reference object or Place is related to
some point in the interior of the path). It is this taxonomy that led Jackendoff to include in the
gructure of the ontologica category PATH the variety of path-functions mentioned above.
However, in order to explain his other choices we need an analyss of those prepostions (or
path-functions) coupled with a more precise definition of what aPATH is.

Before addressing these questions directly, let us look carefully a the proposed taxonomy
of PATHs. Isit true that bounded PATHS are digtinct from routes? A PATH dways has a
beginning, a body (or ‘route’) and an end. We may choose not to address any of those three
parts, but this does not make Paths differ — what one expresses about a PATH is not
coextensve, necessarily, with one's underdanding of PATH (semantics as againg cognition,
again). Moreover, any PATH has a direction, though we may choose not to addressit. What
happens when we decide to address the direction of the PATH? What is probably confusing
the issue is that we are not provided with a clear distinction between the concept of MOTION
and that of PATH. Inthefollowing, therefore, we address thisissue.

MOTION means that an object (or thing) is changing its PLACE in SPACE (going from
one PLACE to another) in a specific direction for each successive par of PLACES (these
directions can be the same for successive pairs, or differ for specific groups of PLACES)23.
This change happens over specific ordered instances of timethat are unique EVENTS. That is,

23 There are deep problems to be dealt with (see Lehman MS: #8) regarding the fact that this hoppingisa
series of events. The quasi-continuity of a temporal PATH (amounting to the notion that there is not
imagined to be an infinite number of such successive PLACESs) can be made to follow from treating
temporality not with the apparatus of tense logic but with that of the aspectual |ogic of the space of Events.

What we say in the sequel is merely convenient. Actually, we must generalise MOTION to the limiting
case of OBJECTSs, as it were, permanently in motion, in which case the bounding END-points are still
defined, though infinitely far away in both directions.
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each mation is never the same (in time) as any other motion we may experience or imagine. In
fact, we can have a repetition of aMOTION of the same object dong the same succession of
PLACEs, with the same direction, i.e, in the same order, but we can never repeat the same
ingtants of time. Moreover, we can ‘bound this MOTION, that is, assign a boundary by

indicating a beginning and an end to it. In order to do so, we have to consder two PLACEs
where the objects are not moving (actualy, in the case of the goa at least, not intended to be
moving) as the endpoints of the MOTION. In sum, MOTION is an ordered sequence of

PLACEs in time with adirection, possibly bounded by two PLACEs without direction, i.e., the
beginning is not a successor and the end is not a predecessor PLACE conceptualy spesking.

Or we can say, MOTION is an collection of vectors (successions of points with a direction)
ordered in time and bounded by two points.

Now we can define the concept of PATH as a geometrica (purely spatia) description of
MOTION ‘abstracted” from MOTION itsdf. In fact, our focus is no longer on the moving
object, but on the ordered sequence of PLACEs. These latter are addressed as LOCI (or
points) in a specific order, that is, with a specific direction. In other words, what are regarded
as relevant in the concept of PATH are the spatial characteristics of MOTION, as a species of
EVENTSs and not the fact thet it is hgppening in actua time as given by the continuous time of
tense logic (cf. Lehman MS: #8). We shdl, in another paper, address the important issuesin this
connection, in particular theideathat EVENTS, as here understood, are indeed like PLACE's
in a moda-cum-aspectua STATE SPACE, rather than LOCI, points on the everywhere dense
red timeline.

Having sad this, we have dready laid the ground for the unification of PATHs in space and
PATHSs in time, as in ‘from now until Four O'clock, * or ‘from Monday to Thursday.” The
concept of MOTION is inextricably tied to time, but the concept of PATH is kept free from it.
In fact, we can indicate a PATH at one time and then indicate another PATH &t a different time,
and date that they are exactly the same without incurring a contradiction as would happenif the
two parts of the comparison were two ingtances of MOTION in red time. The concept of
TIME participates in the congtruction of a PATH, but the rdations on instances of aPATH are
not unique.

Ancther fegture that the concept of PATH retains from that of MOTION is the
combination of ordered sequence and boundedness. The interior points of a PATH are an
ordered sequence of LOCI. In other words, they are LOCI with a direction, vectors of finite
megnitude. The magnitude of a vector will be cdled its body and consists of a set of LOCI
whose members may at alimit be one, thus, overlgpping with the first conditutive LOCUS. The
boundary of a PATH adso condgts of LOCI, one a vector that lacks left directiondity
(beginning), and another, a vector that lacks right directiondity (end). In sum, then, aPATH is
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an ordered collection of vectors?* in SPACE that is bounded by two vectors digunctively
lacking either |eft or right directiondity, respectively.2>

Somewhat anticipating the spirit of our suggestion is the discussion that Miller and Johnson
Laird (1976) provide of the issue of the nature of PATH:

‘The conceptua core of the system for indicating motion is the path, which
usudly has a digtinctive beginning and end. As an object traverses a path it passes
each successive location a a later moment in time, o time indices can be associated
with each location. What the linguistic expressons must describe, therefore, is the
logicd equivdent of a sequence of AT redations’ (Miller and Johnson-Laird 1976:
406)

\ The proposd to start with MOTION seems to be in line with Miller and Johnson-Laird's
approach. Also important is the suggestion that PATH need to be looked at as ‘ a sequence of
AT reations’ By the definition of ‘at’ in (4), we may dtate that a PATH is just a sequence of
LOCI, which we claimed in discussing (16), but without any judtification.

What is missing in Miller and Johnson-Laird's (1976) discussion is the full exploitation of
their introduction of the concept of time and how it participates differently in the definitions of
MOTION and PATH, respectively. Furthermore, the lack of the clear distinction we have
provided between the concepts of PLACE and LOCUS is dso conducive to some obscurity in
their discusson.

So far, then, we have found ample judtification for Jackendoff’s (1983) choice to include
under the ontologica category of PATH the variety of path-functions we have indicated, thét is,
both directed (possessing inherent direction in red time motion) and non directive (a path in
gpace rather than in time). In fact, the concept of PATH contains within our definition two
boundary points (beginning and end) and a vectord body or route, and consequently a
direction.

4.3 The Axiomatic Content of ‘To'.

We mugt gill address the second unexplained (but intuitively suggested) sep that
Jackendoff took, that is, the choice of the five prepostions ‘from’, ‘to’, ‘vid, ‘away-from’ and

24 Notice how the only difference between a PATH and a VECTOR is the fact that the latter lacks an end,
though it has a specific magnitude.

25  Tosay that apoint isavector isto say that it is a predecessor or a successor to some adjacent point in
the ordered sequence; a beginning lacks a predecessor, and an end lacks a successor, and direction is given
minimally by either.
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‘towards’ to be the path- functions thet redlize a PATH. In order to account for this, we have
to refer back to our definition of PATH and to our discussion of LOCUS and PLACE.

Let usfirg discuss the preposition ‘to’ by looking at sentence (17a), which we repesat here
as_
(18) Mayawent to the zoo

In (18) the primary object (figure) is Maya, whose LOCUS is by definition a point. She
moves dong a PATH, whose beginning and whose body (route) we are not informed about.
What the preposition ‘to’ indicates is that the point/Maya traveled in a PATH whose end point
was a the zoo. But, where was Maya when she stopped moving? Was she ‘in’ the zoo, ‘on’
the zoo, ‘near’ the zoo...? Nothing in (18) answers this. We know that both endpoints of a
PATH are LOCI from the definition of PATH we have provided above. The LOCUS of the
last vector will be the end of the PATH. Maya need not even be thought to have been traveling
adraight PATH, and the successive vectors need not individualy dl point in the same direction.
We define the end-point of the PATH, presumably, on the basis of some notion ether that she
may have intended ending up at the zoo, or that her estimated or known PATH, for perhaps
pragmatic reasons (e.g., that it is a road, however circuitous) should have ended up at the zoo.
The implicature that she did end up at the zoo is pragmatic, readily canceled, since we can easily
append to (18), the tag, ‘... but she never got there’ Also, the zoo must be treated as a
LOCUS because no geometrical characteritic of it would affect the type of relationship that is
expressed by the prepostion ‘to’. In other words, it seems that the relationship between the
end of the PATH (LOCUS/point) and the zoo (LOCUSpoint) is one of LOCUS to LOCUS,
i.e, an‘a’ reaion. Maya moved from an unspecified point, she followed a PATH, and then
she reached the end of her MOTION, but, above all, it is the abstracted PATH that ends at the
Z00.

If we want to be more discriminating in our patid description of Maya (primary
object/figure) we have available the choice of adding to the preposition ‘to’ the prepositions
‘on’ or ‘i and obtaining ‘onto’ and ‘into’26. The resulting meaning of the resulting
prepositions, however, will lead us from the redlm of relationships between LOCI into the redim
of relationships between PLACES as our definitions of ‘on’ and ‘in’ in (11) and (14) above
indicated.

In sum, the preposition ‘to’ expresses an ‘a’ relationship between the LOCUS of the
secondary object (Ground) and the LOCUS of the end of aPATH. We can consequently start
to see why the preposition ‘to’ is the one chosen by Jackendoff (1983) to be a Path-function
and not, for example, ‘onto’ or ‘into.

26The meaning of ‘into’ and 'onto’ is not exactly the sum of 'in' and 'on’ with 'to', but we are not addressing
thispoint here. Itisan issuethat deservesto befully addressed sometimein later work.
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The close relationship between the meaning of the prepositions ‘at’ and ‘to’ is aso evident
if we leave English and look very briefly at Itdiar??. Let uslook at the following sentences:
(199 a Mayaandoa scuola
(Mayawent to school)
b. Mayaeraa scuola
(Mayawasat school)

In (19) the same prepogtion is used to indicate what in English is expressed by the
prepositions ‘at’ and ‘to’, respectively. In Itdian it seemsthat the meaning of the prepostion ‘a
(at/to) is reduced to the meaning of ‘a’ in English that we repeet here:

(4) *at’: for LOCUS (of) A to be in the pragmatically determined neighborhood of
LOCUS (of) B

The digtinction thet the prepogtion ‘to’ mekesin English isnot availablein Itdian. Thefact,
then, that one of the LOCI is the end of a PATH is not consdered relevant enough to be
lexicdized. MOTION is expressed by the verb and that is regarded as sufficient to indicate that
one of the two LOCI consdered in the relaionship must be a point on a PATH (the contrast
with ‘da /from and ‘via will provide the missng information to disambiguate this point as the
end of the PATH?28).

27 Weread in Lyons (1977) of the same phenomenon in French, German and Latin.

28 The English preposition ‘from’ translates with ‘da’ in Italian. The phonological resemblance between
the prepositions ‘da’ (from) and ‘a’ (to, at) may not be accidental. Possibly, it is the result of a fusion
between ‘di’ (of) and ‘a’ (at).

It isinteresting that most Tibeto-Burman, and many other South East Asian languages have no word,
adpositional or otherwise, like the familiar ‘from.” It might be thought that this expressive distinction
represents a truly distinctive way of conceptualising space, but that is readily shown false. In Burmese, to
take one example, the tail, or origin point of a PATH is necessarily expressed by a postposed particle, ka.
(A\), that marks noun phrases as having been picked out conceptually by a contrastive choice function— so
that an NP with this particle postposed refers to it, so to say, ‘rather than, or as against anything else.’
Any NP other than an object argument can be so marked, and this exception is no doubt due to the fact that
notional PATHs are once-and-for al defined in the first instance, by the Goal argument, leaving only the tail
or source with alternative options remaining to be defined (see the Appendix, where thisis directly underlain
by the relevant notion of ordering that defines a PATH). Thisis easily seen by paying attention to the fact
that to say, e.g., that | went to Mandalay is true regardless of where | started, and to say that Rangoon is
350 miles away istrue if, but only if, an appropriate starting place, such as Mandalay, is selected. Lest one
imagine that ka. postposed to a source argument somehow means the same thing as English ‘from,’ it must
be pointed out that this construction is just a contraction, whose full form is, say, ‘Mandalay ka. nei-pi:,

(tol @2—-A-@06yi?)’ signifying ‘having been [first a] Mandalay., where the usual
phonologically empty pronoun represents whoever or whatever started from there, ‘nei (d®)’ is the verb
meaning ‘to be, or remain at,” and ‘pi (('jA(',a) " marks the perfective aspect for the event of ‘being at.’

Much the same applies to alanguage like Haka Chin, or Lushai, where the source argument is marked simply
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The externd evidence just provided, however, was not drictly necessary. If we look
caefully at just English we find thistype of example:
(20) a. Shelaunched at hisneck.
b. Sheimmediady wentat it  (somekind of activity).
c. Shethrew the stone at m (esagaing throwing it
[less precipitoudy] to him)

Both sentences contain a verb of motion, and both contain the preposition ‘at’. In (20a) it
is clearly the end of the PATH that is addressed by ‘a’, thus, confirming once more our
proposed andyss. 1n (20b) something dightly different is being expressed. We 4ill have averb
of motion with a consequently defined PATH, but this time the preposition ‘at’ is not addressing
any pat of this PATH, but the PATH in its entirety. In fact these motions verbs, involving as
they do something like precipitous motion, effectudly presuppose that the motion is what we
may tentatively cal drongly intensond, targeted motion (Ngwe Thein, persond
communicetion). In such cases this targeting apparently preempts what is entailed by mation
over a PATH in favor of the targeted end point of that PATH. Such readings of verbs of
motion induce the collapse of the PATH on its endpoint, with the consequence that the latter, as
an object, is construed as less a dative-god and more patient like, thematicdly. Note in
particular that it must indeed be the PATH that is thus collgpsed in as much as, once again, in
her actual motion ‘she’ need not have actualy arrived at that endpoint/LOCUS. Thus, ‘she’ in
running, launching hersdf, etc., is perceived as aImply being at a PATH collgpsed on its end-
point LOCUS. Along the same lines, we note that the lower limiting indtance of a PATH isa
point/LOCUS, and thus (if trividly) dl LOCI are PATHS, but not conversdly. We can use this
observation below in undersanding why it is that, if a PATH is actudly mentioned, it is its
endpoint that must be mentioned (* he went to such-and-such a place’), whildt its sarting point
need not be mentioned, though if mentioned must be highly marked (‘from’ and so on, wheress,
the endpoint can, asin Itdian be mentioned merely as alocatior/at , or in Burmese without any
postpostion a adl —yangon thwa:de ¢O—-A»0—-L0yafi °—— ‘He went [to]
Rangoon’ 29). It is clamed that this is because any PATH necessarily has a length, and the

by taking the generalised adverbial postposition (often best glossed in English by the affix -ly) ‘-in, asin
Halkha-in (literdly Haka-wise/Haka-ly), here serving for what would in English be ‘from Haka, ‘i.e,
considering Haka the starting point as against any other place.

29 |tisworth observing that one cannot say that the absence of marking is due to the idea that the verb
of motion already entails the fact of directionality or length. For, these verbs do not necessarily entail non-
trivial directionality and length. Consider

i. Heranin place.
Running ‘in place’ takes one from where one is to that same PLACE, itself, hypothetically at least from an
initial LOCUS to itself. Here the endpoint isindeed still mentioned (‘in place’), signalling the special case of
a(pseudo-) PATH, one lacking non-empty length and direction.
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minimd non-trivial length of anything is, of course ‘1’ unit of messurement. If, then, aPATH be
collapsed upon (identified with) its endpoint, its length is minimized to 1, which isto say, a
minima difference between the starting point and the endpoint, where the former if of course
necessarily (and as a matter of computationd completeness) O [zero]. From this it follows
directly that a PATH, in as much it entails non-zero length (motion being, by definition, a
function of one or more non-zero vectors) does not include its own starting point (zero point).
Conversdly, averb such as English ‘to leave', does not necessarily mention the induced PATH,
and one is free to mention the starting (exit) point ‘from’ which the PATH is induced without it
being necessary to mark it epecialy (‘he left home, left Chicago, etc” — note that, in an
expresson such as ‘He went from Chicago’, there is zero-anaphoric reference to the endpoint
becauise such a sentence is acceptable only if we understand it as equivadent to ‘He went there
from Chicago’, the god or endpoint having been effectualy mentioned earlier on in the
discourse). Similarly, ‘he went out from [as againgt ‘of’] the room’ sounds at best odd, whilst
‘he came out from the room’ sounds better because the verb ‘come entails an end-point,
which ‘go’ does not.

Now we know that a PATH as a collection of vectors is a PLACE, and thus can be
treated as a LOCUS (by precisely its collapse, or perhaps its projection, onto its one
distinguished LOCUS, itsendpoint). Findly, the meaning of PATH is, a the leve of conceptud
structure (see Jackendoff, 1990), identified with an ACTIVITY.

The account just proposed is shown to be correct in its essentids through two
observations. Fird, it is certainly not the precipitousness of the motion that is a work in (20)
because more or less any motion verb can take ‘at; ingtead of ‘to’, a least somewhat
figuratively. One can ‘toss or ‘lob’ something ‘at’ someone or something; one can even ‘wak’
(possibly even ‘crawl’?) ‘right “at”’ someone or something in appropriate contexts of deliberate
intention, e.g., if one decides to go thence regardiess of the lethal consequences sure to result
for one. And that ‘targeting’ is enough to induce an ‘a’ reading is shown by the fact that the
verb need not even be one or motion. For, one aims ‘a’ atarget, and one shoots at it having
firs @amed, of course. Aiming, after dl, conceptudly induces a PATH in the abstract, namdly,
the one given by on€'s ‘line of sght’ (see Bennardo 1996 on lines of sight and associated
PATHS), just asone ‘looks at someone or something. 30

Each of the sentences in (20) assures us of the correctness of our proposed anayss,
where the preposition ‘to’ is seen as a specia case of the nost basic spatid relationship we

30 It may well be the case that the irrealisstense’ marker of the English infinitive, ‘to’ may also have to
do with an abstract PATH in modal state spaces, from the vantage point of the realis ‘present’ of the
speaker-hearer ‘to’ the alternative, unrealised (irrealis) state of the event named by the infinitive verb. This
deserves investigation elsewhere. On modal/aspectual state spacesand ‘tense’, see Lehman MS: #8).
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indicated as the meaning of the prepostion ‘at’ in (4). Bascdly, a further axiom has been
added to the two axioms (LOCUS and neighborhood) making up the prepostion ‘at’. That is,
the concept ‘end of PATH’ is now the third axiom in the make up of the axiomatic content of
the preposition ‘to’.

4.4 The Axiomatic Content of ‘From’'.

We now return to the prepostion ‘from’ in (17b), which we reproduce here;
(21) Mayacame from school

Before garting our andysis we would like to point out what Fillmore (1975) says about the
prepogition ‘from’:

There are in English many directiond complements of the preposition
phrase type which have the same form as the underlying locative complement. Thisis
true of the complements of the Path and God type, but it is not true of Source
complements, because it seems that Source complements are essentidly aways
marked with a Source-indicating prepostion [ from’]. (Fillmore, 1975: 26)

In other words, it seems that ‘from’ is somehow different from the other PATH
prepostions. We are not informed, however, why thisis so. The intuition, however will be
shown to point in an important direction.

By looking at (21) we redize that the primary object (figure) of Maya (LOCUS/point) has
moved on a PATH whose end (by default at least, the ‘here’ of the speaker) and route are not
indicated. We infer that it is the endpoint of the PATH that we have cdled beginning that is
addressed as one dement of the spatid relationship that the preposition ‘from’ refersto. We
know from our definition of PATH that the beginning of a PATH, being one of the two
endpoints, is a LOCUS/vector without |eft directiondity (in this case).

The geometrica characterigtics of the secondary object addressed by ‘from’ areirrdevant;
it can be of any size, shape, or dimensions. Consequently, the secondary object can be treated
asalLOCUS aswdl. We can date, then, that the prepostion ‘from’ is bascaly a sub-type of
the preposition ‘at’ (see footnote 26 for evidence from other languages). In fact, it expresses a
goatid relationship between two LOCI without any limitation on the meaning of ‘in the
neighborhood.’

Let us now look at two examples provided by Fillmore (1975: 26):
(22) a. Thecat ran behind the sofa (God)
b. The cat ran behind the sofa out the window (Peth)
and athird that he implies without explicitly providing:
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d. Theca ran out from behind the sofa (Source)

In other words, the description of the MOTION of the cat in relationship with the PLACE
‘behind the sofa does not explicitly require that the prepositions ‘to’ and/or ‘via' be expressed,
while it needs the explicit presence of the preposition ‘from’. No answer to this phenomenon is
to be found in Fillmore (1975).

Furthermore, there are some languages like Burmese (Tibeto-Burman) where the presence
of an adpostion corresponding in meaning to the prepodtion ‘to’ in English does not entall
others corresponding to ‘via® and ‘from’. In fact, only adpositions corresponding to ‘a’ and
‘to0’ exist in Burmese. We will try now to address these language internad and cross-linguigtic
phenomenain light of what said so far about the nature of PATH.

Let us recdl that a PATH is a collection of bounded vectors and that a vector is dways
defined by its characterigtic value, that is, by its *head’ (graphically the point of an arrow) and
never by its ‘tall’ (or beginning) or ‘magnitude’ (or body). In order to explain this we have to
remember that the magnitude of a vector is measured in cardind numbers and cardindity sarts
with quantity ‘0" and not quantity ‘1’ as for ordinaity. What needs to be expressed when
addressing a vector is then its “head’ and ‘magnitude’ and not its ‘tall’, that is, necessarily ‘0.
What was just ssid might lead one to conclude that necessarily ‘to’ and ‘from’ both need to be
linguidticaly expressed. This, however, is not the case. Here again the digtinction between what
islinguidticaly as againg cognitively necessary dlows us to suggest an explanation.

In sentence (22a) the concept of PATH is introduced by the motion verb ‘to run’.
Conceptudly the whole PATH isintroduced with its axiomatic content, thet is, beginning, body,
end, and direction. The phrase following the verb quaifies what part of the PATH the sentence
is addressing. Had a prepodtiona phrase headed by ‘to’ followed the verb the end of the
PATH would be addressed. But, the following prepositiona phrase is headed by ‘behind’, a
dative prepostion. Why then is the sentence ill interpreted as addressing the end of the
PATH?

The vectord nature of PATH as discussed above tdls us that if a part of the PATH is
expressed it has be necessarily either the *head’ (end) or the ‘magnitude’ (body). The former
being a sngle LOCUS and the latter a collection of non-zero LOCI (vectors). The singular
object (see our definition of object in Section 3.1 above) linguigticaly expressed by the
prepositiona phrase (‘*behind the sofa) lead us towards an interpretation of the sentence as
addressng the end of a PATH. On the other end, the smultaneous presence of two
prepogitional phrases following the verb in (22b) lead us towards an interpretation of the
sentence as addressing the body of a PATH asindicated by two LOCI (one point or collection
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of points) in its body (i.e,, ‘behind the sofa, *out [of] the window’). The cognitively necessary
way of addressng a PATH, that is, a vector, by at least one of its two ‘canonical’ congtituent
parts makes optiond ther overt linguistic expresson.

The opposte is true for the prepogtion ‘from’. In fact, Snce no cognitive necessity or
‘canonicity’ is assgned to the beginning of a PATH (or cardina number ‘0’) it becomes
compulsory to express the specific prepogtion that has the beginning of PATH in its axiomatic
content. In other words, and in line with Fillmore' s observetion, ‘from’ needsto be linguiticaly
expressed because it is not cognitively necessary. Notice aso that had sentence (22¢) lacked
‘from’ its interpretation would have overlapped the one for sentence (22a). Burmese lacks an
adpodtion that can be interpreted as the English prepodtion ‘from’.  This cross-linguidic fact
might lead to undermine the conclusion just reached in the previous discusson. However, this is
not the case. In fact, what is happening in Burmese is not in contradiction with our suggestion,
but amply in line with the full range of posshilities that human languages display around the
world.

The linguisic solution that Burmese speskers have adopted is that of addressing the
beginning of a PATH by means of a sentence that describes the beginning of the action. Hereis
an example:

(23a) yangon ka. man:dalei:-kou ¢O6—A»0-—-A-161 @2 A »
Rangoon! Mandday to
(23b) yangon ka. nei-pi: man:dalei:-kou ¢6—A»0—-A-@0OA; @ O0A-T61 @82 Ag»
Rangoon ! remain-finish Mandday to
from Rangoon to Mandaay
where ka. is not ‘from’ but rather a particle indicating foca contrast (seefn. 26 ), and (a) isthe
colloquid contraction of (b), meaning ‘ having been [at] Rangoon!’

In other words, the Burmese solution could be described as sentential and not adpositiona
asin English. A sentence is used to address the beginning of the PATH and not a prepostion
like in English. Nather the English prepogtion ‘from’ nor the Stative sentence in Burmese are
optiondl, but must be expressed if the sentence needs to address the beginning of the PATH.

We have come a good way towards confirming the spirit of some of Fillmore's intuitions
and d=0 judifying the choice of ‘from’ (and ‘t0’) as Path-functions for the ontological category
of PATH.
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4.5 The Axiomatic Content of ‘Via' (and ‘By’, ‘Along’, ‘Through’).

We can now devote our attention to the prepositions addressing the body of the PATH (or
route or path prepogtion ‘vid in Fllmore's terms3t, or path-function ‘via in Jackendoff’'s
terms). We need to introduce some sentences here:

(23) a Mayaflew (to Rome) viaNew York (same as (17c)
b. Mayawaked by the store
c. Mayaran dong the pool
d. Mayarushed through the door

In dl the sentences in (23) the verbs express motion of the primary object (or figure)
Maya. The PATH that this MOTION defines is addressed by the prepositions ‘vid, ‘by’,
‘dong’, and ‘through’ not at its beginning a end, but a some point or points in its body or
route. There is, however, an important distinction to be made between ‘via and the rest of
these prepositions.  The secondary object (New York) addressed by ‘via in (233) is not
geometricaly defined, or better, its geometrical characteristics are not addressed by the
prepostion. We dready know that when this is the case the prepogtion is addressng a
LOCUS. Furthermore, since we have dready seen that a PATH is a sequence of LOCI, or
vectors, we can say that the preposition ‘vid expresses a relationship between a vector in the
PATH and the LOCUS of the secondary object (New York). This relationship can be one
expressble by ‘in the vicinity’, ‘in contact’, or ‘coincidence’ (including * containment’).

Clearly, then, the conceptua content of the prepogtion ‘via is another subcase of the
conceptua content of the prepodtion ‘at’. In fact, it expresses a relationship between two
LOCI in which one of the two LOCI addressed must be a vector. However, before we can
justify Jackendoff’s choice of ‘via over ‘by’, ‘dong’ and ‘through’ we have to look carefully
into the meanings of these last three.

In sentence (23b) the verb expresses MOTION, so a PATH is indicated. The primary
object (Maya) traversed this PATH, and a some point on it there existed a patid relationship
between that point and some object (shop). This spatia relaionship is expressed by the
preposition ‘by’. We know that, again, the geometrical features of the secondary object do not
count, so we are deding with its LOCUS. We dso know that any point on the PATH is a
vector and a LOCUS, and again we are bound to say that the spatia relationship expressed
with by’ is one between LOCI. But we cannot say that it is an ‘a’ -type relationship. Infact,
the use of ‘by’ never includes the * contact’, *coincidence’ or ‘containment’ cases. Itisawaysa

31 |t must be pointed out here that Fillmore's suggestion is based on the work done by Bennett (1970)
whom Fillmore himsalf refersto in his 1975 work.
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relationship of the ‘in the vicinity’ type. Itisthislast characterigtic that makes ‘by’ less generd
and less basic than ‘via, thus, providing some support for Jackendoff’s choice.

The prepositions in sentences (23c) and (23d) (‘along’ and ‘through’) can be treated
together. Both verbs in the two sentences express MOTION and thus define a PATH. Some
part of this PATH, not asingle point, but severa, are addressed as being in a spatia relationship
with an object. Thistime the geometrical characterigtics of the object matter, consequently, one
of the dements of the rdationship isnot a LOCUS, but a PLACE.

At this juncture the two meanings diverge. In fact, where for ‘aong’, the PATH, or better
the sub-PATH, is ‘in contact’ or ‘a some pragmatically determined distance from the object,
for ‘through’ the sub-PATH is in contact with some non boundary points (at least one) of the
object. In other words, ‘adong’ is a sub-case of ‘by’ where one of the two partners in the
gpatid relationship is a PLACE. ‘Through' is a sub-case of ‘in’ where both partners in the
gpatid relaionship are PLACES and one of these PLACES is a collection of vectors (a sub-
PATH).

Findly, we have found ample judification for the choosng the prepostion ‘vid as the
preferred one to stand as representative for the prepositions addressing the body of a PATH.
In fact, only ‘via is a sub-type of the preposition ‘at’, that is, expresses a relationship between
two LOCI, including the full range of ‘in the neighborhood’ type of reationship avalable for
‘a’. It seemsto us, then, that good intuitions have to be trusted (see Bennett 1970, 1975 and
Jackendoff 1983), but it is essentid that one demondirates that they are supported by the results
of extensve andyss.

4.6 The Axiomatic Content of ‘ Towards' (and ‘ Away-From’).

We are now going to take a closer look at the two directiona prepositions ‘towards and
‘away-from’ that Jackendoff (1983) proposes as the last two path-functionsfor PATH. Let us
first look at some sentences:

(24) a. Mayaheaded towards the park (same as 19d)
b. Mayadrove away from the hotel

We know that the verb in (24@) indicates a MOTION, so we deduce that there must be a
PATH traversed. We as0 redize that the geometrica characterigtics of the secondary object
are not relevant, thus we know we are dedling with a LOCUS. The prepostion ‘towards
addresses the PATH indicated by the verb, but it is neither the beginning, nor the end, nor yet
the body of the PATH that is addressed. The presence of the preposition ‘to’ within ‘towards
makes us think of the end of the PATH, but we know that the sentence does not say anything
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about that. What is it that the preposition ‘towards' is putting in a spatid relationship to the
LOCUS of the secondary object ?

In order to try and find an answer we have to think back to the suggested definition of
PATH. In that definition it was Stated that a PATH is an ordered collection of vectors
(LOCl/points with a direction) in SPACE, bounded by two LOCI (without left or right
directiondlity). One of the most relevant characterigtics of a PATH, then, isthe fact that it has a
direction. and we know that this derives from its dtrict relationship to MOTION. It isthis latter
characteristic of the PATH that ‘towards addresses. However, in order to do so, the whole
PATH has to be taken into consideration. The PATH is regarded as an object (a vector or a
collection of vectors) that possesses a direction.

We dso know that each individua vector contained in the PATH can have a different
direction. Thus, we are aware that there can be infinitely many routes for constructing a PATH
joining two end points. How is it tha this observation does not seem to come out from
sentence (24a)? Let us consder that addressing the PATH as an object is not the end of the
process that ‘towards leads us through. In fact, another step is needed, one we have become
accustomed to in this chapter: the PATH/object is considered as a projected LOCUS/point, or
better, as a vector, a point with a direction. We can now Sate that the prepostion ‘towards
addresses a relationship between two LOCI, a LOCUS with a direction (the PATH/vector),
and aLOCUS without direction considered as the end of the PATH (the secondary object).

In the sense we have just delineated for the meaning of ‘towards, it gppears clear how the
only content that it communicates is direction of the MOTION indicated by the verb that
naturaly takes place in aPATH whose only characteristic we are certain about is, again, nothing
but its direction. In fact, this tells us the sense in which, etymologicdly, ‘towards incorporates
‘to’. For, ‘towards refersjust to adirection which, if taken, leads ‘to’ some god.

On very smilar lines we can reason about the meaning of ‘away-from’. The only relevant
difference that this Peth-function indicates is the fact that now we are not informed about the
end/head of the PATH/vector, but about its tail. In other words, the prepositions * away-frony
is addressing, as for ‘towards, a relationship between two LOCI, a LOCUS with a direction
(the PATH/vector), and a LOCUS without direction, but this time consdered as the beginning
of the PATH (the secondary object).

It seems that both ‘towards and ‘away-from’ represent sub- cases of the prepositions ‘to’
and ‘from’, something that is aso clearly indicated by the unequivoca presence of these latter in
their morphology. ‘Towards and ‘away-from’ aso share with the prepodtion ‘at’ the basic
characteristic of addressing relationships between LOCI.
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In sum, the five Path-functions suggested by Jackendoff (1983) have passed the scrutiny of
the present andyss by clearly reveding ther characterigtic of being basic within the semantic
domain they address. However, we have to point out that this conclusion has not been reached
from a taxonomy of PATHS, whose vaidity remains till be consdered, but whose potentia to
obscure some relevant spatia issues can no longer be denied.  In fact, we have seen how
abstract and explicit theoretical tools like the concept of PLACE together with that of LOCUS
have taken us a long way in the invedtigation of those very issues. They have dlowed us to
suggest an axiomatic content for English spatia prepostions in such a way as to be adle to
differentiate among them and dso arrive a a dearer specification of the relationships that hold
amongst them.

Table 2 below contains the axiomatic content of the English spatia prepositions related to
MOTION we have discussed in this section. The axiomatic content for the previoudy
discussed prepositions (‘at’, ‘on’, and ‘in’) are reintroduced so that a complete picture of the
results of the present work may be readily accessible.

The contents of Table 2 highlight the considerable complexity introduced by the axiometic
andysis of the English spatid prepositionsrelated to MOTION. But, at the same time, the table
provides a better insight into the way the sysem works. In fact, it is gpparent by now how the
whole content of a specific prepogtion like ‘at’ (already the result of the combination of the two
concepts of LOCUS and neighborhood, that is, atheorem on those two axioms) can becomein
its turn the axiom for the congtruction (or derivation) of other prepostions (or theorems) like
‘to’, ‘from’, and ‘vid.
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Table#2: Axiomatic Contentsof ‘At’, ‘On’, ‘In” and of ‘To’, ‘From’, ‘Via’, ‘Towards
and ‘Away-From.’

PREPOSITION |[ LOCUS || PLACE neighbor hood
At X X
INSIDE || CONTACT || VICINITY
On X X
In X X
MOTION"
(TIME) PATH (DIR)
neighbor hood BEG body end DIR
To Nl X X
From Nl X X
Via Nl X X
INSIDE || CONTACT || VICINITY
By X X X X
Along X X X X
Through X X X X
Towards Nl X X X
Away-From Nl X X X

* The concept of TIME participates in making up the concept of MOTION and the concept of PATH. But
this fact is here left aside for the concept of PATH since TIME does not contribute to the construction of
the axiomatic content of any English spatial preposition. In fact ‘spatiality’ istheir focus (see Section 4.2 for
discussion). The other axiom for the concept of MOTION is direction, which also appears as an axiom of
PATH

** Note that the three English spatial prepositions ‘to’, ‘from’, and ‘via address different parts of a PATH,
but all of them fully contain the conceptual material that makes up ‘at’. Thus, it might be argued that ‘at’ is
an axiom in the construction of the theorems‘to’, ‘from’, and ‘via'.

*** One of the two LOCI involved is the LOCUS of a PATH, the other LOCUS is the end of a PATH for
‘towards’ or the beginning of a PATH for ‘ away-from'.

5. Conclusions.

5.1. Summing Up

The present research has presented data intended to support a computational approach to
cognition in general and to spatia cognition in particular. Firet, two schools of thought have
been identified in the avalable literature, Neo-Whorfian Rdaivism and Cognitive Semantics.
Their shortcomings made the suggestion of a third approach to cognition, a computationa
gpproach, ajudifiable dternative.

There followed a brief introduction to the magor tenets of the computational approach
proposed. Third, the central part of the research was introduced. In fact, the computationa
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approach to cognition proposed was tested and exemplified during the analyses of some English
gpatial prepostions.

We have introduced what we regard as some core anaytical concepts for the investigation
of spatid relations, LOCUS, PLACE (object/ THING), MOTION (TIME, PATH [beginning,
body, end], direction), but these are no longer to be taken as a ample ligt of primitive terms
(though they may be that lexico-semanticaly — assuming that the feature compostion of a
lexicd semantic item is an encoding of dements taken essentidly from theorems, including
axioms, of a K-gructure). They are sysematicaly interconnected by the abstract relationd
properties of a computation of atidity itsdf. Employing these last concepts in the analyss of
English spatid prepogtions (‘at’, ‘o', ‘in’, ‘to’, from’, etc.) has proven highly productive in
moving us towards a proper account of their axiomatic content.

We intend to use these ancepts in the andyds of other expressons of spatid relations
such as‘in front of’, *behind’, ‘below’ and the like. Such an andyss will oblige us to look into
the relationship of the domains of STATE, MOTION and projected SPACE, and, ultimately,
exigentidity itsdf; for it is well known that the various sense of the English copular verb, ‘is’
(those of equation, set incluson and existence —which some languages such as Samese Tha
keep parwise lexicdly didinct) dl firmly tie postulating existence for anything to implicitly a
least postulating its location, in ordinary space, in the space of events, or in a properly quantified
domain of sets and proper classes (cf. Lehman 1985, MS: #14 and passim, Freeze 1992; aso
Kamp and Reyle 1993: 270).

To conclude, we have been able to argue successtully for the following generd points:
- cognition and language (semantics) have to be kept separate
- language lives on the form and content of cognition (it is one out of many cognitive systems)
- acomputationa approach to the cognition of space has been shown to be highly explanatory.

5.2 Setting the Paper in a More Comprehensive Context:

Having built and used our machinery in the body of this paper, we return to a survey,
and see how our machinery dlows us to ded usefully and ingghtfully and with new results and
with other matters current in the literature, asfollows

Since the quditative/discursve literature has not in generd gone beyond the collection of
relevant papers in Bloom et al. (1996) , save in its growth in Size, we shdl take that work as
representative of the state of the literature up to the present. We shdl refer to its contents to
bring our present paper ‘up to date’ as of this writing. In as much as thisis not a critique of that
literature or an dternative to it but a complement to it, we do not fed it necessary undertake a
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more comprehengve survey over and above what we have just envisoned to the effect that
semantics has to do with propositional representation of knowledge and thought, and isto be
held diginguishable from the later in the sense of the more fundamentad cognitive and
conceptud knowledge Lehman has esewhere cdled K-Structures, the theory-like
representation of cognitive ‘domains. In this way we @n agree with Levet's use of Sobin’'s
notion of ‘thinking for soesking’, namdly, as the mapping (if we may o put it) from conceptud
knowledge to its encoding for semantic-propositiona representation, athough we tend to fed
that thisis ‘thinking’ in a fairly secondary sense (here see especidly pp. 77-78). Here we also
find the evidence that much of the work is about deixis and location rather than about space
itA=f.

Next we look at Levinson's paper aout frames-of-reference (here see Bennardo 2002,
now, as a commentary). We are particularly interested in what he calls Molyneaux’s Question.
That is, the question whether sensory moddities with regard to spatidity are or are not mutudly
convertible. In many ways, we are trying to argue for a bass for the affirmative answer that
Levinson shows nicely has got to be correct, and we take it that such an answer has got to arise
from a more abstract theory of spatidity itsdf rather than from a look at things like frame-of-
reference, which presuppose spatidity. This has a lot to do, moreover, with whether, less
deeply perhaps, the different types of frame- of-reference are themselves convertible, and again,
in our paper we argue that, on the same bas's, they have to be; thisis consstent with Levinson's
present paper, of course (see the appendix-note about this in our paper, having to do with the
whole matter of a properly weakened verson of the Whorf/Rdativigtic view of the reationship
between language and thinking.

Then congder Leonard Tamy’s paper, which we contend can be best resolved beyond
thinking of ‘fictive spaces as essentidly metgphors, if one takes spatidity as a matter of
geometries and topologies in generd, whereupon it becomes possible to define, as we do,
‘motion’ abdtractly as [rapid, dense] sequence, so that ‘veridical’ motion in three-space (like,
indeed, three-space itsdlf) is seen as an experiential and perhaps default prototype (see Lehman
1985) of space but not the sole ‘true’ space. From this it is possible to argue that Tdmy’'s
vaieties of ‘fictive motion are dl generdisations of motion to other spaces!

There is a great ded of relaionship between what we are doing here (but we are not
working in experimenta psychology) and what O'Keefe's paper is doing (*p. 278), for he
clams, correctly we fed, much as we do, that motion and so one are indeed generdisaions
from a 3-space prototype and not in the usud sense a metaphorical extenson (‘fictive').
Actudly, O'Keefe's paper can stand as an independent precedent for the line we are here
pursuing. Like O'Keefe, we are conddering a computationd-adgebraic view of spatid
relationships and directions specified as vectors rdating places. And like him we are consdering
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how to specify the meaning of rdevant linguidic forms (prepogtions chiefly); in particular, we
are taking Paths as sequences of Places (p. 280), dthough, we are dso concerned to think of
thisas away of generdising the idea of Motion, and we find it necessary to distinguish between
Places and Loci, in order to ded with the specificaly topologica properties of spaces and
gpatid relationships. Our only point of gpparent difference with O’'Keefe is that, given our
approach, i.e, our atempt to ded in the first instance with Space and not merely patia
relations (relationships) — say, with generalised spaces within which vectors and paths are
defined, we do not accept (p. 282) the notion that the extension from geographic 3-space to
other dimensonditiesis one of ‘metaphor’. On the other hand, it ssemsto us that hiswork, and
the work cited by him, suggests a proper grounding in brain function for the computationa
theory of these matters, and like O’ Keefe, we take ‘computationd’ to mean smply forma,
mathematicad specification and calculation, as judtified in our Introduction; it is not to be
understood as having to do with computer-based smulation or Al representetion, athough
clearly it ought in principle to be implementable in such terms. Findly, it seemsto us, somewhat
tentatively dill, that O'Keefe's digtinction between a ‘rectilinear’ (say Cartesan co-ordinate)
and a polar co-ordinate way of specifying relations on spaces (pp. 280 and passim) may well
be related to (Lehman and Herdrich, 2002, and Lehman 1980) a fundamental distinction
between to digtinct ways of representing space itsdf and its relationship to the entities located in
goace, namdy, as, respectivey, something axiomaticaly edge-bounded (though possibly of
indefinitely great extent), containing the entities and objects defined on it, and something
defined on the entities or objects, namey, pace as a point-fidd — another reason for
distinguishing between Place and Locus (essentidly a point- projection from Place).

The editors, in their fina chapter of the book (at p. 555) take the view that ‘space’ is an
absolute primitive, necessarily independent of the concept of entity-object. ‘Empty space ...,
exigs..., asthey say. Wdll, this is more complicated (see Lehman and Herdrich 2002). On the
obvious interpretation of that view, it is correct only under the assumption that ‘space is
container-like. However, on the point-field construction of space, it does not obvioudy hold.
More precisdly, if (and it is not clear) we have to say that ‘space’ exists independently of things,
axiomdticdly, then it dill remans the case that any such ‘space’-in itsdf will need to be
understood as collapsing on itself, so to speak, without any non-empty dimensondity or
metricdity. This is, of course, conssent with the Reatividic (Eindeinian) point-fidd view of
things, which we have shown is dso a view common to some cultures and naturd languages
aso. This will prove a sgnificant point to make in the revison, dong the lines of our assartion
that O'Keefe's and others' views need to be better grounded in a generd formaism of space-
as-such and its quas-axiomdisation. From this perspective it is worth noting that our use of
‘computationd’ is as close as needs be to O'Keefe's (in his various papers and the present
chapter), namely, having to do not with the idea that cognition is utterly reducible to a computer
programme or Smilar agorithms, but having rather to do with the idea that cognition, or some
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important aspects of it in the brain, is ussfully taken as having to do with forma, mathematicd,
relational congructions, caculations, and mogt particularly derivations. of categories, and the
goplicability of categories, from primitives, axioms and S0 on.

It is reasonably clear that we are able to refine, correct and extend O’ Keefe' s treatment of

at least anumber of spatid prepositions with regard to at least these considerations:

(1) We add a comparative pergpective that allows us to tease out universas from language
particular matters, and that is important because the computations he postulates have
got, bascdly at leadt, to resde in universds. E.g., ‘from’ is not universa, and ‘at’ is
more than what he says, being dsawhere avery genera default locator.

(2) We digtinguish PLACE from LOCUS, and the whole gpparatus of point-projections,

which reduces problems O’ Keefe has with ‘under 1’ and under?’ .

(3) By putting the computations into a framework of more explicit agebraic topology, we
add neighbourhood functions in such a way as to reduce materidly complexities in
‘about’ and other omnidirectional prepositions.

(4) We argue that O'Keefe's map of space onto tempordity (time) is quite right but that
there follows from this, assuming (see CRNS #8) that what is basic is Agpect-cum-
Mode rather than the red time line, an interesting relationship between red and
gpparent motion, namely, that *motion’ is bascaly sequence with (possibly arbitrary)
monotonic ordering), whilst red motion has this order dictated by the map to Time,
where, as is wel known (see now the discusson of this problem in rdativity, by
Penrose), the order isirreversible, and hence ‘real’.

(5) Thisinturnisexactly what findly alows usto escgpe thinking of extensons of spatidity
as smply metaphoricad. Moreover, in the latter connection, we take as the basis of
extension to ‘other’ spaces, replacement of the ‘naturd’ gravity. (cf. now Coventry
1998:269-271 and Landau 1998 on L. Tamy's 1998 'force dynamics) ‘basis by other
bases, eg., other ‘forces such as influence, cause, and so on. Here we may compare
O'Kedfe's treetment of ‘under’ and other prepostions as applied in ‘under the
influence and *under the aegis . In the former case, influenceis taken as aforce (in this
case we may cdl it a pushing rather than an attracting force such as gravity, and in
ether case 'under’ entails or implies the lower limit to which the force impels) to which
the rlevant something is subordinate, hence a scalar limit, whist the latter istaken as a
‘cover’ or ‘celing (upper limit, cf. *‘over the widening sky’), that is to say, a
reference-ground defining arelative reation/location, so that there is no necessary scale
and one cannot be **above the aegis of ¢’'; more correctly and exactly, one takes
‘aegis or ‘widening sky' as subsuming or conflating a whole implicit scale of degrees
up to an arbitrary celing limit. Stated otherwise, something is under the aegis in the
sense that the aegisis defined as maximality. Taking the two sorts of of cases together,
oneis adleto generdise over them and say that they imply and entall one another, in as
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much &s, if there isamaximd limit, the necessarily everything is somewhere between it
and any lesser limit, and any location, in whatever pace, less than maximd is by
definition describable as 'under' that maximum, whether or not the location is 'forced
— in the case of gravity, for example, the maximum is understood as as far in the
opposite direction that something might be when not made subject to the force and
thus having to maintain a lesser position than it might otherwise have. This sort of thing
again alows one to reduce the complexity of O’ Keefe s trestment of ‘under’.

Next, as to Barbara Landau's chapter about the way children seem to learn the way
objects and grounds need to be encoded as to shape, axidity etc. for proper application of the
lexicon (prepogtions, verbs, count nouns) having to do with space and spatid relations, we see
that our kind of trestment (adding a more agebraic verson of geometry and topology and
taking the latter as dedling not merdly with ‘shapes but as well with neighbourhoods and
boundary relations and fields) dso gpplies usefully and productively to the way words encoding
various different aspects of the geometries of objects with regard to patid relaions, dlowing us
to go beyond the idea that Smply alternative schematic representations are invoked for the
application of different such lexicad terms. We can now get to integrated ‘theories of those
classes of geometries and the like from which the ‘locd’ representations are derived naurdly.
That is, we take schemata as rdatively low-levd derivations and congdructions from more
abstract knowledge-cognition structures (cf. Lehman MS passm and Kdler and Lehman
1991), asin the introduction to the paper, which need to be mentioned as the starting ground for
our whole enterprise), with good results. For example, we see that ‘container’ is not the proper
idea for defining the object properties to which a preposition like ‘in’ is to apply. Instead, we
need to invoke the idea of an interior neighbourhood, topologicaly, in order to account for
‘dirt inamat’. Or, eg., ‘on’ can apply to a container because, ‘if something is a container then
necessarily it must have a containing part, hence a surface, to which ‘on’ properly applies. Or,
again (cf. p. 323), we can look again a her problematicd sentence ?*‘the bal lay dong the
road’, which may indeed seem awkward considering that a ball is configured as non-distributed
axidly in space. However, consder ‘the bal lay somewhere dong the road’, which seems a
perfectly fine sentence. Why? Well, it is, we maintain, because ‘somewhere entals a PATH,
i.e., asgt of points themsaves distributed axidly on the road, regardless of the object- shape of
the bal; and the LOCATION of the bal is digointly postulated ‘dong’ this PATH. Thus, the
agebraic view of geometries and topologies, alows us, with suitable capacity for abstractness
of representation to get round such questions and problems.

Finaly, perhaps, our ‘agebraic’ gpproach dlows us even to make a couple of ussful
comments upon Mdissa Bowerman's solendid survey of the differing ways in which languages
apply or fall to apply spatid descriptions to objects and relations. For one thing, it would be
useful © consider that where Bowerman refers to (386) the *conceptua packaging' of space,
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we would clam that these are low-level concepts that derive from cognitive ‘theories (K-
structures), so that different languages can encode different parts or aspects of the K-structures
in various ways, and it remains the case that the spatid cognitions are il largely universd. This
goes aong with the observation that lexicd encoding hardy exhausts any language' s ability to
ded colloquidly with the sort of thing that another language packages lexicdly. Thus, for
ingtance, while (399) some languages may indeed not dlow one to say the equivdent of English
‘There is butter on the scissors and require one to say something like ‘the scissors have
butter’, in English one can dso say ‘there is butter all over the scissors/ ‘the scissors have
butter dl over them’, showing that the digtinction that, say, the other language makes by
blocking use of locative on is in fact aso understood by English speakers conceptualy and
made use of when necessary. Actudly, of course (see her note 6), the digtinction here is that
between indefinite or didtributed location and specific location, so that those other languages
retrict the ‘on’ -type preposition to use for definite location only (as dso with ‘my cup has a
crack *init’).

Redly, the problem concerning the puzzle of the evidence for and againg universdity of
gpatia conceptuaisation as reflected in differing linguistic usages is reedily resolved by noting
that ‘concepts as used here by Bowerman and others are far from obvioudy the basic
components of cognition but rather only packagings, as sated, namdy, in a sense derivations
from cognitiive K-dtructures. Language, in its lexicon, but not necessarilly the rest of its
gpparatus, does indeed go far towards determining what aspects of the innate-universa
conceptualisations of spatidity and spatid relationships are to be focussed upon differentidly.

From this it follows directly that the errors children make in gpplying spatid terms are, as
Alison Gopnik indeed suggests in her 1988 paper (cited in Bowerman), the consequence of the
fact that their underlying ‘theories (K -structures) for spatidity are ‘under development’ at that
dage (see Bowerman's discusson at pages 392-93). Note that Bowerman occasondly
overdaes her case in partia favour of language specific determination of spatia understanding
precisdy because she concentrates on the lexical aspect of the language only. Thus, whilgt it is
true that in Polish (399) one has to say ‘the lid of the pickle ja’ it remains possble to say
something like ‘the lid isfirmly screwed on the jar’ none theless. Again, in thislatter connection,
the digtinction being drawn has to do with the difference between ‘proper’ location as against
‘contingent’ location. It is not the case that English here is Smply treating part-whole relaions
asif they were spatia (see again her note 6).

Incidentally, there is a question of method, too, that arisesin Bowerman'sasin so many of
the papers here and dsawhere in the literature about language and thought. Thet is, unless one
uses a rather fine-grained formd (say, as with our work, agebraic) apparatus for one's
theorising, one is perhaps apt to pay less than adequate atention to the full range of linguigtic
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evidence that might usefully bear upon one's conclusions, wheress the details of a fine-grained
formal apparatus practicaly forces on€e's attention to details of usage and expression (one looks
a one of the expressons in the formal gpparatus and is bound to ask onesdlf, 'Now what could
that correspond to?). Thus, for instance, whilst it is certainly true, for instance (pp. 401-2) that
in Korean one a least prefersto say ‘afly has entered my cup, instead of the smplest, default
English ‘Therés afly in my cup’, English is quite colloquidly able to ded with the didtinction
involved, namdy, saying A fly has got into my cup’, which, by the way, serves to show that
the ditinction has to do not with focus upon events leading to a presence, but instead with the
fact of intrusive asagaing ‘proper’ locative presence. In plain fact the thing is that before one
can safely assart things about the relationship between language and thought one redly must
look at the full run of the language evidence and not a just default expressons or lexicon done.

Findly, we can refer again to a part of the most recent literature on language, thought and
their rdationships, and the Sgpir-Whorf hypothess, namely, Bowerman and Levinson, 20. We
choose, for what must appear to be obvious reasons given the materials on spatial adpositions
of the main body of the present paper, to ded only with one of the paper in that important
book, i.e., Penelope Brown's’Learning to Talk about Motion UP and Down in Tzdlta: Isthere
aLanguage Specific Biasfor Verb Learning? (Brown 2001)

It seems to us that two things emerge from this excellent study, though the author might
not agree with what we say about it here,

We agree that (see especially pages 513), language does have amgor role. It ssemsto
force the congtruction of a map from perception and elementary cognitions (up, down, and
compass directions) to developed and lexical-semantic concepts. Without a doubt there
have to be prelinguigtic percepts and even concepts having to do with up/down, or else thereis
no account available of the universdity of such things — no doubt this has to do with the often
cited fact of our gravitationd field coupled with our up-right posture. And no doubt either that
many, but hardly al peoples generdize their primitive perceptiondriven concepts of relative
direction for gpatid relations based upon non egocentric landmarks to so-caled absolute
directions (compass directions, cdl them). Moreover, as we show in this paper, the reason,
ultimately, has to do with the demongtrable fact that compass orientation depends adways upon
culturdly specific but widdy available projection from an ultimate UP (whether, in the Northern
hemisphere, the pole star or the celestiad equator) to the 2-space perceptual surface of the land
and its horizons.

Neverthdess, There remains the question why some peoples do what the Tzeltal, and many
Southeast Asans do, equating both lexicaly and, as Brown has shown, conceptualy, compass
directions asymmetricaly with locd UP/DOWN directiondity. Apparently it redly is the case
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that the language forces a map of the sort mentioned above, so that speakers end up, quite
soon in fact (Brown again, * p. 515) literdly ‘thinking’ or conceptuaising the compass direction
as UP, eg., in effect if not literdly, reversing the projectiond source of the former.

One dare not, however, clam that the historical projection that ‘creat€ an idea of, say,
compeass directions as such in many languages is avallable to speskers, that they have any way
of recognizing that source or inherently recovering it cognitively unless by scholarly-scientific
reasoning. Nor can without further work beyond mere lexicd diciting clam, save agan
‘higtoricdly’ as to some discovery or invention — again so widespread there has got to be a
prelinguistic cognitive cagpacity account available for the matter—, that the Tzdtd ether have a
‘primitive’ direction concept in mind (N., S, etc.) independent of UP/DOWN, nor that they are
synchronicaly aware of the projection principle or are themselves usng it to equate UP/DOWN
with SN.

One needs to ask informants, under carefully controlled conditions, e.g., whether a certain
direction they invariably label UP, say, is‘redly’ up, ‘in the sameway’ as one literdly dimbs up
a hill or a dope or a dructure. This is a fundamentad methodologicd principle for serious
cognitive research generaly that one of has written about elsawhere (eg., Lehman 2000). Far
too much of the work on to question of the Sgpir-Whorf hypothesis and related matters of the
influence of language on thought is severdy weskened by apparent reliance upon mere
observation and experiments that amount to un-probed diciting. We cannot hope to go into this
meatter in the present beyond what we say in the gppendix a some length regarding the Guguu-
Yimithir and whether or not they can or nat, if ‘pushed’, think of something as being in the
direction of, say, one s right hand'. Easy conclusions about the pros and cons of whether or not
language rdatividicaly helps to determine thought cannot be answered with diciting methods,
however beautifully crafted with texts, even with lovely experiments.
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APPENDIX

We have reserved to this Appendix the more detailed technical parts of our gpparatus, in
order to make our basic demondration flow more smoothly in the body of the text, and so that
readers not comfortable with the technicdities of the formalisms and range of languages on
which our argument rests will not be put off.

PART 1. In Samoan and Tongan (Polynesian languages, but dso in Burmese, Samese and
other Asian languages) we have just one generdized preposition (or postpostion) to indicate
location. The ‘reative’ location is not given, as in English, by a prepostion, but rather by a
subordinate noun meaning things like ‘ space below,’ * space surrounding,” ‘the [upper] surface’
‘the interior,” and so on, for, respectively, ‘under,’ ‘near,” ‘on,’ ‘indde’ They say ‘a the below
of the table,” ‘at the neighborhood of the table,” at the [upper] surface of the table’ and ‘at the
interior of the house’ Sometimes there is no subordinate noun accompanying the one
representing the ‘thing' concept, when dl we mean is generd locetion: ‘at.” Then thereis no
surface formative for the position of what Jackendoff has defined (1983) as a Place-function,
and the ‘thing’ absorbs the generdized Place-function semanticaly; the principle is no doubt the
rigid logico-semantic entallment that every ‘thing' is somewhere, and if nowhere ese, then ‘in
the place it defines currently.” Thisis in fact rather like what Herdrich (p.c. to Lehman) says
when defining the particle i, that gppears in certain significant locative expressions (below) in
Samoan. It is more complicated, nonetheless, because not dl nouns can take barei. There are
jus some things that inherently contain in their lexicd meaning specifications the subset of
features defining them as a kind of ‘place’ and only these can take bare i, i.e., absorb Place-
function. Thisis so even in English. We can say ‘a the door,” ‘a a certain point, and, of
course, ‘at aplace’

Two things follow from such consderations. Firs, the second, or aternative Jackendoff
formulation (1983: 162) isto be preferred as capturing the Samoan as well as the English better.
We prefer [placey] -> [place PLACE-FUNCTION ([thingy]) because, even in English, it
seems, we understand ‘inside the house,’ say, as equivdent to ‘(at) the insde d the house’
Moreover, Jackendoff’'s PLACE FUNCTION redly comes down to precisdly a ‘function,
namely, one from things to places. For ingance, ‘under’ (Samoan ‘space-beneath’) is a
pseudo- ‘thing’ , conceptudly congructed from the dementary notion of a place— a sub-
pace, actudly, rdativized by orientation to the thing (where, as above, the ‘thing’ itsdf definesa
place, namdy, the place the thing itsdlf is at).

Secondly, the only true class of ingstances of the sub-formula [PLACE] -> [PLACE]
(Jackendoff’s firgt formulation) is the dass of indexicd shifters, words like English here, there,
now, I, you, he, etc. Thefact that they are indexicd shiftersisthe same thing asthe fact that, as
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in the second Jackendoff formulation, there is nothing corresponding to the first haf of his earlier
formulation, namely, [PLACE] -> [PLACE]. That is because the PLACESwe are now looking
a as it were define their own referentid index, or ‘entity.” To make much the same point, we
could observe that (a) a‘place isin fact a gpecia sub-instance of ‘thing,” and that (b) whereas
in the generd case any ‘thing’ smply defines a PLACE, in the particular ingtance a PLACE, as
akind of ‘thing,” doesn't need to define a PLACE, since it dready is a place inherently. In
smple English, we would not put into this sub-formula anything like, say, *[Placey] -> [Place ¥]
because the subscript index has no set-theoreticd interpretation here independently of the
conceptua semantic representation of the term in question. Again trandating into plain English,
‘a PLACE has no meaning except as the place of, or relatively to, some THING, or some one;
abgiract bits of space are not themsalves places, from which it follows that there can be no st
of places defined inherently.

English ‘place’ is a ‘thing that defines a point-in-space as an ided of aregion, i.e, a
PLACE, so we can say ‘a a (certain) place” It refers, we guess, to any PLACE defined by
some, possibly ungpecified ‘thing” If so, then here, there, now, then at any rate are purely
derivative shifters, as ordinary usage suggests, boiling down to this place, that place, thistime,
that time. However, no equivaent reduction of the shifter class is possible for the persond
pronouns and/or the demongratives. For these, we want the formula [PLACE]-> [PLACE]
(roughly because these pronouns refer to ‘this or that PERSON’, a specid ingtance of THING,
which is dways in its own shifted PLACE). So, given our generd remarks about indexicdity,
[PLACE] -> [PLACE / ‘thingy'], where the dash (/) indicates that the place is defined

‘relatively to' acertain thing, or perspective.

This gives us a proper topologicd generdization over Jackendoff conceptud spatidity

parameters.
The Samoan data, provided by Herdrich are:
@ ‘under the table ilaloolelaulau
‘near the table i latalata o lelaulau
‘on the table i luga o lelaulau
‘indde the table i totonu o lelaulau
Here are the Burmese examples:
2 Sa-ok  Thitta-(a@)hte; hma (hyi.thi). Ced»6—©0tad 4—2 T 0¢—¢ ¢, Ca—
\ —[

book box (itsinsde a (exigtentid verb)

[thingi] [thingj] [Pace-f] [f]

[The book isin the box]
Burmese has basicdly just two lexicd postpositions proper, the locative/stative one, and the
PATH ae kou (A¢»), which, as a case-marker, serves also to mark the oblique case of
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direct and / or indirect objects. Objects (stereotypicaly patients and gods) are aso
conceptualy PATH notions, asin fact Jackendoff shows (especialy 1990).

Note that Place-f. = Place-function; f. = a functor-operator (adposition, here a
postpodition). ‘f' takes [thingj] to [thingj], in a way that it serves to ‘locate’ the former
relatively to the later in spatid terms. Trividly, without an overt term of Place-f., we understand
agenerdized ‘neighborhood’ Place-f. Thus, in English, ‘at the house’ amounts uncontroversidly
to ‘in the vicinity/neighborhood of the house’ Note, likewise, that the adpostions (English
prepostions) ‘in,’ ‘on,’” ‘under,” ‘over,” ‘before’ behind,” etc. are easily shown on independent
evidence (regardless of any wish to make English conformd with what is needed for the
Burmess) to work dong the fallowing lines:

f. [English neutrd ‘at, where ‘a’ even works for directions, as in roughly the sense of ‘to
Chicago’ =* a PATH [cf. “go ‘a’ something or some ‘place "], where that is in turn defined
by a directed arrow whose endpoint is ‘at’ Chicago itself], —> ‘to’ under conditions specified
below. That is, we have here only alexica suppletion rule to the effect that we use alexicdly
specific and specidized surface preposition senstive to the feature of P-f, or incorporating those
features in the absence of an overt P-f. (Eg., ‘in(Sde) the house’ as agang ‘infat the
ingdefinterior of the house’). Note here that PATH needs to be specified, as PLACE dready
is, above, as a specia sort of (pseudo-) THING, presumably a sub-ingtance of PLACE. One
can after al be ‘on,” or ‘dong’ (cf. Jackendoff 1983) a PATH in English and other languages,
and it isthus proper to say that PATH is not only a pseudo- THING but more specifically a sub-
ingance of PLACE, defined with reference to an ordered pair of THINGS. Thisis a step
Jackendoff fails to take, possibly because of the way he has collgpsed the implicit digtinction
between cognition and semantics. Because of this his treatment lacks adequate generdity and
adequate accountability of quite observable language facts.

We are certain that the correct account is to say that the predicate of motion itself actsasa
PLACE-function in the sense of inducing the PATH as the rdlevant ordering; the adpostion then
is f, the functor, teking THING (the thing in motion) to THING (at east as a limit); and the
ordering itsdf is in terms of a quasi-continuous succession of PLACEs of THING,, such that, at
thelimit, THING is‘a’ the PLACE of THING;, as above in the locative case.

(3) (Haka Chin)
(@ Inn-a h aum.
house-a he-is/stays.
(b) Inn-a h aka |
house-to he-goes

whereiit is clear that the motion verb, ka |, induces a PATH feature interpretation on the covert
P-f.

LEHMAN AND BENNARDO: COMPUTATIONAL APPROACH TO COGNITION OF SPACE.
WWW.MATHEMATICALANTHROPOL OGY.ORG




M ATHEMATICAL ANTHROPOLOGY AND CULTURAL THEORY:
AN INTERNATIONAL JOURNAL
VOLUME1 NO. 2 PAGE 68 OF 82 JUNE 2003

What follows directly isthis

In general, PLACE is just an idedl’ of Pf under the condition adposition+f. *[THING;
space] iff [THING space] is phonologicaly null; equivaently, iff [THING space] ->g/ where
Adposition-f absorbs the f-features of [THING space] . Thisisthe case of ‘place’ as anoun,
and hence a sort of THING. Note that an apparent problem vanishes under close examination:
if the THING; is phonologically empty, we have such expressons as ‘a,’ ‘on,” ‘to’ THING;,
but this in no way precludes a separate dependent instance of THING, asin such expressons
as‘theplaceof THING .

In generd, this ided (see, eg., Birkhoff and MacLane 1963: 70, 349 — ‘A nonvoid
subset C of a commutative ring R is caled an ided when A~ Cand b~ C imply (A+b) ~ C,
and A~ C,r Rimply rA~C —p. 70. ‘In any homomorphism H of aring A, the subsets of
dl eements mapped on zero isanided in A’ A p. 349; on the notion of idedls for rings and for
adgebras more generdly, Takeuti & Zaring 1973 19) exists because Adpostionf maps
[THING space] to points, as in the example where ‘AT [THING space /interior
neighborhood'],” = English “in’, treats [THING space/ “interior neighborhood']" asif it were a
point, even though it is, as shown, aneighborhood, or region with respect to [THING], which is
to say as the point-ided of the region! This anounts to motivating the distinction between
PLACE and LOCUS. More precisdy ill, what makes PLACE the aforementioned specia
sort of THING seems to be the fact that any region or neighborhood, defined in the find
andysis as the neighborhood of dl mint-projections of a THING itsdf, can take any of its
interior points [= LOCUS in our treatment] asitsided or representative entity!

That thisis practicdly the correct view is easly seen when we take note of the fact that, say
in English, as we show in the body of this paper, one can be‘a’ something or some place, e.g.,
‘a the table” when in fact dl point projections of the THING one is AT, though in the interior
neighborhood of the PLACE, are digoint from any of the actud projection-points of the
second, or reference, THING; in particular, the chosen point ided of the neighborhood can
very well be apoint not amongst the point projections of the reference object.

Findly, therefore, we consder any THING's ‘entity’ to be represented as something
unique, hence abstractly as any one of its points, and we go on to consder any neighborhood
of points, in particular any neighborhood of projections of the points on any THING to have
THINGness in exactly the same sense, i.e, in the sense that for any such collection
neighborhood of paints there is some function that can collgpse that collection onto one of its
members. Note, by the way, that this aso takes care, as above, of PATH, since a PATH is
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aready defined as a ‘directed’ neighborhood- collection of points. Thus, quite generadly, we see
that abdtractly (also intuitively) the primitive notion of entity has got to be understood as
equivdent to the notion ‘point, and SPACE itsdf is to be defined once and for 4l
(reaividicaly in the sense of modern physics, a Whorfian sense) in terms of projections from
THING-points to more abstract points sill. Moreover, there can be no principled limit, then, to
projections from projections, and hence to the recursive embedding of PLACES into THINGS,
which in turn have PLACEs, and so on. Note, aso, that no red problem arises in the case of
abgtract THINGs such as* virtue, democracy, ‘curiogty, an the like: such purely conceptud
THINGs may be thought of as something very like unique points (hence their ‘entity’) that
project only reflexively onto themselves. From this we can derive the fact that they have no
non-empty PLACES.

With this step, which we have arrived at only from a careful attempt to account for the full
range of fact of English done, we are dready wdl on the way to having a complete and well
motivated theory of adpositions across languages that digposes of any remaining suggestion of
deep perceptud or conceptud or even expressive differences amongst languages in the way
they ded with spatidity.

It ought aso to be clear that there must be a proper extension of the foregoing andysis to
the ‘space of events, and hence to tempordity in generd. In fact this extenson has dready
been undertaken, and for this we refer the reader to Lehman (MS: #8). In spite of suggestions
to the contrary in Jackendoff’s (1983) work, where formal objects such as THING, PATH,
PLACE, EVENT are taken as (at any rate semantic) primitives, EVENTSs are, after dl, a
gpecies of THINGs, as in modd theory (see Kamp and Reyle 1993 on EVENTS), which isto
say, that there has to be a SPACE in which they are located.

Thisisin the naturd result of tregting dl formd-reaiond sysemsin terms of the perfectly
abgiract, algebraic generdization of SPACE. We close Section | of this Appendix by observing
that the foregoing geometric-topologica trestment of spatidity and entity is wholly consstent
with what we now know about the neurobiology of perceptud processng of vison! For, if
indeed we perceive entities (and hence places) in the first place through the pathlike process of
scanning, there can be no cognitive theory of space that treats THING/PLACE as primitives
digoint from PATH.

PART Il. The fallowing is an extended comment on the underlying cognitive computationd
bass of the four quadrants of directiondity rdiably reported by both Haviland (1992) and
Levinson for the Guugu Yimithirr of Cape Y ork Peninsula, Northern Territories, Audrdia
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Persons and objects are placed relatively to some reference point as in one or other of
these quadrants, or rather as lying upon aline from the reference point into said quadrant. Our
darting point is the intuition that somehow that these quadrants are underlain by something like
unigue directiond points, North, East, South, and West. 1t is hard to pin this intuition down,
admittedly, and furthermore, Levinson (p.c.) indgts that his Summer, 1992 fidd investigations
show clearly that the people do not recognize anything like ided, or ‘true’ directiondity in that
sense. Of coursg, it is eadly seen that people may have cognitive knowledge that they cannot
access, or be aware of, and hence Levinson's data are less than wholly conclusive. That is
enough to dlow us to pursue the following forma demongration. Indeed, should it go through,
it would be easy enough to design an experiment to test whether the people could be made
aware, asthey are not now, that they are in fact usng such anotion in computing directiondity.
All that would be needed would be to run through a smplified verson of the demonsration that
one cannot, for instance, be said to be going from, say, North farther into East beyond a certain
imaginary point in the latter quadrant — a point, beyond which one must be said to be heading
towards South, and then let the informants draw the necessary conclusions with little prompting.

Congder firg that a quadrant, say North, is defined smply as the whole arc of points
inclusvely between its left and right boundaries, as in the diagram below, based on Levinson's
diagram. Then, oneis‘facing North,” asit were, when headed towards any such point; anything
is, from any vantage point (reference point), to the North iff a line from the vantage point
through the object extends to any point in question on the arc of the horizon. Y et even Levinson
writes readily enough of these notions of directiondity as a matter of ‘angles’ and arcs
subtended by such angles. But the notion of angle remains undefined unless one takes some
such line as a garting point and rotates, in some sense, in one direction or other from it; any line
coinciding with the starting point defines an angle of ‘zero degrees.” I one combines Levinson's
usages in describing the Guugu Yimithirr system of directiondity, one ends up saying, for
ingtance, that dl directiondity involves an ‘angle of zero degrees, and this is intolerable,
possibly not even coherent.

One might consider taking either edge of a quadrant and rotating towards the other edge,
but this would fail having regard to yet another difficulty. It is surdy no accident that the Guugu
Yimithirr quadrants are systemdticaly rdlated to ‘our’ compass directions and those of
innumerable cultures everywhere and of dl levels of development; that, geometricaly at leedt,
and without prgudice to anything the users actudly ‘know’, each such quadrant ‘centres as
closdy as one pleases (correcting, as Levinson himself says, for the deviation from magnetic
North as a basis) on ‘our’ ‘true’ compass directions This is enough to motivate our searching
for evidence, formd and/or substantive, however indirect, that, after dl, the Guugu Yimithirr
soeskers are, however unaware of it, employing something very like ‘true directiondity in
computing actud direction in their system. Indeed, on the basis of any such evidence, it will then

LEHMAN AND BENNARDO: COMPUTATIONAL APPROACH TO COGNITION OF SPACE.
WWW.MATHEMATICALANTHROPOL OGY.ORG




M ATHEMATICAL ANTHROPOLOGY AND CULTURAL THEORY:
AN INTERNATIONAL JOURNAL
VOLUME1 NO. 2 PAGE 71 OF 82 JUNE 2003

be possible to design further experiments to test whether thisis the case. For instance, on could
smply point out to one' s informants that as one rotates in any direction from, say, North, oneis
getting farther and farther towards East, or West, so that there can be only one point where one
can say one is neither more East nor more West, having regard to a non-empty notion of
angularity of measurement invoked by Levinson himsdf. Obvioudy, this experiment will make
some psychaolinguists uncomfortable in so far asther canons of experiment are still governed by
neo-behaviorist/learning theoretic assumptions, but such ‘probe’ experiments are, and ought to
be necessary and proper under assumptions consistent with a non-empty notion of cognition —
probes carefully controlled, needless to say, s0 as to avoid Ssmply putting ideas in one's
subjects mouths, though making people recognize what they have only ‘known’ unconscioudy
is not necessarily to be regarded as ‘ putting ideas in their heads!’

As a matter of fact the substantive evidence is there, dbeit somewhat obscurdy, in
Levinson's own report (1992: 34-35). It is, once again, surely not a mere accident thet
expressons like both ‘the right Sde’ and ‘the other sde are naurdly rendered in Guugu
Yimithirr (a language that never employs right and left as directiona descriptions), as in Bible
trandation, as ‘the East Sde’. We submit, as afirst approximation, the following account of this
fact. Let the East-West ‘axis,’ or opposed pair of quadrants, be taken as primary. Thisis not
uncommon; Burmese, does this, and maybe Levinson missed the evidence favoring an
underlying Guugu Yimithirr true directiondity by nai vely trying to find evidence for a Guugu
Yimithirr perception of some subgtantive, rather than purely forma, marker of ‘true’ North,
such as that defined in the Northern Hemisphere by the pole star. Let the obvious diurnd path
of the sun’ s gpparent motion define East-West as a sarting point, possibly at some mid- point of
the year, possbly just varigbly with the seasond movement of the sun’'s ‘path’ towards and
away from the equator. Then, if one takes the direction of that path as, in some sense, the way
one might idedlly be facing, East is ‘back there,” and if one supposes, further, that one facesin a
direction orthogond to the path, or ese in the direction towards which the sun gppears to
proceed, and granting that Guugu Yimithirr people (as both Haviland and Levinson admit) do
diginguish the right from the left hand even though not having any way of describing directions
by means of such words, ‘right’ indeed trandates as Eadt, and Eadt, initsturn, as ‘other,” viz,
not the direction of ‘facing’ of the path of the sun. If, however, the equating of ‘right’ and/or
‘other’ should turn out not to be consigtently rendered in Guugu Yimithirr as Ead, thenit is ill
likely that it is either East or West; that the sun’s path is primary, in the sense of providing
ubstantive markers of a computationa starting point for ‘absolute’ rotationa direction, but that
one can ‘face in either direction on this path, without preference.

There is more gill. Heaven, Levinson tdlls us (1992: 35), is said to be North. We suggest,
again on the basis of wide comparative evidence (see Section | of this Appendix), thet thereisa
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systematic projectiond connection between Guugu Yimithirr North and ‘up.” If o, then
something like ‘true North may exist in the sense of the following.

Congder the imaginary zenith, and consder rotating from it in either direction aong the
aun's (East-West) path. Then project that rotation upon the horizon orthogonaly to the sun's
path. The result will necessarily be that the ‘best’ ‘up’ projected onto that quadrant of the
horizon will correspond as nearly as one pleases, with ‘true North. That the zenith is
recognized and digtinguished generdly amongst Aborigina peoples in Audrdia is well known
(e.0., Wierzbicka 1992: 8 for the Nyawaygi case).

The formd agument and evidence are agan easy to find. One dats from the
aforementioned observations about angular rotation as defining the computation of directiondlity.
As one goes in one or other direction in the North quadrant, for instance, one proceeds
increasingly towards the East or the West quadrant, respectively; there can be but a sSingle point
in that quadrant at which one is neither more towards the East nor more towards the West; and
one can rever be said to be in that quadrant but proceeding, or tending, more to the South. Is
there any evidence that such congderations play a part in Guugu Yimithirr computations of
directiondity? Yes. Theargument on the basis of this evidence pardlds thet of Lehman (1985)
agang the applicability of fuzzy sets theory to color categories. That is, it is an argument from
relative closure of the categories two Sdedly.

John Haviland (p.c. to Lehman) gppears to share our intuition that his four cardind
‘quadrants indeed presuppose some sort of mid-points underlyingly equivaent to actud
directionsin ‘our’ sysem. Thus, one can say in Guugu Yimithirr that something is somewhat to
the North (quadrant) and yet also somewhat to the East. Yet what is absolutdy impossble is
that it be dso, say, somewhat to the South. That is, the categories are closed in adjacent pairs,
relatively to one another, such that for any adjacent pair, say North/Eagt, they overlap in such a
fashion that we must suppose that the right limit of North is just haf way into Eagt; and the left
limit of Eadt is just hdf-way into North. These are not, of course, necessarily conceptualized as
‘true’ compass-like directions, but rather as something very like focd instances (but see below
— actudly limit ingtances of a region) of the quadrant, rather in the sense of the wel-known
color foci. This predicts that, for instance, there is a centra limit to the Situation in which an
object is, or can be described as being somewhat in ether of just these two quadrants.
Anything, say, to the right (clockwise) of foca Eagt, will then tend aso to the South Quadrant.
The quadrants, then, are ultimately functions of this neighborhood (topologica) relation between
adjacent foci, and are therefore not underlying categories in the sense of internaly two-sdedly
closed divisions of gpace; otherwise no object could be ‘in” more than one exclusively in any
given indance. A quadrant, therefore is redly a neighborhood relation on a triple of adjacent
such foci; North quadrant, for instance, is then defined as being left bounded by an ided mid-
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point of the neighborhood relation between focal North and foca West, right bounded by the
idedl mid-point between foca North and foca East.

Furthermore, then, such ‘boundaries have no axiomatic cognitive status, or Sgnificance
even, though they can obvioudy be computed, if that be cdled for, asimmediately below. The
red, i.e, caegorid boundaries are the neighborhood limits on the two sdes of any given
‘direction’ focus: namely, the adjacent foci themsalves. With dl of thisthereis, aswith the color
categories, an asociated rule: as one proceeds beyond the hypothetical mid-point of any
left/right neighborhood, the neighboring focus becomes more sdlient, and the focus one has *left’
in computing the angle becomes thus, as with oursalves, the difference between say, North-by-
North-East an East-by-North-East.

After conversations with Levinson, it is ill unclear whether we understand atogether
whether or not an object not ‘very near’ the quadrant borders can ever be said to be somewhat
in each of two adjacent quadrants. Let us explore this now. Assume, as a start, that we have
read Haviland correctly. We accept, neverthdess, Levinson's experimentd verification that the
people in question have no overt conception of an ‘ided’ or ‘best’ instance of, say, North
(save, just perhaps when the projection of ‘up’ is brought into conscious play) or any other of
the quadrants. Therefore, what we have constructed above cannot be a focal point in the
quadrant’s arc; it is just a limit of a set of points on an arc between adjacent boundary limits
defining the arc, such that, e.g., if, in the diagram below, A,B,X,Y are the quadrants, then (a+b)
subtends the point region »(A,Y). This depends somewhat on whether an object not atogether
near the boundary line, ‘I' can be said to be somewhat in each of the neighboring quadrants,
even though to very unequa degrees, e.g., somewhat inboth A and Y.

However, now assume Levinson is right, and this can only be if the object be very near a
boundary. The above 4ill holds generdly because ‘very near’ is dill obvioudy a neighborhood,
i.e.,, an open and relative category, and therefore at least in principle, the quadrant mid-point isa
limit for even the remotest possibility of any such joint membership.

Thus, in the following diagram, a quadrant is an arc of al points such thet (i) it includes dl
points subtended by one of the angles (A,B,X,Y) formed by the intersections of diameters p
and |, and (ii) any point in the neighborhood of por | isinE (A,Y)E (Y,B) E (B,X), or E
(X,A), respectivey, and (iii) any such neighborhood of points has its left or right limit a
diameters bisecting the angles (A,B,X,Y) defining the quadrants under (i). E.g., the limits of any
such neighborhood are points subtended, respectively, by angles (a+b), (g+d), (e+r ), and (f +).
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Analysis of the Angular Quadrants of
Guugu Yimithirr Directionality

It seem only proper to record at this place the outcome of a long conversation between
Lehman and Levinson on the occasion of a pand on linguidtic relativity chaired by Levinson at
the November, 1996 annua meeting of the American Anthropologicd Association. Here is
what we appeared to agree upon at that time, which is when Levinson said his results might well
be called ‘Whorfian effects for non-Whorfian reasons .

(1) Clearly, there are languages with only absolute frame-of-reference expressions for
spatid reationships, i.e., describing the place of some one or something never in terms of ‘right’
or ‘left but only in terms of compass directions from any reference point, and experiments
prove the speakers do not directly map and recall their obvious perceptua processing of ‘to the
right of’, having insteed to say ‘If | was in the chair and facing North, then the bal would be
North of the chair.” or the like. So, we have to suppose that some time or other in the past the
language developed only an encoding of absolute directiondity. Presumably, this tends to put
into disuse (not reinforce) apped to the other perceptua computations (relative directiondity),
so that the latter is suppressed.

(2) There are, as stated, languages with only absolute directiondity, but if a language has
only one mode, it is dways absolute; there are no languages with lexicdized expressions for
only relaive and not absolute directiondity. So we need to infer that rdative follows from,
absolute directiondity, computationdly; this is a Guttman scale relationship, i.e,, an implicationd
hierarchy. It entails that computationaly there has got to be a common genera module, and —

(3) Thisis what we are doing in the present paper: working up the genera computationd
(and perceptua-topologicd) sysem from which Levinson's Frame- of- Reference types follow
as particular sub-cases, and thence defining the Frame of Reference (FR, henceforward)
categories computationaly on this basis.
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(4) The Absolute system has two forms of FR: (a) the locdly varidble (shifting referent)
‘intringc’ type (particular landmarks as reference points, with an object placed on imaginary
gght lines from one to another such landmark or from a chosen vantage point such as that of the
gpesker and a landmark) and its generdization (fixed-implicit [polar-zenith]) referent, or true
Absolute FR (with an dbject placed in a compass direction from a chosen vantage point); and,
of course, combinations of the two, such that an object is located in a compass direction from a
fixed landmark reference point (North of a centrd mountain, or whatever). The former (a)
requires some extra mapping to rea space, computationd processing; shifting from one to
another locad landmark. The Relative sysem istypicaly the kind in which one locates and recalls
objects as relative to an observer and the observers persond orientation, i.e., to the right, left,
front, back, etc.

(5 The exclusve absolute FR aso requires added cognitive processng because, in
pardld, one must be recurrently computing orientation of perspective to the fixed (or shifting)
reference point and therewith things like linear and angular distances as an observer changes or
moves. Experiments conducted by Levinson and his Research Group at the Max Planck
Ingtitute for Psycholinguistic Research having the do with dliciting pointing responses, as well as
Hutchins account (1983) of the cognitive basis of traditional Micronesan Navigation make this
clear. Thus, in the terms of the mapping computation from abstract topologica space to red-
world, real-time ingtantiations, these three FR types have very serious, even profound cognitive
so-called Whorfian effects and consequences.

(6) There is no inconsstency between this finding and theoretica postion and the task of
trying to generdize the computationa space of dl three FRs in accounting for their common
perceptud basis and the logic of the implicationd hierarchica reationship between
Absolute/Intringc and Rdldive.

(7) Moreover, our paper shows how it is that the Absolute/Intrinsic FRs are related as
having Absolute as an abstract generdization of the Intrinsic, because with the former one need
not compute shifting reference points. More dgnificantly, we show that the Rdative FR isin
topological terms a very specid case, living, as it does, upon an (a least) implicit
conceptudization of the hypothetical observer’s orientation to an Intrindc or Absolute
directiond marker (alocal landmark or an hypothetical point on the horizon defining a compass
direction)

(8) Formdlly, using notions from agebraic topology once again, the following is a proper
characterization of the Reative FR, which serves adequately to digtinguish it from the Absolute
FR: whereas the Absolute FR defines a direction as such, the Relative FR induces a direction.
It specifies a LOCUS as being within a neighborhood of points of which the lower limit is the
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left/right/front/back of the reference person, viz., a neighborhood the points of whose closure
are points of the closure of the reference person. So, just as, in English, one implies, but does
not directly establish, a PATH’s direction in saying one has ‘gone from’ somewhere or other,
S0 the Reldive FR merdy entails, implies or induces directionality because, as noted earlier on,
a PATH has direction and direction involves a vector, which requires specification of a head,
the foot not requiring to be specified. The Absolute FR, however, by specifying a ‘line of sght’
from a reference point, passing through a second object, to an independently chosen point (i.e,
a compass point such as North), therewith specifies, in that latter point, a head and thus a
vector and PATH, o that this FR directly defines adirection.

From this it follows that the Rdative FR is computationaly more complicated than the
Absolute FR because an additiond operation amounting to the induction of directiondity is
required. Therefore, oneis led to predict that, if any language has only one or these two FRs, it
will necessarily be the Absolute FR (an implicationa hierarchy amongst FR, where the Reldive
entails the Absolute but not conversdy). As far as we can determine this prediction is in fact
empiricaly correct, thus tending to confirm the correctness of thiswhole line of andyss.

We may conveniently extend the foregoing arguments againgt a redivist view of cross-
linguigtic evidence about conceptudizations of space t0 a comment on recent redivist
(Whorfian) arguments about language and thought more generdly. John Lucy’s (1992) genera
line of argument for anthropologica evidence favoring ardétivist postionfails on the ground thet
such evidence, as he condrues it, generaly depends upon the importation of encyclopedic
knowledge from the rdevant K-structures — adding to the meaning of any such cognitive
category al sorts of duff that the people of a particular culturd tradition know ‘about’ the
category in question. On the one hand, thisis indeed going to be largely unique and specific for
each culture in fact that does mean tha a some genuindy cognitive level of representation
peopl€' s understanding of say, a cardina-like direction will be culturdly rative.

On the other hand, it is at least reasonably clear that the computationa meaning, based
upon perceptua-functiond universas, is what enters directly into the lexico-semantic meaning,
and it is quite clear that the potentidly infinite encyclopedic knowledge cannot be part of lexicd
meaning, both because entries are finite (see Lehman MS: #14 for the way it is neverthdess able
to access K-gructures associationaly) and because, in the find andyss, dl entries would be the
same, snce the encyclopedic knowledge associations about any thing entails al knowledge
about dl things. In the find analyss, of course (see Lehman 1985 and Keler and Lehman
1991) that is what makes it necessary to podulate the digtinction between cognition, as
Knowledge structures (within which a class of possible well-formed computations are defined),
and semantics.
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PART III. It now seems to us that we can derive Jackendoff's point-and-path
computational module from something more generd, namely, from sets of points and functors
and quantifiers. A dative verb may be taken to 'declar€ or implicate a set of such points
(LOCI, PLACEs and so forth), and then the 'locative’ adpositions (English, prepositions) serve
as logica quantifiers, which partition the set as a Choice Function (see Lehman, 1985), so that
‘a’ sdects a particular ith member of the Set, whilst, for instance, ‘near’ selects, rather, an
unspecified ith or jth member in the neighborhood d some specified point, p. These are, of
course, second or higher order quantifiers, pairing one or more set point with another (a
PLACE, projected as a LOCUS) with some object, the verb declaring the pairing.

A motion verb, declares, again as a functor from points to points, the Power Set P of such
points. It pairs the object (possibly a singleton member of the P-Set) with another member of
the P-Set, namely, an ‘ordered’ ntuple of points, this principled order condtituting the vector-
PATH. The adpostion, then, is again a higher order quantifier that executes the pairing in
question; it actualy chooses (partition/choice function, once again) the PATH, defined in the first
ingtance by its head or endpoint. In the amplest case, that of ‘to’, it just places the moving
entity on the PATH. In more highly marked cases (other such adpostions), it aso pairs
neighborhoods of points within the body of the PATH with the specified ENDpoint/head, and is
thus a least athird order quantifier, pairing three points. the object moving, the PATH head and
some point-neighborhood on the body of the PATH.

Note that, if any of thisis on the right track, we are deriving Jackendoff's spatidity module
(it is dill a module if only because of the specid connection it has with generdlized visud
perception) from more generd computational materid: quantifiable sats and the ordinary
operators on these. What preserves Jackendoff's spatidity module as truly modular, or
guarantees that it is 0 a leadt, is, we believe, the specid condraint on the nature of the
members of the Power Set of points, namely, everywhere continuoudy dense ordered subsets
of points (construed as PATHS). |.e, differentid subset cardinality (again see Lehman, 1985)
is not made use of in the partition, dthough, of course, as a vector, any PATH has the two
quantities of direction (obvious from the ordered relation between the head and foot of a
PATH) and length, so that differentid open interva 'sz€ is made use of, and this is badly in
need of further explanation and explicit definition.
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