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ABSTRACT

Three Essays on International Environmental Agreements: Extensions to Cooperative R&D,
Learning, and Social Preferences
by

Ross Andrew Mohr

This dissertation considers the theoretical aspects of countries' incentives to
cooperate on environmental good provision and resolve free-rider incentives, in particular
with the formation of an International Environmental Agreement (IEA).

In the first chapter, “International Environmental Agreements with Cooperative
Research & Development,” I consider how allowing countries to invest in abatement cost-
reducing R&D to make pollution abatement cheaper can change incentives to participate in
the IEA. Since introducing R&D directly changes the incentives to abate pollution, I also
consider two different cooperation regimes: pollution abatement and R&D investment can
either be provided independently with two separate agreements, or countries may choose to
negotiate provision of both goods in a single, joint agreement. I show that when the joint
treaty achieves a high enough level of participation, which implies a threshold amount of
R&D investment, even non-signatories find it individually rational to abate pollution. That
is, the resulting technology lowers the cost of pollution abatement enough so that the
behavior of non-signatories tips toward the full cooperative outcome for pollution
abatement, eliminating the incentive to free-ride. In this case, a joint agreement for
cooperation on the environment and R&D increases pollution abatement and aggregate

welfare.



Following a short chapter reviewing the weakly renegotiation-proof equilibrium, the
third chapter, “Sustaining Full Cooperation in an International Environmental Agreement
through Learning and R&D,” analyzes the effects of learning and R&D on an IEA by
assuming that countries are uncertain regarding the benefits of pollution abatement. This
paper shows that uncertainty improves the likelihood of obtaining a Pareto-optimal IEA,
which is constructed as a weakly renegotiation-proof equilibrium in an infinitely repeated
game, by allowing for a wider range of discount factors to sustain cooperation than in the no
uncertainty case. Finally, this paper analyzes whether or not new knowledge gained through
R&D is beneficial for sustaining cooperation and finds that achieving the Pareto-optimal
IEA tends to be less likely if R&D reduces uncertainty. The mechanism driving these results
is that uncertainty leads to a higher expected net loss from punishment to a defecting
country, which implies that deviations are better deterred under uncertainty than with no
uncertainty.

In the fourth chapter, titled “Renegotiation-Proof International Environmental
Agreements with Social Preferences,” I turn from purely self-interested agents and examine
how social preferences, in particular, preferences for equity and efficiency, affect the
likelihood of cooperation among countries to abate pollution when compared to the case of
agents that are only self-interested. It is shown that an IEA with any level of cooperation,
including full cooperation, exists as a weakly renegotiation-proof equilibrium for high
enough discount factors. As social preferences grow stronger, the range of discount factors
that can support cooperation increases, which implies that cooperation is more likely under
social preferences. The key effect driving this result is that social preferences cause the net
loss from the punishment of a defecting country to increase, which better deters deviations

from cooperation.

Vi
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Chapter 1
International Environmental Agreements with

Cooperative Research & Development

1 Introduction

Two of the main reasons given for the failure of the Kyoto Protocol is that it lacked significant
participation (many of the world’s highest emitters are not members) and that many signatories
have not actually complied with their emissions targets (Barrett 2b08)primary cause

of both low participation and insufficient compliance is that the perceived costs of pollution
abatement greatly outweigh the benefifBhus, lowering abatement costs by funding research
and development (R&D) of new technologies has recently gained a higher priority as part of
the solution to reducing greenhouse gas emissions. Howmauijred R&D funding has

not yet been included in any international environmental agreement (IEA); rather, existing
IEAs such as the Montreal Protocol, which phased-out the use of ozone-destroying chemicals,

promote R&D cooperation among members and even encourage technology diffusion to non-

1Cooperation has also been difficult because actions muselb@nforcing that is, since participation is
voluntary and an agreement cannot be enforced by a World Government, it must be in a country’s best interest to
join the agreement and to comply with its prescription.

2The benefits and costs of pollution abatement are also subject to uncertainty. See Chapter 3 of this disserta-
tion (Mohr 2014).



members (Barrett 2003)One of the goals of this paper is to analyze how required R&D
funding, either as part of membership in an IEA or for the separate (but complementary)
purpose of cooperative R&D, changes the incentives to join an IEA and to reduce pollution.

In the period since the negotiation of the Framework Convention on Climate Change, there
have been several efforts at cooperative R&D Agreements (RDA). For instance, the United
States has bilateral Science and Technology (S&T) agreements with 37 cofintidesever,
these agreements mostly serve to coordinate activities and facilitate collaboration, as they
typically do not set explicit funding goals or targets for the countries. This is also the case
for the Carbon Sequestration Leadership Forum: it seeks to develop lower-cost technologies
for carbon capture and sequestration through international collaboration, but does not impose
any binding commitments on its membérdot all attempts at cooperative R&D, however,
only aim to coordinate actions. The Seventh Framework Programme (FP7) of the European
Community (EC), adopted on December 18, 2006 with a total budget of 32,413 million Euro
(with 1890 million Euro to environmental and climate change research), serves to fund and
coordinate R&D projects from 2007 to 20%3.

Since pollution abatement and the knowledge spillovers from R&D investment are both
public goods with free-rider incentives, there are two market failures and both goods will
likely be under-provided (Jaffe, Newell, and Stavins 2005). Thus, | consider a model in which
countries may cooperate on the provisiorbothgoods and begin the analysis with the gen-

eral question: Can cooperative investment in R&D to produce abatement cost-reducing tech-

SHeal and Tarui (2010) also provide the example of the Asia-Pacific Partnership on Clean Development &
Climate, which is a non-binding agreement to promote pollution abatement and R&D cooperation, among other
environmental goals. See http://www.app.gov/

4For a complete list of countries and dates of Entry-Into-Force, see
http://www.state.gov/g/oes/rls/fs/2009/115031.htm

SFor more information, see http://www.cslforum.org/index.html

5For a complete list of members, including additional bilateral S&T agreements for funding and coordination,
see http://ec.europa.eu/research/fp7/index_en.cfm

’Golombek and Hoel (2005) doubt the effectiveness of a RDA with funding commitments because the amount
of R&D investment is difficult to monitor. However, Newell (2008) says that “with regard to energy, the Inter-
national Energy Agency already collects annual data on public energy R&D spending by [member] countries, a
process that could be adjusted if necessary to serve a more formal purpose” (pg. 24).



nologies increase participation in the IEA and, thus, increase global pollution abatement and
welfare?

In analyzing this question, this paper makes two main contributions to the literature. The
first contribution focuses on the treatment of R&D knowledge spillovers with respect to en-
vironmental cooperation incentives. Some previous papers have assumed that knowledge
spillovers from cooperative R&D can be completely restricted from non-signatories or at least
treated as an imperfect club good (Carraro and Siniscalco 1997, Buehale2005). How-
ever, as Barrett notes, "International agreements routinely encourage cooperation in R&D. But
in no case do they seek to deprive non-signatories of the fruits of this cooperation” (Barrett
2003, p. 309). Furthermore, it may actually be in a member country’s best interest to share
the new technology with a non-member if it leads to even more pollution abatement. Thus, |
relax this club good assumption on R&D spillovers and assume that all countries have access
to the resulting technologyithout restriction that is, regardless of a country’s membership
in the IEA, it may use the new abatement cost-reducing technology produced by R&D.

The second contribution of this paper is to consider two different treaty structures, which
provides more insight into how the treaties change the incentives of the codntinesne
treaty regime, cooperation on abatement and R&D investment are negotiated independently
as two separate agreements, and in the second one members cooperatively provide both abate-
ment and R&D in one joint agreemeht.assume that countries are symmetric, which implies
identicalex anteexpected payoffs; thus, all countries vak anteprefer the cooperation regime
that has the greatest expected payoff.

The first result of the model is that when abatement and R&D investment are provided
by two separate agreements, R&D investment does not act directly as an IEA participation

incentive, and the RDA is formed by a subset of IEA members. However, the new technology

8The wordsagreemenandtreatyare used interchangeably.
9These two different cooperation regimes are also analyzed in Carraro and Marchiori (2004). More details
are provided in the following section.



from R&D investment does allow members of the IEA to abate pollution at lower cost than
before, which increases global welfare. Then, | show that the joint agreement, in which mem-
bers agree to provide both abatement and R&D investment, achieves a higher level of R&D
investment but a lower level of pollution abatement than if there were two separate agreements.

The main result of this paper is that when the jointly-negotiated agreement sustains a high
enough participation rate to cross a certain threshold (which also implies a threshold level
of R&D investment) the resulting technology lowers the cost of abatement enough such that
the behavior of non-signatories tips, and it actually becomes individually rational for non-
signatories to abate pollution. In this case, coordination is needed so that the threshold level
of R&D investment is met. | show that the joint agreement emerges endogenously as the pre-
ferred cooperation regime and unambiguously increases aggregate welfare. Thus, cooperative
R&D investment may be able to tip the behavior of non-signatories so that all countries find
it in their best interest to abate pollution, eliminating the incentive to free-ride on pollution

abatement.

2 Related Literature

Early IEA research provides the pessimistic and paradoxical result that when the potential
gains to cooperation are large, a self-enforcing IEA suffers from a low participation rate and
cannot improve much over the non-cooperative level of pollution abatement; however, when
the gains to cooperation are small, a self-enforcing IEA can sustain a high level of partic-
ipation, but the outcome still will not be much better than the non-cooperative outome.

Carraro and Siniscalco (1995, 1997) show that it is possible (theoretically, at least) to de-

ter free-riding on the IEA and increase participation incentives by linking an IEA with R&D

10Thjs result can be found in Barrett (1994), Carraro and Siniscalco (1993), and Hoel (1992). Barrett (2003)
provides a comprehensive survey of the IEA literature.



cooperatiort:}-12 Continuing in this line of research, Buchreral. (2005) analyze how link-

ing the Kyoto Protocol with R&D cooperation may change the participation incentives of the
United States; however, they find that the linkage would natrbdibleand that the US would
remain a non-signatofy?

A crucial assumption that drives the results of Carraro and Siniscalco (1997) and Buchner
et al. (2005) is that R&D knowledge is a club good: IEA members share knowledge spillovers
between themselves, but can completely restrict spillovers from non-signatories. The reason
for this is that if the benefit from new abatement cost-reducing technologies is restricted to
signatories only, then linking the IEA with R&D cooperation should increase participation
incentives for the IEA. Furthermore, Carraro and Marchiori (2004) analyze how the incentives
to abate pollution change when countries can choose to form an agreement to cooperatively
provide both abatement and R&D (a linked agreement), but still assuming that R&D is a club
good. | also consider a joint treaty in this paper; however, Carraro and Marchiori (2004)
assume that abatement, a pure public good, is more prone to free-riding than R&D and so
R&D knowledge is again used as a participation incentive. Treating R&D innovations as a
club good may make the economics of cooperation on pollution abatement more favorable,
but as noted in the introduction, it is not necessarily realistic; thus, contrary to the three papers
referenced in this paragraph, | assume that abatement cost-reducing technology resulting from
R&D is freely available to all countries.

The model in this paper most closely resembles that of Barrett (2006), who considers a

1In one of the first analyses of issue linkage, Cesar and de Zeeuw (1996) show that payoff asymmetries in
Prisoner’s Dilemma games can be resolved efficiently by linkage.

12pIthough the main focus of this paper is IEA participation incentives and abatement provision, early theo-
retical results showing that cooperation can internalize R&D knowledge spillovers can be found in Katz (1986),
d’Aspremont and Jacquemin (1988), and Poyago-Theotoky (1995).

13credibility means that the threat to exclude a country from R&D cooperation if it does not cooperate on the
environmental agreement is binding. Tol, Lise, and van der Zwaan (2000) and Barrett (2003) also discuss the
credibility of linked negotiations.



treaty system to fund and promote adoption of a "breakthrough" techntidgyHe shows

that if there are increasing returns to adoption in the breakthrough abatement technology, then
there is a tipping point such that if the number of countries adopting the technology passes
this amount, it becomes in the best interest of all other countries to adopt the technology. This
paper does not consider a breakthrough technojogyyse but rather that the cost of pollution
abatement can be reduced through R&D investment. Similarly to Barrett (2006), though, |
examine a case in which R&D investment has a tipping point, but here it affects a county’s
pollution abatement incentives, not the incentives for more countries to invest in R&D.

In general, R&D knowledge and new technology can spillover to other countries in sev-
eral ways, including: selling the new technology to foreign firms and countries, reverse-
engineering of a patented technology, or simply sharing knowledge. Newell (2008) also sug-
gests that since patents are used to protect the value to the inventor, perhaps one goal of a RDA
could be to purchase the new technology for public use (or award a prize to the inventor), thus
allowing for even greater R&D spillovers while still securing intellectual property rights.

Barrett (2009) gives a general overview of the technologies, both carbon-free and carbon-
reducing, that may be included in a "climate-technology revolution" and discusses the viability
of those technologies, the risks versus benefits, and other economic considerations. In this pa-
per, the way that R&D investment is modeled is broadly compatible with resulting in any new
technology that reduces the abatement costs of existing, greenhouse gas-emitting technolo-
gies, and "breakthrough” carbon-free technologies, such as wind or solar, are only treated as
the limiting case of fully-cooperative R&D investment. Abatement cost-reducing technologies
that are consistent with my model include those that are complementary to existing polluting

technologies - for example, a new technology to reduce the cost of carbon capture and se-

14In general, a "breakthough" technology can be thought of as a zero-emissions energy technology. Hoffert
et al (2002) survey a wide variety of energy technologies in terms of current limitations and potential future
breakthroughs.

15Buchner and Carraro (2005) also consider a climate agreement based solely on R&D cooperation. In their
model, R&D knowledge spillovers are an imperfect club good.



guestration or to reduce the cost of decarbonizing ("cleaning") fossil fuel before combustion

(end-of-pipe technologies).

3 Model

3.1 Benchmark IEA

Before introducing the R&D component of the model, | begin by deriving the properties of the
linear, self-enforcing IEA, which has been used recently by Barrett (2001, 2003) and Kolstad
(2007)6. Despite being an extremely simplified version of reality, the linear payoff function
does allow one to derive analytical results, and it does produce results that are consistent with
more general functional forms (Barrett 2003). Let therd\be 3 countries that each make a
one-shot decision to either Abate or Pollute. Assume that all countrieseiieeateidentical

payoff functions. Since pollution abatement is a global public good, the abatement of one
country benefits all other countries. Let each country’s payoff be a linear function of the

benefit from total abatement and its own abatement cost. The payoff of countiis:

7i (i, Q) = b(g + Qi) —cq, 1)

whereq; € {0, 1} is the choice to Abate or Pollute;(= 1 if countryi plays Abate) and)_;

is the total amount of abatement by all countries except counsyg thatQ = Zszl g =

g + Q- is the total amount of pollution abatement. Note that since Abate takes the value
g = 1, the total amount of pollution abatemef, is also thenumberof countries that abate
pollution. The parametdy > 0 denotes the marginal benefit of abatement (by any country),
andc > 0 is the marginal cost of abatement.

The principle characteristic of global pollution problems is that since all countries bene-

16see Barrett (2003) for a more complete treatment of this model.



fit from the abatement efforts of a single country, each country would prefer to free-ride on
the efforts of others, and pollution abatement is under-provided. In the context of this lin-
ear, discrete choice model, Pollug (= 0) is a country’s dominant strategy, and the Nash

equilibrium of this problem is that all countries play PolldteThis implies that
7i(0,Q-) —7i(1,1+ Q-i) > 0, (2)

which reduces t@ > b. Furthermore, since all countries act out of self-interest, the socially
optimal outcome in which all countries play Abate will not be achieved, even though doing so

would make all countries better-off. All countries are made better-off by playing Abate when

N N
> zi(L,N)= >'[bN—c] >0, (3)
i=1 i=1

which implies thatNb > c. In words, the primitive characteristic of this simplified version of
the global pollution problem is that the marginal cost of abatement is greater than the marginal
individual benefit of abatement but is less than the margaggiregatebenefit of abatement.
Finally, this also implies that the total gain from full cooperatibi{N b — c), is positive.

The size of the self-enforcing IEA is derived as the subgame perfect equilibrium of a two-
stage game. In the first stage, the membership stage, all countries decide individually whether
or not to be a member of the IEA. In the second stage, the abatement stage, members of the
IEA collectively choose to either Abate or Pollute in order to maximize their aggregate payoff,
and non-signatories of the IEA simultaneously and non-cooperatively choose to either Abate
or Pollute® Solving the game by backwards induction, in the second stage non-signatories
will always play Pollute, their dominant strategy. Then, assumekticatintries join the IEA

in the first stage. Thedecountries will maximize their collective payoff in the second stage

I this paper, | only consider pure strategies.

18n Barrett (1994), the IEA is modeled as a three-stage game in which signatories act as Stackelburg leaders.
However, it is conventional with linear payoffs to model signatories and non-signatories acting simultaneously
since the discrete nature of the problem precludes strategic reactions by non-signatories.

8



by playing Abate if
Tiek(1,K) =bk—c >0, (4)

which impliesk > g. This condition ensures that each signatory is made better off by playing
Abate. Finally, since the number of countries in the IEA is an integerk let k* be the
smallest integer such that > g. Thus, the equilibrium size of the IEA formed in the first
stage satisfies

E+1>k*zg.19 5)

The resulting payoffs to members and non-members are

Tiek = bK* — ¢, and (6)

migk = bK*, respectively, (7
and the aggregate payoff of all countries is
ITiea = NbK' — k*c. (8)

In order for the IEA of siz&k* to beself-enforcing signatories cannot become better off
by defecting from the treaty and playing Pollute, nor can non-signatories become better off
by acceding to the trea. As a consequence of assuming symmetric countries and a linear
payoff function, every country € k* is pivotal, which implies that any defection will cause
all other members to play Pollute resulting in all countries having a payoff of zero. Also, it is
not rational for any non-signatory to accede to the agreement because members are required to
play Abate and the abatement cost that the country would ingcigrgreater than the additional
benefit,b.

Finally, I can summarize the main result of the basic IEA model. Note that the size of

20In other words, self-enforcement requires that treaty membership be individually rational. This is derived
from cartel stability (d’Aspremont, Jacquemin, Gabszeweiz, and Weymark 1983).

9



the IEA, k*, is decreasing i, but that the total gain from full cooperatioN,(Nb — ¢), is
increasing irb. In words, when the potential gains from international cooperation on pollution

abatement are large, fewer countries will cooperate.

3.2 Including R&D Investment

Now, in addition to choosing Abate or Pollute, each country also simultaneously chooses to
either invest in R&D or not, which is denoted by "R&D" and "No R&D," respectively. Since
both abatement and R&D investment are public goods, all countries benefit equally from the
abatement efforts of any country, and all countmesy benefit from any country’s R&D.
However, only a country that abates pollution (and incurs the abatement cost) will directly
benefit from R&D investment because the only benefit of R&D in this model is to lower the
cost of pollution abatement.

As in the benchmark IEA model, each country’s payoff is a linear function of its choices

and the actions of all other countries. The payoff of counis/now:
mi (@i, X, Q, X) =bQ —c[l —e(xi + X_)]gi — dX 9)

wherex; € {0, 1} is the choice to invest in R&D or nok{ = 1 if countryi invests in R&D)

and X_; is the total amount of R&D investment by all countries except countrgo that

X = Zszl Xj = Xi + X_j is the total amount of R&D investment (and also thenberof
countries investing in R&D). | assume that R&D knowledge is a pure public good with full
spillovers. This is most plausible if the new technology from R&D, which | show later is
always provided cooperatively, is "owned" by a RDA and then made available to any other
countries "costlessly" and without restriction (Newell 2008). The parameter(NiC, %)
represents theffectivenessf R&D investment, which is interpreted as the rate at which the

resulting technology from R&D investment reduces the abatement cost. The upper bound on

10



¢ IS necessary so that &sapproache$ (full cooperation in R&D investment, the abatement
costc(l — ¢ X) stays positive. The lower bound enas will be explained later in the paper,
is necessary to bound the sizes of the agreements b¢ldwinally, the marginal cost of R&D
investment igl, and the pollution abatement variables are defined as in the previous section.
The marginal cost terng(1 — & X), embodies this paper’'s main assumptions for R&D
investment. | assume that the total amount of R&D investment produces a new technology
that reduces abatement costs by a proportion of the total amount invested, as discussed in the
background literature section, and that this new technology is available to all countries without
restriction?! Thus, for a total amount of R&D investmerX, the marginal cost of abatement
for all countriesshrinks by the proportioiil — ¢ X); however, if the total amount of R&D
investment is zeroX = 0), then the model simply reverts to the standard IEA in the previous
section.
Since this is an extension of the benchmark IEA model, the main properties of the global
pollution problem still hold, and Pollute is still a dominant strategy for countno matter if

countryi invests in R&D or not and taking the actions of all others as given. Thus,
7i(0,%, Q, X) —7i(L, %, Q, X) > 0 (10)

must hold, which implies that(1 — ¢X) > bandX e [0, <2).22 As in the benchmark case,

the dominant strategy is Pollute because the marginal cost of abatement is greater than the
marginal benefit of abatement. Since this is true in the absence of R&D Q), the inequality

¢ > b still holds. The upper bound oM implies that if the total amount of R&D investment

is high enough (greater thé@‘g—b), then the resulting technology causes Pollute to no longer be

a dominant strategy. That is, if abatment costs are reduced enough through R&D investment,

21| also assume that there is no uncertainty: R&D investment produces a new technology with 100 percent
probability. | also assume that there are no time lags in diffusing and adopting the new technology since this is a
one-time decision. Finally, | assume that there is no cost to adopting and implementing the new technology.
22The upper bound oiX is derived by rearranging the dominant strategy condition.

11



then the primitives of the pollution problem change. Clearly, this restrictiod ptays a large

role in determining how countries cooperatively provide abatement and will be examined in
more detail later in the paper. However, for this section of the paper and through Section 5,
Pollute is the dominant strategy for the abatement choice, which implieXtkdq0, CC;Sb); in

other words X € [0, CC;;’) puts the focus on the case in which cooperation is needed most.

As noted in the introduction, R&D investment also suffers from a free-rider incentive
(since any country would prefer to let another do the research) and is under-provided with
respect to the fully-cooperative, social optimum. In the context of this discrete choice model,
No R&D (x; = 0) is a country’s dominant strategy for the choice to invest in R&D or not.
The first implication is that the strategy {Pollute, No R&D} strictly dominates the strategy
{Pollute, R&D}, which implies thatd > 0. The interpretation is that since the omlyect
benefit of investing in R&D is a reduction in a country’s own abatement cost, no country
would ever choose to invest in R&D unless it is also choosing to abate polf#tion.

The second, stronger implication of the free-rider incentive for R&D investment is even if
a country has chosen to abate pollution, it would still prefer to free-ride on another country’s
R&D. Thus, No R&D is also a dominant strategy for counitrgven if it is playing Abate.

This implies that
7i(1,0,Q,X) —7i(1,1,Q, X) >0, (11)

which reduces ta > ce. In words, No R&D is a dominant strategy when the marginal cost
of investing in R&D is greater than the marginal reduction in the abatement cost (the marginal
benefit of R&D). Finally, in the non-cooperative Nash equilibrium, all countries play {Pollute,
No R&D}, Q = X = 0, and the payoff to each country is zero.

For the combined problem of providing pollution abatement and R&D investment, the

efficient, social optimum consists of all countries providing the two goods; in other words,

23If the RDA is not providing the new technology and countries or firms are selling it to othersq theuld
be interpreted as the "net cost" of investment. But in the context of the discrete choice model, under-provision
still implies thatx; = 0 is a dominant strategy, which implids> 0.
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the greatest aggregate payoff is achieved when all countries cooperate. The first implication
of this is simply an extension of the discussion in the previous section: in the absence of any

R&D investment, all countries would be better-off playing Abate. This implies that

N

N
> 7i(L,0,N,0) = > [bN—c] >0, (12)
i=1

i=1

which holds ifNb > ¢, as in the simple IEA case. Similarly, if the social optimum of R&D
provision could be achieved, then the aggregate payoff would be greater than in the non-
cooperative outcome. Since the only direct effect of R&D investment is to reduce one’s own
abatement costs, only countries that abate have any incentive of also providing R&D, and
full cooperation on R&D will only be sustained when all countries are also abating pollution.
Thus, the aggregate payoff when all countries play {Abate, R&D} (full cooperation) is greater

than if all countries only played {Abate, No R&D} when

N N
D (L LN,N)=> 7i(1,0,N,0) > 0, (13)
i=1 i=1

which reduces tdNce > d.?* In summary, the fundamental characteristics of the problem
of providing abatement and R&D investment, which are both public goods and suffer from

free-rider incentives, imply the following inequalities derived from the linear payoff function:

Nb> ¢ > c(1l—eX) > bfor X [0, CCLb),and (14)
&

Nce > d > ce. (15)

24pdditionally, the aggregate payoff for the efficient, full cooperative outco@e< X = N) is greater than
the aggregate payoff of the inefficient Nash equilibrium, which is true as long(bast+ ce) > ¢+ d. This
condition, though, is redundant.
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4 |EA with Cooperative R&D

4.1 Game Structure

Given the properties of the two public good provision problems and the conditions implied
by the model, no single country has any incentive to supply either pollution abatement or
R&D investment on its own, and the total provision of goods in the absence of cooperation
is Q = X = 0 (the Nash equilibrium). The only way that positive amounts of either good
will be supplied is if a coalition forms to cooperatively provide the good. The goal of the
rest of this paper is to analyze how cooperative R&D investment and the resulting abatement
cost-reducing technology affect a country’s incentive to cooperatively abate pollution.

This paper analyzes two different treaty structures, which will provide more insight into
how treaties affect the incentives of the players in the game. In this model, countries may either
cooperate on R&D independently of their IEA membership, or they may choose to negotiate
R&D investment jointly with pollution abatement as a single, linked agreement. | assume that
a country’s membership in the IEA poses no additional requirements for that country’s R&D
investment, and vice versa.

In this paper, the countries play a one-shot, two-stage, non-cooperative game, which is
similar to Carraro and Marchiori (2004), and the sizes of the agreements derive from a sub-
game perfect equilibrium. Before the proper two-stage game, there is a pre-stage in which
each country decides non-cooperatively which treaty regime should be pursued. | assume that
countries are symmetric, which implies identieal anteexpected payoffs; thus, all countries
will ex anteprefer the cooperation regime that yields the greatest expected payoff.

In the pre-stage if countries choose to negotiate two separate treaties, then they play two,
parallel treaty games. In the first stage, the membership stage, each country decides simul-
taneously whether to be a member of both the IEA and RDA, only the IEA or RDA, or to

not cooperate at all. In the second stage, the provision stage, signatories of either agreement
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simultaneously choose to collectively provide the good. That is, members of the IEA choose
to abate if doing so maximizes their collective payoff, and members of the RDA choose to
invest in R&D if doing so maximizes their collective payoff. | allow for there to be overlap in
memberships: some members of the RDA may also be members of the IEA, and vice versa.
Since this stage of the treaty game happens at the same time for both the IEA and the RDA, |
abstract away from a timing issue: | assume that the new abatement cost-reducing technology
resulting from the cooperative R&D investment of the RDA is availailéghe same timas

when signatories of the IEA make their abatement decision. Thus, signatories of the IEA make
their abatement decision taking into account the cost reduction from R&D investment. Simul-
taneously, in the provision stage non-members of any of the agreements non-cooperatively
make their abatement and R&D investment decisions.

If in the pre-stage, however, countries agree to provide both pollution abatement and R&D
investment in one agreement, then in the membership stage countries will choose whether
or not to be a member of the joint agreement. In the provision stage, members of the joint
agreement will choose to abate pollutiandinvest in R&D if this maximizes their collective
payoff. Note that in the joint agreement, signatories cannot choose to provide only one good
or the other: either both goods are provided or neither. Again, | abstract away from a timing
issue: | assume that signatories of the joint agreement make their abatement decision taking
into account the cost reduction from the new technology, even though technically abatement
and R&D investment are provideat the same timeSimultaneously, in the provision stage
non-members of the joint agreement non-cooperatively choose their abatement and R&D in-

vestment.

4.2 Two Separate Agreements: IEA and RDA

| begin with the case when in the pre-stage, countries choose to negotiate two separate agree-

ments: the IEA and RDA. Recall that the provision problem for abatement and R&D invest-
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ment in this model is summarized by conditions (14) and (15) and proceed by backwards
induction. In the provision stage, non-signatories of either agreement will play their dominant
strategy of Pollute or No R&D. Also in the second stage, members of the IEA decide collec-
tively whether to play Abate or Pollute, and members of the RDA decide collectively to play
R&D or No R&D. For example, a country that is a member of the IEA, but not the RDA,
would play No R&D in the provision stage. A country may be a member of both agreements.
Recall that the onlgdirect benefit of a country’s R&D investment is to lower its own abate-
ment cost. So if a country chooses to not abate pollution, then it has absolutely no incentive to
invest in R&D, regardless of its membership status in either agreement. So if the RDA exists
and has a positive number of members, then they must also all be members of the IEA (and
play Abate). Letke be the number of members in the IEK¥R be the number of members in

the RDA, andkg o be the number of members in the IBAly. Then ke = keo + kg, and all
members of the RDA are also members of the IEA.

Continuing with the provision stage, | derive conditions such that all members of the IEA
play Abate and that all members of the RDA play R&D. A member of both agreements will
play Abate and R&D if it cannot gain by leaving the RDA to only be a member of the IEA and
if it cannot get a higher payoff by simply being a free-rider on both agreements. The condition

that ensures that this member cannot gain by defecting from the RDA is
n-iekR(la 19 kEa kR) - ”iekEo(ls 0: kE: O) Z 01 (16)

which implies thakr > 0%.25 Thus, as long as this condition holds, members of the RDA will
play {Abate, R&D}. If a member of both agreements defected from the IEA, then all countries
would play Pollute, there would be no gain to R&D investments, and so the RDA would also

no longer provide R&D investment either. The condition that ensures that a member of both

71k (L, 1, Ke, KR) — Tieckeo (L, 0, kg, 0) = bkg — c(1 — ¢kr) — d — (bke — ). Note that any defection
from the RDA causes all remaining members to play No R&D. Thus; O, but there are stikg countries that
abate.
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agreements cannot gain by defecting from the IEA is
niEkR(la la kEa kR) Z 01 (17)

which implies thatkg > %[c(l — ¢kr) + d]. So, the number of countries in the IEA is a
function of the amount of R&D investmerkr. Finally, | address countries that only belong
to the IEA and not to the RDA. A member of the IEA will play Abate if its payoff is at least

as great as its payoff from non-cooperation. Thus,
”iEkEo(la Oa kE> kR) Z Oy (18)

which implies thakg > g(l—akR). Howeverkg > g(l—skR) Is not large enough to ensure
that a member of both agreements has a positive payoff; kizus, %[c(l — ¢kr) +d] is the
necessary condition.

The stage 1 equilibrium, when each country makes its membership decision, determines
the equilibrium sizes of the agreemerks, andky. As in the benchmark IEA case, define
kr = ki as the smallest integer at least as largelaand defineke = k& as the smallest

integer at least as large é&:(l — ¢kgr) +d].

Proposition 1 If the IEA and RDA are negotiated as two separate agreements and conditions

(14) and (15) hold, then the equilibrium sizes of the IEA and RDA satisfy:

1 1

B[C(l —¢ekp)+dl+1 > kgkg) > B[C(l — ¢kg) +d] and (29)
d d
—+1 k, > —, tively. 20
- +1 > kg> o respectively (20)

Note that condition (15) implies th% > 1, and comparing this with the above condition
for ki, shows that the RDA has at least two members, when it exists. One can obtain the

outermost bounds ok by substituting in the equilibrium necessary conditionskfor Using

17



4 1+ 1 > kg yields the inequalitk: > £(1 — &), and usingy > < gives the inequality

£ 4+ 1> kg. Thus, the following bounds also hold:
g+1>kg>g(l—8). 21)

This condition shows that although the size of the IEA now depends on the amount of R&D
investment, there is not necessarily a change in the amount of countries providing pollution
abatement. In fact, there possibly(though unlikely) now one less country in the IEA than in

the benchmark case, which means #fat- kg. Also, note that when the RDA exists, there is
now X = ki amount of R&D investment, and condition (14) implies tkgt< Cc;gb.

Since every country is pivotal, the two agreements are internally stable because a defection
from either agreement would cause the remaining members to revert back to playing their
dominant strategies (Pollute and No R&D), which would make the defecting country worse
off. Additionally, it can be easily shown that both the IEA and the RDA are stable from
accession (for a non-signatory, the marginal cost of joining an agreement is greater than the
marginal benefit). Thus, the IEA and the RDA are self-enforcing.

By comparing the aggregate equilibrium payoff of this cooperation regime with the aggre-
gate payoff of the benchmark IEA model, one can determine the welfare effect of including
R&D investment with the potential for cooperative provision into the model. Members of both
the IEA and RDA, members of just the IEA, and non-members of the IEA (free-riders) have

the following equilibrium payoffs, respectively:

Tiekg = DKg — c(1 — ¢ki) —d, (22)
Tickeo = bkg — c(1 — ¢kRy), and (23)
Tigke = bKE. (24)

Comparing these payoffs, note thatu. > mickeo > Tickg = 0, Which means that free-
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riders on the IEA have the highest payoff while a member of both the IEA and the RDA has
the lowest payoff. The aggregate equilibrium payoff when there are two separate agreements
is

s = Nbkt — kic(l — ekfy) — kid.?6 (25)

Proposition 2 When abatement cost-reducing R&D is provided by a RDA and provided that
the size of the IEA is unchanged (& kg), the aggregate equilibrium payoff to all countries

increases.

Proof. The statement is true if and onlylifs > IT,g a. After substituting and rearranging the

inequality, the resulting inequality is
r(cekg —d) > (Nb—c)(k* — Kg). (26)

The left-hand side is weakly positive sinkge > kg > f—s. Recall that the discussion following
condition (21) implied that it ipossible(though unlikely) thakg is smaller thark* by 1. If
this is the case, then the right-hand side is positive, and | am unable to derive an unambiguous
result. However, if the size of the IEA is unchangkd £ ki), then the right-hand side equals
0. In this case]ls > I1|ga holds. m

In this model, including R&D investment does not increase the aggregate ppgofg
because it is modeled as a discrete choice with an incentive to free-ride. However, when coun-
tries cooperate to form a RDA alongside an IEA, the gains from cheaper abatement outweigh
the cost of R&D investment, and in aggregate, all countries are better off.

As with the benchmark IEA model, | will briefly discuss the static propertids,ok¢, and
the total gain to full cooperatioM[Nb— c(1—&N) —d].?” The basic result from the simple

IEA case is that when the potential gains to cooperation are large, the size of the agreement

26K countries have the payoffick, = bkt — c(1 — k) — d, k& countries have the payofficke, =
bkt — c(1 — k), and(N — k&) countries have the payoffi k. = bk.
215N 7i(L, 1, N, N) = N[Nb—¢(1 — ¢N) — d].
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will be small. Or, on the other hand, a high level of cooperation will only be sustained when it
is not really needed (low potential gain to full cooperation). The same story holds with respect
to the new IEAKE: it is decreasing irb, but the total gain to cooperation is increasingin
Focusing on the marginal cost of R&D investmettthough, gives an ambiguous result. A
decrease i increases the total gain to cooperation. But while a decreaddawers the
amount of signatories to the RDA, it has an ambiguous effect on the size kf théhis is
because both the cost of R&D investmethtand the benefit of lower abatement costk,

play a role in determiningg, but have opposite effects. So the inverse relationship between

the size of an agreement and the gains to cooperation is mostly still intact.

4.3 Jointly-Negotiated Agreement

Now, | turn to the agreement that follows the pre-stage when countries prefer to provide both
pollution abatement and R&D investment with a single, jointly-negotiated agreement and, as
before, proceed by backwards induction. In stage 2, non-members of the agreement would
choose to play {Pollute, No R&D} since that is the dominant strategy. To analyze provision
by treaty members in the second stage, first assume that thekg arembers in the joint
agreement. Thé&; signatories will each play {Abate, R&D} if the individual payoff from
doing so is at least as big as the payoff of playing {Pollute, No R&D}. Since the individual
payoff to all players is zero when there is no abatement or R&Dk jh&gnatories will each

play {Abate, R&D} as long as
Tieky (1, 1, K3, Ky) = bky —c(1 —¢eky) —d > 0, (27)

which holds fork; > %. To solve the membership stage, defige= kj as the smallest

integer at least as large g%.
Proposition 3 If both pollution abatement and R&D investment are provided by a single,
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jointly-negotiated agreement and conditions (14) and (15) hold, then the equilibrium size of

the agreement satisfies:
c+d
b+ ce

c+d

— 4+ 1>k >
b+Cs+ J =

(28)

As in the previously discussed agreements, any defection by a signatory causes all remain-
ing signatories to revert back to their dominant strategy, in this case {Pollute, No R&D}, and
all countries are made worse off. Also, if a non-signatory accedes to the agreement, then it
must play {Abate, R&D}. It follows from conditions (14) and (15) that the marginal net ben-

efit for a non-signatory to accede to the joint treaty is negative. The appropriate condition for

this is
b—c[l—-ekj+1]—-d<0, (29)
which can be rearranged as
c—b d
Ky < — 4 — — 128 30
15w T (30)

However, it is sufficient thaK = k3j < %) by condition (14).

Finally, the joint agreement has the same inverse relationship between its size and the
potential benefits of full cooperation as do the previously discussed agreements. The net
benefit of full cooperationN[Nb — c(1 — ¢N) — d], is increasing inb and decreasing in
d, butkj is decreasing i and increasing iml, respectively. The main difference between
this comparison and that made for the case of two separate treaties is that a chanipe in
marginal cost of R&D investment, no longer results in an ambiguous effect. With two separate
treaties, an increase uh results in higher membership in the RDA, but has an ambiguous
effect on the size of of IEAKE, and the amount of abatement. However, when negotiations
are joined an increase uh clearly increases the size of the agreemht,which results in

higher aggregate abatement and R&D investment.

28By condition (15),2 > 1 which implies that=2 + & — 1> ¢b,

Ce
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5 Comparative Statics and Pre-Stage

The main results of the model, as summarized in Propositions 1 and 3, have determined the
equilibrium sizes of the three possible agreements, and | now show how they rank and compare
welfare outcomes. Recall that since the choice of abatement and R&D investment are both
discrete, the number of countries in a particular agreement is equal to the amount of the good
being provided. Thus, in the case of two separate agreen@nis kg andky = X, and in

the case of a single, joint agreeme@t= X = kj.

Proposition 4 Let conditions (14) and (15) hold. Then k& ki if and only if ky < tf:gg.

Thus, the sizes of the three agreements satisfies:
kg < Kj < kg. (31)

Proof. Suppose that} < kg. A necessargondition for theweakinequalityky < kg is that

tfjfgg < %[c(l— eki) +d], which is just the lower bounds on the agreement sizes. Simplifying

and rearranging results ki < tfjfgg. But sincegjgg < kj defines the size of the joint
agreement, the sizes of the three agreements satisfieskj < k. m

Note thatk; < kj means that the joint agreement provides more R&D investment than the
RDA, which implies a greater reduction in abatement costs; howyet, k; also means that,
in terms of the effect on aggregate payoff, more countries incur the cost of R&D investment.
Also, k3 < ki means that the joint agreement provides less pollution abatement than the IEA.
Thus, this proposition implies that if the countries choose to negotiate provision of the two
goods jointly as one agreement, then in equilibrium there will be less pollution abatement,
but more R&D, than if the two agreements were negotiated separately. In other words, in the
joint agreement there is less abatement, but each unit of abatement costs less due to the higher

amount of R&D. On the other hand, when there are two separate agreements more countries

abate pollution than would in the joint agreement, but they do so at a higher per-unit cost.

22



Recall that sincdpy < kg, some countries in the IEA may still be free-riding on the RDA,;
the joint agreement eliminates this possibility since all members incur both the abatement and
investment costs. Thus, the intuition behind this result is that the joint agreement represents a
trade-off in benefits and costs with respect to the two, separate treaties, which implies that the
size of the joint agreement lies in between the IEA and RDA. However, if countries only care
about pollution abatement, then clearly the joint agreement would leave all countries worse
off than under the IEA and RDA®30

To determine the outcome on economic welfare, | compare the aggregate equilibrium pay-
offs between the two different cooperation regimes. If negotiations are joined in a single

agreement, then the equilibrium payoffs for signatories and non-signatories are the following:

Tiek, = bk) —c(1 —¢kj) —d, and (32)

Tigk; = bKj, (33)

which results in the aggregate equilibrium payoff

Iy = NbK; — K3[c(1 — ek3) — d]. (34)

The jointly-negotiated agreement is a welfare improvement on the two, separate treaties if

I1; > IIs. To aid comparison, substituting equations (25) and (34) gives

Nbk; — k3[c(1 — ek3) — d] > Nbk: — kic(1 — eky) — kixd. (35)

29Carraro and Marchiori (2004) derive a similar result that the size of the joint agreement is between the IEA
and RDA. However, in their analysis they begin with the assumption that the RDA is larger than the IEA (it is
assumed that there is less free-riding on the RDA because R&D is a club good), so their ranking of agreement
sizes goes in the reverse order.

30SinceN > kg, it is true thatN > g—g. Rearranging gives > %:, which is the lower bound given in the
earlier section.
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Then, rearranging and grouping terms yields
clkg (1 — ekg) — kj(1 — €k))] > Nb(kg —Kk3) +d(kj — k), (36)

and all terms in regular parenthesis are positive. The term on the left-hand side is the to-
tal abatement cost savings from the joint agreement versus the IEA and RDA. It highlights
the trade-off of more abatement being provided with less cost reduction under two, separate
agreements (the terkf (1 — ¢kg)) compared with less abatement being provided with more
cost reduction in the joint agreement (the tetifl — ¢k3)). | am unable to sign the entire
bracketed term on the left-hand side, and it is positive or negative depending on parameter val-
ues. The first term on the right-hand side is the total net benefit of abatement of the IEA over
the joint agreement, and the second term on the right-hand side is the total R&D cost savings
of the RDA over the joint agreement. Since the entire right-hand side is positive, though, one
cannot determine analytically Ifi ; > I1s.3! However, a special case yields the following

result:
Proposition 5 If ki, < k3 = kg and conditions (14) and (15) hold, théh; > IIs.

Proof. Substitutingk’j; = kg in condition (36) yieldsek? (kj — ki) > d(kj — kg), which is

true sincek’y > ki > 3. m
Since Proposition 4 only ensures the weak inequélitx kg, itis certainly a possibility

thatkj = kg. In this case, the number of countries providing abatement (and incurring the

abatement cost) is same in either cooperation regime, which implies that the welfare com-

parison reduces to a comparison of the net benefit of R&D investment in the joint agreement

versus the RDA. Since in this case the joint agreement produces more R&D investment and

reduces abatement costs by more than the RDA, the joint agreement yields a higher aggregate

payoff than the two separate agreements.

31sSimulating the payoffs with different parameter values does not show any clear relationship or yield any
conclusions about possible conditions where one payoff is always greater than the other.
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The discussion in this section can now be extended to examine the pre-stage. In the pre-
stage, countries non-cooperatively choose between the two treaty regimes. However, since the
subgame perfect equilibria are not unique, a country does not "know" if it will be a signatory
or non-signatory at the beginning of the game - a country only knows its possible equilibrium
payoffs depending on its potential memberships. Furthermore, without imposing any further
preferences for abatement or free-riding on countries, one cannot say, for example, that a
country that would be a member of both the IEA and RDA under separate agreements would
also choose to be a member of the joint agreement. The only information available to a country
at the preliminary voting stage is its expected equilibrium payoff under joint negotiations and
its expected payoff under two separate agreements. Thus, to determine the outcome of the
pre-stage, | compare the expected pay#ffs.

The expected equilibrium payoff of a country under two separate agreements is

Kk (K — k&) (N — k%)

E(ﬂ'i|S)ZWR7TiekR+ N ﬂiekEo+Tni¢kE, (37)

which after simplifying equaléTN—S. Similarly, the expected equilibrium payoff of a country
under the joint agreement can be shown to e(%ialNaturally, a comparison of the expected
payoffs at this point results in the same inability to draw an unambiguous conclusion as does
comparing aggregate payoffs. All that can be concluded is that whichever cooperation regime
results in the greater expected equilibrium payoff for each country will be the one that all
countries prefer, and as before, this conclusion depends on parameter values. However, the

special case considered in Proposition 5 can be extended to the following result:

Corollary 1 If kg < kj = kg and conditions (14) and (15) hold, thdh; > IIs. Thus,
the jointly-negotiated agreement weakly increases aggregate welfare over the two separate

agreements and is chosen in the pre-stage as the preferred cooperation regime.

32This method of comparingx anteexpected payoffs is also used in Barrett (2002) and Finus and Maus
(2008).
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Corollary 2 Additionally, if Kt = ki = ki, thenIl; = Ils and all countries are indifferent

between the two cooperation regimes.

With the exception these two special cases, | am unable to draw any further conclusions
regarding when a certain cooperation regime will be preferred.

Up to this point, this paper has modeled the provision problem of two public goods in
a simple way: countries prefer to free-ride on both goods, which leads to a non-cooperative
Nash equilibrium with no provision@ = X = 0). In the context of the discrete choice
model, the properties of the problem implied conditions (14) and (15), which included the
restriction on R&D investmentX e [0, CC;Sb). Written in terms of the sizes of the RDA and
joint agreement, this is equivalent kg, < kj < °C;gb. Even though this restriction, which
depends on parameter values, is a bit artificial, it has been used to focus on the case in which
cooperation on abatement is needed most. In the next section, | reconsider this condition and

analyze how this changes the incentives to cooperate.

6 Tipping Non-signatory Behavior Through R&D

Although the fundamentals of the provision problem remain intact (free-rider incentives result
in a non-cooperation), | now consider the possibility that the joint agreement is large enough
and produces a sufficient amount of R&D investment such that Pollute no longer strictly dom-
inates Abate for non-members. Hence, conditional on the level of R&D investment passing
the tipping point, the abatement game has two Nash equilibria: all countries play Pollute or all
countries play Abate. To achieve the fully cooperative outcome for abatement, coordination is
needed to establish the joint agreement of &ize- %’, and the amount of R&IDX = %

serves as a tipping poift. Furthermore, sinc&; < kj, the joint agreement achieves the

33There is a difference between fuboperationand full participation As | show later in this section, full
cooperation is possible (all countries abate) without full participation (not all countries belong to the joint agree-
ment).
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R&D investment threshold for a larger range of parameters than the RDA.

As in the earlier derivation of the equilibrium sizes of the agreements, the joint agreement
must be internally stable, which is true as long as the net marginal benefit of joining the joint
agreement for a non-signatory is negative (see condition (30)). In order to analyze the effects
of only the joint treaty reaching the R&D tipping point, | assume that equilibrium size of the

c—b

RDA still satisfiesky < =—=. Thus, the following condition summarizes the new restrictions

on the amount of R&D investment (and the sizes of the agreements):

Fe——— <k} < + — —1. (38)

In words, even though the benefit of pollution abatement now outweighs the cost, the marginal
cost of investing in R&Dd, is still too high to make accession to the joint treaty profitable
(for a non-member). Since condition (14) is no longer completely accurate, it is now replaced
by

Nb> c > c(1—ekg) > b> c(1—ekj), (39)

whereky, andk satisfy condition (38). This ensures that only the joint agreement, and not the
RDA, tips the abatement decision of non-signatories. The main difference between conditions
(14) and (39) is the inequality > c(1 — ¢k3j), which means that the marginal benefit of
abating pollution is greater than the marginal csiong ashe joint agreement exists. The
condition given in (15) is still valid. Now, | reconsider the equilibrium agreement sizes and
aggregate payoffs with the new conditions and game structure.

First of all, there is no change in thelative sizes of the coalitions, and Proposition 4
(kg < kj < kg) still holds; note that the only change is the strict inequality betwegn
andky, which is due to condition (38). However, the main difference in the model now is
the actions of non-members of the joint agreement. Previously, these non-members would

completely free-ride on the joint agreement and play {Pollute, No R&D}. Now that the joint
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agreement produces enough R&D to pass the tipping point, condition (39) summarizes the
incentives of the underlying abatement game and Pollute no longer strictly dominates Abate
for non-members. The implication is that in the equilibrium of the joint cooperation regime
there are stilk; members of the joint agreement that play {Abate, R&D}, but now the non-
signatory countries also play Abate. And as longas: %‘4% —1, non-signatory countries
still do not invest in R&D. Thus, the joint agreement still produces more R&D investment than
the RDA, but now there is also more overall pollution abatement when negotiations are joined
than with the IEA.

With all N countries, both signatorieend non-signatories, abating pollution under the

joint agreement, the equilibrium payoffs become

Tiek, = Nb—c(1—ekj) —d, and (40)

n{¢kJ = Nb—c(1 —¢kj). (41)
The aggregate equilibrium payoff of the joint agreement is now
IT; = N2b — Nc(1 — ek?) — k3d.3 (42)

Proposition 6 Let conditions (15), (38), and (39) hold. Thdil; > IIs.

Proof. Following the discussion in the previous section, the jointly-negotiated agreement is a

welfare improvement on the status qudlf > ITs. Substituting from (25) and (42) gives

N2b — No(1 — ek}) — kijd > Nbk: — kic(1 — ekiy) — kid. (43)

34kj countries have the payoffick,, and(N — k) countries have the payoffi ¢, .
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Rearranging and grouping terms yields
(Nb—c)(N —kg) + kj(Nce — d) > ki(cekg — d). (44)

SinceN > ki and conditions (15) and (39) ensiMe: > d andNb > c, the left-hand side is
strictly positive. To complete the proof, it suffices to show #igtN ce —d) > ki(cekg —d).
This is true becausk)(Nce — d) > kix(Nce —d) > ki(cekg — d), wherekg < N. This
proves thafl’; > Ils. m

As in the previous section, it is a simple extension to determine which cooperation regime
will be preferred by all countries. All that one needs to do is comparexhenteexpected

equilibrium payoffs between the two cooperation regimes.

Corollary 3 Let conditions (15), (38), and (39) hold. Then, the jointly-negotiated agreement
strictly increases aggregate welfare over the two separate agreements and is chosen in the

pre-stage as the preferred cooperation regime.

Proof. The expected equilibrium payoff of a country under two separate agreements is given
in equation (37), and the expected payoff for a country under joint negotiatidgigJ) =
kwjniekJ + m;hfpni¢kj, which after simplifying equalsr,[\ll. Since“W/J > HWS all countries
prefer the jointly-negotiated agreement, and aggregate welfare unambiguously incrmases.
These two results show that when the joint agreement sustains a level of participation
high enough so that the level of R&D investment passes the tipping point, aggregate welfare
strictly increases. Thus, although only the members of the joint agreement invest in R&D,
all countries now abate pollution: signatories of the joint agreement abate pollution because
doing so maximizes their joint payoff, and non-signatories abate pollution because that is
their dominant strategy. Furthermore, even though the joint agreement does not sustain full
participation, full cooperation on abatement is achieved. What enables this fully cooperative

outcome is that the joint agreement is large enough such that the level of R&D investment
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and, hence, abatement cost reduction are enough to tip non-signatory behavior. In this case,
it is in all countries’ best interest to provide both pollution abatement and R&D investment
with a single agreement. Thus, a high enough level of cooperative R&D investment can push
the abatement strategies of non-signatories over a tipping point and eliminate the incentive to
free-ride on pollution abatemefs.

The results of this section, however, are not quite as positive as they may seem. Recall
that the potential gain to full cooperatioN[Nb — c(1 — ¢N) — d], is decreasing ird, but
that the size of the joint agreement is increasind.ifrurthermore, higher levels df keeping
N, b, c ande constant, is what enables the joint agreement to pass the threshold level of
R&D investment. Thus, for higher levels of the cost of investment, participation in the joint
agreement is greater, but the gains to cooperation fall; and when the cost of investment is high

enough so that the tipping point is reached, the gains to cooperation are even less than before.

7 Conclusion

Faced with the failure of the Kyoto Protocol to reduce emissions of greenhouse gases, coun-
tries are realizing that the way forward will require reducing the costs of pollution abatement.
However, this introduces the problem of providing another public good, R&D investment.
As noted in the introduction, nearly all cooperative R&D agreements serve only to facilitate
knowledge spillovers and most do not explicitly require funding by member countries. Thus,
this paper considers the problem of cooperatively providing two public goods, pollution abate-
ment and R&D investment, which both suffer from free-riding and under-provision. To try to
gain more insight into the incentives to cooperate, | analyze two different cooperation regimes:
forming a separate IEA and RDA or forming a single, joint agreement to provide both goods.

I model the provision of abatement and R&D investment in a linear, discrete choice model,

35For even higher values of, Kg > %b is possible, and the RDA tips the behaviors of non-signatories under

the two separate agreements. However, this occurs for an even smaller range of parameterscihamdoit
can be shown that in this case the joint agreement still emerges as the preferred cooperation regime.
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and | assume that the total amount of R&D investment produces a new technology that reduces
abatement costs by a proportion of the total amount invested and that this new technology is
available to all countries costlessly and without restriction. | find that even though the ag-
gregate payoff increases when countries may cooperatively provide R&D investment with the
RDA, | cannot show definitively which cooperation regime is preferred in the equilibrium.
This is because of the tradeoff inherent in the joint agreement: it provides less abatement
than the IEA, but at lower cost since it provides more R&D than the RDA. Finally, | consider
the special case in which the joint treaty invests in a sufficient amount of R&D such that the
new technology causes Pollute to no longer strictly dominate Abate for non-signatories. In
this case, | show that the signatories of the joint agreement still provide abatement and R&D
investment, and non-signatories only free-ride on R&D - all countries now provide abate-
ment. Thus, the joint treaty provides a strict increase in welfare over two separate treaties and
emerges endogenously as the unanimously preferred treaty structure.

The IEA literature has a history of pessimistic results, and | admittedly do not provide
very positive results even considering the special case with the R&D tipping point. Clearly,
the tipping point is a special feature of this linear payoff function and will not arise in a model
with strictly convex cost functions. Also, the tipping results of Section 6 only hold due to the
main assumption of this paper: that abatement cost-reducing technology resulting from R&D
is freely available to all countries. Despite other papers on this topic assuming that the benefits
of R&D are only available to IEA members (a club good), | make the opposite assumption
because IEA members typically do not withhold abatement cost-reducing technologies from
non-signatories (Barrett 2003). If the club good assumption is imposed on this paper’s model,
then only the results of Section 5 are still trife.

Furthermore, there are numerous other unrealistic simplificatext@ntesymmetric coun-

tries in both abatement and R&D (which implies that all signatories are pivotal), no room for

35My results are difficult to compare with those of Carraro and Siniscalco (1997), which makes the club good
assumption, due to differences in the payoff functions.
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strategic reaction by non-signatories, identical spillovers across countries, no uncertainty in
R&D innovation, and no time lags in developing, diffusing, and adopting the new technology.
These simplifying assumptions are necessary for this paper’s analysis because it is written, in
part, as a complement to the many simulation papers in the current IEA lité¥atanel one

of the goals of this paper is to provide transparent, analytic results wherever possible.

However, the main results are still suggestive of possible future cooperation outcomes.
For instance, there has not yet been any attempt at an agreement which requires signatories to
commit to both binding abatemeand R&D investment targets. In the context of this paper’s
simple model, a joint agreement is better at reducing free-riding on R&D than is the RDA
and with potentially only a small reduction in abatement with respect to the IEA (Proposition
4). The implication for future climate treaty negotiations is that even though R&D investment
is important for lowering abatement costs, a joint treaty may be needed to keep participation
incentives all pointed in the same direction.

Another suggestive point, which is discussed by Barrett (2006), is that cooperative R&D
projects should be chosen strategically; thus, cooperative R&D projects for technologies that
may encourage free-riders to abate at more socially-optimal levels should be pursued, even if
there may beettertechnologies possibf. In this case, a joint agreement to provide both
abatement and R&D investment would provide a better aggregate outcome, and cooperative
R&D projects should focus on technologies that are more likely to be diffused and adopted by
all countries, which would encourage lower levels of emissions among even non-cooperating

countries.

37For instance, Carraro and Siniscalco (1997), Bucletet. (2005), and Buchner and Carraro (2005).
38For completeness, | again note that my model is very similar to Barrett (2006), although he only considers
cooperation on R&D investment.
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Chapter 2
A Review of the Weakly Renegotiation-Proof

Equilibrium: Theory and Applications

1 Introduction

As early as the work of Friedman (1971), who showed that any feasible payoff greater than the
stage-game Nash equilibrium payoff can be attained as a subgame-perfect equilibrium in an
infinitely repeated game provided that players are patient enough, researchers have analyzed
how cooperation among players (or collusion among firms) can be sustained by the threat to
punish defections. One concern in the theory, however, is that a subgame-perfect strategy may
not be credible if renegotiation among players is possible. The following example highlights
this problem.

Consider the infinitely repeated, two-player Prisoner’s Dilemma. A subgame-perfect equi-
librium of this game consists of players cooperating indefinitely, with any deviation from
cooperation being followed by non-cooperation indefinitely @hen trigger strategy. How-
ever, when faced with actually punishing a defection (and entering the non-cooperation phase),
the two players will renegotiate back to cooperation because doing so is mutually beneficial.
In other words, since the non-cooperation phase results in lower payoffs for both players for-

ever, the player who did not cheat would rather overlook the defection and avoid imposing
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punishment, which implies that the two players simply return to cooperation. Thus, if players
can renegotiate the strategy during play, this subgame-perfect equilibrium is not credible.
Define acontinuation equilibriunpayoff as the payoff of any possible equilibrium follow-
ing any history and at any time period of the game. In the motivating example above, there
are two continuation equilibrium payoffs associated with the grim trigger strategy: the payoffs
from cooperation and the payoffs resulting from punishment. If players find themselves faced
with imposing a punishment but can renegotiate during play, they will skip the punishment
and return to cooperation because the cooperation continuation equilibrium Pareto-dominates
the non-cooperation continuation equilibrium.
The purpose of the renegotiation-proof equilibrium concept is to eliminate subgame-perfect
equilibria that are not credible in the sense that they have continuation equilibria that are

Pareto-dominated by other continuation equilibria.

2 Renegotiation-Proof Equilibrium Theories

Farrell and Maskin (1989) and Bernheim and Ray (1989) independently developed renegotiation-
proof equilibrium concepts that are complementary to each dtRarrell and Maskin (1989)
propose that a subgame-perfect equilibriunvéakly renegotiation-proofWRP) if there does

not exist a continuation equilibrium of that strategy that is strictly Pareto-dominated by an-
other continuation equilibrium of that stratégyThus, returning to the infinitely repeated,
two-player Prisoner’s Dilemma, the grim trigger strategy is a subgame-perfect equilibrium,
but it is not a WRP equilibrium since the continuation payoff associated with cooperation
Pareto-dominates the continuation payoff from punishment. After deriving necessary and suf-
ficient conditions for the existence of the set of WRP equilibrium payoffs, the authors apply

the result to a series of illustrative examples (Prisoner’s dilemma, Cournot and Bertrand com-

11 will focus on Farrell and Maskin (1989), though, because it is more widely cited.
2Bernheim and Ray (1989) refer to this concepirasrnal consistency
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petition, and an advertising game).

Despite the focus of repeated-game research on achieving Pareto-efficiency through coop-
eration, note that a WRP equilibrium does not have to be Pareto-efficient; rather, the continu-
ation equilibria of a WRP equilibrium simply cannot be Pareto-ranked. Thus, since the WRP
concept may be judged to be too weak, one may consider the more ressiativgly-perfect
equilibrium, which only allows Pareto-efficient continuation equilibria. However, this refine-
ment may actually be too strong, and “it should not be considered an objection to a proposed
WRP equilibrium to point out that it is Pareto-dominated by another subgame-perfect equi-
librium that is itselfnot WRP” (Farrell and Maskin 1989, pp. 348-9). The reason is that a
Pareto-dominating subgame-perfect equilibrium may not be credible. Thus, the authors intro-
duce thestrongly renegotiation-proo{SRP) equilibrium: a WRP equilibrium is SRP if none
of its continuation equilibria are Pareto-dominated by another WRP equilidridthough
WRP equilibria always exist for patient enough players, it is shown that SRP equilibria may
not always exist (see the Bertrand example).

Although the model in Farrell and Maskin (1989) is for only two players, the authors claim
that their results are easily generalizedhtplayers. However, they do not believe that WRP
and SRP equilibria are necessarily appropriate for games of more than two players since one
should consider the possibility of a cooperative deviation of a group smaller than the entire set
of players. Bernheim and Ray (1989) do not allow for coordinated deviations by subsets of
players either, but in slight contrast to the former paper, the results of this paper are actually
derived for a game ai players.

Deviation by a subset of players is an important consideration because the WRP and SRP
equilibrium concepts (as well as the consistency concepts of Bernheim and Ray 1989) only

apply to a deviation bll players (.e. players must unanimously choose to renegotiate to a

3Also see Van Damme (1989) regarding WRP equilibria in the Prisoner’s Dilemma.
4Bernheim and Ray (1989) define a parallel concefrong consistengywhich coincides with Farrell and
Maskin's SRP equilibrium.
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different continuation equilibrium; renegotiation must be a Pareto-improvement). Bernheim
et al. (1987) explore beneficial deviations by subsets of players by introducing the concepts of
coalition-proof Nash equilibrimndperfectly coalition-proof Nash equilibritor finite games.

The basic idea of the coalition-proof Nash (CPN) equilibrium is that an agreement must be
Pareto-efficient among all self-enforcing agreements, and an agreement iselHeaforcing
if no subset of players can make a mutually beneficial deviation, taking the actions of all other
players as given. Further, by way of a recursive definition for CPN equilibria, any possible
deviations must also be self-enforcing in that there are no sub-coalitions of original deviators
that can mutually gain by deviating. The authors are not able to show that a CPN equilib-
rium exists in general; rather, they illustrate existence and non-existence through examples of
simple games.

The authors then extend the CPN equilibrium concept to a finitely repeated game. This
conceptis called a perfectly coalition-proof Nash (PCPN) equilibrium. As in the CPN equilib-
rium, the authors are not able to show general existence for the PCPN equilibrium. The two-
player version of this concept shares many of the properties of Farrell and Maskin’s (1989)
WRP equilibrium (and internal consistency in Bernheim and Ray 1989). However, as stated
previously, Farrell and Maskin do not consider more than two players, nor do Bernheim and
Ray (1989) consider deviations by subsets of players. Although the PCPN equilibrium ad-
dresses one of the objections to the WRP and SRP equilibrium concepts, the PCPN equilib-
rium is not a refinement of the WRP or SRP equilibrium concepts.

Finally, Abreuet al. (1993) object to the use of Pareto-dominance in the other renegotiation-
proofness theories because they feel that unanimity gives any one player too much bargaining
power. For example, in contrast to the definition of the WRP equilibrium, players may only
renegotiate to a different continuation equilibrium if doing so makiéplayers at least as
well off. Thus, the authors propose tbensistent bargaining equilibriufCBE). A subgame-

perfect equilibrium is a CBE if the continuation equilibrium with the harshest punishment
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(and lowest payoff) results in at least as high a payoff as the harshest punishment of any other
subgame-perfect equilibrium. They believe that the CBE reflects a more plausible solution
to renegotiation-proofness since no player would object to the "least worst" punishment that
satisfies subgame-perfection. Abretal. (1993) then prove the existence of a CBE for sym-
metric games and for strategies with stick and carrot punishment schemes (see Abreu 1986),
and they show how to compute both the highest payoff sustainable by a CBE and the "least

worst" punishment.

3 Non-Environmental Economics Applications

Of all the fields in economics, it seems that environmental economics (international environ-
mental agreements, in particular) has used the WRP equilibrium most often and applied it the
most thoroughly. Despite a search of Farrell and Maskin (1989) turning up 175 articles in the
Web of Science, nearly all of these articles just make a passing reference to the WRP equi-
librium and do not apply the definition or model. However, the following non-environmental
economics papers do apply the WRP concept in interesting ways.

McCutcheon (1997) questions whether the Sherman Act actually makes it more difficult
for firms to collude. Historically, judges have tended to be lenient, and fines have typically
been small. Thus, the law makes it costly to collude, but not cesibyigh Rather, supposing
that firms tacitly collude, the law does make it more costly to renegotiate a collusive agree-
ment since firms do not want to communicate too much. This reinforces collusion because
punishments (in the marketplace) are carried out rather than renegotiated. McCutcheon mod-
els a Bertrand game and finds a WRP strategy (with a collusive phase and a punishment phase)
such that for various values of renegotiation costs, numbers of firms, and the discount factor,
the Sherman Act actually supports collusion as an equilibrium.

McGillivray and Smith (2000) use an infinitely repeated Prisoner’s Dilemma to analyze

international cooperation and is very much written in the style of Barrett (1999), which is

37



discussed in the following section. The novel approach here, though, is the usagéran
specificgrim trigger strategy. This strategy differs from the usual grim trigger strategy in that
here a country’s citizens may choose to replace their leader (at a cost) after he defects from
cooperation with another country. Rather than triggering defection forever, defection only last
until that country replaces its leader, then cooperation is resumed. By holding a country’s
leader accountable in this way, this strategy can support cooperation. The authors show that
if the discount factor is high enough, then the agent-specific grim trigger strategy is both a
subgame-perfect equilibrium and is SRP.

Driffill and Schultz (1992) consider the "social contracts" of post-war Europe - non-
binding cooperative understandings between governments and workers (trade unions) to keep
wages low and to achieve higher employment (Austria and Sweden are the leading examples).
Since it was tough for trade unions to moderate their wage demands, governments typically
offered tax cuts or, in the case of this paper’s model, economic stabilization in the form of
spending. This paper has the government and the trade union playing a non-cooperative game
by choosing government spending and wages each period, respectively. The authors find
subgame-perfect equilibria in which both the government and union get the most desired re-
sults (highest utility). However, after restricting the equilibrium payoff sets by applying the
WRP and SRP equilibrium concepts, the spending and wage outcomes are found to not favor
either party.

Finally, Baliga and Evans (2000) argue along similar lines as Farrell and Maskin (1989) in
showing the existence of a SRP equilibrium in a repeated game with side-payments. Assuming
that players have quasi-linear utility in wealth and can make transfers, the authors construct a
strategy that includes transfers in the cooperative phase and fines in the punishment phase (as

well as min-maxing the cheater) and show that this strategy is SRP.

38



4  Applications to International Environmental Agreements

The literature on international environmental agreements (IEAs) can be divided into two
groups based on the equilibrium concept used. Early IEA research, which began with Bar-
rett (1994) and Carraro and Siniscalco (1993), and the majority of subsequent research on this
topic uses a one-shot, multi-stage game in which membership to the IEA is chosen, then emis-
sions (or abatement) levels are chosen by the signatories and non-signatories to the agreement.
The equilibrium concept in this cas&ability, is from the cartel literature (d’Aspremoet al.

1983). The main focus is on how cooperation can overcome the incentive to free-ride on the
emissions reductions of other countries, and the equilibrium number of countries in an IEA is
determined when there is no member of the agreement that can gain by defecting from coop-
eration and if there is no non-member of the agreement that can gain by joining. The integer
number of countries that satisfies this stability concept determines the number of signatories
in the agreement.

The other equilibrium concept, which is used much less frequently, is the WRP equilib-
rium. These papers use an infinitely repeated game, in which the terms of the IEA (a strategy
profile that includes cooperation and punishment) and membership are determined at the on-
set, and each period countries choose their emissions (or abatement) to follow the terms of the
treaty. One of the key drivers of the following results is that a WRP equilibrium requires that it
must be individually rational for at least one country (typically, it will be a subset of signatory
countries) to follow through with a punishment if a country cheats. High payoffs to coop-
eration may be a barrier to a WRP treaty because renegotiation back to cooperation, rather
than punishing a defection, becomes more enticing. Thus, either the payoffs to cooperation
must be lowered, typically by lowering the level of abatement during the cooperative phase,
or the payoffs to punishment must be raised, perhaps by reducing the number of countries that
participate in dealing the punishment. The papers in this branch of the IEA literature can then

be separated into two groups depending on how the analysis proceeds.
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Beginning with the original paper by Farrell and Maskin, who state that characterizing the
set of all WRP equilibria is "difficult,” one may instead derive the set of payoffs supported
by WRP equilibrium strategies. Farrell and Maskin (1989) take this approach in most of that
paper’'s examples by prescribing a simple punishment to be followed, whichnmgnimax
the offendei(the punishers hold the cheater to the lowest individually rational payoff in their
power). For example, in a Cournot duopoly firms produce the monopoly level of output during
cooperation, and a defection by one firm is punished by that firm producing nothing for the
next period and the other firm producing any level of output such that it is individually rational
to follow through with the punishment (the main condition needed for a WRP equilibrium).
After the punishment period, cooperation would then resume. Farrell and Maskin do not
detail any other aspects of this strategy, nor do they describe any other WRP strategy; the goal
is simply to characterize the set of payoffs supported by WRP strategies.

The first IEA paper to use the WRP equilibrium concept, Barrett (1994), also characterizes
the set of WRP payoffs. Following a similar analysis as Farrell and Maskin (1989), Barrett
uses a minimax-the-offender punishment, and by manipulating the resulting payoffs he derives
the maximum number of cooperating countries that can sustain a WRP equilibrium and finds
a similar result to the one-shot game model - that the amount of cooperating countries will
only be large if the gains to cooperation are srRgll.

The other approach to analyzing IEAs as infinitely repeated games is to specify a particular
strategy and show that it is both subgame-perfect and WRP, and the number of countries in the
agreement is then derived from the resulting equations. Barrett (1999) shows that a strategy of
"Getting Even" (in which a country cooperates in a period unless it has defected fewer times

than have other countries) is a WRP equilibrium that supports less than full participation unless

SBarrett actually goes one step stronger here by requiring that payoffs during the punishment phase be Pareto-
efficient, which Farrell and Maskin (1989) calirongly perfectsee Section 2 of this Review.

5Using a slightly different approach, Finus and Rundshagen (1998) characterize the set of WRP equilibrium
levels of emissions in a two-country model where countries may cooperate by using either an emissions tax or
quota.
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the number of countries is sufficiently small, which confirms earlier pessimistic IEA results.
Barrett (2002) shows that a "Penance" strategy (in which a cheating country is punished by
having to abate at an optimal level in the next period) is not only a WRP equilibrium, but that
by also lowering the level of abatement during cooperation (and consequently the payoff to
cooperation), full participation can be sustained (but not Pareto-optimality). He then shows
that if the number of countries is sufficiently large, then the full participation agreement (the
"consensus" agreement) will be preferred by all countries to the standard IEA (which has less
than full participation). Finally, he shows that if one requires that an agreement be SRP, which
implies that signatories must not only punish a cheater but that the punishment must also
maximize the signatories’ collective payoff, then an agreement with full participation does not
exist/

Asheimet al. (2006) builds on the repeated-game framework of Barrett (1999) and shows
that rather than having just one treaty, two simultaneous (regional) treaties can sustain more
overall cooperation and Pareto-dominate a regime of just one treaty. The main intuition for
this result is that not all countries in the world punish a defection - only the countries in the
particular region with the cheater. This makes it easier to achieve the WRP requirement that
the payoff for the punishing countries is greater than the payoff of simply continuing with
cooperation. Froyn and Hovi (2008) extend the Ashetral. (2006) result and show that by
further reducing the number of countries that punish a defection to an optimal level that just
satisfies the WRP requirements, there exists a WRP equilibrium with full participation. The
results of both Asheinet al. (2006) and Froyn and Hovi (2008) are slightly stronger than
Barrett's (2002) result in that greater participation is gained through the punishment scheme,
not by reducing abatement levels during cooperation.

Finally, Asheim and Holtsmark (2009) show that by relaxing the linear payoff model with

"Barrett (2002) refers to WRP ageak collective rationalitand refers to SRP adrong collective rationality
because, as other authors have noted, Farrell and Maskin (1989) do not define renegotiation-proof concepts for
more than two players.
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discrete choices (used in Barrett 1999, 2002, and Aslkeéah 2006) to a model of continuous
abatement choices with quadratic abatement costs, a Pareto-optimal IEA exists as a WRP
equilibrium for a high enough discount factor and a small enough number of countries. Thus,
they show that abatement levels and participation need not necessarily trade off when finding a
WRP agreement (as in Barrett 2002). They also show that if the discount factor is too low and
the number of countries is too high, then the level of abatement falls during both cooperation
and punishment compared to the Pareto-optimal IEA; however, full participation can still be
achieved.

The authors devissimple strategy profileas in Abreu (1988), which implies that a uni-
lateral deviation by a signatory leads to a one-period punishment in the next period. The
punishment phase follows a Penance strategy, in which half of the signatories punish the devi-
ation by lowering their abatement for one period while the cheater abates at the Pareto-optimal
level, then all signatories return to cooperatfomhis punishment scheme has been shown in
previous papers to satisfy the requirements of a WRP equilibrium by keeping the payoff to
punishment sufficiently high. One advantage of the Asheim and Holtsmark (2009) punish-
ment scheme over that of Ashegnhal. (2006) is that in the latter paper (two regional agree-
ments; punishment for one region’s defection occurs within that same region) a defection by
a country causes the other region to be harmed twice - once by the defection and again by the
punishment (both actions lower global abatement). The former paper’s model doesn’t have
that drawback.

One can also compare the continuous choice model of Asheim and Holtsmark (2009) with
the linear, discrete choice model of Froyn and Hovi (2008) in terms of how high the discount
factor needs to be to achieve Pareto-optimality. In the former paper, the main condition for
a Pareto-optimal, WRP equilibrium is that the discount factor must be sufficiently high and

number of countries must be sufficiently small; it is shown that with 200 countries the discount

8More precisely, the subset of signatories that punish a defection consists ofreithéf n is even) or
(n + 1)/2 (if nis odd) countries whene is the number of countries.
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factor must be at least 0.99 and that a discount factor of 0.95 reduces the depth of the treaty to
less than 20% of the Pareto-optimal level of abatement. However, in the latter paper a discount

factor of 0.95 is sufficient for Pareto-optimality, regardless of the number of countries.

5 Conclusion

The purpose of the renegotiation-proof equilibrium is to eliminate subgame-perfect equilib-
ria that are not credible in the sense that they have continuation equilibria that are Pareto-
dominated by other continuation equilibria. In the first section of this review, | motivate
the problem with a simple Prisoner’s Dilemma example, and then | summarize the theoret-
ical approaches to the renegotiation-proof equilibrium. After reviewing a selection of non-
environmental economics applications of the theory, | then turn to applications of the WRP
equilibrium for international environmental agreements. In the context of cooperation, the
WRP equilibrium implies that it must be in the interest of at least one party to the treaty to
follow through with a punishment (and subsequently lower all payoffs) rather than to ignore a

defection and continue with cooperation.

43



Chapter 3
Sustaining Full Cooperation in an International
Environmental Agreement through Learning and

R&D

1 Introduction

This paper analyzes the effects of learning and research and development (R&D) in an infi-
nitely repeated international environmental agreement (IEA) in which countries are uncertain
regarding the benefits of pollution abatement. The central challenge of international environ-
mental problems is that the pollution abatement of one country also benefits other countries,
which results in strong incentives for countries to free-ride on other countries’ mitigation
actions. Due to the public good property of pollution abatement, cooperative solutions are
needed to improve on the suboptimal levels of abatement currently being provided. However,
cooperation tends to be scarce when it is needed most because the incentive to free-ride can
be so powerful (for an overview, see Barrett 2003). Furthermore, in a setting with repeated
interaction, which is the focus of this paper, cooperating countries must also be able to deter
(with the threat of punishment) defections and free-riding.

In addition to the incentive to free-ride, another reason for the lack of international environ-
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mental cooperation is the uncertainty regarding the benefits and costs of pollution abatement,
which may influence the strategic actions of countries and may result in either more or less
countries cooperating with potentially ambiguous effects on global pollution abatement and
welfare! Acquiring more information about the benefits of abatement may not necessarily be
beneficial; for example, if countries learn that abating pollution is more beneficial than they
had originally thought, then the incentive to free-ride on the abatement of others increases.
While most research efforts on this topic have focused on the strategic effects of information,
the effects of uncertainty and learning on the likelihood of countries sustaining full coopera-
tion in an IEA has not yet been studied.

Thus, the main research question is: In an infinitely repeated IEA in which countries are
uncertain regarding the benefits of pollution abatement, how does learning (resolving uncer-
tainty) affect the likelihood of sustaining a Pareto-optimal agreement with full cooperation
when compared to the baseline case without uncert&inklyaddressing this question, this
paper also determines how uncertainty affects the number of countries needed to punish a
defection from the IEA and the strength of the punishment. Finally, this paper considers the
role of the knowledge gained through R&D, which is interpreted differently in the model than
the previously mentioned "learning,” and how R&D may make cooperation easier or more
difficult to sustain depending on what is learned. Since more information may not necessarily
work in favor of cooperation, the purpose of this paper is to provide insight into how learning
may affect the ability of countries to maintain a cooperative regime.

This paper uses a model in which identical countries play an infinitely repeated game, the
benefits of pollution abatement are a pure public good, the marginal benefit of abatement is

constant, and the marginal cost of abatement is linear. The assumptions regarding marginal

1The strategic effects of uncertainty and learning on IEA formation has been studied by Ulph (2004), Kolstad
(2007), Kolstad and Ulph (2008), and Finus and Pintassilgo (2012).

2Thelikelihood of sustaining cooperation refers to the range of discount faétergd, 1) (5 is often called
thecritical discount factor), and a wider range of discount factors (a lower valtiisfassociated with a higher
likelihood of cooperation.
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benefits and marginal costs are meant as a compromise between tractability and reality. |
introduce uncertainty by assuming that countries are uncertain about the true value of the
marginal benefit of abatement and may resolve their uncertainty by learning its true value at the
beginning of each period with some positive probabiifihis paper utilizes a strategy profile
proposed by Asheim and Holtsmark (2009) and provides conditions such that the strategy
is a weakly-renegotiation proof (WRP) equilibrium (Farrell and Maskin 198bhe WRP
equilibrium is a natural choice for analyzing infinitely repeated IEAs because it requires that a
punishment be strong enough to deter defections (and to satisfy subgame-perfection), but not
so strong as to cause the punishing countries to not follow through with the punishAent.

| discuss in the next section, the vast majority of the literature analyzes IEAs as a one-shot
game and not as an infinitely repeated game, and to my knowledge this is the first paper to
include uncertainty in an infinitely repeated game of environmental cooperation.

The main result is that uncertainty leads to conditions in which the Pareto-optimal IEA
exists as a WRP equilibrium for a wider range of discount factors than in the case with no
uncertainty. Resolving uncertainty through learning, however, reduces this range and makes
sustaining cooperation more difficult. The mechanism driving this result is that uncertainty
leads to a higher expected net loss from punishment to a defecting country because the pun-
ishing countries may have more information available during a punishment phase than when
the deviation occurred, which allows for deviations from cooperation toviee punished in
expectation. This implies that deviations are better deterred under uncertainty and that sus-
taining full cooperation in an IEA is more likely.

Finally, 1 consider how the results of R&D affect the punishment for defection and the

3This form of uncertainty, systematic uncertainty, in which all countries share uncertainty over the same
variable (in this case, the benefits of pollution abatement) has been recently studied by Kolstad (2007) and
Kolstad and Ulph (2008).

4The structure of the results and proofs in this paper also owe a debt to Asheim and Holtsmark (2009). Two
of their results are shown as corollaries to the results here.

5As | show later, the punishment for a defection involves a group of countries lowering their abatement levels
for one period. Since pollution abatement is a public good, the punishment results in lower payoffs for some, but
not all, members of the IEA.
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critical discount factor needed to sustain a Pareto-optimal IEA. Note, however, that in this
model countries only choose their level of abatement; they do not choose a level of R&D
investmen® Rather, in the comparative statics section of this paper, instantaneous changes
in key parameters, such as the probability of learning the true value of the marginal benefit
of abatement or the variance of the marginal benefit of abatement (which is related to the
expected loss from punishment), are interpreted as resulting from R&D. Whether or not R&D
is beneficial for sustaining cooperation depends on what is being learned. Specifically, if R&D
either results in an increase in the probability of learning the true value of the marginal benefit
of abatement (for most parameter values) or in a lower variance of the marginal benefit of
abatement, then it becomes more difficult to sustain full cooperation because the expected net
loss from punishment decreases; in these cases, the pro-cooperative effects of over-punishment
due to uncertainty are lessened. Thus, this paper finds that achieving the Pareto-optimal IEA

tends to be less likely if R&D reduces uncertainty.

2 Related Literature

This paper contributes to two areas of the IEA literature, which are reviewed in this section.
First, | discuss the small number of papers that analyze IEAs that arise as a WRP equilibrium
in an infinitely repeated game. Then, this paper turns to the literature regarding the effects of
uncertainty and learning on the strategic interaction among countries as they choose whether
or not to be members of an IEA. Finally, note that at a more general level the IEA literature
derives from the literature on the private provision of a public good (Bergsttah 1986).

The bulk of IEA research uses a one-shot, multi-stage game in which membership to the
IEA is determined, then emissions (or abatement) levels are chosen by the signatories and non-

signatories to the agreemehthe main result is that when the potential gains to cooperation

6See Mohr (2014), Carraro and Siniscalco (1997), and Hong and Karp (2012) for examples in which countries
choose to make investments to lower abatement costs.
’See Barrett (1994) and Carraro and Siniscalco (1993) for early IEA research and Barrett (2003) for an
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are high (and an agreement would be most beneficial), the incentive to free-ride is strong and
only a small IEA emerge$.

A few papers, however, have approached the problem of international environmental co-
operation in the context of an infinitely repeated game, which puts more emphasis on the
punishments needed to sustain cooperation, and have utilized the WRP equilibrium of Farrell
and Maskin (19895. The WRP equilibrium is an important concept for the study of repeated
IEASs because it eliminates subgame-perfect equilibria in which players (or countries in this
paper) mayenegotiateto a different path of the game by finding a multilateral improvement.
As a motivating example, consider the infinitely repeated, two-player Prisoner’s Dilemma,
of which the infinitely repeatedy-country IEA game is a close relative. A subgame-perfect
equilibrium of this game consists of both players cooperating indefinitely, with any deviation
from cooperation being followed by non-cooperation indefinitely hm trigger strategy).
However, when faced with actually punishing a defection (and entering the non-cooperation
phase), the two players will renegotiate back to cooperation because doing so is mutually
beneficial. In other words, since the non-cooperation phase results in lower payoffs for both
players forever, the player who did not cheat would rather overlook the defection and avoid
imposing punishment, which implies that the two players simply return to cooperation. Thus,
if players can renegotiate the strategy during play, this subgame-perfect equilibrium will not
stand. In the same sense, countries in an IEA will need to punish defections, and the WRP
equilibrium ensures that the punishment will actually be followed. In the context of cooper-
ation, this equilibrium concept typically implies that it must be in the interest of at least one

party to the treaty to follow through with a punishment (which results in lower payoffs for

overview.

8The one-shot IEA model typically uses an equilibrium concestgbility, from the cartel literature
(d’Aspremontet al. 1983), in which the equilibrium number of countries (and emissions or abatement levels) in
an |EA is determined when there is no member of the agreement that can gain by defecting from cooperation and
there is no non-member of the agreement that can gain by joining.

9Barrett (1994, 1999, 2002), Asheiet al. (2006), and Froyn and Hovi (2008) all follow this approach. In
general, penancestrategy, in which a cheating country is punished by having to abate at an optimal level in the
next period while other signatories lower their abatement for one period, is used to derive a WRP equilibrium.
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some, but not all, members of the IEA) rather than to ignore a defection and continue with
cooperation.

This paper is an extension of the model of Asheim and Holtsmark (2009), who show that
by relaxing the linear payoff model with discrete choices (used in Barrett 1999, 2002, and
Asheimet al. 2006) to a model of continuous abatement choices with quadratic abatement
costs, a Pareto-optimal IEA exists as a WRP equilibrium for a high enough discount factor
and a small enough number of countries. They also show that if the discount factor is too
low and the number of countries is too high, then the level of abatement falls during both
cooperation and punishment compared to the Pareto-optimal IEA; however, full participation
can still be achieved. This paper extends these results by introducing uncertainty and learning
and then providing a comparison between the cases of uncertainty and no uncertainty.

Beginning with Na and Shin (1998) and continuing more recently with Kolstad (2007),
Kolstad and Ulph (2008), and Finus and Pintassilgo (2012), the literature that analyzes IEAs
with uncertainty and learning highlights the strategic role of learning when countries are un-
certain over a key parameter and shows how learning affects IEA membership and abatement
levels. One of this paper’s contributions to the literature on uncertainty and learning in IEAs
is that in contrast to the papers just mentioned, which all analyze a one-shot game, this paper
models an infinitely repeated game. In doing so, the focus is on how cooperation is sustained,
not how it is initially achieved.

Na and Shin (1998) analyze IEAs in a world in which there is uncertainty over the distribu-
tion of the benefits of pollution abatement, which results in the countries being heterogeneous
after the uncertainty has been resolved, and use a strictly concave payoff function (as does this
paper). They show that resolving uncertainty before the treaty is negotiated reduces global
welfare because smaller coalitions fothThe authors argue that when uncertainty has not

been resolved, countries do not know how different they may be, so a larger coalition with

10They do, however, assume only three countries, which causes some of their results to be special cases.
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larger expected payoffs emerges. Thus, when countries learn the true degree of asymmetry in
their abatement benefits, cooperation becomes harder to adhieve.

Kolstad (2007) analyzes a linear payoff function with systematic uncertainty in the cost of
environmental damages, where damage costs may be either high or low with some probability.
Uncertainty may be resolved before an IEA forms (full learning), after the IEA forms but
before emissions are chosen (partial learning), or not at all (no learning). In contrast to Na and
Shin (1998), it is assumed that all countries @xeanteandex postdentical: when uncertain,
all countries share the same expectations over environmental damages, and if learning occurs
all countries realize the same value for damages. It is shown that learning (whether partial or
full) tends to decrease the size of the IEA and lowers global welfare. Thus, learning and the
subsequent strategic interactions lead to worse outcomes in expeétation.

In the uncertainty literature, the paper most similar to mine (in terms of generality and
payoff function) is Finus and Pintassilgo (2012), which uses Na and Shin (1998) as its base-
line model and attempts to generalize its results tmuntries and to extend those of Kolstad
(2007) to a payoff function with linear benefits of abatement and quadratic abatement costs.
The authors contrast recent research results with reality raising the following point: despite
recent papers showing that learning tends to make IEAs worse off (less membership and lower
global welfare), even more research is being conducted now to reduce uncertainties. In gen-
eralizing the model of Na and Shin (1998), in which there is uncertainty over the distribu-
tion of benefits, the authors confirm that learning has a negative effect on IEA size and total
expected payoffs. In generalizing Kolstad (2007), the authors find that learning increases ex-
pected abatement and payoffs, which is a stronger, more positive result than Kolstad originally

found. The intuition is that cooperation is easier among similar agents, contrasted with the re-

n a related paper, Kolstad (2005) shows that when learning reveals asymmetries in a two-country model, a
cooperative agreement is madéficult to achieve. Heredifficulty refers to the gross expected amount of side
payments needed to achieve a Pareto-improving agreement.

125ee also Kolstad and Ulph (2008), which extends Kolstad (2007) and Ulph (2004), a paper generally quali-
tatively similar to Kolstad (2007), and reinforces the results of both.

50



sults of Na and Shin, in which the agreements are harder to obtain if players already know the
(unequal) distribution of benefits.

As | pointed out earlier, my paper does not analyze the strategic role of learning; rather, the
effects of uncertainty, learning, and R&D arise in this paper from a comparison of the expected
gain from defecting from the agreement and the discounted, expected loss from punishment.
However, the results of this paper do tend to be pessimistic in terms of the effects of learning
on cooperation, as are the results of Na and Shin (1998), Kolstad (2007), and Kolstad and Ulph
(2008). Also, in reference to the comment in Finus and Pintassilgo (2012) mentioned above,

this paper discusses how learning may be beneficial or detrimental for sustaining cooperation.

3 Model

This paper models an infinitely repeated IEA game in which countries are uncertain about
the value of the marginal benefit of abatement and may resolve their uncertainty by learning
its true value at the beginning of each period with some positive probability. The goal is to

construct a strategy that has an IEA as its equilibrium path and specifies punishments for
deviations from the equilibrium path, and then to provide conditions so that the strategy is
a weakly renegotiation-proof equilibrium and can achieve a Pareto-optimal IEA. However,

before delving into the full model under uncertainty, I first present the basic elements of the

model with no uncertainty.

3.1 Certainty

Let there ben > 2 identical countries, wheld = {1, 2, ..., n} is the set of all countries. Each
countryi chooses its level of emissions abatemgnt- 0 in every period of the infinitely
repeated game in discrete time. Since all countries share the same atmosphere, abatement is a

public good; thus, each country benefits from the abatement by all other countries in addition
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to its own. Each countri has the following stage-game payoff each period:

7i (G, Qi) =b> g — gin, )
j=1

J

whereb,c > 0 andQ_; = iqj. This payoff function, in which the marginal benefit of
abatement by all countrieig,I Tsj constant, and the marginal cost of abatement by country

is linear (wherec is a cost parameter), has been chosen as a compromise between a more
complicated reality and the desire for clean, analytical solutions. Also, | assume that there is
no existing stock of greenhouse gases that changes each period as a function of the previous
period’s abatement decisions; rather, countries play an infinitely repeated game with (1) as the
stage-game payoff. The purpose of this assumption is to better focus on how uncertainty (to
be introduced in the next section) affects the incentives to punish a deviation from tHé IEA.

If countries act non-cooperatively, then they maximize their own payoff in each stage and

abate

which is not only the Nash equilibrium level of abatement, but is also a dominant strategy in
the stage game. Thus, in the discussion of cooperation later on in theqlaigaalways the
"best" deviation from cooperation.

If all countries cooperate, then they maximize the sum of their payoffs and abate at level

Thus, a Pareto-optimal agreement involves full participation (that is, @luntries are mem-
bers to the agreement) and each country setting its abatement eqlal to

Since there is no global body to enforce a fully cooperative agreement, however, countries

13For example, Ulph (2004) assumes that emissions accumulate over a two-period game. The effect is to
amplify the incentive to free-ride.
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will have the incentive to free-ride and to defect from a cooperative agreéfhiera.repeated-
game, though, cooperation can be sustained by the threat to punish potential defections. After
introducing uncertainty in the next section, | describe the strategy profile needed to implement

an IEA.

3.2 Uncertainty

Now, suppose that countries do not know the true value of the param&t#ren the marginal
benefit of abatement is unknown, let it be represented by the random vafi&aen distri-
bution f (8), whereb, > 0 is a realization of§ that occurs with probability;.1> | assume
that countries have a common prior belief b(p) (i.e. identicalex anteexpectations of),
and if uncertainty is resolved, then all countries realize the same valfi¢i@. all countries
realize the same typg, and there is no private informatiot).Denote the expected value of
the marginal benefit of abatement By

The timing of the game with uncertainty and learning is as follows (see Figure 1). First, in
a pre-game period, a treaty is negotiatied under uncertainty, and the terms of the treaty detail
the level of abatement by signatories during both cooperative and punishment phases. At the
very beginning of the first period of play, which in this model is periog 0, all countries
may learn the true value of the marginal benefit of abatement with probapikty(0, 1) or

remain uncertain with probabilitgl — y).1” If countries do resolve their uncertainty and can

14see Barrett (2005) for an analysis of the one-shot IEA with this payoff function. He shows that for an IEA
with m signatories, each of the signatories sets their abatement equdl/to which, likeq! andg” above, is
a multiple ofb/c. That abatement levels for this payoff function can all be written as multiplegaprovides
simplification this paper.

15This model is general enough to not necessitate the use of any particular distributfon for

16A feature common to Kolstad (2007), Kolstad and Ulph (2008), certain cases of Finus and Pintassilgo (2012),
and to this paper is that all countries share uncertainty over the same variable, which is refergdsteraatic
uncertainty. This implies that countries play a game of incomplete information, and in the case of this paper,
a dynamic game, which may suggest using Bayesian equilibrium in the manner of Harsanyi (1967). However,
given the assumptions listed above, a Bayesian approach is not necessary.

17 use the word "learn" to mean that countries have resolved their uncertainty over abatement benefits. How-
ever, in the context of this model, "learning” may also be understood as nature signaling /A frgme the
distribution f (8) that is observed publicly by all countries.
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Figure 1: Timing of the game with uncertainty and learning (through period t = 2)
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condition their actions on the true state of the world, then in peried0 each country has

payoff (1) with the realized value gf replacingb. The expected payoff for each country is
n C )
Eplzi(ai, Q-i)] = ;e. [b,- ;qj (br) — 2ai () } : (2

where the abatement levels are conditional on the realized val@e Td keep the equations
in the next section and in Figure 1 more compact, this expected payoff will be abbreviated as
asEp[xi].

If countries do not resolve their uncertainty at the beginning of pdried, then certainty
equivalence applies (the payoff function is linear in the random variable) and each country
takes its marginal benefit of abatement to be equl. tim this case, the expected payoff for

each country is

Eplri (G, QD1 =3 >0 — o, ®)
j=1
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which will be abbreviated as; (5).

Now, if countries did not resolve their uncertainty in pertoe= 0, then at the very be-
ginning of periodt = 1 countries may again learn the the true valug ofith probability y
or remain uncertain with probabilitfl — y ). If countries already resolved their uncertainty
over B in periodt = 0, then nothing changes; the expected payoff for each country remains
Es[7i]. When countries make their abatement decisions in periedL, the probability that
they knowp and have expected paydf[zi] is y + y (1 — y), and the probability that they
remain uncertain and have expected payofis) is (1 — 7).

Figure 1 continues this process for one more time period. When countries make their
abatement decisions in periad= 2, the probability that they knoy and have expected
payoff Eg[zi]isy +y(A—y)+y(1—y )2, and the probability that they remain uncertain and
have expected payoff; (8) is (1— y )3. In general, the probability that countries have learned
the true value o in periodt (and can condition their periadabatement decisions on it) is
y Ztrzo(l— »)" = [1—(1—y)'*1], and the probability that countries have not resolved their
uncertainty in period is (1 — y)!*1.18 Let E, s[7i(t)] denote the expected payoff to country
i over the two states of the world where uncertainty g¥enay or may not be resolved in

periodt. Then for any period, a country’s expected payoff is

E,plni ] = [1— (1 — ) ™MEglzil + L — )7 (B), 4

and whereEg[ri] and i (p) are defined in (2) and (3), respectively. Finally, let the average

expected discounted payoff to countrige equal to

(L=0) > 0'Eyplmi®)],
t=0

18Note that ag — oo, y Ztﬁo(l —9)" = 1since(l —y) € (0, 1); thus, uncertainty is fully resolved in
the limit. B
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wheres e (0, 1) is the discount facto?

For any period, the abatement levels of each country in each of the previous periods
comprise the history of the game going into period strategy for country defines country
i’'s level of abatement for every possible history. The strategy profile used in this model is an
extension from that used in Asheim and Holtsmark (2009), which is a simple strategy profile
from Abreu (1988). In the context of this paper, a simple strategy profile (g anl)-vector
of abatement paths that contains the IEA (the equilibrium pathhgmthishment paths, one
for each country. Any deviation by a single countrfrom the equilibrium path causes all
countries to switch to countrys punishment path, which imposes a one-period punishment
on countryi, and then a return to cooperation. Further deviation by courgmnply restarts
the punishment. Deviation by countjyfrom countryi’s punishment path leads to a one-
period punishment for country. Simultaneous deviations by more than one country from the
equilibrium path are ignored.

The specifics of the IEA and the punishment scheme are as follow$ =effi;, ..., im} C
N be the signatories to the IEA and let the number of signatories ken. The terms of the

IEA are contained in the pa#¥, where

a® = (03, ..» O3 Afs - Op) (A3 - O3, O oo ) o
jeM  jeN\M jeM  jeN\M

and qz = spf/c, s > 1, is the level of abatement by each signatory, which is conditional
on £ and whether or not learning occurs (I will use the subsgfipthen abatement levels
are conditional orf). Note that all non-signatories abate with their individually optimal level
q; = B/c.

Cooperation is sustained by the threat to punish deviations &ortf countryi deviates

from &>, it is punished by a subset of signatoridgn) c M that will lower their abatement

19The discount factor, is equal tod = e™"2, wherer is the rate of time discounting antl is the period
length (or detection lag). The discouate is equal to 1— 6.
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to qﬂIO = pp/c, p > 0, in the period after the deviation and then return their abatemeqj:t to

in the following period. The purpose of the punishment, of course, is to harm the defecting
country; however, note that since abatement is a public good, all countries are harmed during
a punishment phas&.Denote the number of countries B(n) by k so thatk = |P; (n)|. The
remaining signatories (including country continue to abate at Ieve|§ during the punish-

ment. Since country’s punishment will be to immediately raise its abatement back up to the
cooperative levet)® as a penance for its defection, counitrig not a member of the punish-

ing groupP; (n). All non-signatories continue to abate at their individually optimal quk],

Thus, let the punishment path for signatory M bep?, where

PP = (Af > U5 G55 oo A3 U o> 055 (5 woes O O s )5 (@5 5 O O o5 ), o
jePh jeM\P jeN\M jeM jeN\M jeM jeN\M

If the defecting signatory deviates fronp?, thenp? is simply restarted. If a different
signatoryj deviates fronp?, then punishment paqujS is started. If a non-signatory deviates
from either the IEA patha®, or a punishment patip?, it can be ignored and does not need to
be punished, which implies that the punishment path of a non-signatory &°jushus, the

simple strategy profile of interest consists of the follow{ngt+ 1) paths:

(a,pd,...p,a%,...,a°% (5)
) 1° > My s s
Y —_— T

I[EA jeM jeN\M

The strategy profile is a subgame-perfect equilibrium in expectation if for every subgame
(that is, for every repeated game following every possible history of play) and given the strate-
gies of all other players, no single player can gain by deviating from its strategy. For the
simple strategy profile in (5), subgame-perfection requires that no country can make a ben-

eficial deviation (in terms of getting a higher discounted expected payoff) from its strategy,

20For the same reason, one incentive that punishing countries have to actually follow through with a punish-
ment is that doing so lowers their individual cost of abatement by more than they lose in aggregate benefits.

57



regardless of whether the country is on the cooperative gatit on a punishment patpy.

A subgame-perfect equilibrium is weakly renegotiation-proof if for a given history of play
there do not exist two continuation equilibrium payoffs where one strictly Pareto-dominates
the other (Farrell and Maskin 1989). In the context of this model, the simple strategy profile
in (5) is weakly-renegotiation proof if it is subgame-perfect aticcountries (signatories and
non-signatories) do not strictly prefer to ignore a deviation and revert back to the cooperative
pathas. In other words, following a deviation from signatargt leasbnesignatory must gain

from implementing punishment pagii, rather than reverting ta®.

4 Results

4.1 Subgame-Perfection and Weak Renegotiation-Proofness

The first result summarizes the necessary and sufficient conditions such that under uncertainty
the simple strategy profile detailed above is a weakly renegotiation-proof equilibrium in ex-
pectatior?! To explain the theorem and provide intuition, | compare the outcome under uncer-
tainty to the no uncertainty case, which yields a proposition on the net effects of uncertainty.
The main result of this section, which is a condition for the existence of a Pareto-optimal
IEA as a weakly renogotiation-proof equilibrium, follows as an application of the theorem.
Finally, | compare the condition needed for the Pareto-optimal IEA under uncertainty to the

no u ncertainty case.

21proofs of Theorem 1 and Proposition 1 can be found in the Appendix.
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Theorem 1 Suppose that countries are uncertain oygrmay resolve their uncertainty at
the beginning of each period with probabilify € (0, 1), and have expected payoffs (2), (3),
and (4). Then the simple strategy profile in (5) is a weakly renegotiation-proof equilibrium in

expectation if and only if s- p and

rmmﬂs—lﬁxp—lﬂ}Aa)<
20(s— p)A(t +1) -
-2

Aty =[1— Q- y)E[T+ 1 —y)H1p"

k < %(s—k p), where (6)

By showing that the strategy is subgame-perfect, a lower bourkdi®derived to ensure
that there is at least a certain number of punishing countries so that the punishment deters
defections in expectation (the left inequality). Then, by showing that the strategy is a WRP
equilibrium, an upper bound ok is derived because the punishment cannot be too strong
(the right inequality). Thus, the implication of Theorem 1 and the boundk snthat in
expectation the punishment must be strong enough to deter cheating, but not so strong that
signatories would rather just ignore their punishment duties - at least one signatory must gain
by following the punishment. Finally, note that the conditions in Theorem 1 do not depend on
m, the number of signatories, ar the number of countries, blatmust satisfyk < m < n.22

Before further explaining the theorem and the effects of uncertainty, | first provide the

analogous result for the case of no uncertaffty.

Corollary 1 Assume that there is no uncertainty; iye= 1. Then the simple strategy profile
determined by (5) with s> 1 and p > 0 is a weakly renegotiation-proof equilibrium for

0 € (0,1)ifand only ifk, s, and p satisfys p and

1 max{(s—1)2, (p—1)?}
20 (s—p)

sks%®+m- (7)

22Technically,k must be an integer to satisfy Theorem 1.
23This corollary corresponds to Theorem 1 of Asheim and Holtsmark (2009).
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| will first explain the conditions for subgame-perfection, which are the left inequalities
in (6) and (7), highlight their differences, and provide intuition. Following Abreu (1988),
the strategy is subgame-perfect in expectation if no country can benefit from a one-period
deviation in either cooperative subgames or punishment subgames. In the Appendix it is
shown that for a cooperative subgame, in which all countries were orapaitthe previous
period (period — 1), signatoryi cannot gain in expectation from deviating frahprovided
that

Sk(s — p) At + 1) > %(s — 1)2A(t) (8)

where

A) =[1— (1 — )HE[SY + (1 — y)+122

The right side of inequality (8) represents the expected gain from a deviation in period
and the left side of the inequality represents the discounted expected loss from being punished
in periodt + 1. Notice that if there is no uncertainty (i.e. = 1), thenA(t) and A(t + 1)
cancel, which essentially leaves the left-side inequality of (7). TAWS,is the portion of the
expected payoffs arising from the uncertainty ggén periodt, given the expected knowledge
of # in periodt. Notice that the only difference between (6) with (7) is that the condition for
subgame-perfection in the uncertainty case contAipy/ At + 1) in the left side inequality.
Finally, it will be important in what follows to note that all expected payoffs are are strictly
convex in eithep or in realizations of, when evaluated at the appropriate abatement |é9els.
Thus, the expected gain from deviation and the expected loss from punishment are also strictly
convex in eithels or in realizations of, which can be seen by the presenceﬁ%bnde in
A(t).

Since uncertainty affects both the expected gain from deviation and the expected loss from
punishment, thaeteffect needs to be determined. That is, does uncertainty lead to a harsher

net expected punishment (which better deters cheaters) or a higher net gain from defection

25See footnote 8 and the definitionsasfandqP. This fact is also detailed in the Appendix.
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(which favors cheating)? The answer can be found by taking the difference befwieenl)

and A(t), which leads to the following proposition.

Proposition 1 Suppose that countries are uncertain oyemmay resolve their uncertainty at
the beginning of each period with probability € (0, 1), and have expected payoffs (2), (3),
and (4). Then the simple strategy profile in (5) yields an increase equa(lte- y )\ 1V ar[ 5]

in the net expected loss from punishment, when compared to the no uncertainty eadg. (

The result is that uncertainty increases the net expected loss from punishment, which im-
plies that cheating is better deterred under uncertainty than with no uncertainty. The proof
shows thatA(t + 1) = A(t) + y (1 — y)1Var[p], which implies thatA(t) /At + 1) < 1.

Thus, thek needed to satisfy subgame-perfection may be smaller under uncertainty than with
no uncertainty (compare (6) with (7%.In other words, if the expected loss from punishment

is now larger compared to the expected gain from deviation, then fewer countries may be
needed to impose the punishment, all else egfal.

So, why does uncertainty lead to a larger net expected loss from punishment relative to the
no uncertainty case? The key observation is that since a punishment occurs in the period fol-
lowing a defection, countries have an opportunity to learn the true valdeatier a defection
and to potentially use that information to punish a cheater more harshly than would otherwise
be possible. To see this, consider the following example that assumes a discrete, two-valued

distribution:

by with probabilityd
= : )
b_ with probability (1 — )

where 0< by < by andp = 6by + (1 —0)b,.

26Note thatA(t)/A(t + 1) — 1 ast — oco. So although the lower bound dnis smaller under uncertainty
than in the no uncertainty case, it converges to the no uncertainty case ae.

2'Note thatp, the parameter that determines the level of abatement by punishing countries during a punishment
phase, need not change.
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Assume that at the beginning of some peripdountries do not learn the true value of
B, which means that countries take their marginal abatement benefit to be eguaNtw,
suppose that a country defects from cooperation by abating atdével g/c. Before the
punishment is carried out in peridd+ 1, however, countries may realize a valuefovith
probability y or remain uncertain. If no learning occurs, then abatement levels during the
punishment arg® = sp/c for the group of non-punishing countries (which includes the
cheater since his punishment is to return to the cooperative level of abatemen®) angp /c
for the group of punishing countrids In this case, there is no overall effect on subgame-
perfection, which simply results in the left-side inequality of (7).

However, suppose that countries do resolve their uncertainty and realizelgitbeby
at the beginning of periotl+ 1. If b_ is learned, then this works in favor of the cheating
country. Despite the countries knpunishing at a lower level of abatement® = pb,/c,
which lowers the cheater’s payoff by more than if uncertainty were to persist (as in the previous
paragraph), the cheater’s new cooperative level of abatement (as well as that of the rest of the
non-punishing countries) §° = sh_/c, which is not as high, nor as costly, as the abatement
level when the initial deviation occurred. However, the overall effect, all else equal, is that
learningp = by following a defection causes the loss from punishment to be smaller than
it would be if nothing had been learned at all, which essentiafigerpunishes a cheating
country. In this case, a higher number of punishing counktie®uld be required to ensure
subgame-perfection.

On the other hand, suppose that= by is learned at the beginning of periad+ 1
following a defection. Then, the opposite happens: following a defection, the cheater returns
to cooperation at a higher, more costly, level of abatemy&nt shy /c, and the punishing
countries ink also abate at a higher levgP = pby/c. The overall effect here is that the
loss from punishment is larger than in either of the two cases previously described, which

over-punishes a defecting country and may allow for a fewer number of countries to enact the
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punishment and still satisfy subgame-perfection.

Combining these three cases and showing that the strategy is subgame-perfect in expecta-
tion yields the result that the expected net loss from punishment is higher under uncertainty
than with no certainty. Intuitively, countries over-punish deviations in expectation to counter-
act learning outcomes that would be favorable for the cheater (e.g. learning thab, ).

Driving this result is the observation that all expected payoffs are are strictly convex in ei-
ther # or in realizations of, which implies that the expected gain from deviation and the
expected loss from punishment are also strictly convex in ejther in realizations of3.2®

Thus, convexity of expected payoffs (and an application of Jensen’s inequality) ensures that
the expected payoff when learning may occur (which is associatedajitf] terms) is greater

than the expected payoff when countries remain uncertain (which is associatétf \watims)

and that the over-punishment associated with possibly leaghiaghy outweighs the under-
punishment associated with possibly learnghg: b which leads to, in expectation, a net loss
from punishment that is larger under uncertainty than with no uncertainty. The final implica-
tion is that thek needed to satisfy subgame-perfection may be smaller under uncertainty than
with no uncertainty due to the stronger expected punishment (again, compare (6) with (7)).

Returning to the result in Proposition 1, which states that the net expected loss from pun-
ishment under uncertainty is greater than that with no uncertaingy(by- y )*+1Vv ar[ ], this
is the probability of learning the true value gfin periodt + 1, which is when punishment
occurs for a deviation in periad multiplied by the difference between expected payoffs when
f is learned and when countries remain uncert&ias[£]. Thus, more uncertainty (in the
form of a higherV ar[#]) leads to even larger net expected losses from punishment. The next
section of the paper further analyzes this relationship.

In proving that the strategy is a weakly renogotiation-proof equilibrium in expectation, the

upper bound ok is derived (the right inequality of (6)). Despite the presence of uncertainty,

28As is noted above and in the Appendix.
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the condition for weak renogotation-proofness is unchanged from the no uncertainty case (see
(7)). The reason is that there is no comparison in payoffs between time periods; thus, any ef-
fects of uncertainty and learning are nullified in expectation. More generally, the requirements
of WRP are independent of history and time — one only needs to compare the single-period,
expected payoff of cooperation to the single-period, expected payoff of punishment, regardless
of history.

One can now show that the strategy in (5) can support a weakly renegotiation-proof,
Pareto-optimal IEA in expectation, in which all countries participate and afyatenb/c, for
high enough discount factofs< 1. That discount factors are "high enough" to support coop-
eration is simply another way of stating that subgame-perfection is satisfied, all else equal, as
long as countries place enough value on the expected loss from punishment relative to the ex-
pected gain from deviation (since higher valueg ahply that countries value future payoffs

more).

Proposition 2 Suppose that countries are uncertain oyemay resolve their uncertainty at
the beginning of each period with probability € (0, 1), and have expected payoffs (2), (3),
and (4). Then a Pareto-optimal IEA exists in expectation as a weakly renogotiation-proof
equilibrium of the simple strategy profile in (5) for discount facterghat satisfy

(n—DHA®)

e|l————=,1).

NA(t + 1)
Proof. To show this result, first let the number of punishing counttkebe equal t(g if nis
even and™ 2 if n is 0dd?® This choice fork is made for two reasons: it is high enough to

sufficiently punish deviations (subgame-perfection), and it is just low enough so that punishing

countries are not harmed too much during punishment (weak renegotiation-proofness, which

29This proof is essentially the same as the discussion on p. 524 of Asheim and Holtsmark (2009).
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is exactly satisfied by the choice k). Next, sets = nandp = 1 and apply (6) to get

1 (n—21A(t 1
2_5(A(t—-|)-1§) <k< E(n-l—l).
There are two cases to consider: eithés even om is odd. Note that in both cases, the right
inequality is satisfied. Ifiis even, then the left inequality is satisfied i (n—1) A(t)/n A(t+
1), and ifn is odd, then the left inequality is satisfiedit> (n—1)A(t)/(n+ 1)A(t +1). The
former condition suffices, which yields the resifit. m
Before explaining the proposition and the effects of uncertainty, I first provide the analo-

gous result for the case of no uncertaifity.

Corollary 2 Assume that there is no uncertainty; iye= 1. Then a Pareto-optimal IEA exists

as a weakly renogotiation-proof equilibrium of the simple strategy profile in (5) for discount

5e|:(n_l),l).
n

| will first discuss the no uncertainty case in the corollary, and then describe how uncer-

factors,d, that satisfy

tainty affects the results. The implication of the result in the corollary is that the Pareto-optimal
IEA will be sustained more easily for either a small amount of countries or very high discount
factors, where high discount factors may be due to either low time discounting or short pe-
riod length. For higher amounts of countries, more and more patience is required (or countries
must value the future at higher levels) in order to implement the Pareto-optimal IEA.
Proposition 2, however, shows that under uncertainty the Pareto-optimal IEA can be achieved
for a larger range of discount factors than with no uncertainty shgg/A(t + 1) < 1. In
this case, countries do not need to value the future as highly (or be as patient) as in the no
uncertainty case to achieve full cooperation. The intuition follows from the discussion of

Theorem 1. Uncertainty leads to a greater expected net loss from punishment relative to the

30The choice ok also satisfiek being an integer. See footnote 22.
31This Corollary corresponds to Proposition 1 of Asheim and Holtsmark (2009).
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no uncertainty case. All else equal (including keepikngonstant), this implies that devia-
tions from the IEA are better deterred under uncertainty, and thus, the discount factor may
be smaller and still satisfy subgame-perfection. The Pareto-optimal IEA is easier to sustain
under uncertainty, particularly if a large number of countries would otherwise require a higher
discount factor for cooperation. Put another way, if a long period length or a high rate of time
discounting contibute to a low discount factor, then with no uncertainty the Pareto-optimal
IEA may be impossible to implement if there is also a relatively large amount of countries;
however, if there is uncertainty, then may be more slack in the subgame-perfection constraint,

and sustaining the Pareto-optimal IEA becomes more Iikely.

4.2 Statics

Although climate change R&D is not modeled explicitly in this paper, knowledge gained
through R&D affects the uncertainties in this problem; however, it may either help resolve un-
certainties or it may just introduce new challenges and uncertainties. For example, new results
from climate change R&D may allow scientists to narrow the range of possible outcomes,
perhaps in terms of temperature increases, climate sensitivity, adaptation costs, or economic
impacts in general. Conversely, scientists may find out that they just did not know as much as
they had previously thought, as may be the case if research leads to more possible outcomes
than were previously throught. In other words, R&D may lead to more questions than answers.
In this model, countries only benefit from generic emissions abatement, so the myriad benefits
of reducing emissions and avoiding emissions damages are simply included in the marginal
benefit term.

This section explains how the results of the previous section are affected by changes in
uncertainty; in particular, the focus is on changeg iand inE[$?]. In this paper, uncertainty

is over the marginal benefit of abatement paramgtegnd its true value may be learned at

32Recall thatA/(A+y Var[f]) — 1ast — oco. So although the lower bound éiis smaller under uncertainty
than in the no uncertainty case, it converges to the no uncertainty case as.
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the beginning of each period with probability All else equal, countries alessuncertain

in this model when the probability of resolving uncertainty ofeat the beginning of each
period is large (a higher explicitly, but may also be interpreted as there being fewer elements
in the sample space @) or countries are relatively late in the repeated game (higAlso

of interest isV ar[f]; researchers may discover that the range of possible realizatighgsof
narrower or wider than previously thought. Here, a changE[if?] is meant to substitute
for a change inv ar[f]; this could occur, for example, if the tail of the probability density
function of  thickens while leavingg unchanged. | assume that R&D causes an increase in
if new results allow scientists to eliminate elements of the sample spgtéooto assign zero
probabilities to certain elements of the sample spagg) of also assume that R&D causes an
increase irE[4?] if scientists learn that the range of outcomega$ greater than previously
thought33

Let the lower bound on the number of punishing countkiég denoted bk so that

max{(s— D2 (p—D?} A®)

k= 26(s — p) At +1)’

and let the lower bound on the discount faciareeded to sustain the Pareto-optimal IEA be

denoted by so that
(n—1) A®)

5= ,
n At+1

where A(t + 1) = A(t) + y (1 — y)"*1Vvar[p]. The following Proposition summarizes the

comparative statics results @andd (proofs can be found in the Appendix).

Proposition 3 (i) For a change iny : If y (t +2)E[?] > A(t + 1), then% > Oandg > 0;

otherwise, X < 0and 2 < 0.
oy oy

(ii) For a change in E?]: both aEa[l;;z] <0 andaEa[i’Z] <0

33More precisely, the assumption is that R&D may cause a mean-preserving spread (or contragjst) of
that only a change if[ 2] occurs and affect¥ ar[ ] while BZ remains unchanged.
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The first part of the proposition says that provided that a certain parameter restriction is
met, then an increase in the probability of learning the true valygiofperiodt causes both
k andJ to increasé* The implication is that reducing uncertainty tends to make cooperation
more difficult to sustain because a smaller range of discount factors will be permitted in a
WRP equilibrium. The second part of the proposition says that a decre&jg%hleads to
an increase in botk ands. Again, the implication is that reducing uncertainty (in the form of
narrowing the range of possible outocomegpmakes cooperation more difficult to sustain.

Before discussing the meaning of the parameter restrictions, | will first provide the intu-
ition for part(i) of the proposition. To begin, note that bdttands are affected by a change
in y in the same two ways, but that the two effects may go in opposite directions. First, an
increase iny speeds up the rate at which uncertainty is resolvediasreases (this effect is
captured inA(t) in bothk ands). The effect of this is to increase bdtrandd because reduc-
ing uncertainty through this route reduces the relative strength of the expected punishments
over the expected gains from defection. However, the second effect of an increask-in
rectly affects the expected loss from punishment through thetéim- y )™tV ar[ 4], which
increases or decreases bathndd depending on parameter values (recall that an increase in
y (1—y)1Var[g] increases the expected net loss from punishment). As this paper discusses
in the next paragraph, fanostparameter values the first effect dominates the second effect,
which implies that an increase inleads to an increase in bokhandd. To more precisely
determine the overall effect dnands, we must inspect the relationship between some of the
parameters.

In the Appendix, it is shown that the sign ())f (t +2)E[p?] — At + 1)) is the key to
determining the signs in pa¢t) of the proposition. In particular, we will examine the rela-
tionship betweery andt and make use of Figures 2 and 3 to show thatn@stparameter

values we haveék/ay > 0andad/ay > 0. In both figures, the curve shows the values of

34This parameter restriction is met forostparameter values and is discussed further in this section.
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Figure 2:Var[f] = 0.1

y andt that result in(y (t +2)E[f?3] — At + 1)) = 0, while the upper and lower regions
correspond to the values pfandt that result in(y (t +2)E[f?] — At + 1)) being positive

and negative, respectively. In Figure 2ar[f] = 0.1, and in Figure 3Var[f] = 2 (by
increasingE[$?] only). In both examples, the upper region is much larger than the lower
region, which implies that fomostvalues ofy andt the first effect mentioned in the previous
paragraph dominates the second effect, and we hﬁx/@y >0 andaé/ay > 0 (provided
thatVar[A] > 0). Thus, in the upper region an increase ieads to an increase in bdttand

5. In other words, fomostvalues ofy andt, reducing uncertainty makes cooperation more
difficult to sustain. As a final emphasis, the importance is not in the substance or meaning of
the parameter restriction; rather, the key observation is simply that the restriction is satisfied
for most of the parameter space.

A few final notes about parti) of the proposition. In the lower region of the figures,
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Figure 3:Var[f] = 0.2

we havesk/oy < 0 andad/dy < 0. The reason for this is that of the two effects of an
increase iny, the effect of increasing the expected loss from punishment by increasing the
termy (1 — y)*1Var[4] becomes the dominant effect, which decreases kahdd and

makes cooperation easier to sustain. Also, the lower region becomes more relevant if the
length of each period is relatively long. Since countries are more likely to be in the upper
region of the parameter space the longer the game continues, if the length of each period is
relatively long, then lower values ofare more relevant.

The intuition for the second part of the proposition is much more straightforward. To ex-
plain why an increase ifE[ 2] causes a decrease kn it helps to consider the explanation
following Theorem 1. A higher value dE[?], which increased/ ar[f], increases the dis-
counted, expected loss from punishment relative to the expected gain from deviation. This

implies that perhaps even fewer countries would be needed to punish a deviation and still sat-
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isfy subgame-perfection. Similarly, an increas&ji?] causes a decreasednSince a higher

value of E[#?] (or a mean-preserving increase\frar[ 4]) increases the discounted, expected

net loss from punishment, deviations are better deterred. This implies that the Pareto-optimal
IEA may be sustained for an even larger range of discount factors.

Whether or not R&D is beneficial for sustaining a Pareto-optimal agreement depends on
what is being learned and to a lesser extent on parameter values. The overall message of
Proposition 3 is that achieving the Pareto-optimal IEA tends to be more difficult if R&D
reduces uncertainty. The first part of the proposition implies that for most parameter values
an increase in the probability of learning the true value of the marginal benefit of abatement is
detrimental to sustaining cooperation. The second part of the proposition says that a decrease
in the variance of the marginal benefit of abatement also makes cooperation more difficult. In
both cases, the discounted, expected net loss from punishment is diminished, which implies
that deviations are more difficult to deter and that the range of discount factors that will support
a Pareto-optimal IEA decreases. One practical concern is that it is likely that a decrease in
V ar[ 4] (or a decrease iE[£2]) would be viewed positively in the scientific community since
a narrower range of marginal abatement benefits may imply a narrower range of economic
outcomes. In the context of this model, though, the Pareto-optimal IEA would become more
difficult to sustain due to weaker expected punishments, which implies that a higher discount

factor would be required.

5 Conclusion

This paper analyzes the effects of learning and R&D on an IEA by assuming that countries are
uncertain regarding the benefits of pollution abatement. | introduce uncertainty by assuming
that countries are uncertain about the value of the marginal benefit of abatement and may
resolve their uncertainty by learning its true value at the beginning of each period. This paper

then shows how the simple strategy profile proposed by Asheim and Holtsmark (2009) extends
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to the case with uncertainty, and | show that uncertainty allows the Pareto-optimal IEA to

exist as a WRP equilibrium for a wider range of discount factors than in the baseline case.
The main driver of this result is that uncertainty leads to a greater expected net loss from
punishment relative to the no uncertainty case, which implies that defections from the IEA are
better deterred. The upshot is that if a long period length or a high rate of time discounting
contibute to a low discount factor, then with no uncertainty the Pareto-optimal IEA may be

impossible to implement if there is also a relatively large amount of countries; however, if

there is uncertainty, then sustaining the Pareto-optimal IEA becomes more likely.

Finally, by using comparative statics this paper analyzes whether or not new knowledge
gained through R&D is beneficial for sustaining cooperation and finds that it depends on
what is learned (and on parameter values, to a lesser extent). In general, this paper finds
that achieving the Pareto-optimal IEA tends to be less likely if R&D reduces uncertainty.
Specifically, if R&D results in either an increase in the probability of learning the true value
of the marginal benefit of abatement (foostparameter values) or in a lower variance of the
marginal benefit of abatement, then it becomes more difficult to sustain full cooperation. In
both cases, the discounted, expected net loss from punishment is diminished, which implies
deviations are not as easily deterred and that the range of discount factors that will support a
Pareto-optimal IEA decreases.

In discussing the contributions of this paper with respect to the other papers that analyze
IEAs with uncertainty, recall that repeated games tend to emphasize full cooperation and the
punishments needed to enforce cooperation rather than focusing on the strategic interaction
between countries, which determines the number of countries that cooperate and the subse-
guent expected abatement levels and payoffs. However, in focusing on full participation and
Pareto-optimality, this paper removes the countries’ incentives to use information strategically
against each other, which has been shown to result in negative outcomes for one-shot games

(Kolstad 2007, Kolstad and Ulph 2008, and Finus and Pintassilgo 2012). Although this paper
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is a model of infinitely repeated interaction and focuses on a different aspect of cooperation,
the results generally agree with those of Kolstad (2007) and Kolstad and Ulph (2008), which
is that uncertainty tends to be beneficial for cooperation and that resolving uncertainty tends

to be detrimental to cooperation.

73



Chapter 4
Renegotiation-Proof International Environmental

Agreements with Social Preferences

1 Introduction

Global environmental problems, such as the accumulation of carbon and greenhouse gases in
the atmosphere, typically require a cooperative solution to overcome an individual country’s
incentive to free-ride on the pollution-reducing activities of other countries. The economics
literature on international environmental agreements (IEA), the term given to the cooperative
solution, is generally pessimistic: cooperation will be hard to come by when the gains from
cooperation are high (Barrett 2003). One concern shared by many countries seeking a cooper-
ative environmental solution is that the terms of the agreement should be fair or equitable. For
example, developing countries would prefer that developed countries take on more of the bur-
den of lowering pollution (and incurring more abatement costs) because developed countries
are largely responsible for the current stock of greenhouse gases. To the extent that developed
countries agree that they should take on more of this burden, they are displaying a preference

towards the well-being of other countri€$.When countries interact in a repeated setting,

INon-Annex | countries that ratified the Kyoto Protocol, which includes China and India, were not required
to reduce pollution at all; pollution reductions were only required of developed (Annex I) countries.

2Langeet al. (2007) provides evidence that international climate policy negotiators (but not necessarily
countries’ governing bodies) also have preferences towards equity.

74



which is the focus of this paper, countries’ preferences towards each other or for equity may
change the incentives to cheat on an agreement or to follow through with a punishment, which
may affect the ability for countries to sustain cooperation.

The global environmental problem is, in the most general sense, a problem of providing
a pure public good, and research on this topic has increasingly moved in the direction of
conducting experiments and obtaining evidence of individuals acting in ways that normal util-
ity theory does not predict, particularly when players provide more than the non-cooperative
amount of a public good predicted by Nash equilibrium (Chaudhuri 2011 is a recent review).
One way of explaining this behavior is by assuming that individuals have social preferences.
That is, in addition to caring about one’s own utility, one also has concern for others, which
may be represented by inequity-aversion (Fehr and Schmidt 1999) or by a preference for eg-
uity and efficiency (Charness and Rabin 2002), just to name two prominent examples. In a
public goods problem, social preferences can be used to show why individuals provide more
of the good or are more likely to cooperate, as they tend to do in experiments, when compared
to standard utility theory. The purpose of this paper is to contribute to the understanding of
how social preferences affect cooperation in a repeated setting by providing theoretical results
on the underlying mechanisms for sustaining cooperation.

The main research question is: if countries are assumed to have social preferences, is it eas-
ier or more difficult to sustain cooperation in an infinitely repeated IEA than under standard,
material preference$?To answer this question, this paper examines how social preferences
affect the number of punishing countries, the discounted loss from punishment, and the gain
from defection. This analysis is necessary because social preferences change the incentives

towards defecting and punishment. For example, if countries care strongly about each other,

3Kolstad (2012), Kosfelat al. (2009), and Lange (2006) have analyzed the effects of social preferences on
the formation of coalitions in a one-shot setting.

4The difficulty or likelihood of sustaining cooperation refers to the range of discount faétergs, 1) (5 is
often called theritical discount factor), and a wider range of discount factors (a lower valdgisfassociated
with countries being able to sustain cooperation with more ease (or higher likelihood).
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then they may be reluctant to punish a cheater too harshly because doing so negatively af-
fects themselves from a social point-of-view (in addition to any material losses). A better
understanding of the mechanisms underlying these interactions is needed.

The model in this paper is an infinitely repeated game in which each country has a standard,
material payoff that is linear in abatement levels (both the marginal benefit and marginal cost
of pollution abatement are constant) and in which pollution abatement is assumed to be a pure
public good. A linear payoff function is chosen in order to derive analytical solutions and
for consistency with the the experimental public goods literature, which typically uses linear
payoffs. Furthermore, | assume that countries have social preferences that include a preference
for equity and efficiency, where equity refers to countries being concerned about the payoff
of the least well-off country and efficiency refers to the sum of all countries’ payoffs. Thus,
the total payoff of each country is assumed to be a weighted sum of its material and social
preferences payoff functions.

For the repeated game, cooperation is shown to be a weakly renegotiation-proof (WRP)
equilibrium for the given strategy, in which defections from cooperation are punished for one
period by a group of other countries in the IEA. Farrell and Maskin (1989) define a subgame-
perfect equilibrium as being weakly renegotiation-proof if there does not exist a continuation
equilibrium of that strategy that is strictly Pareto-dominated by another continuation equilib-
rium of that strategy. In the context of this paper, the WRP equilibrium takes the credibility
inherent in subgame-perfection and adds the requirement that a punishment cannot be so harm-
ful as to cause countries to want to ignore it. Thus, the WRP equilibrium works well in an IEA
model because some punishments may be too harmful to plausibly implement from a group
perspective (despite subgame-perfection being satisfied). As I discuss in the next section, a
number of recent IEA papers have made use of the WRP equilibrium.

The first main result is that social preferences rabgw for there to be a smaller number

5A formal definition is given in Section 4.1.

76



of signatories that punish a defection because social preferences cause the net loss from pun-
ishment to increase, but that weak renegotiation-proofnesgonasthe number of punishing
countries to decrease to keep their payoffs from becoming too low. The net loss from punish-
ment increases primarily because the lost total abatement benefits during a punishment phase
have a particularly strong influence on payoffs through the efficiency term since all countries
are harmed by a loss of abatem@r@verall, social preferences lower the number of countries
needed to punish a defection, all else equal.

The second main result concerns the range of discount factors for which cooperation can be
sustained. It is shown that social preferences increase this range of discount factors, which im-
plies that cooperation is more likely under social preferences. Driving this result is the strong
effect of social preferences causing an increase in the net loss from punishment, which better
deters deviations from cooperation. This implies that subgame-perfection may be achieved
for lower discount factors with social preferences than with only self-interested preferences.
Thus, the overall message of the paper is that social preferences have a beneficial effect on

sustaining cooperation.

2 Related Literature

Traditionally, IEAs have been studied using one-shot games, focusing on the number of coun-
tries that join and the total amount of abatement providéBeginning with Barrett (1994,

1999, 2002), however, IEAs have also been analyzed in a repeated game setting. These pa-
pers, which include Asheirat al. (2006), Froyn and Hovi (2008), Asheim and Holtsmark
(2009), and Mohr (2014), have shown that an IEA can exist as a WRP equilibrium support-
ing full participation, and sometimes even the Pareto optimal outcome (which includes full

participation and the socially optimal level of abatement).

5The strategy used to derive conditons for a WRP equilibrium involves a cheating country being punished by
having to abate at an optimal level in the next period while other signatories lower their abatement for one period.
’See Barrett (2003) for an overview.
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The purpose of using weak renegotiation-proofness in addition to subgame-perfection is
that some strategies that are subgame-perfect involve implausibly harsh punishments from a
group point-of-view. For example, if the strategy to support cooperation in the Prisoner’s
Dilemma was to revert to the Nash equilibrium at the first defection, then the group would
surely prefer to ignore the defection and continue cooperating. Being stuck in the non-
cooperative Nash equilibrium is not feasible if players can renegotiate back to cooperation.
Asheim and Holtsmark (2009), Mohr (2014), and this paper use the WRP equilibrium to focus
on the number of countries that punish a defection: once subgame-perfection has determined
the minimum number of countries needed to effectively punish a defection, all else equal, the
WRP equilibrium is used to derive a maximum number of punishing countries so that payoffs
do not decrease too much during a punishment phase.

Although the following two papers are not repeated games, the works by Kolstad (2012)
and Kosfeldet al. (2009) both involve coalition formation with agents that have social pref-
erence$. Kolstad (2012) assumes that agents have a preference for equity and efficiency
(Charness and Rabin 2002) in additional to their standard utility. One benefit of assuming
this form of social preferences is that it increases the chance that cooperation will not even
be needed due to a reduced free-rider incentive. He shows that when a cooperative solution
is needed, however, social preferences cause the size of the coalition to decrease compared to
the coalition with standard preferences. Kosfelal. (2009) analyze a similar problem, but
by assuming that agents are inequity-averse (Fehr and Schmidt 1999). They find the opposite
result of Kolstad (2012): that social preferences increase the size of the coalition, possibly up
to full participation. In models with linear payoffs (as in both Kolstad 2012 and Kosfeld et
al. 2009), the equilibrium size of the coalition is always increasing in the ratio of marginal
abatement costs to marginal abatement benefits. The conflicting results obtained by these

two papers are due to the assumed form of social preferences: in Kolstad (2012), preferences

8Lange (2006) also considers the effects of social preferences on IEA formation, but uses a model less similar
to mine than those mentioned here.
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towards equity and efficiency are benefit-oriented and cause a decrease in the marginal cost-
benefit ratio (which decreases the coalition size); however, in Kosfeld et al (2009) preferences
towards inequity aversion are cost-oriented and cause an increase in the marginal cost-benefit
ratio (which increases the coalition size). This difference highlights a problem in choosing

a form for social preferences to take and a potential weakness in models with linear payoffs
and one-shot coalition formation. In my paper, | assume the same functional form as Kolstad
(2012) and leave that of Fehr and Schmidt (1999) for future research.

Two papers that are similar in spirit to mine, despite having different intentions, are Malueg
(1992) and Bernheim and Stark (1988). Malueg (1992) assumes a two-firm Cournot model
where each firm owns part of the other firm, which implies that each firm gets part of the other
firm’s profit (cross-ownership). This is essentially parallel to assuming social preferences for
individuals. He shows that when firms collude in an infinitely repeated setting and play a grim
trigger strategy, then the discount factor needed to sustain cooperation (the monopoly output
level) trades off with the level of cross-ownership. That is, for higher levels of cross-ownership
(given a certain degree of convexity in the inverse demand function), two effects must be
compared: as cross-ownership increases, a firm has less to gain from cheating, which makes
cooperation easier; but punishments also become weaker (because the punishment would also
lower its own profits), which makes cooperation more difficult. When the effect from the weak
punishment outweighs the effect of the lower gain from cheating, cooperation becomes harder
to sustain, and a higher discount factor is needed.

Bernheim and Stark (1988) find the same result in a study of the effects of altruism among
family members. They find that cooperation becomes more difficult to sustain as agents be-
come more altruistic. The intuition is exactly the same as in Malueg (1992): that the effect
of a weaker punishment overcomes the effect of a lower incentive to cheat. The results of
Malueg (1992) and Bernheim and Stark (1988) highlight why a deeper understanding of the

effects of social preferences on sustaining cooperation is needed since social preferences may
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affect both the loss from punishment and the gain from defection.

Duffy and Mufioz-Garcia (2012) is the closest paper to mine in both model and results, and
to my knowledge is the only other paper than mine to study the effects of social preferences
on cooperation in a repeated game. The authors show that when two players play an infi-
nitely repeated Prisoner’s Dilemma where payoffs are subject to inequality aversion (Fehr and
Schmidt 1999), then cooperation may be easier to sustain. More specifically, assuming that
players use a grim trigger strategy, the authors show that the discount factor needed for coop-
eration with Fehr-Schmidt preferences is lower than that needed for standard preferences. The
reason is that when players are concerned about payoff inequality, there is less incentive for
an individual to defect because a proportion of the gain from cheating is subtracted from the
cheaters payoff. They also show that this discount factor trades off with a preference for fair-
ness: for higher levels of concern about one’s own payoff being higher than another’s payoff,
the discount factor needed to sustain cooperation decreases. The differences between Duffy
and Mufioz-Garcia (2012) and my paper are that | assume social preferences over equity and
efficiency (rather than inequity aversion), | use a weakly renegotiation-proof strategy (rather

than the grim trigger strategy), and | assum@ayers (rather than two).

3 Model

This section introduces an infinitely repeated IEA game in which a country’s payoff includes
both a standard, material term as well as other-regarding terms (social preferences). After
discussing the basics of the model, | provide a strategy in which countries cooperate and
abate pollution on the equilibrium path and countries are punished for deviations from the

equilibrium path.
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3.1 Payoffs and Assumptions

Let there ben > 2 identical countries, wherd = {1, 2, ..., n} is the set of all countries. In

each period of the infinitely repeated game (in discrete time), each caoumiaies a discrete
choice regarding its level of emissions abatenggn¢ {0, 1}: it either chooses to Abate and
setsqg = 1, or it chooses to Pollute and segjs= 0. Emissions abatement is assumed to be

a pure public good since all countries share the same environment; therefore, each individual
country receives the total benefit of pollution abatement by all countries. Each counasy

the following stage-gammaterial payoff each period:

mi(gi, Q-i) = b(g + Q—j) —cq, (1)

where Q_; is the total amount of abatement by all countries except countsp thatQ =

Zszl gy = g + Qi is the total amount of abatement. A linear payoff function has been
chosen primarily for tractability so that analytical solutions can be derived and because nearly
all of the experimental public goods literature uses linear payoffs. The parameteO
denotes the marginal benefit of abatement, @and 0 is the marginal cost of abatement. To
better focus this paper on the need for cooperative solutions, | assume thab, which
implies that each country’s dominant strategy in the stage-game is to choose Rplk+® (

for all i) and that the Nash equilibrium is for all to choose Pollute. Thus, cooperation is needed
in order for a positive amount of pollution abatement to be provided.

In addition to a country’s material payoff, | also assume that each country recesgemh
payoff. Following Kolstad (2012), who adapts the social preferences model of Charness and
Rabin (2002), | assume that each counttgtal payoff is a weighted sum of their material
and social payoff functions. In particular, each country’s social preferences are assumed to
include both a preference for equity, in which each country shows concern for the least well-

off country, and efficiency, which is represented as the sum of all material payoffs. Thus, each
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countryi has the following stage-gantetal payoff each period:

I (0, Qi) = Aizi (@i, Qi) + v Jmigﬂj(qj', Q_j) + =i Zlﬂj(qj', Q-j), (2)
€ =

where, yi, & > 0andli +y; + & = 1.

Now, | derive conditions to ensure the following two assumptions: that the social optimum
is achieved when all countries choose to abgte< 1 for all i), and that, again, the dominant
action for each country in the stage-game is to pofuhen all countries abate pollution,

the total payoff is

(L, (n=1) = A(bn—-c)+y;(bn—-c)+enbn—-c)

= (bn—0o)(4i +y; +&in),

which implies that all countries abate pollution and achieve the social optimiim ¥ c.
However, | will assume the slightly more restrictive conditimim — 1) > ¢, which is fairly
innocuous and will serve to sharpen a result I&er.

To derive a condition for the latter assumption, first assume that some cautiyhas

the smallest material payoff,. Then country’s total payoff is

ITi (i, Q—i) = 4i(bQ_i+bg —cqg)+y; (bQ_i+bg —cq,)+¢i (bnQ_j+bng —cQ_j—cq)

= [b(Zi +y; +¢&in) —ce]Q-i —yict +[Li(b—C) + yib+ei(bn—0)]q.

9This payoff function is essentially the same as that used in Kolstad (2012): the payoff function in that paper
is framed in terms of public good provision and utilizes a budget constraint; the payoff function in this paper is
similar in spirit, but | use notation more aligned with the IEA literature. The conditions derived in this section can
also be found in Kolstad (2012), only with different notation. One notable difference, however, is that Kolstad
(2012) assumes that the equity term for couimtonly compares other countrigs# i, rather than all countries
j € N. This slight difference has no effect on the results in this paper.

10The additional restrictiob(n — 1) > cinstead obn > c really only matters it is on the same level as
andn will typically be large (and could be set low, say, equal to 1) . Kolstad (2012) also assbimes 1) > c.
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If the coefficient orng; is negative, then choosing Abate can only lower coungyotal pay-
off, which implies that Pollute will be a dominant action in the stage-game. Therefore, each
country will pollute if

lilb—c)+yib+¢i(bn—-c) <O,

which implies that

C> b[w] > b.
1—vy;

Recall that with only a material payoff, Pollute was a dominant strategyifo. The im-
plication of the new condition is that under social preferences the marginal cost of abatement,
c, relative to the marginal benefit of abatemdntmust now be even greater than with only
a material payoff in order for Pollute to be a dominant stratégplso, note that as social
preferences get stronger (i.g; or ¢; increase)c must be even larger to induce Pollute as a
dominant strategy. Thus, although this paper focuses on cooperative solutions, the upshot of
including social preferences is that it increases the likelihood of countries choosing to abate
without the need for any cooperation.

In summary, this paper assumes that countrgs the payoff function in (2) and that

®3)

b(n—l)>c>b[w],

1—;

which ensures that when all countries choose to abate the socially optimal outcome is
achieved and that Pollute is the dominant strategy of the stage-game. Furthermore, since Pol-
lute is a dominant action, in the repeated game introduced in the next section non-signatories

of the IEA will always choose to pollute.

11If country i has the smallest material payoff instead of a different countgyi, the resulting condition is
thatc does not have to be as high as what has just been derived. However, the condition in the body of the paper
suffices for both cases.
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3.2 Simple Strategy Profile of the Repeated Game

This paper uses a simple strategy profile (Abreu 1988) that was analyzed in Ashalm
(2006) and in a related paper by Froyn and Hovi (2008), which both build on the work of
Barrett (1999, 2002). The strategy outlined in this sectionpgm@ancestrategy in the sense
that if a signatory of the IEA deviates from cooperation (the equilibrium path), then in the
next period its punishment will be to return to cooperation while a subset of other signatories
pollute (and, thus, harm the defecting countr).

More specifically, a simple strategy profile is é&n+ 1)-vector of abatement paths that
contains the IEA and punishment paths, one for each country. Met= {ij,...,im} € N
be the signatories to the IEA and let the number of signatorigs ben. Let a® denote the

equilibrium path, in which countries cooperate in an IEA:

S

a=(>...q%q% ....gH, @5 ....q%q% ....qY), ...,
jeM jeN\M jeM jeN\M

where signatories choose to abate (andgSet= 1) and non-signatories choose to pollute
(denoted byg! = 0).

Signatories of the IEA comply with the agreement because deviations fronapatit
be punished. If country deviates from the IEA, then a subset of signatoiieg) c M,
wherek = | P (n)| is the number of punishing countries, will choose to pollute (denoted by
gP = 0) in the period after the deviation. Thus, if signatorgeviates, it will be harmed by
a one-period drop in total abatement during its punishment, and then the punishing countries
P, (n) switch back to abating in the following period. During countis/punishment, it must

abate pollution, as do the othén — k — 1) signatories. Non-signatories continue to choose

12The same strategy is used by Asheim and Holtsmark (2009) and Mohr (2014); however, both of these papers
use strictly concave payoff functions with continuous abatement choices. The IEA papers mentioned in the body
of this paper all use linear payoff functions.
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to pollute. Thus, let the punishment path for signaioeyM bep;, where

PP =" ...q%a%...a%q" ...qD). (@ ...q% g% ..qD), (@, ... a% g, .. gD,
——— S —— — e — e — e — S ———
jeP jeM\PR jeN\M jeM jeN\M jeM jeN\M
If signatoryi deviates from its punishment path (that is, if it deviates fraith thenp? is
simply restarted. If a different signatojydeviates fronp?, then punishment patbf Is started.
Any deviation by a non-signatory can be ignored, which implies that the punishment path of
a non-signatory is just®.

To conclude this section, the simple strategy profile consists of the follofmisd.) paths:

S S S S S
( a 9pila“'s pimaaa'“'aa) (4)
EA T ow jeNM

4 Results

There are two main results, one in each of the following subsections. The first is a theorem that
provides conditions for the strategy in (4) to be a WRP equilibrium. The second main resultis a
condition for the existence of an IEA as a WRP equilibrium for any level of particiption, which
follows as an application of the theorem. Finally, each subsection also includes comparative

statics results and corollaries that cover the cases with no social preferences.

4.1 Subgame-Perfection and Weak Renegotatiation-Proofness

In this section, | derive necessary and sufficient conditions for the strategy in (4) to be a WRP
equilibrium. For any period, the abatement decisions of each country in each of the previous

periods comprise the history of the game going into petiod

(ql(o)v ) Qn(o))a (Q:I.(l)’ SRE) Qn(l))a ) (ql(t - 1)9 L) Qn(t - 1))
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Let the average discounted payoff to countbe equal to

1- 5)%@% (),

t=0

whereod € (0, 1) is the discount factor anil; (t) is the stage-game payoff in (2) for period
t when abatement levels agi(t), ..., gn(t)). Then, a general strategy profte= (o1, ...,
on) IS a subgame-perfect equilibrium if for every subgame (that is, for every repeated game
following every possible history of play) and given the strategies of all other players, no single
player can achieve a higher average discounted payoff by deviating from its strategy. From
Farrell and Maskin (1989), a WRP equilibrium is a subgame-perfect equilibrium in which for

a given history of play there do not exist continuation equilibrieands 2 of & such that !

strictly Pareto-dominates?.

Due to the simple strategy profile in (4), when deriving conditions for the strategy to be
a subgame-perfect equilibrium, there are only two types of histories to check for peaod
history in which all countries were on the equilibrium path in peticd 1 (signatories abate
and non-signatories pollute); and a history in which countries are on a punishment path due to
a defection by a signatory in periad- 1, where this defection is either from the cooperative
path or another country’s punishment path. For the simple strategy profile in (4), subgame-
perfection requires that no country can make a beneficial, one-shot deviation (in terms of
getting a higher discounted payoff) from its strategy for each of the two types of histories
(Abreu 1988).

The requirement of the WRP equilibrium that there do not exist two continuation equilib-
rium payoffs where one strictly Pareto-dominates the other has a simple interpretaton in the
context of this model: following a deviation from a signataryat leastone signatory must
gain from implementing punishment patp, rather than reverting te®. If this is true, then
notall countries will strictly prefer to stay on the cooperative path and to ignore a deviation.

The results of this subsection summarize the necessary and sufficient conditions such the
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simple strategy profile in (4) is a WRP equilibrium. After explaining the theorem and provid-

ing intuition, | provide a result on the static properties of the number of punishing countries

k.13

Theorem 1 Suppose that each country has a payoff function defined by (1) and (2) and that (3)
is satisfied. Then the simple strategy profile in (4) is a weakly renegotiation-proof equilibrium

if and only if

C(l—Vi)—b[1+€i(n—1)]<k< cl—y; —¢i)

Sb+ei[b(n—=1) —c]} ~— ~ b4ebin=21) —c]’ ®)

whereli, y;, & > 0andi; +y; + & = 1.

Theorem 1 implies that a punishment must be strong enough to deter cheating, but not
so strong that all signatories would rather just ignore their punishment duties. To ensure that
the strategy is subgame-perfect, there must be at least a certain number of countries that will
punish a defection (the left inequality), which serves to deter a signatory from choosing to
pollute. Also, note that condition (3) ensures that numerator in the left inequality in (5) is
positive. Theorem 1 also implies that there cannot be too many punishing countries in a
WRP equilibrium (the right inequality in (5)) because if the punishment is too strong (and
payoffs are lowered too much), then signatories may prefer to simply refuse to implement the
punishment. Finally, note that the conditions in Theorem 1 do not depend tive number
of signatories, buk must satisfyk < m < n.}* The implication is that the above condition
holds for any level of cooperation and thaando can trade off with values of; ande; to
sustain cooperation.

To get a better intuition for the above result, it will help to have the case with no social

preferences as a comparisbn.

13The proof of Theorem 1 can be found in the Appendix.
I4Technically,k must be an integer to satisfy Theorem 1.
15This corollary summarizes the main results of Froyn and Hovi (2008).
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Corollary 1 In the absence of social preferences (thatyis,= ¢; = 0, and 4; = 1), the
simple strategy profile in (4) is a weakly renegotiation-proof equilibrium if and only if

c—b

Pl

(6)

olo

In providing intuition for the results, | will begin with explaining the condition for subgame-
perfection and finish with weak renegotation-proofness, and in both cases | will compare The-
orem 1 with Corollary 1. | will also examine how the conditions in Theorem 1 are affected
by changes in the social preferences parametemnde;, which will be summarized by a
proposition to follow.

As described earlier, to show that the strategy is subgame-perfect, one only needs to show
that no country can gain from a one-period defection, and there are only two types of sub-
games to check: cooperative subgames, in which all countries were oa®pattine previous
period, and punishment subgames, in which there was a defection in the previous period. Con-
sidering the cooperative subgame is instructive enough (the Appendix contains the full proof).

Signatoryi cannot gain by deviating froma® if

skib+ei[b(n—1) —cl} >c(1—y;) —b[l+& (n—1). @)

In words, the discounted loss from punishment (the left side of (7)) must be at least as large
as the gain from defection (the right side of (7)). Since itis assumef that 1) > c, the loss
from punishment increases i, the weight that country puts on the efficiency component
of its social preferences payoff. The main reason for this is that during a punishmentlphase,
signatories switch from Abate to Pollute, which is a loss of total abatement benefits that enters
into each of the three payoff components (material, equity, and efficiency). Additionally,
there is a "saved" total abatement cost, which is also due t& fhenishing countries no

longer abating. However, from the point-of-view of signatofyeing punished, the "saved"
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abatement cost from punishing countries only contributes to its efficiency payoff term because
signatoryi abates during its punishment and signatories that abate have the lowest overall
payoff (thus, signatory’s own abatement cost is reflected in its material and equity payoff
terms). That, combined with the assumptlm — 1) > c, leads to the lost total abatement
benefits being relatively more damaging than the "saved" total abatement cost is beneficial.
Thus, the net effect is that the loss from punishment is greater with social preferences than
without and that the loss from punishment increases,igivenk ando.

The gain from defection (the right side of inequality (7)) is much simpler to describe. If
signatoryi chooses to defect from cooperation and pollute rather than abatej thakes
itself better off materially (as it would without social preferences), but suffers due to all other
payoffs being made lower, which affegtshrough equity and efficiency. That the gain from
defection is decreasing in bojh ande; is evidence of this. Overall, since the presence of
social preferences increases the loss from punishment and decreases the gain from defection,
one can conclude that for a given discount fadtdrmay be possible for the strategy to be a
subgame-perfect equilibrium for a lowlethan would be possible without social preferences.

For the strategy to be WRP, at least one country must prefer to implement the punishment
rather than simply staying on the cooperative path. In the Appendix, it is shown that every
country in the group of punishing countri®s(n) prefer to carry out the punishment; in other
words, each signatory in in the punishing grdgn) gets at least as large a payoff by imple-
menting the punishment than they would by remaining on the cooperative path (in the case of
these countries, the punishment means that they choose Pollute in order to harm the cheater).
This implies that the payoff for implementing the punishment cannot be too low relative to
their payoff when on the cooperative path. Furthermore, the payoff to the punishing countries
is decreasing ik (sincek € P, (n) do not abate during the punishment), so the largds is
the more difficult it is to meet this condition. This implies tlkatannot be too large, all else

equal.

89



The effects of social preferences on weak renegotiation-proofness (and the right inequality
in (5)) are as follows. First, both the equity parameterand the efficiency parameter di-
rectly lower the payoff to the punishing countridgn) because these countries pollute during
the punishment and consequently have the highest material payoff (tied with non-signatories).
Thus, any weight given to equity or efficiency tilts the payoff of the punishing countries to-
ward the lower payoffs of the other signatories, which makes them less willing to punish. This
implies that a lowek may be required so that the payoff to the punishing countries does not
fall too low. This effect can be seen in the numerator of the right inequality in (5), which is de-
creasing in bothy; ande;. The efficiency weight; has the additional effect of increasing the
denominator of the right inequality in (5). This effect has the same reasoning as for the loss
from punishment in the cooperative subgame described above. That is, the lost total abate-
ment benefits from punishment reduce the payoff to the punishing countries by more than the
"saved" total abatement cost increases their payoff. Due to this effect, higher valyesaf
have to be counteracted by a loweto keep the payoff to punishing countries from falling
too much.

Finally, letk be the lower bound on the number of punishing countiiesK exactly satis-
fies subgame-perfection), and lebe the upper bound on the number of punishing countries

(i.e. k exactly satisfies weak renegotiation-proofness). Then,

c(l—y;)—b[1+ei(n—1)
o{b + ¢i[b(n — 1) — c]}
c(l—y; —ei)

b+ei[b(n—1)—c]

Pyl

, and

~>

To conclude the discussion of subgame-perfection and weak renegotiation-proofness, the
following proposition summarizes the effects of changes in the social preferences parameters

y; ande; on the number of punishing countrikes®

. 16) am ignoring thak must be an integer. The conditions above can be made more rigorous by requiring that
k andk are the lowest and highest integers, respectively, that satisfy the conditions.
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Proposition 1 The bounds on the number of punishing countries k are affected by social

preferences in the following ways:

ok ok
b < Oandayi < 0.

0

(i) For a change iny;: both

(i) For a change ingj: both a—k <0 anda—'% < 0.
0¢€j 0&j

The overall message so far is that the presence of social preferences allows subgame-
perfection to possibly hold for a smaller number of punishing counkiéall else equal)
and also causes weak renegotiation-proofness to possibly require a snzalleell. Then, if
social preferences grow stronger and draw weight away from the material payoff, the condition
for subgame-perfection grows even more slack because the net loss from punishment gets
even larger, while the condition for weak renegotiation-proofness may become even more
restrictive in order to keep the payoff to the punishing signatories from becoming too low.
In short, under social preferences subgame-perfectionatiay k to be smaller than with
strict material preferences, but weak renegotiation-proofnessfoneg kto be smaller. The
basic reason is that while social preferences cause the net loss from punishment to increase,
which better deters defections (all else equal), social preferences also induce extra harm on the
punishing countries (who have the highest material payoff during a punishment phase), which

means that the punishment may also have to be made weaker through a kmaller

4.2 Sustaining Cooperation

This paper can now apply Theorem 1 to derive the range of discount fadtwaiscan support

cooperation, and to see how social preferences may trade off with the discount factor and
make cooperation more or less likely. Cooperation will be sustained when discount factors are
"high enough” - that is, countries must place enough value on the future so that discounted
losses from punishment outweigh any possible gains from defections. After the statements

for two propositions and a corollary, | explain each of them and provide intuitioRirst,

1’Proofs of Propositions 2 and 3 can be found in the Appendix.
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suppose that exactly satisfies the minimum number of punishing countries needed for weak
renegotiation-proofness, so that thén Theorem 1 equalk.'® Also, let the discount factor

d = e™"2 wherer is the rate of time discounting anis the period length (or detection lag).

Proposition 2 Suppose that each country has a payoff function defined by (1) and (2), that
(3) is satisfied, and that k= k. Then an IEA with any level of cooperation, including full
cooperation, exists as a weakly renogotiation-proof equilibrium of the simple strategy profile

in (4) for discount factorg that satisfy

5 c(l—y;) —b[l+g (n—1)]’1 |
C (1 -7 - si)
Note that any level of cooperation can be supported because the number of signatories is

not a part of (5). As a corollary, here is the result for strictly material payoffs.

Corollary 2 In the absence of social preferences (thayis= ¢j = 0, and4; = 1), an IEA
with any level of cooperation, including full cooperation, exists as a weakly renogotiation-

proof equilibrium of the simple strategy profile in (4) for discount factbtisat satisfy

5e|:c;b,l).
C

Let the critical discount factor needed to sustain cooperation (that is, the lower bound of

) under social social preferences be denoted, sp that

c(l—y;) —b[l+e& (n—1)]

0= C(l—yi—ei)

Proposition 3 The critical discount factod is affected by social preferences in the following

ways: bothaa—S_ < Oandg—‘_s_ < 0.
Vi €i

18pgain, | am ignoring a possible integer problem with
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Now, | will explain the results and give intuition. First, since the discount fattere™" 2,
then a high rate of time preference or a long period length will cause the discount factor to be
low. Also, note that the critical discount factor needed to sustain cooperation in the absence of
social preferences increasescdsecomes larger relative tm Thus, in the absence of social
preferences, cooperation may not be possibteisf very large compared to and if larger
andA cause to be low!®

However, assuming that countries have social preferences, cooperation becomes a more
likely outcome because the range of discount factors that can support cooperation increases -
that is, the critical discount factor falls and the range betweand 1 grows. Social prefer-
ences have two effects on the critical discount factor, each pulling in the opposite direction of
the other, but the overall effect is that social preferences lower the critical discount factor. The
first effect follows from the discussion of subgame-perfection: since the net loss from pun-
ishment increases with social preferences, defections are better deterred, which implies that
subgame-perfection may be achieved for lower discount factors. The other effect follows from
the discussion of weak renegotiation-proofness: social preferences harm punishing countries,
which may make cooperation more difficult since that condition relies on the payoffs of pun-
ishing countries not being too low. Proposition 3 shows that the former effect outweighs the
latter, which implies that as social preferences grow strongeaitde; increase) the range of
discount factors that can support cooperation increases.

Thus, social preferences have a beneficial effect on sustaining cooperation, which can be
seen in the following numerical example: suppose again that a high rate of time preference or
a long period length will cause all countries’ discount factor to be relatively low, say, equal to
0.8, and thab = 1, ¢ = 8, andn = 2002° Without social preferences, Corollary 2 yielis-

0.875, which implies that cooperation would not exist with the current strategy and parameter

Mohr (2014) and Asheim and Holtsmark (2009) do a similar analysis of the relationship between the para-
meters of the discount factor and the range of discount factors that make cooperation possible.
20The values fob, ¢, andn are those used in Froyn and Hovi (2008).
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values. However, suppose that countries have social preferences with the parameters
0.01 ande; = 0.005 and thab, ¢, andnare as given above. Now, Proposition 2 provides
o = 0.75, which is low enough to sustain cooperation, ang @aande; increase (provided
that (3) is still mety will fall even further. In general, social preferences makes it more likely

that countries are able to sustain cooperation in an IEA.

5 Conclusion

This paper examines how social preferences, in particular preferences for equity and effi-
ciency, affect the likelihood of cooperation among countries to abate pollution. Using a
penance strategy, in which a signatory that deviates from cooperation must abate in the fol-
lowing period while a subset of signatories pollute, it is shown that an IEA with any level of
cooperation exists as a weakly renegotiation-proof equilibrium for high enough discount fac-
tors. Then, | show that as social preferences grow stronger, the range of discount factors that
can support cooperation increases, which implies that cooperation is more likely under social
preferences. As discussed at length following Theorem 1, the net loss from punishment plays
a key role in the results; in this case, stronger social preferences cause the net loss from the
punishment to increase, which better deters deviations from cooperation.

As noted earlier, social preferences that include equity and efficiency make it more likely
that cooperation may not even be needed (Kolstad 2012). However, if in a repeated setting co-
operation is needed, then social preferences play a beneficial role. This result is aligned with
the result in Duffy and Mufioz-Garcia (2012). That paper uses inequity-aversion preferences
and also finds that social preferences increase the range of discount factors that support co-
operation. In future research, public good provision with quadratic costs should be explored,
which will hopefully lead to richer results similar to those in Malueg (1992) and Bernheim
and Stark (1988), which show that the effect of social preferences (or cross-holding) on co-

operation may not be unambiguously positive; rather, social preferences may be beneficial or
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detrimental to cooperation.
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Appendix

1 Chapter 3

As a first step toward proving Theorem 1, | show timegxpectatiorthe simple strategy profile

in (5) is subgame-perfect, which yields the following proposition.

Proposition 1 Suppose that countries are uncertain oyemmay resolve their uncertainty at
the beginning of each period with probability € (0, 1), and have expected payoffs (2), (3),
and (4). Then, the simple strategy profile in (5) is a subgame-perfect equilibrium in expectation

if and only if s> p and

max{(s — 1), (p — 1)?} A(t)
20(s— p)A(t + 1)
-2

AM) =[1— @ — ) MEB] + @ - y) A

< k, where (10)

Proof. | begin by writing the following generic one-period expected payoffs, which are all
conditional ong or on realizations of. Note that for a given periot] expectation is over the
random variables, and results in the expected payolig[ri] andz; (f), which are defined

in (2) and (3), respectively, depending on whether or not learning occurs. Thus, the one-period

1Equation numbering continues from Chapter 3.
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expected payoff to signatorye M on the equilibrium path is

s 1 s ANYEAY
Elziem] = E |:ﬁ [m?—l—(n—m)g] —§<?) i|

= E[ﬂ—z(ms—i—n—m—s—z)]
(o 2

If signatoryi € M deviates from the equilibrium path (i.e. it cheats on the IEA) by reduc-
ing its abatement tgl(p) (its stage-game dominant strategy), then its one-period expected

payoff is

2
Elrfly] = E[ﬂ[m-n%ﬂn—muﬂ-g(ﬁ) }

c
= E[ﬁ—z(ms—s+n—m+})].
(o 2

Now, if signatoryi € M has deviated in the previous period, then punishment path
begins in the next period. The one-period expected payoff for signatery \ P (n), which

is the group of non-punishing signatories (including coun}ryn punishment patp?® is

2
Elr ] = E[/f [(m—k)%wp?ﬁﬂn—m)é]—f(%)}

2\ cC
IBZ SZ
= E|Z (ms—ks+kp+n—m—->)].
|:C ms S+Kp+nh—m 5

However, suppose that signatdrg M\ P (n) deviates fronp®. In other words, rather

than abatingj®(f) duringp?, signatoryl abates at levedl(f). Then, its one-period expected

103



payoff i$

2
“lridnal = [ﬁ [ARIREE ST m+1>§]‘§(é)}

c
2
= [ﬁc (ms s—ks+kp+n—m+;)]

Finally, if signatoryi € M has deviated in the previous period, then the one-period ex-
pected payoff for signatory € P, (n), which is the group of punishing signatories, on punish-

ment pattp? is

2
Elrjp]l = [ﬂ[(m k)ﬁ p_ﬁ+(n )/_é]_g(p_ﬂ)}

C
o _[A? p?
= {c (ms ks+ kp+n—m >

However, suppose that signatojye P, (n) deviates fronp?. In other words, rather than
abatingqP(f) during p?, signatoryj abates at levedi*(f). Then, its one-period expected

payoff is

2
E[”JGP] = [ﬁ[(m k)—ﬂ+(k 1)p—ﬂ+(n—m+1)ﬁ] ;(é)}

c
2
= [ﬂc (ms ks+ kp — p+n—m+;)]

Notice that all of the above payoffs are strictly convex in eithier in realizations ofs
depending on if learning occurs.

Following Abreu (1988), to show that the strategy is subgame-perfect in expectation, it
must be shown that no country can benefit in expectation from a one-period deviation. There
are two types of subgames that must be checked: cooperative subgames and punishment sub-

games. For a cooperative subgame, in which all countries were orapaththe previous

2Superscript p stands for "deviate from punishment.”
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period (period — 1), signatoryi cannot gain in expectation from deviating frahprovided

that

5{Eyﬁ[”iselv|] - Eyﬁ[”ipeM\P.]} Z Eyﬁ[”idenvl] - EVﬁ[”iSeM]'

periodt+1 periodt

which means that the discounted expected loss from deviating and being punished in period
t + 1 must be greater than the expected gain from deviating in péri&kpectations are

over both the possibility that uncertainty has been resolved before abatement decisions are
made in either period or in periodt 4+ 1 and over the different possible realizationspof

After substituting expected payoff (4) into the above expression, one finds that in expectation

signatoryi cannot gain by deviating if

S{[1 — (L= 9 PEpla i) — Epla oy p ]l + L= )2 2im (B) — 2 p B} =

B is known in period+1 B is unknown in period+1
[1— (1~ ) Eglzfem] — Eplaioml] + L =) xfem(B) = zfem (B)]-
f is known in period £ is unknown in period

Now, substituting fovr 5.y, 7y p» andz fyy according to (2) and (3) yields

-2

2
ot - a- A ks - pr+a- 2l ks-pn= ap
e EBAL Bl 2
[1-@-n" ][TE(S_]') 1+ @@=y [?5(3—1) 1.

Cancellingc and collecting termk(s — p) and%(s — 1) gives

Sk(s — PI[L — (L — ) E[BY + (1 — y)1+2B%) >

S5 = D2~ (1= ) TE + @ - ) ).
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Finally, by denoting the term inside the braces on the right-hand sidé&aswve can make
the last simplification:
1
oK(s = PAL+1) > 5(s— 1)?A(t) (12)

where

At) =[1— (1—p)HE[SY] + (1 — y)H1E%

Since it has already been assumed ¢hatl, inequality (12) implies that > p. Rewriting

this inequality to get a lower bound on the number of punishing courktrigges

(s — D?A(t)
~ 26(s— pAt+1)

(13)

Next, it must be checked that there is no way a country can gain in expectation by deviating
during a punishment subgame (where there was a deviation from &itbep? in the previous
period). There are two cases to check: in expectation, neither a non-punishing signatory
| € M\P (n) nor a punishing signatory € P, (n) may gain from deviating fronp?. First,

signatoryl € M\ R (n) cannot gain from deviating fro? in expectation if

d
HE; platem] — EVﬁ[”IpeM\P,]} =z Eyﬁ[”lepM\H] - Eyﬂ[ﬂlpeM\Pl]-

periodt+1 periodt

However, this condition holds whenever there are no expected beneficial deviations in the
cooperative subgame, which was analyzed above. The reason is that sighatokiad? (n)
abateq®(p) during the entirety op®, as they do during®. Thus, if such a country cannot gain
by deviating duringa, then it will not be able to gain by deviating duripg either since the

one-period expected gain is the same. In the second case for punishment subgames, signatory
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j € Pi(n) cannot gain from deviating from if

d
HEy plafem] — Eyﬁ[ﬂ:jpeM\Pj]} = Eyﬂ[”jeppl] - Eyﬁ[”jpep.]-

periodt+1 periodt
Following the same method of substituting and simplifying as in the cooperative subgame
above, one finds that the country cannot gain by deviating fspih

(s~ PAM+1) > >(p— 12A),

which can be rewritten as
(p— 12A()
~ 26(s— pAt+1)’

(14)

and gives another lower bound on the number of punishing countries. Combining the two
conditions (13) and (14) yields the sufficient condition in the proposition. To prove the "only
if" part (by contradiction), first assume that in expectation the strategy in (5) is a subgame-
perfect equilibrium, but thas < p.2 Then condition (12) is violated, which implies that in
expectation a signatory may gain by deviating from the treaty, which is a contradiction. So,
assume thad > p, but that (10) is not satisfied. This implies that either (13) or (14) (or both)
are not satisfied. In either case, it implies that in expectation a signatory may gain by deviating
from the treaty, which is a contradiction. This completes the "only if" part of the pmof.

Proof of Theorem 1. Subgame-perfection is proved in the Proposition 4, which provides
the lower bound ork. For the strategy in (5) to be weakly renegotiation-proof, it must be
shown that notll countries would prefer to ignore a deviation and continue afthrather

than startingp?. Signatoried € M\P; (n), which are not part of the punishing group, and
non-signatories would actually prefer to ignore a deviation, since begirpfirgauses the

punishing group of countrie®; (n), to reduce abatement, which reduces the expected payoffs

3This part of the proof mirrors the proof on p. 530 in the Appendix of Asheim and Holtsmark (2009).
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of all countries. However, signatori¢se P, are made better off by implementiipg if

E, gl {p (O] 2 Epplafem O]

Substituting expected payoffs yields

(s+p)
2

> k,

which provides an upper bound on the number of punishing countries and completes the

proof? m

Proof of Proposition 1. Start by expandind\(t + 1):

At +1) =[1— (1—p)EBY + Q1 — ) H2R

= A) + 7 (L — y)FE[BY — (L — p)B% + (L —p)1H2R,

where [1— (1 — y)"* =y thzo(l — v)7 is used to expand the terms. Now, gathering and

cancelling terms results in
At +1) = A®t) + 7 (L—y) T var[gl.
Thus, the increase in the expected net loss from punishment is:

At +1) — At) =y (1 — p)Tvar[g].

To aid in proving Proposition 3 in Section 4.2 (Statics), | begin with two lemmas.

“Mathematically, one can write out the full expression, then caA¢®l from both sides, which leaves only
the terms from the no uncertainty case.
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2 0 A(t . H 0 A(t
Lemma 1 If y (t + 2E[4?] > A(t + 1), thenZ- (T&)) > 0; otherwise, - (Ttg%) <0.

Proof. Using A(t + 1) = A(t) + y (1 — y)!*1Var[p] and taking the derivative, we have

s (rravam)
3y \A+y Q- y)*var[s]
A+ A= p)Hvarp) - A(S + Sy @ - p)Hivarsl)
N (A+y(@—p)FVar[p])?
@=-ptvarlpl (y@ - - AL—y - ¢+ D7)
B (A+7 (L—p)FVar[g])?

SinceVar[f] > 0, the sign of%(%) is determined by the sign of(1 — )% —

All—y —(t+1)y]. So,we have

A
y(1- y)‘;—y — A=y — (t+ Dyl = 7+ DELF — 1= 1A
Finally, noting that
(1—7y)A®M) = At + 1) —y E[57],
we find that

A
pa= 22 - A=y — 4 Dy] = €+ DELS — A+ .

Thus, the sign ofa% (%) is determined by the sign of(t + 2)E[%] — At +1). m
Lemma 2 —2 (ﬂ) < 0.

oE[p?4 \ Alt+1)

Proof. Taking the derivative gives

OA(t) _ OA(t+1)
oE[p?] \Alt+1) At + 1)? '

SFor the sake of concision, | will writé(t) as simplyA when it will not cause confusion.
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: G Act) -
Thus, the sign ofm (m) depends solely on the sign of the numerator. We have

o A(t) L BAtED ~ e
—aE[ﬁz]A(tJrl) A(t)—aE[,BZ] =[1-1-y)"AC+D - AD)[L - (L -y)"

=[1- Q- )"™MAD) + @ - )Ty Var[pll - ADIL — L — )T +y @ -y,

where we used\(t +1) = A(t)+y (L—y)*Var[gland 1- (1—y)H2 =1— (1—y)H1 4

y (1 — y)L. Finally, after much algebra and usiigt) = E[£?] — (1 — y)*Var[g], we
find that the numerator equalsy (1 — y)“leZ, which is strictly negative and confirms the
result. m

Proof of Proposition 3. Note that bottk andd are equal to a constant multiplied é%)
To prove patrt (i), the signs % andg are determined by the sign % (%). The result

is then found by applying Lemma 1. Similarly, to prove part (ii), apply Lemma 2.

2 Chapter4

Theorem 1 provides conditions for the strategy in (4) to be a weakly renegotiation-proof equi-
librium, and one of the requirements is tha the strategy is subgame-perfect. This proposi-
tion begins the proof of Theorem 1, which provides necessary and sufficient conditions for

subgame-perfectioh.

Proposition 2 Suppose that each country has a payoff function defined by (1) and (2) and that
(3) is satisfied. Then the simple strategy profile in (4) is a subgame-perfect equilibrium if and

only if

c(l—y;)—Db[1+¢&(n—1) -

Sb+eb—1 —¢} ®)

whereli, y;, & > 0andi +y; +¢ =1

6Equation numbering continues from Chapter 4.
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Proof. Since the total payoff to each country contains several terms, | begin by writing each of
the one-period payoffs that will be used in the proof. First, the one-period payoff to signatory

i € M on the equilibrium path is

ey = Ai[bm—c] +y;[bm—c] + & [nbm— cm]

= bm[l+¢ (n—1D]—c[l+e (M—1)].

Note that signatories have the lowest payoff since they abate while non-signatories pollute,
which means that the equity term consists of a signatory’s payeffithermore, countries
that abate in any period of the game will have the lowest payoff, which includes signatories
during cooperation or non-punishing signatories during a punishment phase.

If signatoryi € M deviates from the equilibrium path by switching from abate to pollute

(its stage-game dominant strategy), then its one-period payoff is

ne,, = AbMm—=21+y,[b(m=1) —c]+e¢[nb(m—-1) —c(m—1)]

= bMmM-1[1+e& (h—1]—c[y; +& (M=1)].

Now, suppose that signatory= M has deviated in the previous period. Then punishment
pathp® begins in the next period, and the one-period payoff for signatery\ P; (n), which

is the group of non-punishing signatories (including coun}ryn punishment patp?® is

HIpeM\R(n) = A[b(M—=k)—c]+y,[b(m—=Kk)—c]+ e [nb(m—k) —c(m-Kk)]

= bM-K[1l+egh=D]—-c[l+e (mM—-k-1)].

"Kolstad (2012) assumes that the equity term for signatamyly considers countries not in the IEA, rather
than all countrie§ € N. There is no effect on the results because the only difference is that the equity term in-
cludes the abatement cost if signatories are included, but does not include abatement costs if only non-signatories
are included. It can be shown that this constant will cancel from the equations. Regardless of whether signatories
are included or not, the equity term includes total abatement benefits, which contributes to the results (and does
not cancel from the equations).
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If a signatoryl € M\Pi (n) deviates from punishment pafif by choosing to pollute

instead of abate, then its one-period paydff is

dp
iem\pn)

= AbM—-k-=-2)+y, [bMm-k—-1)—c]+¢[nb(m-k—-1)—c(m—-k —1)]

= bm—-k-1[l+e(—-1]—c[y +a m-k-1].

Now, consider a signatory € B (n) that belongs to the group of signatories that will
punish a defection by signatorye M. The one-period payoff for a signatofye P (n) on

punishment patp? is

O pm = AbM=K +y;[bm-k —c]+¢ [nb(m—k) —c(m-k)]

= bM-K [1+& (M -D]—c[y;+¢ (M=K)].

Finally, a signatoryj € P (n) would never choose to deviate fropi because doing so
would require choosing to abate instead of pollute, which would make a signatory, (n)
strictly worse off compared toI°_p, .

For the simple strategy profile in (4), subgame-perfection requires that no country can
make a beneficial, one-shot deviation (in terms of getting a higher discounted payoff) from its
strategy for each of the two types of subgames (Abreu 1988), where subgames are either co-
operative subgames (in which countries were on equilibrium gaiththe previous period) or
punishment subgames (in which a signatory has deviated from eftloera punishment path
p? in the previous period). For a cooperative subgame, signatoayinot make a beneficial
deviation if

5[H?e|v| - HipeM\P.(n)} > [Ty — o],

8Superscriptl p stands for "deviate from punishment.”
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which, after substituting the relevant payoffs, can be written as
ok{b+ei[b(n—1)—cl} >c(l—y;) —b[l+e (n—1)]. (9)

The right side of the inequality is positive since | have assumeattﬂ‘l&t— y i)—b [14 & (n—1)]

(see (3)). This inequality can be rearranged to get

c(l—y;)—Db[1+e&(n—1)] _
ob+ei[b(n—1) —c]} ~

(8)

Now, consider a punishment subgame in which a signatt@s deviated frona in the
previous period, which starts punishment pathA non-punishing signatory (a group which

includesi) cannot make a beneficial deviation if

s p dp p
5[HieM - HieM\P,(n)i| > [HieM\P.(n) - HieM\H(n)]

which, after substituting the relevant payoffs, can be written as
dk{b+ei[b(n—1)—cl} >c(l—y;) —b[l+e (n—1)].

Note that this is the same condition that resulted in the cooperative subgame. The intuition
is that since non-punishing signatories abate during a punishment phase, if they cannot gain
by deviating from a cooperative phase by choosing to pollute, then they also cannot gain by
deviating from a punishment phase by choosing to pollute. The remaining punishment sub-
game to consider is that of a punishing signatpry P, (n). However, since these signatories

can only harm themselves by choosing to deviate fpirtwhich was mentioned previously),

H?Eppl m ijeP,(n) will be negative, which implies that a signatorye P, (n) cannot make a

beneficial deviation for ank > 0 ands € (0, 1).
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Thus, condition (8) suffices for all subgames and completes the "if" part of the proof. The
condition (8) is also necessary because if the strategy is subgame-perfect but (8) is not true,
then there exist beneficial one-period deviations from the strategy, which is a contradiction
(and which proves the "only if" part)m
Proof of Theorem 1. Now that subgame-perfection has been proved in the above proposition,
all that remains to prove Theorem 1 is to derive the necessary and sufficient condition for the
strategy to be a weakly renogotiation-proof equilibrium, which means that at least one country
prefers to follow through with the punishment. Since the punishment phase results in a drop
in abatement, non-punishing signatoriee M\P, (n) are only harmed by the punishment.
Non-signatories are harmed by the punisment for the same reason. Howekepuihishing
countries (that pollute during the punishment phase) will prefer to follow through with the
punishment if

p
Oicqm = Mieu-

Substituting payoffs results in
c(l—yj—e)=ki{b+e[b(n-1) —c]},

which can be rewritten as
_ c (1 —yi— 8i)
“b4e[b(n-21 -]

Thus, the condition for weak renegotiation-proofness provides an upper bound on the number
of punishing countries, which serves to limit the harm from the punishneent.

Proof of Proposition 2. Settingk = k in condition (5) of Theorem 1 implies that

C(l_Vi)—b[1+8i(n—1)]< C(l_yi—gi)
dfb+eilb(n—1)—cl} ~ b+elbin-1)—c
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which can be rewritten as

c(l—y;)—=b[l+e& (n—1)] -

c(l—y—ei) 4

Proof. Taking the derivative with respect {q yields

00  —C(1—yi—&i)+cfQ—y)—bll+e(n -1
97 Cz(l—yi—ei)z .

The sign is determined by the numerator, and after some cancellation can be written as
c{—b—&[b(n—1) —c]},

which is negative since it has been assumedtfat- 1) > c. Now, taking the derivative with

respect te; yields

80 —bcn—1)(1—y; —&i) +c{c—y;) —bll+e(n—D]}
0¢€j c2 (1_V| _gi)Z .

Again, the sign is determined by the numerator, which can be written as

c{=b— (1 —ypbn-1)—c]}

and is also negative sintn — 1) > c. m
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