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1 INTRODUCTION

ABSTRACT

We present the measurements and modelling of the projected and redshift-space clustering
of CMASS galaxies in the Sloan Digital Sky Survey-III Baryon Oscillation Spectroscopic
Survey Data Release 11. For a volume-limited luminous red galaxy sample in the redshift
range of 0.48 < z < 0.55, we perform halo occupation distribution modelling of the small-
and intermediate-scale (0.1-60 ~~! Mpc) projected and redshift-space two-point correlation
functions, with an accurate model built on high-resolution N-body simulations. To interpret
the measured redshift-space distortions, the distribution of galaxy velocities must differ from
that of the dark matter inside haloes of ~10*~10'* 1~! M, i.e. the data require the existence
of galaxy velocity bias. Most notably, central galaxies on average are not at rest with respect
to the core of their host haloes, but rather move around it with a 1D velocity dispersion of
0.227003 times that of the dark matter, implying a spatial offset from the centre at the level
of <1 percent of the halo virial radius. The luminous satellite galaxies move more slowly
than the dark matter, with velocities 0.86 7005 times those of the dark matter, which suggests
that the velocity and spatial distributions of these satellites cannot both be unbiased. The
constraints mainly arise from the Fingers-of-God effect at non-linear scales and the smoothing
to the Kaiser effect in the translinear regime; the robustness of the results is demonstrated
by a variety of tests. We discuss the implications of the existence of galaxy velocity bias for
investigations of galaxy formation and cosmology.

Key words: galaxies: distances and redshifts—galaxies: haloes—galaxies: statistics—
cosmology: observations —cosmology: theory —large-scale structure of Universe.

through galaxy redshifts. The observed redshift has two contribu-
tions, cosmological redshift from Hubble expansion and Doppler

Contemporary large galaxy redshift surveys, such as the Sloan
Digital Sky Survey-III (SDSS-III; Eisenstein et al. 2011), can map
the 3D galaxy distribution in great detail. The line-of-sight (LOS)
distances of the galaxies from the observer are usually obtained

* E-mail: hong.guo@utah.edu

effect from the peculiar velocity of galaxies. The latter is related
to the galaxy kinematics in various environments. In this paper, we
present constraints on such kinematics from clustering of galaxies
in the SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS;
Dawson et al. 2013).

The redshift-space distribution of galaxies is obtained by con-
verting galaxy redshifts to distances under the assumption that the
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redshift is produced solely from the Hubble expansion. The exis-
tence of the galaxy peculiar velocity distorts the galaxy distribution,
leading to anisotropy. Such a distortion is reflected in the redshift
space as two main effects. On large scales, the infall of galaxies
towards overdense regions as well as the streaming of galaxies out
of underdense regions compresses their distribution towards over-
dense regions in the LOS direction; this is known as the Kaiser
effect (Kaiser 1987; Hamilton 1992) and was recognized in Sargent
& Turner (1977) and Peebles (1980). On small scales, the random
motion of galaxies in virialized structures causes the redshift-space
distribution of galaxies to appear stretched along the LOS direc-
tion, producing the ‘Fingers-of-God’ (FOG) feature (Jackson 1972;
Huchra 1988).

The above redshift-space distortion (RSD) effects can be
measured in the two-point correlation function (2PCF) of galaxies,
&(rp, rr), where r,, and r; are the transverse and LOS separations of
galaxy pairs, respectively. In a contour plot of £(r,,, r), the Kaiser
effect causes the contours to be squashed along the LOS separation
on large scales, and the FOG effect shows up as elongated contours
along the LOS separation at small r,. The FOG effect was clearly
detected even in early galaxy surveys (e.g. Peebles 1979; Bean et al.
1983; Davis & Peebles 1983; Sadler & Sharp 1984; de Lapparent,
Geller & Huchra 1988). As aresult of the relatively weak clustering
amplitude on large scales, the Kaiser effect was detected later with
larger galaxy samples and more accurate redshift measurements
(e.g. Hamilton 1993; Cole, Fisher & Weinberg 1994; Fisher et al.
1994a,b). The two RSD effects have now become common features
seen in contemporary galaxy redshift surveys (e.g. Peacock et al.
2001; Zehavi et al. 2002, 2005, 2011; Coil et al. 2004; Guzzo et al.
2008; White et al. 2011; Guo et al. 2013).

The large-scale RSD provides an approach to measure the density
of matter that sources the peculiar velocities and the growth rate of
structure. To model the RSD, the non-linear effect has to be taken
into account, in addition to the Kaiser effect. A simple stream-
ing model is often used to describe the redshift-space clustering
by convolving the real-space clustering with the galaxy pairwise
velocity distribution (Peebles 1980; Peacock & Dodds 1994). The
velocity dispersion parameter introduced in such a model intends
to capture the velocity dispersion of galaxies in non-linear, virial-
ized structures. However, such a velocity dispersion at most can be
regarded as some sort of average and what it exactly refers to is not
clear, since galaxy velocity dispersion depends on environment and
scale, which are connected to the mass and size of their host dark
matter haloes. One commonly used exponential dispersion ansatz
can even lead to a non-physical distribution of pairwise velocities
(Scoccimarro 2004).

The halo occupation distribution (HOD) framework (Jing, Mo &
Boerner 1998; Peacock & Smith 2000; Seljak 2000; Scoccimarro
etal. 2001; Berlind & Weinberg 2002; Berlind et al. 2003; Yang, Mo
& van den Bosch 2003; Zheng et al. 2005) provides a more physical
and informative approach to model galaxy clustering, including the
RSD effects (e.g. White 2001; Yang et al. 2004; Tinker, Weinberg &
Zheng 2006; Tinker 2007; Zu & Weinberg 2013; Reid et al. 2014).
The HOD describes the relation between galaxies and dark matter at
the level of individual dark matter haloes. It specifies the probability
distribution P(N|M) of having N galaxies of a given type in a dark
matter halo of virial mass M, and the spatial and velocity distribu-
tions of these galaxies. The probability distribution P(N|M) and the
spatial distribution of galaxies inside haloes, together with the halo
population, are sufficient to model the real-space clustering (e.g. the
projected 2PCF w),(r,,)). To model the redshift-space clustering, the
velocity distribution of galaxies inside haloes is required. We thus
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can potentially constrain the motion of galaxies inside haloes from
measurements of the redshift-space clustering. With the increas-
ing volume of contemporary galaxy redshift surveys, the precision
of the data requires more accurate models (e.g. Reid et al. 2012;
Samushia et al. 2014) to interpret the redshift-space clustering and
extract galaxy kinematics information.

For the velocity distribution of galaxies, theoretical and obser-
vational studies have found evidence that central galaxies are not
necessarily at rest at the halo centres (e.g. Berlind et al. 2003;
Yoshikawa, Jing & Borner 2003; van den Bosch et al. 2005; Skibba
etal. 2011; Li et al. 2012). Moreover, subhaloes or satellite galaxies
in N-body and hydrodynamic simulations of galaxies are found
to have velocities differing from those of the dark matter (e.g.
Diemand, Moore & Stadel 2004; Gao et al. 2004; Gill et al. 2004;
Lau, Nagai & Kravtsov 2010; Munari et al. 2013; Wu & Huterer
2013; Wuet al. 2013). The effect of such velocity bias should appear
in redshift-space clustering and be included in detailed modelling
of the RSD.

In this paper, building on an accurate simulation-based model,
we constrain galaxy kinematics inside dark matter haloes from the
redshift-space clustering of the massive galaxies in the CMASS
sample of the SDSS-IIT BOSS. In Section 2, we describe the data and
the 2PCF measurements for a volume-limited luminosity-threshold
galaxy sample, and introduce our modelling method. In Section 3,
we present the constraints on the galaxy velocity distribution inside
dark matter haloes, which show differences between the galaxies’
motion and the dark matter motion, i.e. velocity bias. We perform
a variety of tests to establish the robustness of the results, and
then discuss the implications of the results for galaxy formation
and cosmology in Section 4. Finally, the results are summarized in
Section 5. In the appendices, we provide a test of fibre-collision
correction with a collision-free sample and provide the constraints
on galaxy kinematics for the whole CMASS sample.

Throughout the paper, we assume a spatially flat A cold dark
matter (ACDM) cosmology, with Q,, =0.27, h = 0.7, Q, = 0.047,
ns = 0.95, and og = 0.82, consistent with the constraints from the
seven-year Wilkinson Microwave Anisotropy Probe data (Komatsu
et al. 2011), which are used in the simulation for our model.

2 DATA AND METHODOLOGY

2.1 Observations and measurements

The SDSS-III BOSS selects galaxies for spectroscopic observations
from the five-band SDSS imaging data (Fukugita et al. 1996; Gunn
et al. 1998, 2006; York et al. 2000). A detailed overview of the
BOSS is given by Dawson et al. (2013), and the spectrographs are
described in Smee et al. (2013) and Bolton et al. (2012). About
5 percent of the fibres are devoted to additional ancillary targets,
probing a wide range of objects (see details in Dawson et al. 2013).

We focus in this paper on the analysis of a volume-limited BOSS
CMASS galaxy sample selected from the SDSS-III BOSS Data
Release 11 (DR11) (Anderson et al. 2013). The DR11 CMASS
galaxy sample covers an effective area of about 8500 deg® and is
designed to select massive galaxies of a typical stellar mass of
10"3 h~' M. We construct a well-defined, volume-limited lumi-
nous red galaxy sample, satisfying the following selection criteria
(Guo et al. 2014a)

(r —i) > 0.679 — 0.082(M; + 20), (1)

M; < =21.6, @
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0.48 <z <0.55, 3)

where the Galactic extinction-corrected (Schlegel, Finkbeiner &
Davis 1998) absolute magnitude M; and r — i colour are both k 4 ¢
corrected to z = 0.55 (Tojeiro et al. 2012). CMASS galaxies have
a complex sample selection (Eisenstein et al. 2011). The colour cut
of equation (1) is intended to select red galaxies (see e.g. fig. 1 in
Guo et al. 2013). This luminosity-threshold sample covers a volume
of Vyps = 0.78 h3 Gpc®. With the complex sample selection, the
clustering of the full CMASS sample, which is not volume limited,
is not straightforward to model, but given its key role in constraining
cosmological parameters (e.g. Anderson et al. 2012, 2013), we also
present in Appendix B the modelling results of the full CMASS
sample in the redshift range of 0.43 < z < 0.7.

When performing the 2PCF measurements, we follow Guo et al.
(2014a) and employ the fibre-collision correction method of Guo,
Zehavi & Zheng (2012). We also make use of a collision-free galaxy
sample from one of the ancillary programme of the BOSS to further
test the correction method and confirm that it is working well (see
Appendix A).

We measure the redshift-space 3D 2PCF &(r,, r) using the
Landy-Szalay estimator (Landy & Szalay 1993). To produce a
quantity less affected by RSD effects, we project the 2PCF along
the LOS direction to obtain the projected 2PCF w,(r,) (Davis &
Peebles 1983), which is defined as

W) =2 [ 6 rdr =236y )0 @

where 7, ; and Ar, are the ith bin of the LOS separation and its
corresponding bin size. We set r, in logarithmic bins centred at 0.13
to 51.5 k=" Mpc with Alog 7, = 0.2, and r; in linear bins from 0 to
100 h~! Mpc with Ar, = 2h~! Mpc. The sum of &(r,, r) along
the LOS direction is formed up to 7 max = 100 h~! Mpc, which is
large enough to include most of the correlated pairs.

We further measure the redshift-space 2PCF in bins of s and u,
where s* = 7> +r2 and p is the cosine of the angle between s and
the LOS direction. Following Hamilton (1992), the redshift-space
2PCF &(s, 1) can be written in the form of a multipole expansion,

E(s. ) =) &()P(), )
!

where P; is the /th order Legendre polynomial and the multipole
moment &, is calculated through

2041 !
b = / E(s. 1) PG)du
1
20+1
=" E(s, m)P(u) AR 6)

2

The last equality is how we compute the multipole moments, with
w; and Ay the ith 4 bin and bin width. Similar to r,, we set s in
logarithmic bins centred at 0.13 to 51.5 A~' Mpc with Alogs =0.2.
For u, we use linear bins from —1 to 1 with Ay = 0.05.

In linear theory, only the monopole (&), quadrupole (£,), and
hexadecapole (£4) are non-zero. In this paper, we perform joint
modelling of w,, &y, &2, and &4 to constrain the HOD, including
the mean occupation function and velocity distribution of galaxies
inside haloes.

MNRAS 446, 578-594 (2015)

2.2 Simulation and modelling method

2.2.1 The simulation-based model

To ensure an accurate HOD modelling of the clustering measure-
ments, we adopt a simulation-based model, presented in detail in
Zheng & Guo (in preparation). In brief, to compute galaxy 2PCFs,
we tabulate all necessary elements of dark matter haloes in a sim-
ulation in fine mass bins (Alog M = 0.01 in this paper) and adopt
the same binning scheme as in the measurements. Specifically, we
tabulate different 2PCF components from particles representing the
one-halo central—central, central-satellite pairs and the two-halo
central-central, central-satellite, and satellite—satellite pairs. The
model 2PCF for the galaxies is then obtained as the sum of these
2PCF components weighted by the corresponding mean occupa-
tion function from the HOD prescription. This method is accu-
rate and fast in computing the galaxy 2PCF, because it automati-
cally and accurately accounts for the effects halo exclusion, non-
linear growth, and scale-dependent halo bias. This simulation-based
model is equivalent to creating mock galaxy samples by populating
the haloes in the simulation with galaxies for a given HOD pre-
scription, while it is way faster in computing the 2PCF. Detailed
explanation and tests of this method can be found in Zheng & Guo
(in preparation).

In this paper, we build our model based on the MultiDark run
simulation (MDR1; Prada et al. 2012; Riebe et al. 2013). We use
its output at z = 0.53 to match the redshift of CMASS galaxies.
This N-body ACDM cosmological simulation adopts the follow-
ing cosmological parameters: 2, = 0.27, @, = 0.047, h = 0.7,
ng = 0.95, and oy = 0.82. The simulation has 2048> dark matter
particles in a box of 1 4~! Gpc on a side. The mass of the dark matter
particle is 8.72 x 10° h~! M. In our fiducial model, we use dark
matter haloes identified with the spherical overdensity (SO) algo-
rithm (Bound Density Maximum technique as described in Klypin
& Holtzman 1997) in MDRI1. The SO haloes are defined to have
a mean density A,; times that of the background universe, where
Ayir = 237 at z = 0.53 for MDR1 (Bryan & Norman 1998).

For each halo, we define its centre (the position to place a cen-
tral galaxy; see below) as the position of the dark matter particle
with the minimal potential. We also need to define a characteristic
halo velocity. The velocity corresponding to the minimal poten-
tial position is not well determined, since the mean velocity of
dark matter particles around it depends on radius (e.g. Behroozi,
Wechsler & Wu 2013; Reid et al. 2014). We therefore adopt a ve-
locity for the core of the halo, determined from the bulk velocity
of the inner 25 per cent of halo particles around the above centre.
Using the inner 25 per cent of the halo particles is representative of
the halo centre, while relatively insensitive to resolution effects of
the simulation used. The velocity of the central galaxy will be for-
mulated with respect to this core velocity, and can also be translated
to the one relative to the centre-of-mass halo velocity (correspond-
ing to the bulk velocity of 100 per cent halo particles). Although the
centre-of-mass velocity is commonly used to characterize the halo
velocity, the core velocity is more informative as it relates to the
distribution of particles in the inner part of a halo, which acts as
the immediate environment of the central galaxy. We note that our
definition of the halo velocity differs from that of Reid et al. (2014),
but when converted to the same definition the results on velocity
bias are consistent (see details in Appendix B). To investigate the
effect of halo definition in our analysis, we also present modelling
results in a few cases for haloes identified by a friends-of-friends
(FOF) algorithm with a linking length of 0.17 in MDR1. For further
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details on the MultiDark simulation, we refer the readers to Prada
et al. (2012).

Since the measurements are all produced from redshift-space
2PCFs, we build our simulation tables in redshift space as well.
Given the narrow redshift range considered in this paper, we adopt
the plane-parallel approximation and use the Z direction in the sim-
ulation as the LOS. In redshift space, the shift (in comoving units)
in the position of a galaxy particle in the Z direction is calculated
as AZ = v;(1 4+ z)/H, where v; is the LOS peculiar velocity of
the particle, and H is the Hubble constant at redshift z = 0.53. The
peculiar velocity in our table includes the effect of velocity bias (see
below). The simulation tables have all the one-halo and two-halo
components of w), §¢, &, and &,4.

2.2.2 The HOD parametrization

For the HOD prescription, we separate the contribution to the oc-
cupation number into those from central galaxies and satellites
(Kravtsov et al. 2004; Zheng et al. 2005). We follow the HOD
parametrization of Zheng, Coil & Zehavi (2007) for the central and
satellite mean occupation functions, (Neen(M)) and (N (M)),

1 logM — -
(Neew(M)) = ~ {1 +orf (M)} : ™
2 OlogM
M — My\®
(NoaM)) = (Neen(M)) (T) , ®)
1

where erf is the error function, M,;, describes the cutoff halo mass
of the central galaxies and oo is the width of the cutoff profile.
The three parameters for the satellite galaxies are the cutoff mass
scale M), the normalization mass scale M/ and the high-mass slope
o of (Neu(M)).

In the simulation-based model, in each halo hosting a galaxy in
our sample we assign the central galaxy to reside at the centre of the
halo (defined as the position of potential minimum). For satellite
galaxies, in our fiducial model, we assign the positions of randomly
selected dark matter particles from the halo. Our model preserves
the non-spherical shapes of haloes. The assumption that the spatial
distribution of satellite galaxies inside haloes follows that of the
dark matter is tested and discussed in Section 3.2.

To assign velocities to central and satellite galaxies, we introduce
two additional HOD parameters to account for the possible differ-
ences in the velocity distributions of galaxies and dark matter inside
haloes (a.k.a. velocity bias). The two velocity bias parameters, o,
and «s, apply to central and satellite galaxies, respectively.

For each halo in the simulation, we measure the 1D velocity
dispersion o of dark matter particles. The central galaxy particle
(at the potential minimum) is then assigned a LOS velocity (with
respect to the core velocity of the halo) following a Gaussian distri-
bution with zero mean and standard deviation of

0. = 0Oy. )

This accounts for the possibility that the central galaxy may not be
at rest with respect to the core.

To incorporate the velocity bias for satellite galaxies, the LOS
velocity v of each satellite is assigned through

Vs — U = as(vp — vn), (10)

where vy, is the LOS velocity of the halo core and v, is the original
LOS velocity of the dark matter particle that represents the galaxy,
i.e. in the rest frame of the halo core, the velocity of the satellite
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galaxy differs from that of the dark matter particle by a factor of
o,. And the consequence is that the 1D velocity dispersion o of
satellite galaxies is a factor of o times that of the dark matter
particles, oy = oo, (see e.g. Tinker 2007).

In addition to the velocity related to the velocity bias, we also
incorporate into the model the dispersion caused by the measure-
ment error in the redshifts of CMASS galaxies. From galaxies with
repeated observations, we find that the root-mean-square (rms) red-
shift error corresponds to a LOS velocity dispersion of 30kms~!
(see also Bolton et al. 2012). Therefore, in building our simulation
tables, we add to each (central or satellite) galaxy particle a LOS
velocity, drawing from a Gaussian distribution with a zero mean
and a standard deviation of 30 kms~!.

We emphasize that even though we phrase the velocity bias as a
modification to the LOS velocities (equations 9 and 10), it applies to
all the three velocity components, i.e. the velocity bias is for the 3D
velocity of galaxies. For the purpose of modelling redshift-space
clustering, however, only the LOS component matters.

The velocity bias effects have been incorporated in the simulation
tables in our model. We construct tables for ¢ in the range of [0, 1]
and & in [0, 2] in bins of A« s =0.1. The model interpolates among
these tables for any given values of o, and «s. We have verified that
using smaller bin sizes for the interpolation does not produce any
significant difference in the results. In total, our fiducial model has
seven free HOD parameters, five for the mean occupation function
and two for the velocity bias. The two velocity bias parameters are
the key parameters we aim to constrain in this paper. A model with
no velocity bias corresponds to o, = 0 and oy = 1. As shown in the
next section, the measurements in CMASS galaxies in fact require
substantial velocity bias.

2.2.3 Modelling the 2PCF measurements

In our modelling of the clustering measurements, we apply a Markov
chain Monte Carlo method to explore the HOD parameter space.
We jointly fit the projected 2PCF w),(r;,), the redshift-space multi-
poles &o(s), £2(s) and £4(s), and the observed number density n, of
galaxies in the sample. The y? of the fitting is defined as

*\2
X =E-&CE-&)+ % (11)
where C is the full error covariance matrix and the data vector
& = [wy, &, &, &1, i.e. the combination of the measurements of the
projected 2PCF and redshift-space 2PCF multipoles. The quantity
with (without) a superscript ‘*’ is the one from the measurement
(model).

The covariance matrix is first determined from 403 jackknife
subsamples (Zehavi et al. 2005; Guo et al. 2013). We then apply
the mean correction for the bias effect described in Hartlap, Simon
& Schneider (2007, see also Percival et al. 2014). Since the MDR1
simulation has a finite volume Vi, = 1 A~ Gpc?, only slightly larger
than the volume V,, = 0.78 h~> Gpc3 of the observational sample,
the model uncertainty is of significance. We incorporate the model
uncertainty by rescaling the above covariance matrix by a factor of
1 4 Vibs/ Vsim = 1.78 (for details, see Zheng & Guo, in preparation)
to obtain the covariance matrix C used in the modelling. The error
0y, on the number density is determined from the variation of n,(z)
in the different jackknife subsamples.

Fig. 1 shows the normalized covariance matrix for the volume-
limited M; < —21.6 sample. The data points for each set of measure-
ments (wp, &o, &2, or &4) are positively correlated on large scales,

MNRAS 446, 578-594 (2015)
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Figure 1. Normalized jackknife error covariance matrix for the volume-
limited, luminosity-threshold (M; < —21.6) sample. Different panels show
the covariance for the measurements of w,(r,), £0(s0), §2(s2), and &4(s4)
(from left to right and bottom to up).

reflecting the effect of sample variance. There are positive corre-
lations between w), and any one of the multipoles for s > r,. This
result is easy to understand by noticing that galaxy pairs at a given
separation r, contribute to £q 5 4(s) for s > r, (as s = rlz, + rf[).
The correlation becomes weaker between w), and higher multipoles.
Among the multipoles, there are clear positive correlations on scales
of afew h~! Mpc, which should be mainly caused by the FOG effect.

3 THE MODELLING RESULTS

3.1 The main results

We first present, in the left-hand panel of Fig. 2, the 3D 2PCF
&(rp, rr) measured for the volume-limited M; < —21.6 sample.
The RSD features of the small-scale FOG and large-scale Kaiser

squashing effects are clearly seen, indicating the significant pecu-
liar velocities of the CMASS galaxies. We do not model &(r,, r)
directly, but show in the right-hand panel the predicted &(r, ry)
in red from our best-fitting HOD model. The pair of blue contours
around each red one are the +10 range of the measured §(r,,, ry),
based on the rescaled jackknife error bars in each (r,,, r) cell. The
blue contours provide a sense of the uncertainties in the measured
&(rp, rr). This consistency check clearly shows that the best-fitting
model well reproduces the measured &(r,, ).

We now present our results from simultaneously fitting w, and
the multipoles &y/£,/&4. Fig. 3 shows our measurements for the
projected 2PCF w),(r,) (left-hand panels) and the three multipole
moments (right-hand panels) for the volume-limited M; < —21.6
sample. The predictions of these quantities from the 1o distribution
around the best-fitting model to these four sets of measurements are
indicated as the shaded areas, for the SO haloes (top panels) and FOF
haloes (bottom panels). The best-fitting model parameters are listed
in Table 1, including the corresponding x? values. Both models
based on the SO and FOF haloes provide reasonably good fits to
the data, with a slightly better fit using the SO haloes. Additional
fits (shown as solid and dotted lines) will be discussed later in this
section.

Fig. 4 displays the mean occupation functions from the best-
fitting models based on SO haloes (left) and FOF haloes (right).
In each case, the mean occupation function is decomposed into
the contributions from central and satellite galaxies, represented
by dashed and dotted curves, respectively. The shaded areas show
the 1o distribution around the best-fitting model. Compared to the
SO model, the FOF model predicts a steeper high-mass end slope
o and a higher halo mass cutoff log M, for satellite galaxies. The
notorious bridging effect in FOF haloes (e.g. Tinker et al. 2008)
could contribute to such differences, and we discuss this issue fur-
ther below. The satellite fractions from the two models are quite
similar, around 7 percent (see Table 1). Both best-fitting models
have non-negligible velocity bias parameters. The best-fitting SO
model has o, = 0.22750% and aty = 0.867505, while the best-fitting
FOF model has . = 0.237003 and o, = 0.69700:. The existence
of velocity bias is the main result of this paper.
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Figure 2. Left: measurements of the 3D 2PCF &(r, r) for the volume-limited M; < —21.6 CMASS sample. Contour levels shown are &(rp, ry) =
[0.5,1, 2,5, 10, 20]. The dotted curves are the angle-averaged redshift-space correlation function, £((s), for the same sample and with the same contour levels.
Right: the 2PCF from the best-fitting model. The thick red contours are the &(r, r,) predicted by our best-fitting HOD model. The pair of thin blue contours
around each thick red contour are from the +10 range of the measured &(r, r) to indicate the size of the uncertainties in the measured 2PCF. We do not

model &(rp, rr) directly; this panel serves as a consistency check (see the text).
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Figure 3. Left-hand panels: measurements and best-fitting models of w)(r;), with the shaded area showing the 1o deviation of the HOD model predictions.
The squares are the measurements from the volume-limited M; < —21.6 sample. Right-hand panels: measurements and best-fitting models of the redshift-space
2PCF multipoles, £o(s) (triangles), £2(s) (squares), and &4(s) (circles), respectively. The measurements for & (s) and &4(s) are vertically shifted for clarity.
The shaded areas represent the 1o uncertainty in the HOD model predictions. The top and bottom panels are for models with SO haloes and FOF haloes,
respectively. The dotted curves in each panel denote the predictions from the best-fitting HOD parameters in Table 1, but with . = 0 and oy = 1. The solid
curves represent the results by fitting the data without any velocity bias parameters included.

Table 1. HOD parameters and satellite fraction de-
rived for the volume-limited M; < —21.6 sample.

Parameters SO halo model  FOF halo model
x?2/dof 55.91/50 61.16/50
108 Mimin 13.367503 13.3610.0%
Tloght 0.65%053 0.671403
log Mo 13.28702 13.607015
log M 14.217907 13.987019
p 1.02+0:30 1.02040
e 0.2210:03 0.237003
o 086763 0.69"05:
fsat(per cent) 6.96f8:§g 7.1 3f8:ig

The mean number density of the sample 7i(z) is
2.19 x 10~* 13 Mpc—3. The halo mass is in units of
! M. The best-fitting x 2 and the degrees of free-
dom (dof) with the HOD modelling are also given.
The dof are calculated as dof = Napcr + 1 — Npar,
where the total number of data points (Napcr + 1)
is that of the 2PCF data points (w), £, &2, and &4)
plus one number density constraint, and Np,; is the

number of HOD parameters.

The marginalized joint probability distribution of the velocity
bias parameters ¢« and «; is presented in Fig. 5. The marginal-
ized 1D probability distributions of «. and «; are also shown in
the top-left and bottom-right panels, with the central 68.3 per cent
confidence levels indicated by the dotted lines. The FOF model has
slightly larger «. and significantly smaller o, than the SO model,
which may point to the bridging effect for FOF haloes. Without the
bridging effect, the distinct haloes in the two halo definitions should
have almost the same centres (defined to be the position of potential
minimum). When two haloes are bridged together to form one FOF
halo, the satellite distribution in the halo would be significantly
different from that of the SO model. This effect is more severe con-
sidering the fact that the CMASS galaxies mostly occupy massive
haloes of 1013-10" 1! M@ (Guo et al. 2014a), while many of such
massive FOF haloes are actually two haloes bridged together.

From the marginalized 1D probability distributions, we conclude
that in the SO model, the existence of satellite velocity bias is at
the 1.90 level, while that of the central galaxy velocity bias is
at the 5.90 level. In the FOF model, the above numbers become
10.40 and 11.10, respectively. The result implies that on average
the central galaxies are not at rest with respect to the core of the
halo. Their 1D rms velocity is about 20 to 25 per cent of the velocity
dispersion of halo particles. In other words, the mean specific kinetic
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Figure 4. Mean occupation functions from the best-fitting models with SO (left-hand panel) and FOF haloes (right-hand panel). In each case, the total mean
occupation function (solid curve) is decomposed into contributions from central galaxies (dashed curve) and satellite galaxies (dotted curve). The shaded areas

show the 1o range around the best-fitting model.
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Figure 5. Marginalized probability distributions of the central and satellite
velocity bias parameters o and o 5. The results from the SO and FOF models
are in black and red, respectively. The contours show the 68 and 95 per cent
confidence levels for the two parameters. The crosses correspond to those
from the best-fitting models. The marginalized 1D distribution of ¢ and o
are shown in the top-left and bottom-right panels, with the central 68 per cent
distribution indicated by the dotted lines.

(‘thermal’) energy of central galaxies is about ~4.5 per cent that of
halo particles. The satellite galaxies move on average more slowly
than dark matter particles (i.e. they are cooler than dark matter
particles). We test the robustness of the results in Section 3.2 and
discuss the implications in Section 4. Here we continue with an
investigation on the source of the velocity bias constraints.

To demonstrate the effect of velocity bias on the 2PCFs, we
compare the best-fitting model with two additional cases in Fig. 3.
We first display the predictions of the best-fitting HOD parameters
in Table 1, but set «. = 0 and oy = 1. The results are shown as

MNRAS 446, 578-594 (2015)

dotted curves in each panel. The corresponding value of 2 increases
significantly, to 90.5 for the SO model and 229.1 for the FOF model.
With respect to the best-fitting model, the largest deviation arises in
&,(s), around a few Mpc. The small error bars in this range cause a
large change in the x> when setting o = 0 and s = 1.

The contribution to the bump in the quadrupole s%£, at s ~3—
5h~! Mpc mostly arises from the one-halo central-satellite and
two-halo central—central galaxy pairs (Zheng & Guo in preparation),
with the former related to the FOG effect and the latter to the Kaiser
effect. Since the quadrupole from the FOG effect is positive and that
from the Kaiser effect is negative, it is easier to see the velocity bias
effects in the 3D &(r,,, r), as illustrated in Fig. 6 for the best-fitting
HOD model.

The case of removing the velocity bias (by setting o, = 0 and
o = 1) is shown in Fig. 6 as black contours. The red (blue) contours
correspond to the case of only allowing for satellite (central) veloc-
ity bias. A less-than-unity satellite velocity bias parameter means
that satellite galaxies are cooler, and in redshift space the central—
satellite pairs are less stretched along the LOS. Therefore, the effect
is to make the FOG feature significantly less elongated. The central
galaxy bias has a weaker effect on the FOG, because the redshift-
space displacement of the central-satellite pairs is governed by the
quadrature sum of «. and o and is dominated by «; for o ~ 0
and s ~ 1. The central velocity bias does have a strong effect on
the Kaiser feature. A non-zero central velocity bias smears the two-
halo central—central pairs along the LOS (i.e. smoothing the LOS
pair separation), which tends to reduce the Kaiser effect. As seen in
Fig. 6, the overall effect of a low satellite velocity bias o is to make
the contours more squashed along the LOS direction, while a high
central velocity bias «, has the opposite effect. Therefore, to some
degree, the two effects can compensate each other, which gives rise
to the (weak) anticorrelation between o and o seen in Fig. 5.

Another way of summarizing the velocity bias impact is that a
less-than-unity satellite velocity bias makes the contours in the FOG
regime more spherical, and a non-zero central velocity bias make
the contours in the Kaiser regime more spherical. A comparison
between the £(r,, r) contours for the case without velocity bias
in Fig. 6 and the measurement in Fig. 2 shows that the contours in
the measurements appear to be more spherical in both the FOG and
Kaiser regime than the case without velocity bias. For the model to
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Figure 6. An illustration of the effects of velocity bias on the redshift-
space 3D 2PCF &(r ), ry). The black contours are the HOD predictions for
the case of no velocity bias. The red contours correspond to a case with only
having satellite velocity bias, and the blue contours correspond to having
only central velocity bias. A less-than-unity satellite velocity bias makes the
FOG feature less elongated, while a central velocity bias makes the Kaiser
feature less squashed. Both biases have the effect of making the contours
more spherical, in the FOG regime from less-than-unity satellite velocity
bias and in the Kaiser regime from central velocity bias.

match the data, a less-than-unity satellite velocity bias is needed to
fit the FOG feature, and a non-zero central velocity bias is required
to make the Kaiser part more spherical. The overall effect leads to
an increase in &,, compared to the case without velocity bias (as
shown in Fig. 3).

In Fig. 3 the deviation of the dotted curve (case without velocity
bias) from the measurements of the quadrupole appears stronger
for the FOF haloes. This behaviour is consistent with a lower value
of the satellite velocity bias parameter inferred in the FOF model
than in the SO model. The FOF algorithm has the possibility of
linking two distinct haloes through some of the interhalo particles.
Such a bridging effect makes the satellite distributions (therefore
the separations of central—satellite pairs) in the bridged haloes more
spread along the LOS in redshift space, enhancing the FOG effect.
To reduce the effect to match the measurements, a lower value of
the satellite velocity bias is required.

With velocity bias parameters fixed at ¢ = 0 and oy = 1, we
fit the w, and multipoles by varying the other HOD parameters
related to the occupation function, i.e. using the commonly adopted
five-parameter HOD model without velocity bias. The results are
shown as the solid curves in Fig. 3. The best-fitting x> values with
this ‘no-velocity bias’ case for the SO and FOF models are 79.2
and 142.2, respectively. As expected, these best-fitting x> values
are reduced compared to the dotted lines case, but the models still
do not provide a good fit to the measurements. The main discrepant
feature is again the quadrupole on scales of a few Mpc. Clearly, the
data require the inclusion of velocity bias.

We can determine what halo masses our velocity bias constraints
are most sensitive. We start from the best-fitting model and turn
off the central or satellite velocity bias for galaxies in haloes above
a given mass threshold. The value of x? increases substantially
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in the mass range of log M =13-13.6 for central velocity bias and
log M =13.6-14 for satellite velocity bias. As an estimate, we adopt
logM = 13.3 (log M =13.8) as the representative mass of haloes
for which the central (satellite) velocity bias is most sensitive, cor-
responding to the peak of the distribution of host halo mass for
central (satellite) galaxies (Guo et al. 2014a). At z ~ 0.5, the 1D
velocity dispersion of dark matter in log M = 13.3 and 13.8 haloes
is ~315 and 462 km s~!, respectively. Therefore, for the SO model,
the best-fitting central velocity bias («. = 0.22) corresponds to a
velocity dispersion of 69 km s~!, and that for satellites (o, = 0.86)
is 397 kms~!.

Finally, we emphasize that the central velocity bias is defined
with respect to the halo core, defined by the inner 25 per cent of par-
ticles around the potential minimum. Our result shows that central
galaxies have an additional motion relative to the halo core. The re-
sult can also be cast into the relative motion between the galaxy and
the whole halo (i.e. the halo centre-of-mass velocity). From the sim-
ulation, we find that the velocity dispersion between the halo core
and centre of mass is Ocore—em = eore—em0y ~ 0.1580,. The con-
version to velocity bias parameters &. and &g in the centre-of-mass

o 5202 — 0262 4 o2
fr:lmze canzbezz done by2 noticing that & o, = ajo; + 0., and
G 0y = 050, ore F Oore—cms Where op_core is the velocity disper-

sion of particles in the frame of the core and it takes the value

2 12 2 : ~2 2 2

Op_core = (I — e oy That is, we have &; = of + o .,
~2 2 2 2 o

and & = aJ(l — o o) + 05 m- Plugging in the numbers,

we infer that with respect to the centre of mass, the central and
satellite velocity bias parameters are 0.27700: and 0.8670.0% (for
the SO model) and 0.283:03 and 0.70709% (for the FOF model),
respectively.

3.2 Tests of the modelling results

In this subsection, we perform several investigations to better un-
derstand the nature of the velocity bias constraints and to test the
robustness of the results. We first consider the effects from changing
the data, including using different combinations of the clustering
measurements, removing the small-scale data points, using a fibre-
collision-free sample, and dependence of the velocity bias on galaxy
luminosity. We then examine variations in the model, focusing on
different changes in the HOD parametrization and the effect of
varying the spatial distribution of satellites inside haloes. Finally,
we present a brief discussion on the dependence on cosmology.

In view of the bridging effect for FOF haloes, we regard the results
from the SO model as more reliable, and hereafter focus our efforts
on models based on SO haloes. We wish to emphasize, however,
that in both the SO and FOF models we define the halo centre as the
position of potential minimum. The consistency between the central
velocity bias constraints from the two models (Fig. 5) implies that as
long as the positions of potential minimum are adopted as centres,
the results on the central velocity bias are insensitive to the exact
definition of haloes.

Constraints from various combinations of the measurements. Our
main results in the previous subsection are based upon jointly mod-
elling the projected 2PCF and three redshift-space 2PCF multipole
moments, w,, &9, §2, and £4. We now explore the constraints on
velocity bias using different combinations of the measurements,
shown in Fig. 7 as contours with different colours. Using only the
monopole and quadrupole (&, + &,) leads to weaker constraints on
the galaxy velocity bias. Adding the hexadecapole (§¢ + &, + &4)
provides much tighter constraints, consistent with the recent re-
sult of Hikage (2014). The reason for the improvement is that the
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Figure 7. Velocity bias constraints from modelling different combinations
of the four measurements of w), &9, &2 and &4. The results from our fiducial
model are shown as the solid contours, while those from other combinations
are shown as the dotted contours of different colours.

hexadecapole &4 is more sensitive to small angular variations in the
2PCF, picking up finer features in the FOG than & and &, alone.
Including w, provides even stronger constraints on the velocity
bias (the w, + &¢ + &, and w, + &o + &> + &4 cases). On linear
scales, the redshift-space 2PCF (hence w),) is fully determined by
&y, &5, and &, (Kaiser 1987; Hamilton 1992). However, on non-
linear scales, especially in the FOG regime, higher order multipoles
(I > 4) exist. The small-scale w), therefore encodes some additional
information about the higher order moments. The inclusion of w),
tightens the constraints on the velocity bias, mainly by excluding
certain regions in the parameter space spanned by the parameters
in the mean occupation functions. The best-fitting o from fitting
&0 + &, + &4 is significantly smaller than the one with w), included,
because the small-scale shape of w), is still sensitive to the satel-
lite velocity bias, especially for CMASS galaxies in these massive
haloes.

Constraints from removing small-scale data points. In our main
analysis, the smallest scale measured is 0.13/47' Mpc (in 7, or
s). At z ~ 0.5, the fibre-collision scale (the physical separation
corresponding to the angular fibre-collision constraint) is about
0.4 h~! Mpc. We apply the method developed by Guo et al. (2012) to
account for the fibre collisions in both projected and redshift spaces.
This technique is shown to be accurate and unbiased in Guo et al.
(2012) and in Appendix A of this paper. Nevertheless, to ensure
that the results are not affected by any remaining small-scale sys-
tematics in the fibre-collision correction and to obtain a sense of the
constraining power of the small-scale measurements, we repeat our
analysis when removing the data points with r, < 0.5~ Mpc and
s < 0.5h~!' Mpc. Fig. 8 shows the constraints when keeping only
the >0.5 A~! Mpc data points. The constraint on the central veloc-
ity bias is not significantly affected, since it is produced mainly
from scales larger than ~1h~! Mpc (contributed mostly by two-
halo central—central pairs). The satellite velocity bias is slightly less
constrained and shifts towards somewhat lower values, reflecting
the fact that it arises mainly from the FOG regime (through the con-
tribution from one-halo central-satellite pairs). Overall, removing
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Figure 8. Velocity bias constraints when removing the small-scale
(<0.5h7! Mpc) measurements (dotted red contours) and when using the
collision-free sample (dotted blue contours), compared to those from the
fiducial model (solid black contours).

the small-scale points does not lead to any substantial change in the
velocity bias constraints.

Constraints from a sample constructed by complete sectors. As
a further check for any possible effect of the fibre-collision correc-
tion, we model the clustering measurement for a sample of galaxies
free of fibre collision. We construct the sample in the BOSS DR11
from the (non-contiguous) set of all complete sectors, where there
are no collided galaxies. The same selection criteria (e.g. luminosity
threshold and redshift range) as our main sample are applied. The to-
tal effective area (and hence volume) of the complete sectors sample
is about a quarter of that of our fiducial sample. The modelling result
for this fibre-collision-free sample from complete sectors is shown
as the dotted blue contours in Fig. 8. Although the uncertainties
become larger, the velocity bias constraints are still consistent with
those from the main sample. The test implies that our fibre-collision
correction method works well, and our constraints on velocity bias
are not an artefact of inaccurate fibre-collision corrections.

Dependence of the velocity bias on galaxy luminosity. In this
paper, we focus our modelling effort on the volume-limited,
luminosity-threshold sample with M; < —21.6. We also con-
struct volume-limited sample with higher luminosity thresholds,
M; < —21.8 and M; < —22.0, in the same redshift range of
0.48 < z < 0.55 (Guo et al. 2014a). The modelling results for
these brighter, but lower number density, galaxy samples are shown
in Fig. 9. The constraints on velocity bias are not as strong as the
ones from the M; < —21.6 sample, but are generally consistent with
them. In our velocity bias parametrization, we do not introduce any
dependence on halo mass. From the above test, no strong depen-
dence of the velocity bias on galaxy luminosity is found. Therefore,
with the CMASS sample, in the luminosity range considered, we do
not expect a strong dependence of the velocity bias on halo mass,
and our choice of the velocity bias parametrization appears to be
justified. The test also demonstrates that the velocity bias inferred
from the M; < —21.6 sample is unlikely caused by some peculiarity
in the sample (e.g. from sample variance).

Constraints from variations in the HOD parametrization. In our
HOD parametrization, we adopt the commonly used five-parameter
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Figure 9. Luminosity dependence of the velocity bias. Velocity bias
constraints from galaxy samples with different luminosity thresholds,
M; < —21.6 (fiducial model), M; < 21.8, and M; < —22.0, all at
0.48 <z <0.55.

form for the mean occupation functions [see equations (7) and (8)].
While such a parametrization is sufficient to describe a luminosity-
threshold sample (Zheng et al. 2005, 2007; Zehavi et al. 2011),
to test whether the velocity bias constraints are affected by a too
restrictive form of the mean occupation functions, we also perform
modelling by varying the HOD parametrization.

For the central velocity bias, one may wonder whether it is in fact
caused by the motion of satellites in haloes whose central galaxies
fall out of the sample selection. The situation could occur if the
central galaxy is not the brightest galaxy in a halo and its luminosity
falls short of the threshold for the sample, or if the photometric
error causes the central galaxy scatter out of the sample (e.g. Reid
et al. 2014). It is possible that in our sample, there might be some
satellite galaxies that are the single occupant of their parent haloes.
To test this scenario, we modify the correlation between central and
satellite galaxies and the mean occupation functions, and present the
results in Fig. 10. In our fiducial model, when computing one-halo
central—satellite pairs, we assume that no satellite can be brighter
than the central galaxy in a halo, i.e. satellites can only occupy
haloes where there are central galaxies. We first relax the assumption
of the dependence between central and satellite occupations by
setting (NeenNsat) = (Neen) (Nsar) (€.2. Zheng et al. 2005; Guo et al.
2014a). This approach leads to only a slight shift in the central
velocity bias (blue dotted contours in Fig. 10). We further remove
the modification to the satellite occupation function from the central
satellite occupation profile in equation (8), and the result is similar
to the above case (green dotted contours).

To explicitly address the possibility that some haloes do not have
central galaxies satisfying the sample selection, we consider a case
where (N..,) at the high-mass end approaches f,, instead of unity
[i.e. the right-hand side of equation (7) is multiplied by f,]. The best-
fitting model has f, = 0.46 with x?> = 44, i.e. the model can even
accommodate losing about half of the central galaxies; However,
the constraints on the central and satellite velocity bias change only
slightly (dotted magenta contours in Fig. 10).

Finally, we introduce a more flexible HOD parametrization. The
free parameter 7 is added in the mean central occupation function,
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Figure 10. Velocity bias constraints with different variations or more flexi-
bilities of the HOD model (see the text for details). The constraints resulting
from the various HOD models are shown as the dotted contours with differ-
ent colours, while those from the fiducial model are represented by the solid
contours.

changing the curvature of (N.,(M)) in equation (7) by using the
form {[1 + erf()]/2}". We further add the free parameter d/dlog M
to the mean satellite occupation function, i.e. we introduce a running
in the power-law index of Ny, (M) in equation (8). With this nine-
parameter model (seven for the mean occupation functions and two
for velocity bias), the constraints on the two velocity bias parameters
again only slightly change, as shown by the dotted-red contours in
Fig. 10.

The tests show that satellite galaxies in haloes with no central
galaxies cannot play the role of producing the detected central ve-
locity bias. This result is easy to understand — the satellite fraction
of the sample is small, only about 7 percent overall. Limited to
the halo mass range that the central velocity bias is sensitive to
(logM = 13-13.6; see Section 3.1), the contribution from satel-
lites is almost negligible. The tests also demonstrate that our fidu-
cial HOD parametrization is not too restrictive. Adding additional
flexibility to the parametrization does not significantly change the
results. The existence of the velocity bias is therefore not an arte-
fact caused by the assumed HOD parametrization. Effect of varying
the spatial distribution of satellites inside haloes. In our fiducial
model, we use the positions of random dark matter particles inside
haloes to represent satellite galaxies. We then modify the particle
velocities according to the value of satellite velocity bias parameter
a,. In principle, for a steady state system, a change in the velocity
distribution is followed by a change in the spatial distribution (e.g.
van den Bosch et al. 2005). Building a fully self-consistent model
is computationally expensive. Here, instead, we investigate the ef-
fect of changes in the satellites spatial distribution on the velocity
bias obtained. We consider two extreme cases of the satellite num-
ber density distribution profile ng,(r): one much shallower than the
dark matter distribution and the other much steeper,

shallower : nszlt(r) X pm(r)(r/Rvir)Ojv (12)

steeper : Nt (r) o€ (P + 0.1R i, /1), (13)
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Figure 11. Velocity bias constraints for steeper and shallower halo profiles of satellite galaxies (see the text). Left-hand panel: comparison of the constraints
with different satellites spatial distribution profiles. Right-hand panel: an example of the different satellite spatial distribution profiles inside haloes of
~10 p~1 M. The displayed profiles are normalized to have the same value at the virial radius Ryjr for comparison.

where p,,(r) is the dark matter distribution profile, and R,; is the
virial radius of the dark matter halo. Satellites are assigned to
the dark matter particles according to the corresponding ratios of
nsae(r)/ pm(r). The shallower and steeper profiles, together with the
fiducial one, are shown in the right-hand panel of Fig. 11 for haloes
of ~10"h~' M@, and are normalized to have the same value at
Ry

The resulting model constraints on o, and o are presented in
the left-hand panel of Fig. 11. The shallower satellite distribution
profile leads to a significantly larger o, while the steeper profile
leads to a somewhat smaller value of «s. This behaviour is expected
—lower velocity dispersions are needed to compensate the enhance-
ment in the small-scale FOG effect caused by a steeper satellite
profile, and vice versa. The constraint on the central velocity bias
o., however, only shows a small increase, even with the extreme
changes in the satellite profile. The best-fitting x 2 for the steeper and
shallower profiles are 69.5 and 72.7, respectively, larger than that
of our fiducial model (55.9). Furthermore, realistic galaxy distribu-
tions are unlikely to have such extreme profiles. The dark matter
density profile in our fiducial model can be well characterized by
the Navarro—Frenk—White (NFW) profile (Navarro, Frenk & White
1997). The NFW profile does provide a reasonably good description
of the satellite galaxy distribution for CMASS galaxies (Guo et al.
2014a). A stacking analysis with SDSS galaxy groups and clusters
shows that massive galaxies may have slightly shallower profiles
than the NFW profile (Wang et al. 2014), but the largest deviation
at r ~ 0.1R,;; is only ~13 per cent, much smaller than those from
our two extreme cases. Thus, we expect that more realistic changes
in the satellite distribution profile will lead to . and a constraints
similar to these of our fiducial model (the solid contours in Fig. 11).

For a model with self-consistent satellite velocity and spatial dis-
tributions, we would, in general, obtain radius-dependent velocity
bias (under simplifying assumptions such as steady state, general-
ized NFW profile, and spherical symmetry; e.g. van den Bosch et al.
2005). We would then obtain self-consistent velocity bias contours
(with radially averaged satellite velocity bias). Even in the absence
of such amodel, our results demonstrate that satellite velocity bias is
needed if we assume that they follow the spatial distribution of dark
matter inside haloes. Or, conversely, if there is no satellite velocity
bias, their spatial distribution must differ from that of matter. This
result implies that the velocity and spatial distributions of satellites
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cannot both be unbiased (which is a 1.9¢ result from our analysis),
which may be a more appropriate statement of the results of the
satellite velocity bias. On the other hand, our test shows that the
central velocity bias is robust, and cannot be mitigated by varying
the distribution of satellites.

Dependence on cosmology. Our model is based on the MultiDark
simulation, which has (2, o) = (0.27, 0.82). These cosmological
parameters are consistent with the values determined by combina-
tions of various data sets (e.g. Anderson et al. 2013). Nonetheless, it
is important to consider whether the inferred velocity bias depends
on the cosmology assumed (i.e. whether a more accurate cosmo-
logical model, within the range allowed by current constraints, can
mitigate our detection of velocity bias). It would also be useful to
know how the velocity bias constraints depend on cosmology, or
how the small-scale redshift clustering may tighten cosmological
constraints (e.g. Tinker et al. 2006; Tinker 2007). We present some
simplified estimates of this here.

The velocity bias impacts the quadrupole on scales of a few
Mpc (see Fig. 3) and the central velocity bias is mainly for haloes
of a few times 10'3 h~! Mg (see Section 3.1). For a simple esti-
mate, we consider the two-halo central-central term of the redshift
2PCF on scales of ~5h~! Mpc. If the central velocity bias effect in
our fiducial cosmological model (Cosmologygg) were to be fully
accounted for by another cosmological model (Cosmologypew),
it would require the 1D halo-halo velocity dispersion oy, in
the new cosmology to absorb the joint effect of halo—halo ve-
locity dispersion and the velocity dispersion of central galaxies
(a.01p With op the velocity dispersion inside haloes) in the fidu-
cial model. In this case, we would have thh(M |Cosmologyey) =
o2,(M|Cosmologyga) + o202, (M|Cosmologygg) at z ~ 0.5. With
the appropriate scaling of oy, and o ;p with cosmology and halo
mass (e.g. Zheng et al. 2002; Tinker et al. 2006), we find that the re-
quired change in €2, would be substantial, from 0.27 to 0.345. Our
estimate is based on a single mass and a single scale, but nonetheless
provides a sense of the required change. For all the measurements
with spatial clustering encoding dynamical information, it is un-
likely that the HOD (including the velocity bias) and cosmology will
be degenerate at this level (Zheng & Weinberg 2007). A preliminary
test with a cosmological model with €2,,, = 0.315 (consistent with
the constraints from Planck; Planck Collaboration 2013) shows that
the best-fitting . and o values decrease by only about 10 per cent.
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We conclude that our velocity bias constraints are robust against
reasonable changes in cosmology.

The various tests presented in this subsection suggest that our
inference of the galaxy velocity bias parameters is robust, especially
for the central galaxies.

4 DISCUSSION AND IMPLICATIONS

By modelling the projected 2PCF and the redshift-space 2PCF mul-
tipoles of a well-defined, volume-limited sample of CMASS BOSS
galaxies, we find that massive central galaxies are not at rest with
respect to the halo core (defined by the inner 25 per cent of particles
around the position of potential minimum), while massive satellite
galaxies appear to be ‘cooler’ than the dark matter particles inside
haloes. Note that the central velocity bias is defined with respect to
the halo core, which can also be cast relative to the halo centre of
mass.

What could lead to such a difference in the velocity distribution
between galaxies and dark matter? The difference clearly implies
that the galaxies and their host halo are not mutually relaxed (e.g.
van den Bosch et al. 2005). Haloes evolve by continuously accreting
matter or merging, and naturally we expect that the outer part of
the halo is not well relaxed. In the inner (core) region, however, the
halo is not completely relaxed either, as implied by the fact that the
mean velocity of dark matter particles around the centre depends
on radius (e.g. Behroozi et al. 2013; Reid et al. 2014). Compared
to dark matter particles, galaxies experience additional processes,
like dynamical friction, tidal disruption, and mergers. Dynamical
friction can slow down the motion of satellite galaxies inside haloes,
and the effect is stronger for more massive satellites (Chandrasekhar
1942; Binney & Tremaine 2008). Satellites with eccentric orbits are
more likely to be tidally stripped or disrupted during the pericentre
passage. The central galaxy in a halo can be disturbed by a satellite
merger. All these processes can contribute to differences in the dark
matter and galaxy velocity distributions.

Yoshikawa et al. (2003) study the velocity distribution of central
and satellite galaxies, based on a smoothed particle hydrodynamics
(SPH) simulation. Converting the velocity distributions to velocity
bias parameters consistent with our definitions (e.g. velocity dis-
persion ratio between central/satellite galaxies and dark matter),
the results in their fig. 1 0 imply o, ~ 0.3 and o ~ 0.8 (for the
brightest satellite). In the halo mass range to which our inferred
satellite velocity bias is sensitive, we expect on average < 1 satel-
lite in a halo, so our satellite velocity bias is effectively determined
by the most luminous satellites. Berlind et al. (2003) also investigate
the velocity distributions with a SPH galaxy formation simulation;
they found o, ~ 0.2 and oy ~ 0.9 (but for all satellites, not the
most luminous ones) in haloes of mass log M =13-14. Wu et al.
(2013) investigate velocity bias of satellite galaxies in galaxy clus-
ters using N-body and hydrodynamical simulations. In the N-body
simulations, subhaloes are rank-ordered according to circular ve-
locity to serve as galaxy tracers. They report that the most luminous
satellites are cooler than dark matter particles, and the results do
not depend strongly on redshift and halo mass. They also found that
the satellite velocity bias depends on galaxy mass or luminosity,
which can significantly impact results based upon using satellite
kinematics for cluster mass estimates (e.g. Goto 2005; Old, Gray &
Pearce 2013). A simple extrapolation of the results in figs 1 and 2
of Wu et al. (2013) yields a satellite velocity bias of around 0.7 for
the most luminous satellites. All the above conclusions should be
compared to our FOF results (cast relative to the centre of mass) to
be consistent with the halo and velocity definitions in these papers.
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Overall, the values of velocity bias of central/satellite galaxies we
infer from galaxy clustering in this work are at the level expected
by galaxy formation theory.

van den Bosch et al. (2005) investigated the motion of central
galaxies with respect to the mean motion of satellites by comparing
galaxy groups in the Two-Degree Field Galaxy Redshift Survey
(Colless 1999) and in the SDSS with those in mock catalogues.
Note that the mean motion of satellites is a proxy of the halo centre-
of-mass velocity (modulated by the satellite spatial and velocity
bias). They infer a central velocity bias in the range of 0.2-0.6 for
galaxies in massive groups and clusters (not corrected for possible
satellite velocity bias). A similar analysis by Skibba et al. (2011)
concludes that a central velocity bias < 0.2 is consistent with the data
of SDSS galaxy groups. Our inferred central velocity bias (relative
to the centre of mass) is broadly consistent with the values derived
from group catalogues. Using the mean motion of satellites as a
proxy of the halo centre-of-mass velocity, Lauer et al. (2014) find a
central velocity bias for brightest cluster galaxies in Abell clusters
to be around 0.55. This is much larger than our value, but we note
that the haloes (above 10'* h~' M) are much more massive than
the ones relevant to our results (~2 x 103 ! Mg).

The existence of velocity bias of central galaxies means that they
are not at rest with respect to halo cores defined by 25 per cent
of inner particles around the position of halo potential minimum.
An immediate implication is that the central galaxy is not always
at the centre of its host halo core, but rather it oscillates around
the centre, leading to a spatial offset from the centre. The offset
Teen €an be roughly estimated by assuming that the central galaxy
moves on a circular orbit at this radius with velocity v, in an NFW
halo potential. For a set of randomly oriented circular orbits, the
1D velocity dispersion iS 0, = vc(Fcen)/ V3. Toa good approxima-
tion the 1D velocity dispersion of dark matter in a halo with NFW
profile is o, = vC(Rv;r)/\/E. By setting 0. = a.0,, we find that
Teen 2= 3[In(1 +¢)/c — 1/(1 + c)]aczrs, where r; = Ryi/c is the
scale radius and ¢ the concentration parameter of the dark mat-
ter halo. For o, ~ 0.2 and the mass range relevant to our constraints
(logM =13-13.6), we find that r.., is about 2.2 percent of r; or
0.4 per cent of R,;, which is quite close to that found from assum-
ing a parametrized distribution of central galaxy positions (e.g. van
den Bosch et al. 2005). This offset translates to a mean projected
radius of ~0.3 per cent of R, or ~1-3h~! kpc in the above mass
range. This offset is much smaller than the smallest scale of our data
points, and there is virtually no effect on the results by completely
neglecting it in our model. It is also clear that the effect of off-centre
central galaxies is much easier to detect in velocity space rather than
in real space (van den Bosch, Yang & Mo 2003).

In the above scenario, the motion of the central galaxy may
just reflect that of the potential minimum (with the core itself not
relaxed). However, given the expected different evolution histories
of dark matter and baryons, it is likely that the central galaxy is
not at rest with respect to the potential minimum position, and we
expect that the two have an offset at a level similar to our above
estimate. Such an offset between central galaxies and halo potential
minimum (or most bound dark matter particles) at the above level is
indeed seen in SPH galaxy formation simulations (e.g. Berlind et al.
2003). Observationally, detecting such an offset is not straightfor-
ward, because we need an appropriate way to probe the potential
minimum. Offsets between X-ray or Sunyaev—Zel’dovich (SZ) ef-
fect peaks/centroids and the brightest central galaxies (BCGs) in
galaxy clusters are observed, usually at the level of 10 kpc or larger
(e.g. Ascaso et al. 2011; Mann & Ebeling 2012; Song et al. 2012;
von der Linden et al. 2014). However, hot gas distribution from
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X-ray and SZ effect does not necessarily follow the gravitational
potential closely given its collisional nature (with, e.g., the bullet
cluster as an extreme example; Clowe et al. 2006). Density peaks
or centroids from gravitational lensing may be a better probe of
the potential. Offsets between X-ray and lensing centres are in fact
observed at a level of tens of kpc (e.g. Allen 1998; Shan et al. 2010;
George et al. 2012). George et al. (2012) infer an offset around
20 4~ kpc between BCGs and lensing centres. Based on a strong
lensing mass-modelling technique, Zitrin et al. (2012) characterize
the offset between BCGs and dark matter projected centre in SDSS
clusters and infer a median offset about 30 A~ kpc for z ~ 0.5
clusters. The offsets are larger than our simple estimate based on
velocity bias. Although our estimate is not sophisticated, it is more
likely that the difference reflects the difference between lensing
peaks and lensing centroid and our lower halo mass scales.

The motion of central galaxies relative to the halo cores and the
likely offsets have many important implications. The effect should
be taken into account in lensing studies of galaxy groups and clusters
for accurately mapping out the dark matter density profile (e.g.
George et al. 2012). The offset between the central galaxy and the
core mass distribution can contribute to the external shear needed in
modelling strong lensing systems (e.g. Keeton, Kochanek & Seljak
1997; Wong et al. 2011; Gavazzi et al. 2012). Their relative motion
and offset can cause continuous tidal interactions, which might heat
the galaxy, cause instabilities, and disturb the galaxy’s morphology
(e.g. van den Bosch et al. 2005). If we boldly extrapolate the likely
offset between central galaxy and potential minimum to Milky Way
and lower mass haloes, such an effect needs to be considered when
searching for dark matter annihilation signals (see e.g. Kuhlen et al.
2013, for such an offset found in simulations of Milky Way-like
galaxies).

Finally, the velocity bias can also impact the use of redshift-
space clustering to constrain cosmology and gravity. In particular,
redshift-space distortions (RSD) are a sensitive probe of fog (e.g.
Guzzo et al. 2008; Percival & White 2009; Reid et al. 2012, 2014
Samushia et al. 2013), where f = dln D/dIn a is the growth rate (the
fractional change of the growth factor D with respect to that of the
scalefactor a). Neglecting the central and satellite velocity bias in
modelling the redshift-space 2PCFs, especially when data points
in the translinear or non-linear scales are included, can introduce
potential systematic errors in the fo g constraints (e.g. Wu & Huterer
2013). The commonly adopted FOG model with different forms of
damping functions may partly account for the velocity bias effect,
but residual systematic errors at the per cent level are still expected
(de la Torre & Guzzo 2012), which will be important for pristine
measurements with future large surveys.

5 CONCLUSION

In this paper, we measure and perform HOD modelling of the small-
to intermediate-scale projected 2PCF and redshift-space 2PCF for
a volume-limited, luminosity-threshold sample of z ~ 0.5 CMASS
galaxies in SDSS-III BOSS. Built on the MultiDark simulation,
our model is equivalent to populating haloes in the simulation with
galaxies. Besides the usual HOD parameters for the mean occupa-
tion function, we also introduce two additional velocity bias param-
eters to characterize the galaxy velocity distribution relative to that
of the dark matter. The redshift-space clustering data require differ-
ences between the velocity distributions of galaxies and dark matter
inside haloes, and the constraints arise mainly from the one-halo
FOG feature and small-scale two-halo clustering.

MNRAS 446, 578-594 (2015)

Our joint fitting of the projected and redshift-space 2PCFs reveals
that the central galaxies (in haloes of a few times 10" h™' M@
haloes) move with respect to the halo cores (defined as the in-
ner 25 per cent particles around the halo potential minimum; see
Appendix B for a discussion on the dependence of the velocity bias
on the definition of halo cores). It implies that the central galaxy
and the halo core are not mutually relaxed. In the rest frame of the
core, the velocity dispersion of central galaxies is o, = 0.2270:93
times that of dark matter particles inside haloes (with the SO halo
model), i.e. the specific kinetic energy of central galaxies is about
4.5 per cent that of dark matter particles. Since halo cores are not
at rest with respect to the centre of mass of haloes, this becomes
@ = 0.277093 when cast in the centre-of-mass frame of haloes.
The motion implies a typical offset between the central galaxy and
the core centre at the level of <1 percent of the virial radius. The
results appear robust to numerous consistency checks.

The satellite galaxies (roughly the most luminous ones in
~10" h~! My haloes) are cooler than the dark matter particles,
with velocity dispersions about o, = 0.867 )05 times those of the
dark matter particles, or ~79 per cent in terms of specific kinetic
energy. Given the connection between kinematics and spatial distri-
bution, a more appropriate statement of the satellite velocity bias re-
sults is that the velocity and spatial distributions of satellite galaxies
cannot both be unbiased (at a level of 1.90). We do not find evidence
for strong luminosity dependence of the velocity bias parameters.

The measured galaxy velocity bias is in broad agreement with
predictions from galaxy formation simulations. The existence of
galaxy velocity bias is related to the evolution of galaxies inside
haloes, encoding information like dynamical friction, tidal strip-
ping and disruption, and mergers. It has important implications
for a variety of applications related to galaxy formation and cos-
mology. Redshift-space higher order clustering statistics, e.g. the
three-point correlation functions, can help tighten the constraints
on galaxy velocity bias (Guo et al. 2014b). The investigation in this
paper focuses on z ~ 0.5 massive galaxies. We plan to extend the
work to galaxies of different types at different redshifts, to study the
dependence of velocity bias on the properties of galaxies and its evo-
lution. This will provide more insight about its origin and potential
implications.
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APPENDIX A: TEST OF FIBRE-COLLISION
CORRECTION METHOD WITH BOSS
ANCILLARY DATA

One of the BOSS ancillary programmes has targeted all the fibre-
collided galaxies over a designated region of the survey, providing
a fibre-collision-free sample of galaxies. Despite the small area of
this ancillary sample and the smaller occurrence of fibre collisions
(2.1 per cent of the galaxies versus ~7 per cent in the whole CMASS
sample), it still provides an opportunity to test fibre-collision cor-
rection methods with observational data. Here we test the method of
Guo et al. (2012), which is used in this paper. The method divides a
source galaxy sample into two distinct populations, one free of fibre
collisions and the other consisting of potentially collided galaxies.

The total clustering signal is the appropriate combination of the
contributions from these two populations, where the contribution of
the collided population is estimated from the resolved galaxies in
tile-overlap regions (see details in Guo et al. 2012).

Fig. Al shows the true measurements of the projected 2PCF
w,(r,) and the three multipole moments for the collision-free an-
cillary sample, compared to those recovered from the fibre-collided
sample using the correction method of Guo et al. (2012). It is evi-
dent that within the error bars the fibre-collision method correctly
recovers all the measurements in projected and redshift space in the
ancillary sample. Farther tests relating to the robustness of our re-
sults to the fibre-collision correction were presented in Section 3.2.

APPENDIX B: MODELLING RESULTS FOR
THE FULL CMASS SAMPLE

The full CMASS DRI11 sample in the redshift range of
0.43 < z < 0.7 covers a larger volume and is significantly larger
than the volume-limited sample we utilize in this paper, and it has
been used to constrain the cosmological parameters to 2 per cent
level by measuring the baryon acoustic oscillation feature (Ander-
son et al. 2013). The complex sample definition of the full sample,
however, makes it non-trivial to be modelled by the simple HOD
form. Nonetheless, we can still treat the 2PCF measurements as
arising from an ‘average’ sample at the median redshift and per-
form the HOD modelling. Given the importance of the full sample
for cosmological constraints, in this appendix we present the SO
halo modelling results of the full sample, including its constraints
on velocity bias. Fig. B1 shows the 3D 2PCF &(r,, r) for the full
sample. Compared to the volume-limited M; < —21.6 sample in
Fig. 2, the full sample has a slightly weaker FOG effect. This is a
reflection of the fact that the full sample includes galaxies of lower
luminosity and bluer colour, both of which have slower motions in
haloes, leading to a weaker FOG feature. On large scales, the full
sample has a stronger Kaiser effect, which can also be attributed to
the inclusion of galaxies of lower luminosity and bluer colour, that
have lower galaxy bias factors.

We present in Fig. B2 and Table B1 the modelling results for the
full sample in the redshift range of 0.43 < z < 0.7. The larger vol-
ume (3.4 h~3 Gpc?) leads to tighter constraints on the velocity bias
parameters, as shown by the solid black contours in the bottom-right

[ T T IIIIIII T T IIIIIII T T I_

1000 =

—~ £ 3

o - -

a. L i
=

n 100 =

G : :

~ r 4

-y L ]
X

3‘:‘ 10 E__ with collision correction _E

[ o True ]

1 1 1 IIIIIII 1 1 IIIIIII 1

0.1 1 10
-1
r, (h-'Mpc)

- T T ||||||| T T ||||||| T T 1]
o 200 [ -
2. [ 52,4100 i
B §ot ]
-TE 100 C .
& C )
W or .
\?‘- I ]
Y L i
Wo - -
“_100 |- .
* - ]
m - -
_200 C 1 1 ||||||I 1 1 ||||||I 1 1 I_

0.1 1 10

s (h-'Mpc)

Figure A1. Comparison between the true 2PCF measurements of the fibre-collision-free ancillary sample and those recovered from the fibre-collided sample
by applying our fibre-collision correction method.
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Table B1. HOD parameters and satellite fraction
derived for the full CMASS sample.

Parameters SO halo model  FOF halo model
x?2/dof 68.14/50 71.26/50
10g Minin 13.4310:08 13.427007
Tlozh 075554 076054
log Mo 13.54750° 13.6370%2
log M| 14.08791) 14.007933
@ 0.89%03 120038
% 027755 02957
o 0.815058 0.64%554
Frat(per cent) 5.997035 5.92104

The mean number density of the full sample 7i(z) in
043 <z <0.7is2.17 x 107* 13 Mpc 3.

panel of Fig. B2. Compared to the volume-limited M; < —21.6 sam-
ple, the velocity bias constraints tend to shift to slightly higher o,
and lower «, but are still consistent with those from the M; < —21.6
sample.

To investigate the robustness of the constraints of velocity bias in
the full sample, we present the results of two additional tests in the
bottom-right panel of Fig. B2. One assumes a higher number den-
sity of the full sample, 7i(z) = 4.1 x 10~* h> Mpc =, as suggested
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Figure B2. Measurements of the projected 2PCF and redshift-space 2PCF multipole moments and the HOD modelling results for the full CMASS sample.
Top panels: similar to Fig. 3, but for the full sample with the SO halo model. Bottom-left panel: similar to Fig. 4, but for the full sample. Bottom-right panel:
constraints on the galaxy velocity bias parameters for the full sample and robustness tests (see the text for details).
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by Reid et al. (2014), i.e. the observed full sample is regarded as a
random subsample of a larger ‘parent’ sample. This test is nearly
equivalent to the case of keeping the original number density but
setting a less-than-unity asymptotic value of the high-mass end cen-
tral occupation function, as done with our volume-limited sample
(Section 3.2). The results are also similar, leading only to a slight
shift in the central velocity bias (dotted red contours).

The other test is to constrain the velocity bias using the full
sample limited to the ‘complete-sector sample’ that is free of fibre
collisions. The results here are also similar to those of the analogous
test done with the volume-limited sample (Section 3.2); we do not
find substantial changes in the velocity bias constraints (dotted blue
contours).

Recently, Reid et al. (2014) performed modelling of the small- to
intermediate-scale anisotropic clustering measurement for the full
sample of CMASS DR10 galaxies to constrain fog. They model
modified monopole and quadrupole moments, which effectively
remove pairs in the FOG regime and thus slightly weaken the
constraining power on the velocity bias compared to our mod-
elling. In their one case with velocity bias constraints, they infer
a. = 0.06 £ 0.05, consistent with no central velocity bias. Most
of the discrepancy with our results can be accounted for by the use
of different reference frames to define the velocity bias. While we
use the inner 25 per cent particles around the potential minimum

MNRAS 446, 578-594 (2015)

to define the core, they use the inner 3.75 per cent particles. There
is a relative motion between the cores defined in these two ways
(Behroozi et al. 2013; Reid et al. 2014). Accounting for this, we
find that the two results for the central galaxy velocity bias are fully
consistent. In other words, in a common frame, the centre-of-mass
frame of haloes, both become o ~ 0.31.

The choice of the inner 3.75 per cent of particles in Reid et al.
(2014) (about 6 percent of R,i;) may serve as a guess for using
dark matter structures (in dark matter only simulations) to represent
central galaxies. However, realistically, the small central region is
likely affected by baryonic processes, which makes the connection
between dark matter only structures and galaxies less evident. For
our choice of 25 per cent of the particles (about 27 per cent of R.;),
the core is less sensitive to baryonic effects. Another advantage
of this choice is that such a core can be well identified even in
low-resolution simulations, which is useful for modelling galaxy
clustering in large redshift surveys (like BOSS and future exten-
sions). While, for simplicity, one can define the velocity bias in
the centre-of-mass frame of the haloes, defining a core component
provides more information on the relation between central galaxies
and the dark matter distribution.

This paper has been typeset from a TEX/I&TEX file prepared by the author.
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