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ABSTRACT	OF	THE	DISSERTATION	

	
Molecular	Mechanisms	and	Conservation	of	Pre-mRNA	Splicing	

	
	
By	
	

Maliheh	Movassat	
	

Doctor	of	Philosophy	in	Biomedical	Sciences	
	

	University	of	California,	Irvine,	2018	
	

Professor	Klemens	J.	Hertel,	Ph.D.,	Chair	
	
	
	

The	 eukaryotic	 genome	 is	 a	 large	 and	 complex	 network	 of	 molecules	 that	 work	

together	to	create	diversity	across	many	different	species.	Pre-mRNA	splicing	is	a	vital	step	

in	the	processing	of	RNA	into	functionally	diverse	proteins.	Splicing	has	a	vast	history	and	

understanding	the	combination	of	many	different	 factors	and	elements	 is	 fundamental	 to	

studying	gene	expression.		

Gene	evolution	and	the	evolutionary	pressures	that	encode	a	set	of	exonic	sequences	

maintain	efficient	pre-mRNA	splicing	and	ultimately	dictate	the	selection	of	amino	acids	that	

define	a	protein.	Exonic	 sequences	have	been	 regulated	 in	a	way	 to	demonstrate	 the	 co-

existence	 of	 coding	 and	 splicing	 pressures.	 Through	 the	 design	 of	 an	 exon	 conservation	

database,	 evolutionary	 conservation	 patterns	 were	 identified	 that	 influenced	 the	 final	

sequence	of	an	exon.	This	information	led	to	important	predictions	about	splicing	patterns	

in	 human	 disease.	 The	 database	 allowed	 for	 the	 identification	 of	 essential	 architectural	

parameters	of	the	human	genome.	In	addition,	analysis	of	nucleotide	variations	at	the	wobble	

position	identified	splice	altering	SNPs	and	how	these	SNPs	influenced	exon	inclusion.		



 xii 

Regulation	of	alternatively	spliced	exons	requires	a	coordinated	effort	by	many	cis	

and	trans-acting	factors.	Understanding	how	these	factors	work	together	is	important	for	the	

mechanism	 of	 alternative	 splicing	 regulation.	 SR	 proteins	 and	 hnRNPs	 have	 previously	

demonstrated	a	position-dependent	method	of	regulation.	It	was	shown	that	U1	snRNP,	at	

activating	 or	 repressive	 conditions,	 displayed	 dynamic	 changes	 in	 its	 compositional	

integrity.	This	demonstrated	that	U1	snRNP	integrity	is	therefore	modulated	by	the	presence	

of	position-dependent	interactions	with	splicing	regulatory	factors,	further	suggestive	of	U1	

snRNP	as	a	molecular	gatekeeper	for	splicing	initiation.					

Polyadenylation	is	a	fundamental	step	in	the	3’	end	processing	of	mRNA.	Alternative	

polyadenylation	 is	 another	 contributor	 to	 genomic	 diversity.	 The	 coordinated	 efforts	

between	splicing	and	polyadenylation	have	been	demonstrated	for	terminal	exons,	however,	

understanding	the	 influence	these	two	processes	have	on	upstream	exons	was	unknown.	

Genome-wide	 analyses	 allowed	 for	 the	 identification	 of	 an	 important	 role	 that	 a	

polyadenylation	 factor	 (CstF64)	has	on	alternative	 splicing.	 In	addition,	 the	 coupling	 that	

was	seen	between	alternative	polyadenylation	and	alternative	splicing	was	in	fact	limited	to	

terminal	exons.		
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CHAPTER	1	

	

Introduction	

	

Eukaryotic	 gene	 expression	 and	 proteomic	 diversity	 is	 dependent	 on	 the	 correct	

removal	of	introns	and	joining	of	exons	in	a	process	orchestrated	by	the	spliceosome	called	

splicing.	 The	 mechanisms	 that	 dictate	 splicing	 and	 their	 regulation	 are	 fundamentally	

important	in	the	study	of	gene	expression.	This	chapter	will	focus	on	examining	the	basic	

principles	that	control	splice	site	recognition,	the	interplay	between	a	myriad	of	factors	and	

sequence	 elements,	 the	 coupling	 between	 distinct	 stages	 of	 gene	 expression,	 and	 the	

contribution	of	evolution	in	guiding	the	generation	of	differentially	spliced	mRNA	isoforms.		

	
Pre-mRNA	Splicing	

The	 splicing	 of	 pre-mRNA	 involves	 the	 recognition	 of	 distinct	 sequence	 elements	

located	within	the	exon	and	intron	and	the	stepwise	assembly	of	components	of	the	major	

spliceosome	[1].	The	spliceosome	is	composed	of	five	uridine	rich	small	nuclear	ribonuclear	

proteins	 (UsnRNPs):	U1,	U2,	U4,	U5	and	U6	snRNPs,	 as	well	 as	other	non-snRNP	protein	

factors.	 Each	 of	 these	 snRNPs	 is	 comprised	 of	 a	 small	 stable	 RNA	 bound	 by	 protein	

components	 and	 other	 less	 stably	 associated	 splicing	 factors,	 for	 a	 total	 of	 over	 300	

spliceosome	associated	proteins	[2–4].		

The	first	step	in	spliceosomal	assembly	is	the	recognition	of	the	5’	and	3’	splice	sites	

(ss).	The	5’ss	or	the	splice	donor	site	is	defined	by	a	nine	nucleotide	(nt)	consensus	sequence,	

YAG/GURAGU	 (where	 Y	 is	 a	 pyrimidine,	 R	 is	 a	 purine,	 and	 “/”	 denotes	 the	 exon/intron	
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boundary	and	actual	splice	site)	to	which	U1snRNP	makes	direct	base	pairing	interactions.	

The	3’ss,	also	known	as	the	splice	acceptor	site,	is	located	at	the	intron/exon	junction.	It	is	

defined	by	 three	 sequence	 elements	 located	upstream	of	 the	 intron-exon	 junction.	These	

loosely	 defined	 sequence	 elements	 include	 the	 3’ss	 YAG/N	 sequence,	 the	 branchpoint	

sequence	(BPS)	with	a	consensus	sequence	of	YNYURAY	(where	Y	is	C	or	U	nucleotide),	and	

the	polypyrimidine	tract	(PPT)	which	varies	in	length	and	is	characterized	by	a	great	number	

of	pyrimidines	(C	or	U	nucleotides)	[5]	(Figure	1.1).	U2AF35	interacts	loosely	with	the	3’ss	

and	U2AF65	binds	the	PPT.	The	interaction	of	these	components	and	the	binding	of	U1snRNP	

to	the	5’ss	initiates	the	formation	of	E	complex	or	the	early	spliceosomal	complex	in	an	ATP	

independent	manner.	 Subsequent	ATP	dependent	 steps	 lead	 to	 the	 stabilization	of	 the	 E	

complex	 and	 the	 binding	 of	 the	 SF1	 protein	 component	 of	U2	 snRNP	 to	 the	 branchpoint	

sequence,	generating	the	A	complex.	Recruitment	and	rearrangement	of	the	U4/U5•U6	tri-

snRNP	 generates	 the	 pre-catalytic	 B	 complex.	 Structural	 rearrangements	 lead	 to	 the	

dissociation	of	U1	and	U4,	giving	rise	to	the	activated	B	complex.	Further	rearrangements	

lead	 to	 the	 C	 complex	 formation,	 through	 base	 pairing	 of	 U6	with	 U2	 and	 the	 5’ss.	 This	

permits	the	first	transesterification	reaction	to	occur,	whereby	the	5’ss	phosphate	is	attacked	

by	the	2’OH	of	the	branchpoint	adenosine,	resulting	in	ligation	of	the	5’	end	of	the	intron	to	

the	branchpoint	adenosine.	Subsequent	ATP	dependent	rearrangement	then	generates	the	

second	catalytic	 step	whereby	 the	3’OH	of	 the	5’	 exon	attaches	 to	 the	3’ss	 leading	 to	 the	

completion	 of	 exon	 ligation	 and	 excision	 of	 the	 lariat	 structure	 creating	 a	 final	 spliced	

product	[6]	(Figure	1.2).		
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Figure	1.1.	Splicing	Recognition	Sequence	Elements.		
Schematic	 of	 exon/intron	 (5’ss)	 and	 intron/exon	 (3’ss)	 junction	 and	 the	 associated	
necessary	sequence	elements	for	spliceosomal	recognition.	Y	refers	to	a	pyrimidine	(C	or	U	
nucleotide),	 R	 refers	 to	 a	 purine	 (A	 or	G	 nucleotide),	N	 refers	 to	 any	 nucleotide,	 and	 “/”	
denotes	a	junction.	Introns	are	represented	as	thick	black	lines	and	exons	as	boxes.			
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Figure	1.2.	Model	of	Spliceosome	Complex	Formation.	
Splicing	occurs	through	recruitment	of	many	splicing	factors	including	U1,	U2,	U4,	U5	and	
U6	snRNPs	assembling	in	a	stepwise	fashion	on	the	pre-mRNA.	Splicing	complex	formation	
occurs	in	the	order	of	E	->	A	->	B	->	C	to	generate	a	final	spliced	product.	Lariat	formation	is	
a	by-product	of	this	reaction.			
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Alternative	splicing	(AS)	is	a	process	that	generates	multiple	isoforms	from	a	single	

pre-mRNA	transcript.	AS	results	from	the	spliceosome’s	usage	of	different	combinations	of	

splice	sites	to	impart	an	even	greater	influence	on	gene	expression.	There	are	roughly	21,000	

human	protein	coding	genes	[7],	a	number	that	fluctuates	as	advances	in	understanding	the	

genome	are	made.	However,	over	90,000	unique	proteins	have	been	documented.	Given	the	

vast	number	of	proteins	and	the	 limited	number	of	genes,	proteomic	diversity	within	the	

human	genome	has	been	predicted	to	be	achieved	through	the	mechanism	of	AS.	It	is	known	

that	~95%	of	human	genes	undergo	AS	[8,	9].	AS	can	be	grouped	into	multiple	categories:	

alternative	5’	splice	site	selection	(5’ss),	alternative	3’	splice	site	selection	(3’ss),	cassette	or	

skipped	 exons	 (SE),	 retained	 introns	 (RI),	 and	 mutually	 exclusive	 exons	 (MXE).	 Certain	

estimates	have	placed	alternative	5’ss	and	3’ss	at	roughly	25%	of	all	AS	events	with	cassette	

exons	 making	 up	 the	 largest	 proportion	 at	 about	 50-60%	 [10,	 11].	 Exons	 that	 are	

alternatively	spliced	generally	contain	splice	site	sequences	that	vary	significantly	from	the	

consensus	 sequence,	which	 is	 suggestive	 of	 a	 lower	 affinity	 for	 the	 spliceosome	 [12–15].	

Furthermore,	the	prevalence	of	pseudo	splice	sites	within	exons	makes	reliable	distinction	

of	canonical	splice	sites	challenging	without	the	aid	of	additional	signals	such	as	those	from	

regulatory	 elements	 [16,	 17].	 Therefore,	 the	 presence	 of	 other	 regulatory	 factors	 that	

contribute	to	the	overall	recognition	of	exons	that	undergo	AS	is	important.	AS,	therefore,	

depends	on	the	variable	assembly	of	the	spliceosome	across	the	pre-mRNA,	a	process	that	is	

aided	 by	 the	 transcript’s	 interaction	 with	 regulatory	 factors	 that	 cooperate	 with	

spliceosomal	components	in	defining	exons.	AS	results	in	greater	proteomic	complexity	and	

genetic	diversity,	however,	when	disrupted	it	can	cause	human	disease	[18–22].	Thus,	pre-

mRNA	splicing	is	an	essential	step	of	gene	expression.		
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Regulation	of	Splicing	

Many	 factors	 contribute	 to	 the	 definition	 and	 recognition	 of	 an	 exon	 and	 how	

efficiently	a	pre-mRNA	spliced.	Splicing	of	internal	exons	relies	on	the	recognition	of	its	5’ss	

and	 3’ss.	 Efficient	 recognition	 of	 splice	 sites	 by	 the	 spliceosome	 is	 facilitated	 through	

combinatorial	contributions	of	several	key	parameters,	some	of	which	include	the	splice	site	

strength,	splicing	regulatory	elements	(SRE),	and	the	exon/intron	architecture	[23]	(Figure	

1.3).	Each	of	these	factors	contributes	to	the	overall	affinity	of	spliceosomal	components	for	

the	exon	and	ultimately	exon	inclusion	levels.		

Splice	 site	 strength	 determines	 the	 ability	 of	 U1	 snRNP	 and	 U2AF	 to	 efficiently	

recognize	the	exon.	The	degree	of	sequence	complementarity	between	U1	snRNA	and	the	

5’ss	 as	well	 as	 the	 length	 and	 pyrimidine	 content	 of	 the	 PPT	 at	 the	 3’ss	 determines	 the	

binding	affinity	between	splice	sites	and	spliceosomal	components,	thus	dictating	the	level	

of	exon	recognition	[24].	A	strong	5’ss	is	defined	by	high	sequence	complementarity	with	U1	

snRNA	 and	 a	 weak	 5’ss	 is	 defined	 by	 low	 sequence	 complementarity	 [25].	 This	 simple	

binding	 difference	 allows	 for	 various	ways	 of	 deriving	 5’	 splice	 site	 scores	 [26,	 27].	 The	

strength	of	the	3′	splice	site	requires	the	recognition	of	three	important	factors:	the	BPS,	PPT,	

and	the	AG	dinucleotide.	The	PPT	has	shown	the	greatest	sequence	variability,	thus,	strong	

or	weak	splice	sites	are	mostly	classified	by	the	composition	and	length	of	the	PPT	[28–30].	

The	importance	of	these	splice	site	scores	can	be	seen	through	the	use	of	the	combined	5’ss	

and	 3’ss	 scores,	 where	 constitutive	 and	 alternative	 exons	 can	 be	 more	 efficiently	

distinguished	from	each	other	[31,	32].		
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Figure	1.3.	Splicing	Regulatory	Elements.	
Schematic	of	splicing	regulatory	elements	that	control	splice	site	recognition	and	regulation.	
Splice	site	sequences	for	both	the	3’ss	and	5’ss,	the	branch	point	sequence,	polypyrimidine	
tract	as	well	as	locations	of	intronic	and	exonic	enhancer	or	silencer	sequences	are	depicted.			
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SREs	 are	 cis-acting	 sequence	 elements	 that	 serve	 as	 binding	 sites	 for	 splicing	

regulatory	proteins	that	either	increase	or	decrease	spliceosomal	recruitment.	They	can	be	

defined	by	four	categories:	exonic	or	intronic	splicing	enhancers	(ESEs	or	ISEs),	and	exonic	

or	 intronic	splicing	 silencers	 (ISEs	or	 ISSs).	Two	main	 classes	of	 regulatory	proteins	 that	

interact	 with	 SREs	 are	 SR	 proteins,	 classical	 splicing	 enhancers,	 and	 hnRNPs,	 classical	

splicing	repressors.		

SR	 proteins	 are	 a	 family	 of	 serine/arginine	 (SR)-rich	 proteins	 that	 contain	 an	 RS	

domain	and	at	least	one	RNA	recognition	motif	(RRM),	which	is	essential	for	RNA	binding.	

The	RS	domain	has	been	shown	to	enable	protein-protein	and	protein-RNA	interactions	[33,	

34]	and	to	mediate	the	recruitment	of	the	spliceosome	and	modulate	splice	site	recognition	

[1,	35–38].	SR	proteins	play	a	critical	role	in	constitutive	and	AS	through	interactions	with	

ESE	sequences	[39–41].	Additionally,	some	SR	proteins	have	also	been	shown	to	promote	E	

complex	[34,	42].		

Heterogenous	nuclear	 ribonucleoproteins	 (hnRNPs)	 are	 another	 family	of	 splicing	

factors	 that	 also	 contain	 an	RRM.	They	 are	 known	 to	 influence	many	 aspects	of	 an	RNA,	

including	its	stability,	its	transcription,	its	translational	regulation	[43],	and	its	AS	[44–49].	

Historically,	 these	 two	 families	of	 splicing	 regulators	have	been	defined	by	 their	 classical	

roles:	SR	proteins	were	known	activators	and	hnRNPs	were	known	repressors	of	splicing.	

However,	SR	proteins	can	also	demonstrate	a	repressive	role	on	the	3’ss	by	binding	to	the	

BPS	and	preventing	the	recruitment	of	U2	snRNP	[33,	50].	SRSF9,	an	SR	protein,	was	also	

shown	to	mediate	the	skipping	of	exon	7	of	hnRNP	A1	[51].	HnRNP	F,	hnRNP	H,	and	the	

hnRNP-like	protein	TIA-1	have	also	mediated	5’ss	activation	 from	a	downstream	intronic	

position	in	several	pre-mRNAs	[52–54].		
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The	impact	a	SRE	has	on	pre-mRNA	splicing	can	be	context-dependent.	It	has	been	

shown	that	an	ESE	sequence	to	which	an	SR	protein	binds	can	act	as	an	ISS	when	present	in	

an	intron	[55],	and	a	GGG	motif,	a	known	ESS,	can	also	be	an	ISEs	[56].	Moreover,	almost	all	

the	 common	 splicing	 regulatory	 proteins	 tested	 by	 Erkelenz	 et	 al.	 activated	 splicing	

depending	on	their	binding	position	relative	to	a	regulated	5’ss;	SR	proteins	always	activated	

from	 an	 exonic	 location	 and	 hnRNPs	 always	 activated	 from	 an	 intronic	 location.	

Interestingly,	 SR	proteins	 repress	 splicing	when	 located	 intronically	and	hnRNPs	 repress	

splicing	when	located	exonically	[57].	Overall,	these	studies	established	that	both	classes	of	

splicing	regulators	have	the	ability	to	promote	or	repress	splicing,	antagonistic	activities	that	

simply	 depend	 on	 whether	 the	 splicing	 regulator	 binds	 upstream	 or	 downstream	 of	 a	

regulated	 splice	 site.	Thus,	 SR	proteins	and	hnRNPs	are	 functionally	 interchangeable	and	

their	ability	to	regulate	splicing	depends	on	the	location	of	their	exonic	or	intronic	binding	

location.	 However,	 the	 mechanisms	 mediating	 the	 position-dependent	 regulation	 by	 SR	

proteins	 and	 hnRNPs	 have	 yet	 to	 be	 elucidated.	 Understanding	 how	 a	 splicing	 regulator	

activates	or	represses	splicing	would	expand	our	knowledge	of	the	regulatory	mechanisms	

that	dictate	AS.	

A	 third	 key	 parameter	 that	 influences	 splice	 site	 recognition	 is	 the	 exon/intron	

architecture.	This	parameter	is	defined	by	the	length	of	exons	and	introns	and	the	mode	of	

splicing	across	 them.	The	majority	of	human	exons	are	between	50-250nts	 long,	with	an	

average	 length	of	120nts	[58].	Human	intron	sizes	have	a	greater	range,	with	an	average	

3,400nts	length	[59].	Splice	sites	are	generally	recognized	across	an	optimum	length	[1,	60]	

and	it	is	the	length	of	an	intron	that	has	been	shown	to	dictate	the	mode	of	splicing.	There	

are	two	proposed	mechanisms	of	splice	site	recognition	by	the	spliceosome.	The	first	model	
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states	 that	 the	 spliceosome	 recognizes	 the	 5’ss	 and	 3’ss	 simultaneously	 across	 an	 intron	

when	an	intron	is	<250nts	[61,	62].	This	model	was	termed	“intron	definition”	[58].	When	

an	intron	is	significantly	longer,	initial	splice	site	recognitions	occurs	across	exons,	a	process	

referred	to	as	“exon	definition”	[58,	63].	Given	that	the	vast	majority	of	exons	in	the	human	

genome	are	short	and	introns	are	long,	splice	sites	within	the	human	genome	are	generally	

recognized	across	an	exon	[1,	64].	In	lower	eukaryotes	such	as	Drosophila,	where	introns	are	

shorter	and	exons	are	longer,	intron	definition	is	the	frequent	mode	of	splice	site	recognition	

[58,	 62].	 Given	 the	 observed	 differences	 in	 “intron-defined”	 or	 “exon-defined”	 splicing	

efficiencies,	these	modes	of	spliceosome	assembly	have	allowed	predictions	regarding	the	

frequency	of	AS.	For	instance,	human	and	Drosophila	exons	flanked	by	long	introns	are	more	

likely	to	be	skipped	than	exons	flanked	by	short	introns	[62].	

While	 the	 presence	 of	 a	 5’ss	 and	 a	 3’ss	 define	 internal	 exons,	 first	 and	 last	 exons	

represent	 a	 different	 class	of	 exons	 that	 require	 other	 signals	 for	 their	 recognition.	 First	

exons	lack	an	upstream	exon	and	3’ss	while	last	exons	lack	a	downstream	exon	and	5’ss.	The	

5’	cap	and	its	associated	nuclear	proteins	assist	in	the	recognition	of	the	first	exon	[65].	Last	

exons	have	been	shown	to	be	recognized	through	3’ss	definition	and	the	polyadenylation	

machinery	that	assembles	at	the	downstream	AAUAAA	polyadenylation	motif	[66,	67].	Thus,	

the	 cap	 binding	 complex	 and	 the	 polyadenylation	machinery	 are	 critical	 components	 for	

terminal	exon	recognition.	

	
Evolutionary	Implications	on	Splicing	

Orthologous	 genes	 are	 genes	 in	 different	 species	 that	 evolved	 from	 a	 common	

ancestral	gene.	AS	events	that	are	conserved	in	orthologous	genes	can	be	seen	as	evidence	

of	 functionally	 significant	 events.	 Thus,	 functionally	 important	 exons	 are	 believed	 to	 be	
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evolutionarily	conserved	and	those	that	are	non-functional	may	be	removed	by	purifying	or	

negative	selection.	A	number	of	sequence	and	conservation	feature	differences	have	been	

identified	when	comparing	alternatively	and	constitutively	spliced	exons.	These	differences	

include	sequence	conservation	in	constitutive	exons,	shorter	lengths	of	alternatively	spliced	

exons,	greater	sequence	conservation	between	orthologous	exons,	and	the	preservation	of	

the	 reading	 frame	 (labeled	 as	 symmetrical	 exons	 that	 are	 divisible	 by	 3)	 [68–72].	

Understanding	 the	 functional	 importance	 of	 evolutionary	 conservation	 in	 defining	

characteristics	 of	 the	 genome	 is	 of	 great	 significance,	 and	 this	 pursuit	 can	 be	 facilitated	

through	the	exploration	of	evolutionary	changes	on	AS.	

Two	models	have	been	suggested	for	the	evolution	of	AS.	The	first	model	states	that	

weak	 splice	 sites	 of	 internal	 exons	 cause	 the	 splicing	 machinery	 to	 skip	 internal	 exons,	

allowing	 for	 the	 generation	 of	 new	 transcript	 variants	without	 actually	 altering	 the	 full-

length	 transcript.	 This	 model	 is	 supported	 by	 findings	 that	 alternatively	 spliced	 exons	

display	weaker	 splice	 sites	 than	 their	 constitutive	 counterparts	 [15].	Furthermore,	 lower	

conservation	 of	 alternatively	 spliced	 cassette	 exons	 is	 indicative	 of	 recent	 or	 rapid	

evolutionary	 changes	 [73].	 The	 second	 model	 suggests	 that	 the	 evolution	 of	 splicing	

regulatory	factors	may	force	constitutive	exons	to	become	alternatively	spliced.	A	prediction	

of	this	model	is	that	a	larger	number	of	splicing	regulators	(SR	proteins	and/or	hnRNPs)	exist	

in	species	with	more	AS.	Plants	and	metazoans,	for	instance,	undergo	extensive	AS	and	the	

largest	number	of	SR	protein	splicing	regulators	has	been	identified	in	Arabidopsis	thaliana.	

At	the	other	extreme,	no	SR	proteins	have	been	identified	in	Saccharomyces	cerevisiae,	which	

lacks	AS	[74].	While	the	splice	site	model	seems	more	in	line	with	evolutionary	adaptation,	

it	is	possible	that	these	two	models	co-exist	and	cooperate	in	influencing	genome	evolution.	
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The	evolutionary	impact	on	AS	can	also	be	discerned	between	contrasting	exons	that	

undergo	intron	or	exon	definition.	Intron	definition	is	regarded	as	an	ancient	mechanism,	

undergoing	evolutionarily	selection	to	remain	short.	Exon	definition,	on	the	other	hand	most	

likely	evolved	later,	as	it	is	the	main	mechanism	in	higher	eukaryotes	[75].	In	addition,	the	

prevalence	of	AS	in	higher	eukaryotes	is	greater	than	in	lower	eukaryotes,	demonstrating	its	

lineage	within	the	phylogenetic	tree	[75,	76].	As	previously	shown,	maintaining	an	optimal	

exon	size	within	the	human	genome	is	vital	for	efficient	splicing	and,	therefore,	important	to	

the	evolution	of	a	gene,	especially	since	exon	length	seems	to	have	decreased	over	time	[75].	

Furthermore,	 several	 studies	have	demonstrated	 that	AS	 increases	 from	 invertebrates	 to	

vertebrate	species,	suggesting	that	a	driving	force	for	evolution	could	be	the	generation	of	

new	alternatively	spliced	exons	[76].		

Understanding	the	origin	of	exons	can	also	lead	to	greater	insight	into	gene	evolution.	

Several	mechanisms	have	been	proposed	for	the	creation	of	an	exon,	two	of	which	are	exon	

shuffling	and	exonization.	Exon	shuffling	is	the	duplication	of	an	exon	in	a	gene	that	leads	to	

the	creation	of	a	new	exon-intron	structure,	or	 the	generation	of	a	new	gene	through	the	

introduction	of	a	new	exon	from	a	different	gene.	There	are	several	mechanisms	that	explain	

this	mode	of	exon	generation,	one	of	which	is	intron-mediated	recombination.	Of	particular	

importance	 to	 intronic	 recombination	 is	 the	 intron	 phase,	 the	 position	 that	 an	 intron	 is	

located	 in	 relative	 to	 a	 codon.	 Introns	 can	 disrupt	 the	 reading	 frame	 of	 a	 gene	 through	

insertion	between	two	codons	(phase	0	intron),	after	the	first	nucleotide	of	a	codon	(phase	

1	 intron)	 or	 after	 the	 second	 nucleotide	 of	 a	 codon	 (phase	 2	 intron)	 [77].	 As	 genome	

complexity	expands	through	the	 increased	number	of	 introns	and	repetitive	elements,	so	

does	the	chance	of	exon	shuffling.	Furthermore,	it	seems	that	the	most	influential	role	that	
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exon	shuffling	has	had	on	genome	evolution	is	through	the	formation	of	modular	proteins,	

which	has	been	associated	with	the	generation	of	multicellular	organisms	[75].	

The	second	model	of	exon	creation	 is	exonization,	a	method	of	generating	an	exon	

through	 the	 introduction	 of	 genomic	 sequences	 from	 transposable	 elements	 such	 as	 Alu	

elements.	Alu	elements	have	the	potential	to	convert	into	alternative	exons	paving	the	way	

for	accelerated	evolution	[78].	They	are	short	interspersed	elements	(SINEs)	covering	11%	

of	the	human	genome	[79]	with	some	predictions	stating	that	there	are	roughly	about	400	

protein	 coding	genes	 that	 contain	 these	 fragments,	many	of	which	are	 located	within	 the	

intron	of	protein	coding	genes	[80,	81].	Alu	elements	are	around	300bp	in	length	and	contain	

nine	potential	5′ss	and	fourteen	potential	3′ss	[82].	Four	of	these	reside	on	the	plus	strand	

and	19	on	the	minus	strand.	This	leads	to	the	notion	that	the	orientation	of	an	Alu	element	

could	 lead	 to	 its	 exonization,	 particularly	 when	 that	 orientation	 is	 different	 from	 the	

direction	of	transcription.	In	addition,	Alu	exons	are	more	likely	to	be	alternatively	spliced	

[82],	 although	mutations	 that	 lead	 to	 constitutive	 splicing	 of	 these	 Alu	 exons	 can	 cause	

human	genetic	disorders	 [83].	However,	most	constitutively	 spliced	Alu	exons	have	been	

inserted	into	the	untranslated	(UTR)	regions	of	a	gene	and,	therefore,	do	not	affect	the	final	

protein	product	[84].	Moreover,	alternatively	spliced	exons	have	shown	a	greater	frequency	

of	 Alu	 elements	 [82].	 In	 fact,	 Alu	 elements	 are	 only	 found	 in	 primates	 and	 primate-like	

mammals	known	as	prosimians	[85].	This	highlights	the	existence	of	evolutionary	pressures	

that	 prevent	Alu	 exons	 from	becoming	 constitutively	 spliced	 in	 coding	 regions	 and	 their	

important	role	in	enhancing	the	evolution	of	primates.			

The	 location	of	 SREs	within	 the	pre-mRNA	has	also	been	 shown	 to	display	a	non-

random	arrangement,	suggesting	that	evolution	has	shaped	their	exonic	or	intronic	presence	
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[27,	86,	87].	There	is	a	higher	density	of	activating	splicing	regulatory	binding	sites	in	exons	

located	 specifically	 near	 an	 exonic	 splice	 site.	 Similarly,	 a	 higher	 density	 of	 repressing	

splicing	 regulatory	 binding	 sites	 are	 located	 intronically	 near	 splice	 sites	 [87].	 These	

observations	illustrate	an	enrichment	of	sequence	conservation	near	splice	sites,	specifically	

for	 exons	 undergoing	 AS	 [71,	 87].	 Consequently,	 any	 pre-mRNA	mutations	 within	 these	

regions	 could	 alter	 the	 relationship	 between	 cis-	 and	 trans-acting	 factors,	 ultimately	

resulting	 in	 different	 protein	 products.	 Thus,	 the	 exonic	 and	 intronic	 binding	 site	

arrangement	 for	 regulatory	 factors	must	 be	 under	 appreciable	 evolutionary	 pressure	 to	

conserve	optimal	splicing	signals	within	the	pre-mRNA.		

Considering	 the	 above	 discussion,	 it	 is	 anticipated	 that	 exonic	 sequences	 share	

evolutionary	 pressures	 to	 encode	 the	 sequence	 of	 amino	 acids	 that	 dictate	 functional	

proteins	and	to	maintain	efficient	pre-mRNA	splicing.	Therefore,	exonic	sequences	are	tuned	

in	a	way	for	coding	and	splicing	pressures	to	co-exist.	Yet,	how	can	overlapping	evolutionary	

pressures	 be	 enforced	 into	 coding	 sequences?	 The	 third	 codon	 position,	 or	 the	 wobble	

position,	 is	 the	most	variable	of	any	codon	position.	 It	 is	possible,	 therefore,	 that	existing	

splicing	 pressures	 are	 more	 concentrated	 on	wobble	 or	 other	 coding	 variable	 positions	

across	the	exon.	This	is	because	the	wobble	position	would	permit	the	greatest	variability	

given	 the	 degeneracy	 of	 the	 genetic	 code.	 Indeed,	 synonymous	 mutations	 have	 been	

identified	 as	 disruptors	 of	 both	 splicing	 [88–90]	 and	 translation	 [91,	 92].	 Synonymous	

mutations	are	silent	mutations,	changes	to	the	DNA	sequence	that	do	not	impact	the	encoded	

amino	acid	due	to	the	degenerate	nature	of	 the	genetic	code	[93].	Furthermore,	previous	

work	 has	 characterized	 the	 contribution	 of	 splicing	 evolutionary	 pressures	 through	 the	

identification	of	synonymous	mutations	that	change	exonic	inclusion	levels	[94].	Strategies	
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were	 proposed	 to	 deconvolute	 splicing	 from	 coding	 pressures.	 Alignment	 of	 exonic	

sequences	between	species	was	only	permitted	 if	 the	query	species	maintained	the	same	

exon	length	when	compared	to	the	human	exon	length.	Thus,	for	any	given	exon,	a	unique	

set	of	species	alignments	was	created	to	improve	correlations	between	pre-mRNA	splicing	

pressures	and	variable	codon	positions.	This	exon	size-filtered	alignment	approach	could	in	

theory	be	used	to	identify	nucleotides	that	have	evolved	to	mediate	efficient	exon	ligation.			

	
Polyadenylation	

Splicing	 is	 part	 of	 a	 larger	 landscape	 of	 RNA	 processing	 that	 together	 regulates	

eukaryotic	gene	expression.	The	interplay	between	splicing	and	3’	polyadenylation	and	their	

concerted	 actions	 results	 in	 an	 increase	 in	 the	 coding	 potential	 and	 modulation	 of	 the	

outcome	of	gene	expression.	Therefore,	understanding	the	interrelationship	between	these	

two	important	mRNA	processing	events	is	of	great	significance.			

Polyadenylation	 is	 an	 essential	 step	 in	 the	 3’	 end	 maturation	 of	 mRNA.	 The	

polyadenylation	complex	consists	of	CPSF	(cleavage	and	polyadenylation	specificity	factor),	

CstF	(cleavage	stimulation	factor),	CFI	and	CFII	(cleavage	factors	I	and	II),	the	single	subunit	

poly(A)	 polymerase	 (PAP)	 as	 well	 as	 other	 accessory	 proteins.	 Cleavage	 relies	 on	 the	

endoribonuclease	 activity	 of	 CPSF73	 and	 recognition	 of	 the	 poly(A)	 hexamer	 signal	

(AAUAAA)	by	WDR33	and	CPSF30,	all	subunits	of	CPSF	[95,	96].	CstF64,	a	subunit	of	CstF,	

binds	to	a	GU	rich	region	10-30	nucleotides	downstream	of	the	poly(A)	signal,	followed	by	

subsequent	cleavage	and	polymerization	of	the	poly(A)		tail	by	the	PAP	[97].		

Alternative	 polyadenylation	 (APA),	 the	 use	 of	 more	 than	 one	 poly(A)	 signal	 has	

recently	gained	consideration	as	another	central	regulator	of	gene	expression	and	has	been	

identified	 in	more	than	70%	of	mammalian	protein	coding	genes	[98–100].	The	ability	 to	
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choose	a	poly(A)	 site	depends	on	 the	 strength	of	 the	hexameric	 sequence,	 as	well	 as	 the	

surrounding	cis-elements	[101,	102].	There	are	two	general	classes	of	APA,	those	that	have	

alternative	poly(A)	sites	located	in	internal	introns	or	exons,	from	which	an	APA	event	will	

produce	 a	 different	 protein	 isoform,	 or	APA	 events	 that	 occur	 in	 the	 3’	 UTR	 resulting	 in	

transcripts	 with	 different	 3’	 UTR	 lengths,	 but	 code	 for	 the	 same	 protein	 (Figure	 1.4).	

Changing	 the	 length	of	 the	3’	UTR	can	also	affect	 the	 stability,	 localization,	 transport	 and	

translation	of	the	protein,	thereby	adding	another	regulatory	factor	to	APA	[22,	103].	APA	is	

also	known	to	alter	the	non-coding	3’	UTR	which	may	affect	the	interaction	with	miRNAs,	in	

turn,	affecting	the	translation	and	expression	of	the	final	sequence	[104–106].		
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Figure	1.4.	Model	of	APA	Events.	
APA	generates	alternative	mRNA/protein	isoforms	that	influence	gene	expression.	There	are	
many	types	of	APA	events,	but	in	general	can	be	grouped	into	two	classes:	1)	those	that	alter	
the	3’	UTR	affecting	mRNA	stability	or	2)	changes	in	the	coding	sequence	(CDS)	leading	to	
changes	in	AS,	in	turn,	generating	different	protein	isoforms.	Exons	are	denoted	as	dark	blue	
boxes,	UTR	regions	are	denoted	as	bright	blue	boxes,	and	the	poly(A)	sites	are	denoted	as	
pA.	
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Depending	on	the	location	of	the	poly(A)	site	relative	to	the	stop	codon,	an	APA	event	

is	defined	as	proximal	or	distal.	Distal	poly(A)	signals	generally	have	a	conserved	canonical	

signal,	 while	 proximal	 poly(A)	 sites	 have	 less	 canonical	 (non-conserved)	 sequences	 [21,	

107].	 Of	 the	 major	 proteins	 involved	 in	 polyadenylation,	 CstF	 and	 CF1m	 have	 been	

implicated	in	APA,	along	with	several	other	factors	[21,	108–111].	CF1m	is	a	heterodimer	

composed	of	a	small	25	KDa	subunit	(CF1m25)	and	a	variable	larger	subunit	composed	of	

59,	68	or	72	KDa.	CF1m	has	been	shown	to	stimulate	cleavage	and	poly(A)	addition	through	

interaction	with	upstream	RNA	sequences	(UGUAN).	It	has	also	demonstrated	an	ability	to	

inhibit	the	binding	of	CPSF	to	the	RNA	and	suppress	poly(A)	site	cleavage	[112].	Both	CPSF	

and	CF1m	were	also	identified	in	purified	spliceosomes	[3,	113]	Therefore,	CF1m	may	inhibit	

binding	 of	 CPSF	 to	 the	 RNA	 through	 its	 interaction	 with	 pre-mRNA	 splicing	machinery.	

Moreover,	the	large	subunit	of	CFIm	has	shown	structural	similarity	to	SR	proteins	[111].	

This	suggests	a	link	between	both	APA	and	splicing	[3,	112].	Knockdown	of	CF1m25	has	been	

shown	to	result	in	a	shift	from	the	typical	distal	poly(A)	site	in	the	terminal	exon	to	a	more	

upstream	 poly(A)	 signal	 [112,	 114].	 This	 indicates	 a	 possible	 function	 for	 CF1m25	 in	

recognizing	 upstream	 poly(A)	 signals	 and	 inhibiting	 cleavage	 through	 interactions	 with	

splicing	factors	[114].		

Another	 polyadenylation	 factor	 that	 plays	 an	 important	 role	 in	 poly(A)	 site	

recognition	is	CstF64.	This	protein	binds	directly	to	the	RNA	and	interacts	with	the	U/GU	

rich	 elements	 downstream	 of	 the	 poly(A)	 signal.	 CstF64	 contains	 an	 N-terminal	

ribonucleoprotein-type	RNA	binding	domain	(RBD)	and	interacts	with	the	CPSF	subunit	via	

CstF77	[115]	and	symplekin,	for	roles	in	cell	growth,	stability	as	well	as	polyadenylation	site	

specificity	[116].	CstF64	has	also	been	shown	to	play	a	role	as	a	regulator	of	APA	[110],	for	
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example	during	B	cell	differentiation,	whereby	an	increase	in	CstF64	levels	leads	to	a	shift	

from	a	distal	site	to	a	weaker	upstream	proximal	polyadenylation	site	during	IgM	switching	

from	a	membrane	bound	to	a	secreted	form	[117].	

Polyadenylation,	just	like	other	mRNA	processing	events	is	not	isolated,	but	in	fact	is	

coupled	with	splicing,	particularly	in	mammals	at	the	last	or	terminal	exon.	Exon	definition,	

based	on	the	Berget	model,	states	that	U1	and	U2	snRNP	recognize	the	downstream	5’ss	and	

the	 upstream	 3’ss	 of	 an	 internal	 exon,	 which	 allows	 for	 correct	 positioning	 of	 the	 other	

snRNP’s	across	 the	 intron	[58,	63].	However,	 the	 first	 and	 last	 exons	do	not	 fall	 into	 this	

model	of	exon	definition	as	previously	mentioned.	The	terminal	exon	is	recognized	through	

spliceosomal	recognition	of	its	3’ss	and	interactions	between	splicing	components	and	the	

polyadenylation	machinery	 [66,	 67].	 This	 recognition	 occurs	 through	 direct	 interactions	

between	U2AF	and	CF1m	[118]	or	the	PAP	[119]	as	well	as	through	direct	interactions	with	

CPSF	[120]	and	the	U2	snRNP	component	splicing	factor	3b	(SF3b)	(Figure	1.5).	U1-A,	a	U1	

snRNP	component,	also	demonstrates	polyadenylation	stimulation	through	interaction	with	

CPSF160	[121].	 In	addition,	U1	snRNP	prevents	premature	 cleavage	and	polyadenylation	

through	 the	 binding	 of	 U1	 snRNA	 to	 cryptic	 poly(A)	 sites	 [122]	 and	 through	 direct	

interactions	 between	 U1-70K	 and	 the	 PAP	 [123,	 124].	 U1	 snRNP	 also	 inhibits		

polyadenylation	through	interactions	between	its	5’	end	and	the	poly(A)	signal	preventing	

poly(A)	addition	and	leading	to	the	degradation	of	the	pre-mRNA	[125].	Coordinated	efforts	

between	the	PAP	and	the	nuclear	poly(A)	binding	protein	PABPN1	have	also	demonstrated	

the	importance	for	terminal	intron	removal	[126,	127].	
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Figure	1.5.	Splicing	and	Polyadenylation	Factors	at	the	Terminal	Exon.		
Schematic	representation	of	a	simplified	model	of	the	coupling	between	polyadenylation	and	
splicing	 at	 the	 terminal	 exon.	 Terminal	 intron	 removal	 requires	 the	 use	 of	 a	 functional	
poly(A)	signal	and	3’ss	due	to	the	lack	of	a	5’ss.	Polyadenylation	factors	shown	in	orange,	
splicing	factors	shown	in	blue	and	key	poly(A)	sequence	elements	in	red.				
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Additionally,	the	C-terminal	domain	(CTD)	of	RNA	polymerase	II	maintains	the	spatial	and	

temporal	 organization	 between	 splicing	 and	 polyadenylation	 factors	 [128–131].	 This	

complex	network	of	protein	interactions	at	the	terminal	end	demonstrate	a	vital	role	for	the	

coordinated	regulation	and	enhancement	of	splicing	and	polyadenylation.			

The	mechanisms	of	interaction	and	the	degree	of	coupling	between	APA	and	AS	are	

still	 under	 investigation.	 It	 has	 been	 established	 that	 cooperation	 between	 splicing	 and	

polyadenylation	occurs	at	the	terminal	exon,	however,	it	is	not	known	whether	upstream	AS	

dictates	APA	or	vice	versa.	The	impact	of	such	a	coordinated	process	on	gene	expression	and	

proteomic	diversity	could	be	significant.	If	APA	is	capable	of	altering	the	coding	capacity	of	

transcripts	by	influencing	which	exons	undergo	AS,	it	could	dictate	which	mRNA	isoform	is	

expressed.	 Identifying	 such	 mRNA	 diversification	 mechanisms	 would	 further	 our	

understanding	of	how	co-transcriptional	processing	and	regulation	occurs.		

Splicing	defects	have	been	shown	to	play	a	role	in	many	human	diseases	[35,	132],	

and	 splicing	 mutations	 have	 been	 implicated	 in	 numerous	 types	 of	 cancer	 [133–136].	

Similarly,	APA	has	been	demonstrated	to	contribute	to	disease	and	cancer	[18–20,	22].	It	is	

therefore	important	to	decipher	the	mechanisms	of	pre-mRNA	splicing,	the	mechanisms	of	

polyadenylation,	 the	 cooperation	 between	 splicing	 and	 polyadenylation,	 and	 the	

relationship	between	AS	and	APA.		

	
Summary	

Pre-mRNA	 processing	 is	 a	 complex	 process	 that	 requires	 the	 combined	 efforts	 of	

multiple	 factors,	elements,	and	processing	events.	This	chapter	outlined	the	collaborative	

association	of	many	cis-	and	trans-acting	elements	that	guide	the	processing	from	pre-mRNA	

to	mRNA.	Yet,	many	aspects	of	this	processing	are	not	well	understood.	The	following	work	
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aims	to	provide	novel	insights	into	pre-mRNA	processing	mechanisms	by	exploring	splicing	

regulatory	 factor	 activities,	 by	 evaluating	 novel	 evolutionary	 conservation	 approaches	 to	

predict	splicing	outcomes,	and	by	testing	the	extent	of	functional	coordination	between	the	

splicing	and	polyadenylation	machineries.		

Chapter	 2	 describes	 the	 generation	 of	 an	 exon	 conservation	 database	 using	 key	

parameters	of	the	human	genome	to	extrapolate	evolutionary	conservation	at	the	species	

level	through	an	analysis	of	exon	size	and	sequence	conservation.	The	goal	of	this	chapter	is	

to	use	evolutionary	conservation	patterns	to	identify	what	influences	the	final	sequence	of	

an	 exon	 and	 to	 use	 this	 information	 to	 predict	 splicing	 patterns	 in	 human	 disease.	 Our	

database	permitted	the	identification	of	fundamentally	important	architectural	parameters	

of	the	human	genome.	While	protein	coding	pressures	control	the	nucleotide	composition	at	

fixed	codon	positions,	analyses	of	nucleotide	variations	at	wobble	positions	 increased	the	

probability	of	identifying	splice	altering	nucleotides.	

Chapter	3	focuses	on	understanding	the	position-dependent	activity	of	the	splicing	

regulatory	proteins	SRSF7	and	TIA-1	and	 their	mechanism	of	 regulation.	 In	activating	or	

repressive	 conditions,	 U1	 snRNP	 components	 display	 altered	 complex	 dynamics,	

demonstrating	that	the	U1	snRNP	integrity	is	modulated	by	position-dependent	interactions	

with	splicing	activators	and	repressors.		

Chapter	4	discusses	the	cooperation	between	APA	and	upstream	AS	events.	Through	

genome-wide	analyses,	the	mechanistic	coupling	between	APA	and	pre-mRNA	splicing	was	

shown	to	be	limited	to	terminal	exon	definition.	The	results	also	identified	an	intriguing	role	

for	the	polyadenylation	factor	CstF64	in	mediating	AS	through	its	effects	on	UTR	selection	of	

known	splicing	regulators	such	as	hnRNP	A2/B1.		
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CHAPTER	2	
	
	

	
Exon	Size	and	Sequence	Conservation	Improves	Identification	

of	Splice	Altering	Nucleotides	
	
	

	
Summary	

Pre-mRNA	splicing	is	an	essential	step	of	gene	expression	that	is	regulated	through	

multiple	 trans-acting	 splicing	 factors.	 These	 regulators	 interact	 with	 the	 pre-mRNA	 at	

intronic	and	exonic	positions.	Given	 that	most	exons	are	protein	 coding,	 the	evolution	of	

exons	must	be	modulated	by	a	combination	of	selective	coding	and	splicing	pressures.	It	has	

previously	 been	 demonstrated	 that	 selective	 splicing	 pressures	 are	 more	 easily	

deconvoluted	 when	 phylogenetic	 comparisons	 are	 made	 in	 the	 framework	 of	 exons	 of	

identical	size.	Our	hypothesis	 is	 that	exon	size-filtered	sequence	alignments	may	 improve	

the	identification	of	nucleotides	that	have	evolved	to	mediate	efficient	exon	ligation.	To	test	

this	 hypothesis,	 an	 exon	 size	 database	 was	 created	 that	 filters	 76	 vertebrate	 sequence	

alignments	based	on	exon	size	conservation.	In	addition	to	other	physical	parameters,	such	

as	 splice	 site	 strength,	 gene	 position	 or	 flanking	 intron	 length,	 this	 database	 permits	 the	

identification	of	exons	that	are	not	only	sequence	conserved,	but	also	size	conserved.	Highly	

size-conserved	exons	are	always	sequence	conserved.	However,	sequence	conservation	does	

not	 necessitate	 exon	 size	 conservation.	 Our	 analysis	 identified	 exons	 that	 are	 unique	 to	

humans/primates;	exons	that	may	be	considered	evolutionarily	young.	A	published	dataset	

of	 ~5000	 exonic	 SNPs	 that	 are	 associated	 with	 disease	 was	 also	 analyzed	 to	 test	 the	

hypothesis	 that	 exon	size-filtered	sequence	 comparisons	 increase	 the	detection	of	 splice-
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altering	nucleotides.	Improved	splice	predictions	could	be	achieved	when	mutations	are	at	

the	third	codon	position,	especially	when	a	mutation	decreases	exon	inclusion	efficiency.	The	

results	 demonstrate	 that	 coding	 pressures	 dominate	 the	 nucleotide	 composition	 at	

invariable	 codon	 positions	 and	 that	 the	 exon-size	 filtered	 sequence	 alignment	 approach	

permits	the	identification	of	splice-altering	nucleotides	at	wobble	positions.	

	
Introduction	

	 Splicing	 is	 a	vital	 step	 in	gene	expression	 that	 relies	on	 the	 correct	 recognition	of	

exons	and	removal	of	introns	in	a	process	coordinated	by	the	spliceosome.	There	are	many	

factors	 that	 contribute	 to	 the	 identification	 of	 an	 exon	 and	 how	 efficiently	 it	 is	 spliced.	

Regulation	of	splicing	and,	therefore,	alternative	splicing	requires	many	trans-acting	factors,	

such	as	SR	and	hnRNP	proteins,	but	also	cis-acting	elements,	such	as	regulatory	sequences	

within	the	intron	or	exon	necessary	for	correct	splice-site	recognition	[23].	Some	of	these	

cis-acting	 factors	 include	splice	site	(ss)	strength	at	 the	5’	or	3’	end	of	an	exon	as	well	as	

splicing	regulatory	elements	(SRE)	to	which	trans-acting	factors	bind	[137,	138].	Splice-site	

strength	 is	 based	on	 sequence	 complementarity	 of	U1	 snRNA	with	 the	 5’ss	 and	 a	 longer	

sequence	motif	of	~	23	bases	 for	 the	3’ss,	which	makes	up	the	binding	site	of	U2AF.	The	

Maximum	Entropy	Score	(MES)	 is	a	computationally	derived	value	assigned	to	splice	site	

sequences	based	on	the	modeling	of	short	sequence	motifs	around	the	5’ss	or	3’ss	using	the	

maximum-entropy	principle	[26].	The	numerical	scoring	permits	the	designation	of	strong	

(MES	>	8	)	or	weak	(MES	<	6-7)	splice	sites,	[32]	with	an	average	5’ss	score	for	constitutive	

exons	of	MES	=	8.3	and	MES	=	8.8	for	the	3’ss	[73].	Any	mutations	within	the	pre-mRNA	can	

alter	how	cis-	and	trans-acting	factors	work	together	for	efficient	splicing,	in	turn	influencing	
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the	 final	 protein	 product.	 These	 pre-mRNA	 positions	 must	 then	 be	 under	 evolutionary	

pressures	to	maintain	optimal	splicing	signals	needed	for	intron	removal.	

	 In	addition	to	correct	splicing	of	the	pre-mRNA,	every	amino	acid	and	its	sequence	

are	also	essential.	Therefore,	when	evaluating	the	make-up	of	any	coding	sequence,	two	sets	

of	evolutionary	pressures	are	needed	to	maintain	a	 functional	product:	pressure	to	splice	

correctly	and	pressure	to	code	for	a	functional	protein.	Given	the	importance	of	these	two	

evolutionary	sequence	pressures,	they	would	have	to	coexist.	Due	to	the	degenerate	nature	

of	the	genetic	code	[93],	the	third	position	of	a	codon	(wobble	position)	permits	variability	

within	the	human	genome.	It	is	therefore	possible	that	necessary	splicing	pressures	could	be	

overrepresented	within	the	wobble	position.	Uncoupling	evolutionary	coding	and	splicing	

pressures	 would	 be	 difficult	 without	 considering	 the	 role	 of	 synonymous	 mutations.	

Synonymous	mutations	are	silent	mutations	that	don’t	alter	the	protein	sequence	but	are	not	

necessarily	 silent	with	respect	 to	how	an	exon	 is	spliced	or	how	a	protein	 is	 folded	[92].	

Synonymous	mutations	have	been	indicated	in	the	modulation	of	splicing,	translation	[91,	

92],	 and	mRNA	 stability	 [139].	 Previous	 studies	 from	 the	 Hertel	 lab	 have	 systematically	

characterized	the	contribution	of	splicing	evolutionary	pressures	through	the	identification	

of	 synonymous	 mutations	 that	 alter	 splicing	 efficiency	 through	 changes	 in	 exonic	

inclusion/exclusion	levels	[94].	The	results	from	these	studies	demonstrated	an	important	

limitation	within	PhyloP	[140],	a	widely	used	computational	approach	to	determine	base-

wise	conservation.	PhyloP	does	not	delineate	whether	a	certain	nucleotide	has	a	positive	or	

negative	 influence	on	splicing,	 in	part	because	 it	does	not	 take	 into	consideration	altered	

splicing	pressures	expected	to	be	imposed	by	exons	of	different	sizes.	Taking	into	account	

the	 exon/intron	 architecture	 as	 an	 evolutionary	 feature	was	 shown	 to	 have	 a	 significant	
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impact	 on	 deconvoluting	 splicing	 from	 coding	 pressures	 [94].	 Based	 on	 these	 findings,	

species	 should	 be	 aligned	 by	 those	 containing	 the	 same	 exon	 length	 prior	 to	 computing	

PhyloP	scores.	For	each	human	exon,	a	different	set	of	species	may	be	used	for	sequences	

alignment	 and	 conservation	 score	 caculations	 (Figure	 2.1).	 Based	 on	 these	 findings,	 we	

hypothesize	that	exon	size-filtered	sequence	alignments	may	improve	the	identification	of	

nucleotides	that	have	evolved	to	mediate	efficient	exon	ligation.	To	address	this	hypothesis,	

an	exon	size	 conservation	database	was	generated	 that	 also	 reported	on	additional	 exon	

features	such	as	the	splice-site	strength,	the	exon	and	intron	lengths,	the	exon	size	variation,	

and	 the	 length	 and	 sequence	 conservation	 across	 76	 species.	 Using	 this	 database,	 it	 is	

possible	to	extrapolate	evolutionary	conservation	at	the	species	level.	To	test	the	hypothesis	

that	 exon	 size-filtered	 sequence	 comparisons	 increase	 the	 detection	 of	 splice	 altering	

nucleotides,	a	published	dataset	of	~5000	exonic	disease	associated	SNP’s	was	analyzed.		

The	exon	conservation	database	permitted	 the	 identification	of	 exons	 that	 are	not	

only	sequence	conserved,	but	also	size	conserved,	demonstrating	that	highly	size-conserved	

exons	are	always	sequence	conserved.	The	analysis	also	allowed	for	identification	of	exons	

that	are	unique	to	humans/primates	and	that	are	evolutionarily	young.	Using	the	published	

dataset	 of	 ~5000	 disease	 associated	 exonic	 SNPs,	 improved	 splice	 predictions	 could	 be	

achieved	when	nucleotide	variations	are	located	at	the	third	codon	position.	These	results	

demonstrate	that	coding	pressures	dictate	 the	nucleotide	composition	at	 inflexible	codon	

positions	and	that	the	conserved	third	codon	positions	largely	uphold	splicing	pressures.	
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Figure	2.1.	Schematic	of	Different	Exonic	Splicing	Pressures.	
Uncoupling	of	splicing	pressures	from	coding	pressures,	species	alignment	requires	exons	of	
the	same	length.	Different	sized	exons	contain	different	splicing	pressures.	Only	species	with	
the	same	sized	exons	can	be	aligned	for	size	conservation	analysis,	such	as	species	A,	B,	and	
C.	Species	D	and	E	are	excluded	from	the	conservation	analysis.	Exons	are	denoted	as	green	
and	blue	boxes,	introns	are	denoted	as	thin	black	lines.		
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Results	

Architecture	of	the	human	genome	within	the	conservation	database.		

Previous	 findings	 identified	the	 importance	of	exon	size-filtered	alignments	 in	 identifying	

exon	conservation	between	human	and	other	vertebrate	species	[94].	Using	this	approach,	a	

database	was	generated	aligning	length-filtered	exons	across	76	species.	Based	on	conserved	

exon	 size	 among	 species,	 sequence	 conservation	 scores	 were	 determined	 using	 PhyloP	

[140].	Other	exon	parameters	were	also	identified,	which	included	the	exon	position	within	

the	gene,	exon	length,	the	type	of	exon	(first,	internal,	last,	or	single),	flanking	intron	lengths	

and	 5’ss	 and	 3’ss	 scores.	 This	 information	 also	 allowed	 for	 investigations	 into	 the	

architecture	of	the	human	genome.	Exon	length	and	splice	site	score	analyses	were	carried	

out	for	184,796	exons	(18,225	genes),	representing	the	exon	categories	first,	 internal,	 last	

and	single	exons	(Figure	2.2).	A	large	proportion	of	single	exons,	which	make	up	the	smallest	

category	of	exon	types	are	~1000nts	in	length	(Figure	2.3A).	First	exons	exhibit	strong	5’ss	

scores	 and	 are	 on	 average	 shorter	 exons	 than	 last	 exons	 (Figure	 2.3B,	 2.3C).	 Last	 exons	

generally	harbor	strong	3’ss	scores	with	a	larger	distribution	of	exon	lengths.	As	expected,	

internal	exons	(Figure	2.3D)	make	up	the	largest	of	the	exon	types	(156,383	exons)	with	a	

very	 tight	 size	 distribution	 around	 50-250nt	 and	 an	 average	 exon	 size	 of	 120nts.	 This	

internal	exon	length	distribution	is	consistent	with	previous	findings	that	demonstrated	that	

the	optimal	exon	length	for	efficient	splicing	is	between	50-250nts	[141,	142].	In	addition,	

internal	exons	have	a	tight	distribution	of	5’ss	and	3’ss	scores,	with	average	scores	around	8	

MES,	consistent	with	previous	findings	[32,	73].	
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Figure	2.2.	Distribution	of	Exon	Types	in	Exon	Conservation	Database.	
The	exon	conservation	database	is	composed	mainly	of	internal	exons.	The	database	totaled	
184,796	(18,225	genes)	that	are	categorized	into	first,	internal,	last	and	single	exons.		
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Figure	2.3.	Architecture	of	the	Human	Genome.		
Exons	 categorized	 into	 four	 distinct	 types	 contain	 varying	 exon	 length	 distributions,	 but	
maintain	strong	splice	site	scores	(MES	>8).			
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Distribution	of	length-conserved	exons	across	76	species.	

The	exon	size	or	length	conservation	score,	also	defined	as	the	“Ultra-In”	score	(see	

Methods),	 was	 obtained	 by	 comparing	 76	 vertebrate	 species	 to	 the	 human	 reference	

genome,	and	determining	for	each	exon,	the	number	of	species	that	maintain	the	human	exon	

size.	 This	 score	 ranges	 from	 0,	 representing	 a	 unique	 exon	 size	 in	 human,	 to	 76,	 which	

represents	exon	size	conservation	across	all	species	evaluated.	Low	length	conservation	is	

defined	as	a	score	of	<10	(10	or	less	species	with	exon	length	conservation),	moderate	length	

conservation	is	defined	by	a	score	between	10-40	and	high	length	conservation	as	a	score	

>40.	 	An	analysis	of	size	conservation	frequencies	for	all	exons	highlights	the	two	general	

populations	 that	 emerge	 (Figure	 2.4A).	 These	 two	 populations	 are	 those	 with	 low	 exon	

length	 conservation,	 observed	 only	 in	 human	 or	 in	 a	 small	 number	 of	 species,	 mainly	

primates	 (data	not	shown)	and	 those	with	high	exon	 length	 conservation	across	a	 larger	

number	of	species.		

Striking	differences	are	observed	when	categorizing	exons	by	length,	those	that	are	

short,	 <50nts	 (Figure	 2.4B),	 average	 sized	 exons	 50-250nts	 (Figure	 2.4C),	 or	 long	 exons	

>250nts	(Figure	2.4D).	The	distribution	of	length-conserved	exons	seen	in	(Figure	2.4A)	is	

mainly	reproduced	by	the	50-250nts	exon	size	group	(Figure	2.3D).	It	is	also	characteristic	

of	the	distribution	across	internal	exons,	the	largest	population	of	exons	(data	not	shown).		

However,	the	population	of	low	length-conserved	exons	is	no	longer	present	in	this	exon	size	

bin.	Rather,	this	population	is	overrepresented	in	the	exon	size	group	that	are	>250nts	in	

length	(Figure	2.4D).	The	fact	that	the	majority	of	exons	between	50-250nts	are	highly	length	

conserved	suggests	that	optimal	exon	size	is	an	important	evolutionary	conservation	feature.				
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Figure	2.4.	Distribution	of	Exons	Across	76	Length	Conserved	Species.		
Length	conservation	score	represents	the	number	of	species	with	length	conserved	exons	
when	compared	to	human.	Frequency	of	all	types	of	exons	A)	all	exon	lengths	B)	between	1-
49	nucleotides	in	length	C)	between	50-250	nucleotides	in	length	and	D)	longer	than	250	
nucleotides	in	length.		
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High	length-conserved	exons	are	always	sequence	conserved.	

As	 demonstrated	 above,	 the	 majority	 of	 exons	 are	 size	 conserved	 (score	 >40).		

However,	 it	 is	 unknown	 to	 what	 degree	 exon	 length	 conservation	 and	 exon	 sequence	

conservation	 co-vary	 or	 evolve	 independently.	 To	 evaluate	 the	 correlation	 between	

sequence	 and	 architectural	 features,	 the	 average	 PhyloP	 score	 (sequence	 conservation	

score)	 and	 the	 length	 conservation	 score	was	 determined	 for	 each	 internal	 exon.	 A	 tight	

correlation	was	identified	between	length	and	sequence	conservation,	R=0.83	(Figure	2.5).	

The	 largest	population	of	 exons	 is	 characterized	by	high	 length	 (>40)	and	high	sequence	

conservation	(PhyloP	score	>	3),	while	fewer	exons	are	either	not	length	and/or	sequence	

conserved.	 In	 other	 words,	 exons	 that	 have	 high	 sequence	 conservation	 usually	 also	

demonstrate	high	length	conservation,	but	not	all	high	size-conserved	exons	are	sequence	

conserved.	 This	 strong	 correlation	 represents	 a	 potential	 convergence	 between	 size	 and	

sequence	over	the	evolutionary	lineage	of	an	exon	in	defining	optimal	length	and	sequence	

elements	for	efficient	exon	recognition.		
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Figure	2.5.	Correlation	Between	Length	and	Sequence	Conservation.	
Highly	 size-conserved	 exons	 are	 always	 sequence	 conserved.	 Average	 score	 of	 exons	
obtained	for	sequence	and	length	conservation	was	correlated.	Regression	line	represented	
by	the	blue	line.	R	=	0.83.				
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Distribution	of	length-conserved	species	across	various	parameters.		

To	 analyze	 the	 correlation	 between	 exon	 size	 conservation	 and	 common	 exon	

recognition	 signals	 internal	 exons	 were	 arbitrarily	 binned	 into	 size	 conservation	 groups	

based	on	their	“Ultra-In”	length	conservation	score.	The	average	exon	length	is	longer	for	

exons	that	have	poor	length	conservation	(Figure	2.6A).	In	addition,	the	sum	of	splice	site	

scores	was	observed	to	be	lower	for	the	low	length-conserved	group	0-10	(Figure	2.6B).		

Consistent	with	 Figure	2.5,	 exon	 length	 and	 sequence	 conservation	 are	 highly	 correlated	

with	minimal	sequence	conservation	overlap	between	the	two	extreme	categories	0-10	and	

70-76	(Figure	2.6D).	These	observations	support	the	conclusion	that	length	and	sequence	

conservation	are	highly	correlated	evolutionary	features.	
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Figure	2.6.	Distribution	of	Length-Conserved	Species	Across	Various	Parameters.	
Internal	exons	arbitrarily	binned	into	groups	of	10	(last	group	in	a	bin	of	6)	based	on	length	
conservation	score	and	compared	across	A)	exon	length	B)	sum	of	the	5’ss	and	3’ss	scores	C)	
density	distribution	of	the	sequence	conservation	score	across	the	various	binned	groups.	
Outliers	were	generally	excluded	from	boxplots	for	ease	of	visualization	of	the	differences	
between	the	averages.		
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Primates	display	the	greatest	similarity	in	exon	architecture	with	humans.		

Using	exon	length	conservation	as	a	method	of	reassessing	species	closeness,	species	with	

similar	exon	lengths	when	compared	to	human	were	identified.	The	number	of	times	an	exon	

had	the	same	length	in	each	of	the	76	species	located	within	the	0-10	group	relative	to	human	

was	plotted.	The	assumption	made	in	this	analysis	is	that	species	that	are	the	more	closely	

related	to	humans	should	exhibit	the	highest	representation	of	exon	length	conservation	in	

the	0-10	category	where	minimal	overall	length	conservation	is	seen.	Peak	similarity	was	

observed	to	be	the	strongest	for	those	primates	with	the	greatest	length	conservation	when	

compared	 to	 human	 (Figure	 2.7)	 with	 a	 striking	 drop	 off	 in	 exon	 size	 similarity	 from	

marmoset	 to	bushbaby.	Marmosets	are	 small	monkeys,	 considered	 to	be	part	of	 the	new	

world	monkeys,	appearing	roughly	30	million	years	ago.	Bushbabies	are	generally	the	size	

of	a	squirrel	and	considered	to	be	prosimians,	primate-like	mammals	that	appeared	much	

earlier,	 roughly	 60	 million	 years	 ago	 [143].	 	 The	 difference	 between	 the	 evolutionary	

appearance	between	these	two	mammals	could	explain	the	reduction	in	exon	size	variation	

that	 is	 seen,	 given	 that	 new	 world	 monkeys	 perhaps	 evolved	 from	 prosimians	 [143].	

Interestingly,	this	exon	size	conservation	analysis	is	highly	consistent	with	what	is	known	

about	the	phylogeny	of	primates.	Chimps	are	the	most	closely	related	primate	to	humans,	

followed	 by	 gorillas	 and	 orangutans	 and	 lesser	 apes	 such	 as	 the	 gibbon,	 the	 old	 world	

monkeys,	the	baboons,	and	new	world	monkeys	such	as	the	squirrel	monkey	and	marmoset	

[143].	 In	 summary,	 this	 analysis	 demonstrates	 that	 exon	 size	 conservation	 is	 a	 genomic	

feature	that	significantly	contributes	to	evolutionary	trends	in	mammals.		Size	conservation	

could	therefore	participate	in	evolutionary	fitness	of	the	species	overall	and	can	be	used	to	

retrace	the	lineage	of	species	creation.			
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Figure	2.7.	Comparison	Between	Human	and	Other	Species	Exon	Size.	
Exon	size	conserved	primates	demonstrate	greatest	similarity	with	humans	when	observing	
the	low	length	conserved	population	of	species	(0-10	group).	Species	names	on	x-axis	and	
count	of	exons	per	each	species	depicted	on	the	y-axis.				
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Distribution	of	intron	lengths	flanking	internal	exons	of	different	size	conservation.	

It	is	known	that	the	length	of	introns	flanking	internal	exons	defines	how	an	exon	will	

be	recognized	and	spliced	[62],	either	through	exon	or	intron	definition.	To	understand	the	

variation	 of	 flanking	 intron	 lengths	 around	 exons	 with	 high	 length	 and	 sequence	

conservation,	human	upstream	and	downstream	intron	lengths	were	recorded	and	analyzed.	

Four	main	intron	length	categories	were	designated	based	on	the	length	transition	between	

intron	and	exon	definition.	This	length	of	an	intron	was	defined	by	the	transition	from	intron	

definition	to	an	exon	definition	model	of	splice-site	recognition,	based	on	previous	findings	

[62].	An	internal	exon	can	be	flanked	on	either	side	by	introns	that	are	both	short	in	length	

(<250nts),	designated	as	SS	(“short	short”)	introns,	or	the	upstream	intron	is	short,	and	the	

downstream	intron	is	long	(>250nts)	designated	as	SL	(“short	long”)	introns.	Internal	exons	

can	also	be	flanked	by	long	introns	designated	as	LL	(“long	long”)	introns,	or	a	long	upstream	

and	 short	 downstream	 intron	 designated	 as	 LS	 (“long	 short”)	 introns	 (Figure	 2.8A).	 A	

correlation	 of	 internal	 exons	 and	 their	 flanking	 intron	 size	 nicely	 highlights	 the	 exon	

definition	population	of	 internal	 exons	 (LL)	and	 the	population	of	 exons	 that	 are	at	 least	

partially	 intron	 defined	 (LS,	 SL,	 SS).	 Interestingly,	 this	 genome	 view	 demonstrates	

underrepresentation	of	flanking	intron	sizes	that	are	at	the	transition	point	between	exon	

and	 intron	definition,	and	 it	 illustrates	a	remarkable	demarcation	 for	minimal	 intron	size	

(~75nts)	(Figure	2.8B).	Using	these	four	intron	length	groups,	the	sum	of	the	5’ss	and	3’ss	

scores	was	 correlated.	 On	 average,	 significantly	 stronger	 splice	 site	 scores	 are	 observed	

when	flanking	introns	are	long	compared	to	splice	site	scores	of	internal	exons	flanked	by	SS	

introns	(Figure	2.8C).			
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Figure	2.8.	Distribution	of	Intron	Lengths	Flanking	Internal	Exons.		
A)	Cartoon	depiction	of	the	four,	intron	length	defined	exon	groups.	Exons	that	are	flanked	
by	SS	(short	short),	SL	(short	long),	LL	(long	long),	or	LS	(long	short)	introns.	Gray	boxes	
represent	flanking	exons,	red	boxes	represent	internal	exons,	black	lines	represent	introns	
of	various	lengths.	Numbers	indicate	nucleotide	lengths	of	introns.	B)	Correlation	between	
upstream	and	downstream	intron	lengths	flanking	internal	exons.	Each	quadrant	is	defined	
by	 the	 length	of	 the	upstream	and	downstream	 intron	 length	 respectively.	 Intron	 length,	
defined	by	the	transition	from	intron	to	exon	definition	is	delineated	by	red	dotted	vertical	
and	horizontal	lines.	The	four	intron	groups	were	correlated	with	C)	sum	of	the	5’ss	and	3’ss	
scores	D)	internal	exon	length	E)	length	conservation	score	and	E)	sequence	conservation	
score.	All	intron	length	groups	have	p	>	0.05	unless	marked	with	”ns”	–	not	significant.			
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This	 observation	 suggests	 that	 exons	 undergoing	 exon	 definition	 require	 stronger	 splice	

sites	on	average	than	those	that	undergo	intron	definition.	In	addition,	internal	exons	flanked	

by	LL	introns	were	on	average	significantly	longer	in	length	than	those	flanked	by	LS,	SL,	and	

SS	introns	(Figure	2.8D).	The	average	length	of	these	exons,	however,	was	still	within	the	

optimal	 exon	 length	 window	 of	 50-250nts.	 Regardless,	 this	 exon	 size	 difference	 could	

represent	 the	need	for	LL	exons	to	provide	additional	 trans-acting	 factor	binding	sites	 to	

ensure	efficient	spliceosomal	recognition.		

When	 exon	 length	 conservation	 was	 evaluated	 for	 the	 four	 intron	 groups,	 exons	

flanked	 by	 LL	 introns	 demonstrated	 significantly	 higher	 size	 conservation	 than	 exons	

flanked	by	SS	introns	(Figure	2.8E).	Similarly,	exons	flanked	by	LL	introns	are	characterized	

by	significantly	higher	sequence	conservation	when	compared	to	exons	flanked	by	SS	introns	

(Figure	2.8F).	Interestingly,	the	distribution	of	intron	lengths	downstream	of	first	exons	 is	

noticeably	 broader	 than	 that	 observed	 for	 internal	 exons	 (Figure	 2.9A).	 These	 results	

demonstrate	 that	 first	 introns	are	generally	 longer	 than	 subsequent	 introns.	Moreover,	 a	

comparison	 between	 internal	 and	 last	 intron	 size	 did	 not	 reveal	 differences	 in	 size	

distribution	 (Figure	 2.9B).	 These	 results	 show	 that	 first	 exons	 have	 greater	 length	

distribution	of	their	downstream	intron,	as	compared	to	internal	and	last	exons.		
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Figure	2.9.	Intron	Length	Density	Distribution	in	Relation	to	Exon	Type.	
Density	distribution	of	downstream	and	upstream	intron	lengths	relative	to	the	position	of	
the	exon.			
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Distribution	of	splice	site	scores	across	internal	exons.	

Splice	site	scores	also	play	an	important	role	in	efficient	exon	recognition.	Previous	

work	demonstrated	that	the	transition	between	exon	inclusion	and	exon	exclusion	is	defined	

within	a	very	narrow	window	of	splice	site	strength	designation	(MES	of	7	to	8)	[32].	Based	

on	previous	findings,	there	is	a	very	tight	window	of	splice	site	usage	with	a	stark	transition	

between	MES	of	7	to	8	defining	the	usage	of	an	alternative	splice	site	[32].	Based	on	these	

findings,	 a	MES	of	8	was	used	as	a	 cutoff	 for	determining	 splice	 site	groups.	Exons	were	

defined	as	those	that	either	have	a	strong	3’ss	and	a	strong	5’ss	“strong	strong”	(SS),	“strong	

weak”	(SW),	“weak	strong”,	(WS)	or	“weak	weak”	(WW)	splice	site	scores	(Figure	2.10A).	

Using	 these	 splice	 site	 strength	 groups,	 significantly	 longer	 exon	 lengths	were	 identified	

when	flanking	3’ss	and	5’ss	were	WW,	as	compared	to	the	SS	splice	site	group	(Figure	2.10B).	

Additionally,	high	splice	scores	correlate	with	increased	exon	length	conservation	(Figure	

2.10C)	and	nucleotide	sequence	conservation	(Figure	2.10D).	These	observations	suggest	

that	 the	exon/intron	architecture	modulates	 the	 required	pattern	of	 splice	 site	 strengths	

across	 an	 exon.	On	 average,	 exons	with	WW	 splice	 sites	 require	 longer	 lengths	 to	 aid	 in	

efficient	recognition,	presumably	through	increasing	trans-acting	factor	binding.	The	direct	

correlation	between	length	and	sequence	conservation	is	likely	to	reflect	the	importance	of	

conserving	splice	site	sequences	for	effective	recognition	and	splicing	of	internal	exons.	
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Figure	2.10.	Distribution	of	Splice	Site	Scores	Across	Internal	Exons.		
A)	Correlation	between	5’ss	and	3’ss	scores	of	internal	exons.	Each	quadrant	is	defined	by	
the	5’ss	and	3’ss	score	respectively:	SW	(short	weak),	SS	(strong	strong),	WW	(weak	weak),	
and	WS	 (weak	 strong).	Average	 splice	 site	 score	 is	delineated	by	 red	dotted	vertical	 and	
horizontal	lines.	The	four	splice	site	groups	were	correlated	with	B)	exon	length	E)	length	
conservation	score	and	E)	sequence	conservation	score.	All	intron	length	groups	have	p	>	
0.05	unless	marked	by	”ns”	–	not	significant.			
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Using	an	exon	conservation	database	to	predict	splicing	from	~5000	disease-associated	SNPs.	

Previous	studies	have	suggested	that	about	20%	of	disease-associated	alleles	alter	

splicing	[144].	Recently,	the	splicing	outcome	of	5,132	disease-associated	SNPs	was	reported	

using	an	exon	trap	model	[145].	The	authors	generated	wild-type	(WT)	and	SNP	versions	of	

each	analyzed	exon	and	tested	their	effects	on	exon	 inclusion	using	a	reporter	assay.	The	

published	 dataset	 provided	 the	 opportunity	 to	 test	 whether	 the	 exon	 size-filtered	

conservation	 approach	 described	 above	 could	 identify	 SNPs	 that	 could	 induce	 splicing	

changes.	Given	the	discussion	about	 the	coevolution	of	coding	and	splicing	 features,	such	

predictions	 would	 be	 even	 more	 significant	 for	 SNPs	 located	 at	 the	 wobble	 position.	

Predictively,	high	nucleotide	conservation	at	wobble	positions	of	size-conserved	exons	are	

most	likely	involved	in	mediating	efficient	splicing.		

Using	the	splicing	SNP	dataset	[145]	as	a	starting	point	allowed	for	testing	whether	

exon	size-filtered	sequence	alignments	could	be	used	as	a	method	for	splicing	prediction.	

The	distribution	of	the	data	within	the	SNP	database	can	be	divided	into	two	groups,	SNPs	

that	occur	at	the	exon/intron	boundary	(or	junction),	and	those	that	occur	within	the	exon	

(non-junction).	 The	 junction	 and	 non-junction	 data	 can	 be	 further	 sub-divided	 by	 the	

location	of	the	SNP	within	the	context	of	a	codon	to	differentiate	between	SNPs	that	lead	to	

protein	 coding	 defects	 or	 SNPs	 that	 occur	within	 the	wobble	 position.	Most	of	 the	5,132	

disease-associated	 SNPs	 analyzed	 represent	 nucleotide	 changes	 that	 lead	 to	 amino	 acid	

changes,	given	that	the	majority	of	SNPs	evaluated	occur	within	position	one	and	two	of	the	

codon	 (Figure	 2.11A).	 Furthermore,	 796	 SNPs	 are	 located	 at	 exon/intron	 junctions	 (as	

defined	by	U1	and	U5	snRNP	binding),	with	367	SNPs	located	at	the	5’ss	and	429	located	at	

the	3’ss.	Of	the	367	SNPs	at	the	5’ss,	283	alter	splicing	at	the	5’ss	-	236	lead	to	exon	exclusion	
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and	47	lead	to	no	change	or	inclusion	of	the	exon,	essentially	as	anticipated	from	differences	

in	splice	site	strength	calculations	(Figure	2.11B).	Of	the	429	SNPs	at	the	3’ss,	258	SNPs	alter	

splicing	-	164	SNPs	lead	to	exon	exclusion	and	94	lead	to	no	change	or	inclusion	of	the	exon	

(Figure	 2.11C),	 demonstrating	 that	 the	 majority	 of	 SNP	 cases	 at	 the	 junction	 negatively	

impact	the	5’ss	and	3’ss	scores	leading	to	less	exon	inclusion.	This	observation	confirms	that	

nucleotide	 alterations	 at	 splice	 sites	 impact	 splicing	 efficiency	 through	 changes	 in	 the	

complementarity	between	the	pre-mRNA	and	spliceosomal	factors.	More	importantly,	this	

junction	 analysis	 demonstrates	 that	 the	 SNP	 splicing	 data	 generated	 through	 exon	 trap	

experimentation	faithfully	follows	expectations	that	a	mutation	leading	to	altered	splice	site	

strengths	results	in	altered	exon	inclusion	levels.		

To	 predict	 the	 impact	 a	 non-junction	 SNP	 has	 on	 exon	 splicing,	 the	 sequence	

conservation	of	each	SNP	was	evaluated	within	an	upstream	and	downstream	5nt	window.	

Each	SNP	was	 then	categorized	depending	on	 its	 reading	 frame	 location	 (first,	 second	or	

wobble	 position)	 and	 whether	 the	 SNP	 was	 ever	 observed	 in	 other	 species	 with	 size-	

conserved	exons.	A	SNP	was	defined	as	a	‘mutation	not	important’	if	that	SNP	was	present	

alone	 in	 other	 exon	 size-conserved	 species,	 but	 no	 other	 nucleotide	 changes	 were	 seen	

within	the	flanking	5nts.	These	SNPs	are	considered	not	important	for	splicing	due	to	the	fact	

that	they	are	seen	within	size-conserved	exons	in	other	species.	The	second	category	of	SNPs	

was	defined	as	‘mutation	not	observed’,	where	a	SNP	is	never	seen	across	all	the	exon	size-

conserved	species.	Such	nucleotide	invariability	suggests	that	the	nucleotide	identity	at	the	

SNP	position	is	evolutionarily	important	and	could	be	essential	for	pre-mRNA	splicing.		
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Figure	2.11.	SNP	Data	Representation	Within	Exon	Conservation	Database.		
A)	representation	of	SNPs	relative	to	codon	position	and	location	within	an	exon	at	junction	
and	non-junction	sites.	Distribution	of	the	delta	maxent	score	vs	delta	psi	for	B)	5’ss	and	C)	
3’ss.	
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The	third	category	of	SNPs	are	those	that	have	 ‘SNPs	with	covariance’.	For	this	category,	a	

single	 alteration	 was	 only	 seen	 in	 exon	 size-conserved	 species	 when	 other	 nucleotide	

variations	were	present	within	5nts	upstream	or	downstream	of	that	SNP.	These	additional	

nucleotide	changes	could	be	important	for	splicing,	as	they	may	act	to	compensate	for	defects	

caused	by	a	single	mutation	[94].	Of	the	5,132	SNPs	that	were	length-conserved,	4,336	were	

located	at	non-junction	sites.	Of	these	non-junction	SNPs,	724	SNPs	changed	exon	inclusion	

by	more	than	10%.	Of	those	SNPs,	431	SNPs	had	a	negative	dpsi	(dpsi-)	value,	indicating	that	

the	SNP	reduced	exon	inclusion,	and	293	had	positive	dpsi	(dpsi+)	values	indicating	that	the	

SNP	increased	exon	inclusion.	As	a	control,	SNPs	that	resulted	in	exon	inclusion	changes	of	

less	than	0.2%	were	used	as	a	“no	change”	control	group	(dpsiC	of	319	SNPs).	For	each	of	

these	splice	effect	groups	(less	inclusion,	more	inclusion,	no	change)	the	codon	position	of	

the	 queried	 SNP	 was	 determined	 (1st,	 2nd,	 or	 wobble	 position)	 before	 each	 SNP	 was	

categorized	at	the	evolutionary	level	as	defined	above.	The	major	evolutionary	category	of	

SNPs	 at	 non-junction	 sites,	 regardless	 of	 codon	position,	was	 the	 ‘mutation	 not	 observed’	

category,	 suggesting	 that	 these	 SNP	 positions	 harbor	 overlapping	 splicing	 and	 coding	

pressures	 (Figure	 2.12A-2.12C).	 The	 wobble	 position	 revealed	 the	 greatest	 variability	

between	the	three	evolutionary	SNP	categories,	with	a	higher	percentage	of	 ‘mutation	not	

important’	 and	 ‘SNPs	 with	 covariance’	 categories	 when	 compared	 to	 their	 observed	

frequency	at	codon	positions	one	and	two.		
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Figure	2.12.	SNP	Categories	Relative	to	Codon	Position.		
SNP	exonic	positions	at	non-junction	or	junction	sites	compared	across	codon	positions	for	
each	SNP	“type”.	Delta	psi	(dpsi)	groups	(-,	+	and	C)	represented	on	x-axis	and	y-axis	depicts	
percent	of	each	”type”	of	SNP	as	a	function	of	the	total	number	of	SNP’s	for	each	designated	
dpsi	group.		
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To	 test	 whether	 splice	 changing	 SNP	 positions	 are	 enriched	 for	 any	 of	 the	 three	

evolutionary	 categories,	 their	relative	 representation	was	 compared	between	 those	SNPs	

that	reduce	exon	inclusion	(dpsi-)	and	the	control	group	(dpsiC)	or	those	SNPs	that	increase	

exon	 inclusion	 (dpsi+)	 and	 the	 control	 group	 (dpsiC).	 SNP	 positions	 at	 the	 non-junction	

wobble	site	that	reduce	exon	inclusion	(dpsi-)	were	enriched	for	the	‘mutation	not	observed’	

category	 and	 selected	 against	 the	 ‘mutation	 not	 important’	 group	 (Figure	 2.12C).	 These	

observations	 are	 consistent	 with	 the	 notion	 that	 splice	 altering	 nucleotide	 changes	 are	

selected	 against,	 especially	 when	 the	 nucleotide	 change	 results	 in	 exon	 skipping.	

Interestingly,	 the	 conservation	 features	 for	 SNP	 positions	 that	 result	 in	 increased	 exon	

inclusion	 are	 quite	 different.	 The	most	 prominent	 enrichment	 is	 seen	 for	 the	 ‘SNPs	with	

covariance’	category	(Figure	2.12C).	It	is	possible	that	this	category	represents	events	of	local	

compensatory	 nucleotide	 changes	 that	 re-establish	 efficient	 splicing	 (Figure	 2.12C).	

Qualitatively	 identical,	 but	quantitatively	more	 striking	 selection	 trends	are	observed	 for	

junction	SNPs	at	wobble	positions	(Figure	2.12D),	reinforcing	the	interpretation	that	splice	

altering	 SNPs	 are	 identifiable	 using	 the	 exon	 size	 filtered	 phylogenetic	 conservation	

approach.	

Using	the	published	Fairbrother	dataset,	[145]	it	was	possible	to	determine	whether	

interrogated	SNPs	 change	 the	amino	acid	 sequence,	whether	 they	 create	premature	 stop	

codons	 (PTC),	 or	 whether	 they	 are	 synonymous	 nucleotide	 alterations.	 The	 first	

unanticipated	observation	regarding	the	disease-associated	SNP	dataset	was	the	 fact	 that	

wobble	 position	 entries	 are	 underrepresented	 (Figure	 2.13A),	 even	 for	 those	 SNPs	 that	

induce	 splicing	 changes	of	>10%	(Figure	2.13B).	Thus,	 it	 appears	 that	disease-associated	

SNPs	at	wobble	positions	that	alter	splicing	are	selected	against	in	the	dataset.	
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Figure	2.13.	Amino	Acid	Change	for	Each	SNP	Category	at	Non-Junction	Sites.		
A)	Count	of	SNPs	that	influence	splicing	at	each	codon	position	for	non-junction	sites	with	a	
10%	dpsi	cutoff.	B)	Percentage	of	amino	acids	changing	at	the	wobble	position	that	lead	to	
more	or	less	exon	inclusion	as	designated	by	a	10%	dpsi	cutoff.	‘Stop’	refers	to	changes	in	an	
amino	acid	sequence	causing	generation	of	a	stop	codon.	‘Different’	denotes	sequences	that	
lead	to	an	amino	acid	change	and	‘Same’	demotes	sequences	that	do	not	lead	to	an	amino	
acid	change.		
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Further	 investigations	 into	 the	 potential	 functional	 consequence	 of	 the	 evaluated	 SNPs	

highlight	unexpected	trends	(Figure	2.13B).	Many	of	the	‘mutation	not	observed’	SNPs	either	

induce	a	PTC,	or	they	change	the	encoded	amino	acid.	Interestingly,	SNPs	that	reduce	exon	

inclusion	 display	 a	 greater	 proportion	 of	 stop	 codons	 that	 create	 nucleotide	 changes,	

suggesting	 that	 the	 loss	 of	 splicing	 could	 represent	 a	molecular	mechanism	 to	 avoid	 the	

incorporation	 of	 a	 PTC	 containing	 exon.	 This	 trend	 is	 also	 observed	 in	 the	 ‘SNPs	 with	

covariance’	group.	Remarkably,	SNPs	that	increase	exon	inclusion	in	that	group	display	an	

inverse	relationship,	strengthening	the	notion	that	splicing	assists	in	the	avoidance	of	PTC	

containing	exons.	In	summary,	the	use	of	exon	size-filtered	sequence	alignments	allows	for	

improved	 identification	of	splice-altering	SNPs	and,	moreover,	 it	 assists	 in	predicting	 the	

direction	of	splicing	changes.			

	
Discussion	
	

The	hypothesis	that	exon	size-filtered	species	alignments	improve	the	identification	

of	nucleotides	evolved	to	mediate	efficient	exon	ligation	was	tested.	The	generation	of	the	

exon	 conservation	 database	 allowed	 for	 identification	 of	 fundamentally	 important	

architectural	parameters	of	the	human	genome.	The	majority	of	internal	exons	are	between	

50-250nts	long	and	most	exons	harbor	strong	5’ss	and	3’ss	scores.	It	is	important	to	note	

that	some	of	the	challenges	of	generating	this	exon	conservation	database	were	based	on	

inconsistencies	and	errors	within	the	annotation	 files	of	 the	species	used	for	comparison.	

Initially,	100	species	were	used,	however,	due	to	poor	genome	annotations,	24	species	were	

removed,	leaving	76	species	for	analysis.		

	Displaying	exon	size	conservation	across	76	species	allowed	for	the	identification	of	

two	diverse	exon	populations	(Figure	2.4A).	One	population	of	high	length-conserved	exons	
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were	mainly	represented	by	internal	exons	of	length	50-250nts.	This	represented	the	largest	

distribution	 of	 all	 internal	 exons	 within	 the	 human	 genome.	 A	 second	 population	 of	 low	

length-conserved	exons	is	mainly	represented	by	last	exons	that	were	longer	in	length	(exons	

>250nts)	(data	not	shown).	It	is	possible	that	these	exons	may	be	evolutionarily	young	or	

have	recently	emerged,	as	they	are	highly	conserved	only	between	human	and	primates	such	

as	chimps,	known	to	be	our	closest	living	ancestor	[146].	In	addition,	longer	length	internal	

exons	 that	 make	 up	 a	 smaller	 population	 of	 exons	 compared	 to	 last	 exons	 are	 typically	

characterized	 by	 exon	 definition	 (more	 are	 flanked	 by	 longer	 introns	 compared	 to	 those	

exons	 that	undergo	 intron	definition)	 (data	not	 shown).	These	 findings	demonstrate	 that	

optimal	exon	size	 is	an	evolutionarily	conserved	feature	and	 last	exons	 that	are	 longer	 in	

length	are	generally	poorly	size	conserved	and	may	have	significantly	evolved	only	during	

the	divergence	from	prosimians	to	primates.		

A	 strong	 correlation	 between	 exon	 length	 and	 exon	 sequence	 conservation	 was	

identified	(Figure	2.4),	suggesting	that	exons	have	evolved	to	optimize	sequence	and	length,	

presumably	to	satisfy	coding	pressures	and	splicing	pressures	alike.	Interestingly,	there	are	

varying	degrees	of	sequence	and	length	conservation	for	each	exon	within	a	gene.	One	exon	

in	a	gene	may	have	very	high	sequence	and	size	conservation,	while	the	flanking	downstream	

exon	may	have	very	low	sequence	and	size	conservation.	For	example,	CPXM1	is	a	gene	that	

encodes	a	member	of	the	membrane	bound	carboxypeptidase	family,	which	are	important	

for	cell-cell	interactions.	Exon	two	of	CPXM1	has	a	low	PhyloP	score	of	0.53	and	a	very	low	

length	conservation	score	of	1.	However,	within	the	same	gene,	exon	12	has	a	high	PhyloP	

score	of	4.39	and	a	high	length	conservation	score	of	66.	Another	example	is	the	gene	CPSF,	

an	 important	protein	 component	of	 the	polyadenylation	machinery.	Exon	 two	has	a	high	
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PhyloP	score	of	4.3	but	a	low	length	conservation	score	of	10,	whereas	exon	three	has	a	low	

PhyloP	 score	 of	 0.62	 and	 a	 moderately	 high	 length	 conservation	 score	 of	 39.	 This	

demonstrates	great	variation	between	sequence	and	length	conservation	of	exons	within	the	

same	 gene.	 These	 and	 other	 comparable	 examples	 demonstrate	 that	 exons,	 rather	 than	

entire	genes,	 are	units	of	 evolutionary	 selection,	 consistent	with	 the	 idea	 that	 split	 genes	

increase	the	diversification	potential	of	species.		

Using	an	arbitrary	cutoff	of	10	for	the	number	of	species	that	demonstrated	length	

conservation	 for	 a	 certain	 subset	 of	 exons	 allowed	 for	 the	 identification	 of	 species	 that	

display	the	closest	exon	size	distribution	to	humans	(Figure	2.6).	This	analysis	revealed	that	

within	 the	 76	 species	 used	 here,	 chimp	 is	 the	most	 closely	 related	 species,	 as	 expected,	

followed	by	gorilla,	gibbon,	macaque,	orangutan,	baboon,	squirrel	monkey,	and	marmoset,	

thus	 faithfully	 re-tracing	 the	 evolutionary	 tree.	 These	 results	 suggest	 that	 exon	 size	

conservation	is	an	important	genome	feature	that	contributes	to	overall	similarities	between	

species.	Furthermore,	it	is	possible	that	the	gain	of	new	exons	can	be	traced	through	the	exon	

size	conservation	database.			

Understanding	 whether	 flanking	 intron	 lengths	 (Figure	 2.7)	 or	 splice	 site	 score	

groupings	 (Figure	 2.9)	 show	 any	 variation	 around	 exons	with	 high	 length	 and	 sequence	

conservation	revealed	interesting	features.	Exons	flanked	by	longer	introns	showed	greater	

sequence	 and	 length	 conservation.	 It	 is	 known	 that	 splice-site	 recognition	 through	 exon	

definition	is	less	efficient	[62],	so	LL	exons	must	have	stronger	splice	sites	and	more	optimal	

exon	sizes	to	maintain	efficient	exon	inclusion.	Indeed,	this	increase	in	splice	site	strength	is	

observed	for	LL	exons	(Figure	2.8C).	Using	similar	arguments,	exons	flanked	by	short	introns	

will	 be	 included	 more	 efficiently,	 so	 stronger	 splice	 site	 scores	 and	more	 optimal	 exon	
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lengths	are	less	important	exon	features	(Figure	2.8).	These	comparisons	illustrate	different	

ways	 to	 maintain	 important	 splicing	 pressures	 that	 help	 to	 define	 the	 exon/intron	

architecture	of	genes.		

As	for	splice	site	groups,	a	significant	trend	is	seen	between	SS	splice	sites	and	WW	

splice	 site	 exons.	 The	 stronger	 the	 average	 splice	 site	 score,	 the	 greater	 the	 length	 and	

sequence	 conservation.	This	observation	 is	 consistent	with	 the	notion	 that	weaker	 splice	

sites	 (demonstrating	 less	 sequence	 and	 length	 conservation)	 undergo	 more	 alternative	

splicing	[13,	15].	Thus,	the	exon	conservation	database	can	also	be	utilized	to	predict	exons	

that	display	a	high	probability	of	undergoing	alternative	 splicing.	 It	has	been	 shown	 that	

there	 is	 a	 higher	 incidence	 of	 alternative	 splicing	 in	 higher	 eukaryotes	 than	 lower	

eukaryotes,	 demonstrating	 the	 evolutionary	 lineage	 of	 alternative	 splicing	 within	 the	

phylogenetic	 tree	 [75,	 76].	 Several	 studies	 have	 also	 shown	 that	 alternative	 splicing	

increases	from	invertebrates	to	vertebrate	species,	suggesting	that	alternative	splicing	could	

be	an	evolutionary	driving	force	for	the	generation	of	new	exons	[76].	From	our	observation,	

a	 consistent	 trend	between	 length	and	sequence	 conservation	 is	 seen,	where	high	 length	

conservation	for	one	group	also	demonstrates	high	sequence	conservation	for	the	other,	and	

vice	versa.	Therefore,	it	is	possible	that	these	two	conservation	measures	play	a	convergent	

role	in	the	evolution	of	an	exon.	Exons	that	have	been	optimized	for	size	and	sequence	will	

demonstrate	 high	 levels	 of	 conservation	 across	 species,	 whereas	 those	 that	 have	 newly	

emerged,	 through	 the	 process	 of	 alternative	 splicing,	 will	 select	 for	 important	 splicing	

parameters,	eventually	leading	to	high	length	and	sequence	conservation.		

SNPs	are	the	most	abundant	type	of	variation	within	DNA	sequences	[147],	and	many	

disease-associated	 SNPs	 have	 been	 suggested	 to	 play	 a	 role	 in	 splicing	 [144,	 148].	
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Understanding	 the	 functional	 impact	 of	 SNPs	 in	 human	 diversity	 and	 disease	 and	 their	

influence	on	splicing	may	be	key	to	understanding	and	 improving	treatments	 for	various	

diseases.	 Using	 the	 Fairbrother	 SNP	 splicing	 dataset	 [145]	 and	 the	 exon	 conservation	

database,	it	was	possible	to	examine	whether	the	method	of	exon	size-filtered	alignments	

could	be	used	as	a	splicing	predictor.	Although	the	majority	of	the	Fairbrother	SNP	dataset	

represents	 protein	 coding	 mutations	 (Figure	 2.11A),	 the	 use	 of	 this	 data	 allowed	 for	

interrogation	of	the	impact	that	non-junction	and	junction	SNPs	have	on	exon	inclusion.	The	

greatest	change	on	splice	site	scores	was	observed	when	a	mutation	was	located	at	the	5’ss	

or	3’ss	(Figure	2.11B),	consistent	with	the	notion	that	mutations	within	splice	site	sequences	

lead	to	splicing	defects,	further	confirming	the	accuracy	of	the	dataset	being	used.	Although	

it	 is	widely	 accepted	 that	 changes	 at	 splice	 sites	 from	 the	 canonical	 splice	 site	 sequence	

impacts	splicing,	it	is	not	known	how	mutations	at	non-junction	sites	influence	splicing	and	

whether	 such	 splicing	 changes	 can	 be	 predicted.	 Using	 the	 SNP	 categories	 ‘mutation	 not	

important’,	 ‘mutation	 not	 observed’,	 and	 ‘SNPs	 with	 covariance’,	 it	 was	 possible	 to	

differentiate	between	mutations	that	are	more	likely	to	have	an	impact	on	splicing	and	those	

that	do	not.	Codon	position	played	an	important	role	in	whether	SNPs	were	allowable.	The	

wobble	position	of	 the	codon,	known	for	allowable	changes	to	 the	 final	designation	of	an	

amino	acid,	demonstrated	the	greatest	variability	between	the	three	SNP	categories	(Figure	

2.12).	Compared	to	the	control	group,	a	greater	percentage	of	SNPs	at	the	wobble	position	

represent	nucleotide	changes	that	are	phylogenetically	not	observed	across	the	exon	size-

conserved	comparator	species.	These	SNPs	could	impact	splicing,	in	particular	for	SNPs	that	

decrease	 exon	 inclusion,	 demonstrating	 the	 importance	 of	 these	 nucleotides.	 The	 next	

largest	category	of	SNPs	seen	at	the	wobble	position	were	those	only	seen	when	other	SNPs	
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were	present	–	 ‘SNPs	with	covariance’.	Of	these	SNPs,	 those	that	 increased	exon	 inclusion	

signified	a	larger	percentage	than	the	control.	This	observation	demonstrates	the	important	

nature	of	compensatory	mutations	in	rescuing	any	defects	that	could	be	generated	by	the	

presence	of	 isolate	SNPs.	For	 instance,	 single	mutations	at	 a	 regulatory	binding	 site	may	

prevent	 binding	 of	 regulatory	 proteins	 [149].	 However,	 other	 mutations	 within	 6nts	

upstream	or	downstream	of	that	SNP	may	rescue	the	binding	of	that	regulatory	protein.	It	is	

also	 possible	 there	 may	 be	 synergistic	 or	 additive	 effects,	 where	 more	 than	 one	 SNP	

enhances	the	binding	of	a	regulatory	protein	[94],	increasing	exon	inclusion	and	improving	

splicing	of	that	exon.	From	the	data,	an	enrichment	of	cases	is	seen	where	a	wobble	position	

SNP,	which	creates	a	PTC,	induces	exon	skipping.	It	is	possible	that	preventing	exon	inclusion	

in	 these	 cases	 constitutes	 a	 compromise	 to	 rescue	 some	 partial	 function	 of	 the	 encoded	

protein,	 at	 the	 cost	 of	 losing	 an	 internal	 exon.	 Thus,	 the	 enrichment	 of	 exon	 skipping	

observed	for	‘mutation	not	observed’	SNPs	is	a	path	to	avoid	including	PTC	containing	exons	

in	the	final	transcripts.		

Irrespective	of	 the	 limitation	of	 the	evaluated	SNP	dataset,	our	approach	 increases	

the	 prospect	 of	 identifying	 splice	 altering	 SNPs	 at	 wobble	 positions.	 This	 analysis	

demonstrates	 that	 using	 exon	 size-filtered	 sequence	 alignments	 at	 the	 wobble	 position	

improves	the	predictive	power	of	whether	a	SNP	will	influence	exon	inclusion.		

	
Methods	
	
Generation	of	Exon	Conservation	Database	Using	Ultra-Conserved	Exons	

Orthologous	genes	in	different	species	vary	in	sequence,	length,	and	the	number	of	

exons	per	gene.	To	find	corresponding	exons	of	the	same	gene	in	two	or	more	species,	it	is	
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necessary	to	compare	the	sequence	of	all	possibly	matching	exons	and	not	to	rely	solely	on	

the	exon	number	or	its	relative	position	in	that	gene.	

To	generate	a	database	of	human	exons	that	contains	information	pertaining	to	exons	

that	 are	 conserved	 in	 both	 sequence	 and	 length,	 multiple	 sequence	 alignment	

(multiz100ways)	of	99	species	compared	to	human	exons	was	used.	This	multiple	alignment	

file	was	generated	by	the	Multiz	tool	[150]	downloaded	from	the	UCSC	Genome	Browser.	For	

each	 human	 exon,	 the	 genomic	 location	 of	 aligned	 sequences	 from	 other	 species	 to	 the	

sequence	of	that	exon	were	extracted	from	this	multiple	alignment	data.	In	each	species,	if	

that	location	overlapped	with	an	annotated	exon	(covering	at	least	20%	of	the	exon),	that	

exon	was	listed	as	a	matching	exon	to	the	human	exon.	If	an	exon	matched	with	a	similar	

sequence	 in	 another	 species	 but	 also	 maintained	 its	 structure	 (length	 difference	 £	 3nts	

between	the	human	exon	and	the	matching	species	exon),	that	exon	was	defined	as	ultra-

conserved	in	that	species.	This	generated	a	list	of	matching	exons	from	all	species	with	exon	

length	 information	 stored	 within	 the	 database.	 Some	 of	 the	 assemblies	 used	 in	

multiz100ways	were	older	and	the	associated	gene	annotations	were	not	found	or	trusted,	

therefore,	the	process	was	continued	with	only	76	species,	including	human.	Additionally,	

only	the	canonical	version	of	each	gene	was	used	from	the	human	annotation	(hg19	RefSeq).	

Exon	conservation	database	parameters.	For	each	exon	in	the	human	genome	listed	in	

the	 exon	 conservation	 database,	 an	 “Ultra-In”	 number	 was	 generated	 by	 comparing	 the	

length	of	that	exon	and	the	matching	exons	in	other	species.	This	number,	denoted	as	a	score,	

represents	the	number	of	species	in	which	a	particular	exon	is	ultra-conserved	for	length.		

Basic	characteristics	of	each	exon	were	also	listed	in	the	exon	conservation	database.	

This	included	the	following:	genomic	coordinates,	exon	length,	relative	exonic	position	in	the	
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transcript	 (first,	 internal,	 last,	 single),	 and	 upstream	 and	 downstream	 intron	 lengths	 (as	

extracted	from	the	hg19	gene	annotation).	Additionally,	sequence	conservation	scores	and	

5’	and	3’	splice	site	scores	were	also	included.	The	sequence	conservation	score	was	obtained	

through	PhyloP	[140],	generated	by	averaging	the	nucleotide-based	values	already	available	

for	multiz100way	alignment,	as	phylop100way	tracks	on	the	UCSC	Genome	Browser.	Splice	

site	 scores	 were	 obtained	 from	 MaxEnt	 scores	 [26]	 for	 3’	 and	 5’	 splice	 sites.	 The	

corresponding	genomic	sequence	was	extracted	for	each	end	of	the	exon	and	the	scores	were	

calculated	using	the	web	interface	of	MaxEntScan.	In	addition,	233	exons	were	filtered	out	

due	to	poor	annotations	within	the	human	genome	itself.	It	is	important	to	note	that	using	

PhyloP	as	a	measure	of	sequence	conservation	has	its	limitations.	PhyloP	currently	looks	at	

base-wise	conservation	across	46	species	only,	whereas	our	size	conservation	score	used	in	

the	 exon	 conservation	 database	 is	 generated	 across	 76	 species.	 Future	 developments	 in	

PhyloP	will	 aid	 in	 better	 comparisons,	 leading	 to	 a	 larger	 pool	 of	 species	 from	which	 to	

compare	and	potentially	tighter	correlation	between	length	and	sequence	conservation			

	
Exonic	SNP	Conservation	Database	

Using	 the	 exon	 conservation	 database,	 those	 exons	 that	 included	 one	 or	 more	

mutations	 as	 catalogued	 [145]	 were	 separated	 and	 further	 analyzed	 to	 derive	 a	 second	

database:	SNP	conservation	database.	For	each	one	of	the	SNP	mutations,	parameters	within	

the	database	included	the	following:	position	of	the	mutation	within	the	human	exon	as	well	

as	 five	nucleotides	upstream	and	downstream	of	 that	position,	 “Ultra-In”	score	(from	the	

multiple	alignment	data),	the	associated	amino	acid	sequence	for	the	wildtype	and	mutant	

SNP,	and	the	position	of	that	SNP	within	the	context	of	a	codon.	Additionally,	if	the	mutation	

was	located	at	a	junction,	defined	as	a	position	located	within	3nts	of	splice	sites,	the	splice	
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site	scores	(MaxEnt	scores)	were	generated	for	both	the	wild-type	and	mutated	version	of	3’	

and	5’	splice	sites.		

SNP	Conservation	Database	Mutation	Categories.	Mutations	within	the	SNP	database	

were	categorized	into	three	groups	based	on	their	occurrences	in	the	“Ultra-In”	species	and	

any	variations	observed	in	the	neighboring	nucleotides.	The	first	category	was	defined	as	

SNPs	that	are	‘mutation	not	observed’.	These	SNPs	include	mutations	listed	in	[145]	that	did	

not	occur	in	any	“Ultra-In”	species.	In	the	second	category,	SNPs	were	defined	as	‘mutation	

not	important’	when	a	SNP	was	observed	in	a	subset	of	“Ultra-In”	species	but	the	neighboring	

nucleotides	did	not	show	any	variation	between	species.	This	mutation	was	present	in	the	

“Ultra-In”	species,	however,	no	other	mutations	were	nearby	and	the	SNP	containing	exon	

still	had	the	same	length	as	the	human	exon.	Hence	the	mutation	did	not	influence	splicing	

and	this	mutation	was	not	important	for	splicing.	The	third	group,	 ‘SNPs	with	covariance’,	

represents	cases	in	which	the	annotated	mutation	was	observed	in	some	species, but	at	least	

one	other	variation	was	also	seen	in	the	ten	nucleotides	around	that	mutation	in	a	subset	of	

those	species.	The	combination	of	this	mutation	and	these	nearby	variations	may	not	affect	

the	splicing	pattern;	therefore,	it	is	possible	that	these	variations	had	a	compensatory	effect	

on	the	main	mutation.		

If	 the	 aligned	 sequence	 from	 other	 species	 compared	 to	 the	 eleven	 nucleotides	

(mutation	and	surrounding	10nt)	in	human	contained	three	or	more	indels	or	“N”,	they	were	

not	considered	in	the	final	mutation	categorization.	Though	the	exons	were	already	matched	

by	sequence	similarity,	the	difference	that	was	not	significant	when	comparing	the	whole	

exon	could	cover	a	noticeable	portion	of	these	11	nucleotides.	If	the	mutation	was	located	
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close	to	a	splicing	junction,	a	sequence	of	“Z”	was	used	to	show	the	border	of	the	exon	in	the	

codon	containing	the	mutation	and	“X”	was	used	in	the	associated	amino	acid	column.		

Delta	maxent	score	was	calculated	for	either	the	5’ss	or	3’ss	as:	MT	maxent	score	–	

WT	 maxent	 score.	 The	 percent	 spliced	 in	 (psi)	 value	 was	 calculated	 as	 the	 ratio	 of	

Spliced/(Unspliced	+	Spliced).	The	delta	psi	(dpsi)	value	was	calculated	as:	MT	psi	–	WT	psi.	

For	all	analysis,	a	10%	dpsi	cutoff	was	used	to	generate	the	dpsi-	and	dpsi+	categories.	For	

the	control	group,	dpsiC,	a	0.2%	cutoff	was	used.	This	cutoff	variable	was	necessary	since	a	

cutoff	of	0	did	not	have	sufficient	data	points.		

Bedtools	 v2.25.0	 was	 used	 to	 find	 the	 overlap	 between	 genomic	 regions	 when	

necessary	 in	 finding	 matching	 exons.	 Binary	 files,	 wigToBigwig	 and	 bigWigSummary,	

downloaded	from	the	UCSC	Genome	Browser	were	used	in	conservation	score	calculation.	

All	the	other	scripts	were	written	in	Python	2.7	and	all	analysis	and	graphs	were	generated	

using	R	v3.3.2.	
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CHAPTER	3	
	

	
	

Splicing	Repression	Results	in	Changes	to	U1	SnRNP	Complex	Integrity		
at	the	5’	Splice	Site	

	
	

Summary	

Previous	 categorization	 of	 the	 function	 of	 SR	 proteins	 and	 hnRNPs	 in	 splicing	

regulation	was	subject	to	a	single	role	for	each	protein.	SR	proteins	were	commonly	accepted	

as	 activators	 of	 splicing	 and	 hnRNPs	 were	 known	 repressors.	 However,	 the	 traditional	

classification	 of	 these	 regulatory	 proteins	 has	 been	 questioned	 by	 findings	 that	

demonstrated	role	reversal	for	both	these	protein	families:	SR	proteins	can	also	repress	and	

hnRNPs	can	also	activate.	Furthermore,	it	was	shown	that	repressor	SR	proteins	and	hnRNPs	

are	able	to	recruit	U1	snRNP	to	the	5’	splice	site;	however,	in	this	repressed	state,	U1	snRNP	

appeared	to	exist	as	a	dead-end	splicing	complex.	To	understand	the	mechanism	by	which	

this	 dead-end	 complex	 is	 formed	 and	 maintained,	 the	 hypothesis	 that	 a	 repressor	 SR	

protein/hnRNP	alters	 the	affinity	of	U1	 snRNP	 to	 the	5’	 splice	 site	of	 the	pre-mRNA	was	

tested.		

RNA	competition	assays	were	carried	out	 to	measure	changes	 in	 the	affinity	of	U1	

snRNP	 components	 to	 the	 pre-mRNA.	 The	 findings	 suggest	 that	 U1	 snRNP	 components	

change	 their	 strength	 of	 association	within	 the	 complex,	 and	 that	 U1	 snRNP	 integrity	 is	

modulated	by	position-dependent	interactions	with	splicing	activators	and	repressors.	
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Introduction	

Eukaryotic	gene	expression	is	dependent	on	the	correct	removal	of	introns	and	the	

joining	of	exons	in	a	process	coordinated	by	the	spliceosome	called	splicing.	Splicing	occurs	

in	a	step-wise	fashion,	forming	four	distinct	complexes	that	differ	in	composition	and	order	

of	appearance,	E	à	A	à	B	à	C.	These	steps	are	catalyzed	by	the	major	spliceosome,	which	

is	composed	of	U1,	U2,	U4,	U5,	and	U6	small	nuclear	ribonucleoproteins	(snRNPs),	and	~300	

accessory	proteins	[3].	The	first	step	in	this	assembly	reaction	is	initiated	by	U1	snRNP.	U1	

snRNA	acts	as	a	scaffold	to	which	10	protein	subunits	bind.	Seven	of	the	proteins	are	common	

to	all	snRNPs	and	are	called	Sm	proteins	(Sm-B,	E,	F,	G,	D1,	D2	and	D3)	and	the	remaining	

four	proteins	are	unique	to	U1	snRNP:	U1-70K,	U1-C,	and	U1-A.	The	formation	of	E	complex	

occurs	when	U1	snRNP	binds	 the	 5’	 splice	 site	 (ss)	 and	U2AF	binds	 the	 3’ss.	 The	 5’ss	 is	

defined	 by	 nine	 highly	 conserved	 nucleotides	 (nts)	 and	 the	 3’ss	 is	 defined	 by	 two	 other	

distinct	 elements,	 the	 polypyrimidine	 tract	 and	 branch	 point	 sequence,	 located	 40nts	

upstream	[151].	Regulation	of	alternative	splicing	(AS)	requires	many	trans-acting	factors,	

such	as	SR	proteins	and	the	hnRNP	family	of	splicing	regulatory	proteins,	but	also	cis-acting	

elements,	 such	 as	 splice-site	 strength	 and	 binding	 sites	 for	 splicing	 regulatory	 proteins	

termed	splicing	regulatory	elements	(SREs)	[23].	SREs,	referred	to	as	exonic	and	 intronic	

splicing	enhancer	or	exonic	and	intronic	splicing	silencer	sequences,	are	binding	sites	for	SR	

proteins	and	hnRNP	splicing	factors.	When	bound	to	such	elements,	these	splicing	regulators	

are	believed	to	increase	or	decrease	the	recruitment	of	spliceosomal	components	[137,	138],	

however,	detailed	mechanisms	by	which	SR	proteins/hnRNPs	regulate	splicing	are	currently	

not	well	understood.		
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U1	snRNP	is	one	of	the	most	abundant	snRNPs	in	eukaryotes.	It	has	been	shown	that	

U1	snRNA	participates	in	many	polyadenylation	and	splicing-related	activities.	For	instance,	

the	transcriptome	contains	a	multitude	of	pseudo	poly(A)	and	pseudo	splice	sites,	many	of	

which	are	bound	by	U1	snRNA	[124,	152].	This	extensive	U1	snRNP	binding	to	the	pre-mRNA	

necessitates	 mechanisms	 whereby	 spliceosomal	 assembly	 is	 only	 activated	 at	 exonic	

locations.	Thus,	the	spliceosome	must	be	able	to	differentiate	between	U1	snRNPs	located	at	

functional	 splice	 sites	 from	 U1	 snRNPs	 bound	 to	 pseudo	 sites.	 Presumably,	 the	 exonic	

environment	 of	 U1	 snRNP,	 which	 includes	 interactions	 with	 splicing	 factors	 such	 as	 SR	

proteins	or	hnRNPs,	may	be	the	key	to	spliceosomal	activation.	However,	mechanisms	that	

allow	distinction	between	splicing	and	non-canonical	U1	snRNP	functions	are	not	known.	

Previous	 categorization	 of	 the	 function	 of	 SR	 proteins	 and	 hnRNPs	 in	 splicing	

regulation	was	subject	to	a	solitary	role	for	each	protein	that	was	unyielding	to	variation.	SR	

proteins	 were	 commonly	 accepted	 as	 activators	 of	 splicing	 and	 hnRNPs	 were	 known	

repressors,	 however,	 the	 classical	 definition	 of	 these	 regulatory	 proteins	 has	 been	

challenged	 through	 findings	 that	 demonstrate	 dual	 roles	 or	 role	 reversal	 for	 both	 these	

proteins;	SR	proteins	can	repress	and	hnRNPs	can	activate	[44–49,	55].	SR	proteins	have	

been	well	documented	to	play	a	role	in	activating	splice	site	selection,	for	instance,	exonically	

by	forming	a	bridge	between	components	bound	to	the	5'ss	and	3'ss	[34,	153].	However,	SR	

proteins	have	also	 shown	a	 role	 in	 repression	of	 the	3’ss	by	binding	 to	 the	branch	point	

sequence	and	preventing	recruitment	of	the	U2	snRNP	[33,	50].	TIA-1,	hnRNP	F,	and	hnRNP	

H	have	also	been	shown	to	mediate	5’ss	activation	from	a	downstream	intronic	position	in	

several	pre-mRNAs	[52–54].	Recent	 findings	have	demonstrated	dual	 functionality	 in	 the	

behavior	of	SR	proteins	and	hnRNPs	[31,	33,	48–51,	55,	137,	153,	154].	Almost	all	of	 the	
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common	splicing	regulatory	proteins	tested	can	activate	a	regulated	5’ss	depending	on	their	

location;	SR	proteins	(such	as	SRSF7)	always	activate	from	an	exonic	location,	hnRNPs	(such	

as	TIA-1,	an	hnRNP-like	protein)	activate	from	an	intronic	location	[57].	Interestingly,	both	

classes	of	splicing	regulators	can	also	inhibit	splicing.	A	model	was	generated	whereby	SR	

proteins	 repress	 splicing	 when	 located	 intronically	 and	 hnRNPs	 repress	 splicing	 when	

located	exonically	(Figure	3.1).	
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Figure	3.1.	Model	of	Position-Dependent	Regulation.	
SR	proteins	and	hnRNPs	demonstrate	similar	regulatory	behavior,	but	 in	mirror	 image	of	
each	other,	dependent	on	the	location	of	their	SRE.	
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Unexpectedly,	 the	 repressive	 activities	 of	 SRSF7	 and	 TIA-1	 were	 shown	 to	 fully	

support	the	formation	of	E	(early	or	commitment)	complex	(Figure	3.2B	and	[57]),	however,	

higher	 order	 splicing	 complexes	 (A,	 B,	 C)	 were	 not	 present	 [57].	 E-complex	 chase	

experiments	 demonstrated	 the	 formation	 of	 a	 dead-end	 splicing	 complex	 [57].	 This	

observation	 led	 to	 the	 consideration	 that	 in	 the	 presence	 of	 a	 repressor,	 U1	 snRNP	may	

undergo	structural	rearrangements,	resulting	in	changes	in	its	affinity	for	the	pre-mRNA	or	

in	the	composition	of	bound	U1	snRNP.	Collectively,	these	findings	demonstrate	that	splicing	

regulatory	proteins	behave	in	a	highly	position-dependent	manner	and	the	position	of	SREs	

is	key	to	the	activation	or	repression	of	the	splicing	mechanism.	
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Figure	3.2.	Half-Substrate	RNA	E	Complex	Formation.		
A)	Schematic	of	half-substrate	RNA	constructs	containing	binding	sites	for	SRSF7	or	TIA-1	
(denoted	as	white	or	gray	boxes)	used	for	experiments.	Blue	boxes	are	exons,	black	lines	are	
introns.	5’	splice	site	denoted	between	exon/intron	junction.	B)	Native	complex	formation	
was	performed	on	low	melt	agarose.	RNA	was	added	to	ATP	depleted	nuclear	extract	mix	for	
0,	 10	 or	30	minutes.	Half-substrate	RNA	 that	was	 not	 introduced	 to	 nuclear	 extract	was	
loaded	onto	gel	as	a	control.	β-globin	RNA	was	used	as	positive	control.	E	complex	and	H	
complex	denoted	with	black	arrows.	C)	Formation	of	a	dead-end	E	complex	is	not	caused	by	
lack	 of	 U1	 snRNP	 recruitment	 to	 either	 activated	 or	 repressed	 positions.	 Western	 blot	
analysis	was	performed	on	half-substrate	RNA	with	antibodies	against	U1-C	and	U1-70K;	
hnRNP	A1	used	as	a	 loading	 control.	NE	denotes	30%	nuclear	extract	 loaded	onto	gel,	U	
denotes	upstream,	D	denotes	downstream,	bead	sample	contains	no	RNA	and	β-Globin	RNA	
was	used	as	a	positive	control.		
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Results	

Recruitment	 of	 U1	 snRNP	 is	 not	 affected	 by	 binding	 of	 SR	 proteins/hnRNP	 in	 repressive	

positions.		

Based	on	the	model	of	position-dependent	splicing	activation	and	repression	(Figure	

3.1)	 experiments	were	 designed	 to	understand	why	 splicing	 stalls	 at	 E	 complex.	 In	 vitro	

transcribed	half-substrate	RNAs	containing	binding	sites	for	SRSF7	or	TIA-1	(in	duplicate)	

either	upstream	or	downstream	of	 a	strong	5’ss	 (Figure	3.2A)	were	used,	 and	E	 complex	

formation	was	confirmed	for	each	of	the	corresponding	RNAs	tested	(Figure	3.2B).	Although	

E	 complex	 formation	 was	 observed	 based	 on	 gel	 mobilities,	 it	 was	 not	 clear	 whether	 a	

functional	U1	snRNP	was	recruited	to	the	5’ss	in	the	presence	of	a	repressor.	To	address	this	

question,	 an	 RNA	 pull-down	 was	 performed	 through	 immobilization	 of	 the	 in	 vitro	

transcribed	 half-substrate	 RNAs	 to	 adipic	 acid	 dihydrazide	 agarose	 beads	 (Figure	 3.2C).	

Western	blot	analysis	of	the	pulled	down	RNA/protein	complexes	identified	the	presence	of	

U1	 snRNP	 complex	 at	 the	 5’ss	 for	 both	 repressive	 bindings	 sites	 of	 SRSF7	 and	TIA-1,	 as	

demonstrated	by	the	presence	of	U1-C	and	U1-70K,	components	of	the	U1	snRNP.	Repressive	

SRE	positions,	therefore,	do	not	interfere	with	the	initial	step	of	spliceosomal	assembly	but	

do	 interfere	 with	 further	 formation	 of	 a	 functional	 spliceosome	 and	 the	 transition	 to	 a	

catalytically	active	spliceosome,	as	was	previously	demonstrated,	at	least	in	the	context	of	

the	evaluated	5’ss	selection.		

	
Splicing	repression	results	in	altered	affinities	of	U1	snRNP	components	at	the	5’ss.	

To	understand	the	mechanism	by	which	a	dead-end	splicing	complex	was	formed,	the	

hypothesis	that	an	enhancer	or	repressor	SR	protein/hnRNP	alters	the	affinity	of	U1	snRNP	

to	the	pre-mRNA	was	tested.	The	Lynch	lab	has	shown	that	hnRNP	L	and	A1	repress	splicing	
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through	extended	base-pairing	of	U1	snRNP	with	the	pre-mRNA,	causing	complex	hyper-

stabilization	[155].	Although	the	test	substrates	used	in	our	studies	were	theoretically	not	

able	to	make	extended	base	pairing	with	U1	snRNA,	it	is	possible	that	the	affinity	of	U1	snRNP	

changes	through	different	mechanisms.	

To	test	the	hypothesis	that	U1	snRNP	has	a	lower	affinity	for	the	5’	splice	site	in	a	

repressed	state	compared	to	a	non-repressed	state,	a	dilution-chase	reaction	was	performed	

using	 in	 vitro	 transcribed	 half-substrate	 RNAs	 containing	 SRE	 binding	 sites	 upstream	 or	

downstream	 of	 the	 5’ss	 (Figure	 3.2A).	 The	 goal	 of	 these	 experiments	was	 to	 reduce	 the	

concentration	of	U1	snRNP	by	dilution	to	monitor	U1	snRNP	dissociation	from	pre-bound	

RNAs	 over	 time.	 Observed	 differences	 in	 the	 measured	 dissociation	 rates	 would	 then	

indicate	differences	 in	U1	snRNP	binding	potential.	Binding	equilibria	were	disrupted	by	

dilution	and	U1	snRNP	association	with	each	RNA	was	monitored	using	RNA	pull-down	and	

western	 blot	 analysis.	 When	 SRSF7	 binds	 in	 the	 upstream	 activating	 position	 U1-70K	

remained	 stably-bound	 throughout	 the	 time	 course	 of	 the	 experiment	 (Figure	 3.3A),	

however,	U1-C	binding	increased	over	time	(Figure	3.3A).	Interestingly,	when	SRSF7	binds	

the	downstream	repressive	site,	an	increase	in	U1-70K	association	with	the	RNA	is	observed	

upon	dilution,	 but	 U1-C	 levels	 remained	 constant	 (Figure	 3.3B).	 The	 increase	 in	 U1-70K	

association	with	the	repressed	RNA	and	the	increase	in	U1-C	in	the	activated	RNA	suggests	

that	the	dilution	may	have	titrated	SRSF7	rather	than	U1	snRNP	into	sub-saturating	levels,	

thereby	 potentially	 relieving	 U1	 snRNP	 compositional	 restraints.	 While	 the	 preliminary	

dilution	 experiments	 did	 not	 provide	 the	 expected	 insights	 into	 differential	 U1	 snRNP	

affinities,	the	data	clearly	demonstrated	that	the	integrity	of	U1	snRNP	is	dynamic,	as	further	

demonstrated	by	changes	in	the	ratio	of	U1-70K	to	U1-C	(Figure	3.3A,	3.3B).		
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Figure	3.3.	Dilution	Chase	Pull-Down	on	Half-Substrate	RNA.	
RNA	 pull-down	 followed	 by	 dilution	 chase	 experiment	 on	 A)	 SRSF7-Up	 RNA:	 activating	
position,	 B)	 SRSF7-Down	 RNA:	 repressive	 position.	 U1-70K	 and	 U1-C	 levels	 probed	 via	
Western	Blot	analysis.	40	à	20	refers	to	dilution	of	sample	from	40%	NE	to	20%	NE.	Dilution	
chase	controls	depicted	in	lanes	2	and	9,	NE	denotes	30%	nuclear	extract	loaded	onto	gel,	
and	bead	sample	contains	no	half-substrate	RNA.	Band	intensities	of	lanes	5-8	normalized	to	
lane	1	and	plotted	for	levels	of	U1-70K,	U1-C	and	the	ratio	between	U1-70K:U1-C	for	both	A)	
SRSF7-Up	and	B)	SRSF7-Down.	
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The	goal	of	the	dilution-chase	was	to	measure	rates	of	U1	snRNP	dissociation	from	

the	test	RNA.	However,	the	manner	in	which	the	dilution-chase	was	setup	did	not	allow	for	

accurate	binding	affinities	to	be	determined.	This	was	due	to	the	lack	of	knowledge	of	what	

was	being	titrated	when	the	dilution	was	performed.	The	concentration	of	all	components	

was	reduced,	but	 there	was	no	way	of	knowing	which	RNA	binding	partner	was	 limiting.	

Therefore,	a	different	pulse-chase	experiment	was	performed.	Instead	of	diluting	the	entire	

reaction,	a	competition	assay	was	performed	through	the	addition	of	excess	RNA	as	a	chase.	

Highly	concentrated	and	untagged	RNA	was	added	to	the	binding	reaction,	thus	essentially	

maintaining	the	initial	concentrations	of	U1	snRNP	and	splicing	regulators	during	the	chase.	

Through	 the	 use	 of	 an	 RNA	 that	 only	 harbors	 a	 5’ss	 (chasing	 U1	 snRNP),	 any	 detected	

dissociations	of	U1	snRNP	components	were	then	related	to	reduced	availability	of	U1	snRNP	

or	SRSF7.	This	 is	because	the	chase	RNAs	will	compete	 for	binding	to	any	dissociated	U1	

snRNP	or	SRSF7	over	time,	preventing	re-association	with	the	tagged	RNAs	of	interest.	The	

competitor	RNA	used	for	the	pulse-chase	competition	pull-down	was	a	neutral	sequence	that	

does	not	contain	binding	sites	for	SRSF7	or	TIA-1.	This	neutral	RNA	was	introduced	in	high	

concentrations	to	compete	for	U1	snRNP	dissociating	from	the	RNA	over	time,	sequestering	

U1	snRNP	and	preventing	 re-association	 to	 the	RNA	of	 interest.	Using	 this	 approach,	 the	

hypothesis	 was	 tested	 that	 U1	 snRNP	 has	 a	 lower	 affinity	 for	 the	 regulated	 5’ss	 in	 the	

presence	of	a	repressor.	

	 U1	snRNP	association	with	each	RNA	was	monitored	via	RNA	affinity	pulse-chase,	pull-

down,	 and	 western	 blot	 analysis.	 Monitoring	 the	 binding	 of	 U1	 snRNP	 to	 the	 neutral	

sequence	over	time	demonstrated	strong	binding	interactions	for	U1-70K,	with	a	slow	rate	

of	dissociation	over	time,	(0.04	min-1)	(Figure	3.4A).		
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Figure	3.4.	Competition	Pulse-Chase	Pull-Down	on	Half-Substrate	RNA.	
RNA	 Pulse-chase	 pulldown	 identifies	 changes	 in	 affinity	 of	 U1	 snRNP	 components.	 A)	
Western	blot	analysis	was	performed	on	neutral	half-substrate	RNA	or	B)	SRSF7-down	half-
substrate	 RNA,	 probed	 for	 U1-70K	 and	 U1-C.	 Pulse-chase	 was	 performed	 using	 high	
concentrations	of	neutral	RNA	with	no	binding	site	for	SRSF7	or	TIA-1	for	0-30	minutes.	NE	
denotes	30%	nuclear	extract	loaded	onto	gel,	bead	sample	contains	no	half-substrate	RNA,	
‘No	Chase’	sample	denotes	no	pulse-chase	RNA.		
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The	same	could	not	be	said	of	U1-C	which	seems	to	dissociate	more	rapidly,	not	allowing	for	

the	determination	of	a	measurable	rate.	When	SRSF7	binds	in	the	downstream	repressive	

position,	U1-70K	dissociates	quickly	over	time,	with	a	rate	of	1min-1	(Figure	3.4B).	However,	

when	SRSF7	is	bound	in	the	activating	position,	U1-70K	remains	stably	bound	with	a	slower	

rate	of	dissociation	(Table	3.1).	It	is	important	to	point	out	that	the	differences	in	the	off	rates	

seen	from	the	pulse-chase	pull-down	could	indicate	that	what	is	being	measured	is	in	the	

context	of	bound	U1	snRNA,	however,	that	has	not	been	confirmed	as	of	yet.			

The	observations	from	both	sets	of	pulse-chase	experiments	indicate	a	general	trend	

when	comparing	the	consequences	of	activators	and	repressors.	Regulatory	proteins	bound	

in	 activating	 positions	 exhibit	 much	 faster	 rates	 of	 dissociation	 and	 those	 bound	 in	

repressive	positions	have	slower	rates	of	dissociation	(Table	3.1).	U1-C	dissociation	rates	

were	harder	to	calculate	as	their	western	signal	was	much	weaker,	and	it	appears	that	its	

rate	of	dissociation	is	faster	than	what	can	be	measured	through	this	method.	U1-A	levels	

were	also	probed	and	U1-A	was	not	 consistently	present	and	dissociated	quickly	as	well	

(data	not	shown).	Additionally,	through	the	pulse-chase	experiment,	there	was	a	loss	of	E	

complex,	confirming	the	results	demonstrating	the	 loss	of	U1	snRNP	components	(Figure	

3.5).	
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Table	3.1.	Dissociation	Rates	of	U1-70K	and	U1-C.	
U1-70K	 affinity	 changes	 for	 U1	 snRNP	 in	 the	 presence	 of	 an	 activator	 or	 repressor	 SR	
protein/hnRNP.	U1-70K	rate	of	dissociation	was	calculated	for	all	half-substrate	RNAs.	*Too	
fast	to	accurately	measure	through	pipetting.	
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Figure	3.5.	Competition	Pulse-Chase	E	Complex	Formation	on	Half-Substrate	RNA.		
Loss	of	E	complex	formation	during	pulse-chase	experiments.	Native	complex	formation	was	
performed	on	 half-substrate	RNA,	 pulse-chased	with	high	 concentrations	of	 neutral	 RNA	
with	 no	 binding	 site	 for	 SRSF7	 or	 TIA-1	 for	 10	minutes	 plus	 an	 additional	 0-15	minutes	
(orange	 numbers).	 Non-pulse	 chase	 samples	were	 incubated	 for	 0	 or	 10	minutes	 (black	
numbers).	Nuclear	extract	used	was	ATP	depleted.	Half-substrate	RNA	not	 introduced	 to	
nuclear	extract	was	loaded	onto	gel	as	a	control.	E	complex	denoted	with	black	arrow.		
	 	



	
	

78 

Changes	in	U1	snRNP	complex	integrity	occur	due	to	the	presence	of	an	activator	or	

repressor	SR	protein/hnRNP,	however,	there	was	a	concern	that	the	presence	or	absence	of	

ATP,	an	essential	energy	source	for	the	conversion	of	E	to	A	complex,	played	a	role	in	U1	

snRNP	recruitment	to	the	half	substrate	RNAs.	To	test	the	influence	of	ATP,	the	pulse-chase	

pull-down	was	 performed	 on	 all	 half-substrate	RNAs	 in	 the	 absence	 or	 presence	 of	 ATP	

(Figure	3.6A,	3.6B	vs	Figure	3.6C).	No	discernible	differences	in	the	levels	of	U1-70K	(Figure	

3.6)	or	U1-C	(data	not	shown	as	protein	 intensity	was	minimal)	were	detected.	However,	

these	 pulse-chase	 experiments	 were	 not	 as	 reproducible	 as	 necessary	 to	 finalize	 strong	

conclusions	 (Figure	3.6).	 In	addition,	 the	 chase	 control,	RNA	1st’	sample,	was	expected	 to	

display	 reduced	 levels	 of	 U1-70K,	 as	 introducing	 the	 neutral	 RNA	 in	 excess	 prior	 to	

incubation	 with	 NE	 should	 have	 prevented	 the	 association	 of	 U1	 snRNP	 to	 the	 RNA	 of	

interest.	This,	however,	was	not	 the	case.	Many	rounds	of	pull-down	and	troubleshooting	

efforts	 were	 unsuccessful	 in	 confirming	 the	 accuracy	 of	 this	 pull-down	 method.	

Nevertheless,	 the	 data	 presented	 thus	 far	 is	 promising	 as	 it	 demonstrates	 that	 the	

composition	 of	 U1	 snRNP	 is	 dynamic	 and	 that	 these	 U1	 snRNP	 integrity	 alterations	 are	

mediated	through	repressive	or	activating	SREs.	
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Figure	3.6.	Pulse-Chase	Pull-Down	with	or	Without	ATP	on	Half-Substrate	RNA.		
Presence	or	absence	of	ATP	does	not	change	 levels	of	U1-70K.	Western	blot	analysis	was	
performed	 on	 half-substrate	 RNA	 pulse-chase	 pulldown	 samples.	 Pulse-chase	 was	
performed	using	high	concentrations	of	neutral	RNA	with	no	binding	site	for	SRSF7	or	TIA-
1	for	15	minutes	plus	an	additional	0-30	minutes.	A,	B)	Pulse-chase	without	ATP,	in	duplicate	
C)	Pulse-chase	with	ATP.	30%	NE	was	loaded	onto	the	gel	as	control,	bead	sample	contains	
no	 half-substrate	 RNA	 and	 was	 used	 as	 non-specific	 binding	 control,	 ‘No	 Chase’	 sample	
denotes	no	chase	RNA	and	should	mimic	pulse-chase	time	point	0.	RNA	1st	denotes	samples	
with	chase	RNA	introduced	prior	to	the	15	minute	incubation	with	NE,	as	an	internal	assay	
control.			
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Two	exon	mini	gene	to	probe	U1	snRNP	affinity	changes.	

It	is	possible	that	the	half-substrate	RNAs	used	in	our	assays	were	not	fully	reflective	

of	accurate	assembly	modes,	and	any	changes	observed	in	the	association	of	U1	snRNP	to	

activated-	or	repressed-splice	sites	could	be	due	to	the	lack	of	proper	interactions	between	

protein	components	at	the	5’ss	and	3’ss	downstream.	To	test	this	concern,	a	two-exon	mini	

gene	was	designed	and	tested	with	the	pulse-chase	pull-down	(Figure	3.7A).	The	two-exon	

genes	 were	 verified	 for	 formation	 of	 E	 complex,	 and	 all	 RNAs	 demonstrated	 E	 complex	

formation	 (Figure	 3.7B).	 Pulse-chase	 pull-down	 experiments	 were	 then	 performed,	

however,	 there	was	 still	 a	 lack	 of	 reproducibility.	 The	 same	 general	 trend	 seemed	 to	 be	

apparent	for	the	neutral	RNA,	tight	association	of	U1-70K	to	the	neutral	RNA,	however,	not	

much	 information	could	be	obtained	for	 the	activating	and	repressive	state	RNAs	(Figure	

3.7C,	3.7D).		
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Figure	3.7.	E	Complex	Formation	on	Two	Exon-Mini	Genes.	
Two	exon	mini	genes	demonstrate	loss	of	E	complex	formation	in	general.	A)	Schematic	of	
two	exon	RNA	constructs	used.	B)	Western	blot	analysis	was	performed	on	two-exon	RNA.	
Pulse-chase	was	performed	using	high	concentrations	of	neutral	RNA	with	no	binding	site	
for	SRSF7	or	TIA-1	for	15	minutes	plus	an	additional	0-30	minutes	using	ATP	depleted	NE.	
30%	NE	was	loaded	onto	the	gel	as	control,	bead	sample	contains	no	half-substrate	RNA	and	
was	 used	 as	 non-specific	 binding	 control,	 ‘No	 Chase’	 sample	 denotes	 no	 chase	 RNA	 and	
should	mimic	pulse-chase	time	point	0.	RNA	1st	denotes	samples	with	chase	RNA	introduced	
prior	to	the	15	minute	incubation	with	NE,	as	an	internal	assay	control.	C)	Levels	of	U1-70K	
intensity	as	measured	from	the	western	blot	were	plotted	over	time.	D)	Two	exon	mini	genes	
demonstrate	loss	of	H	complex	and	formation	of	E	complex.	Native	complex	formation	was	
performed	on	low	melt	agarose.	RNA	was	added	to	ATP	depleted	nuclear	extract	mix	for	0,	
10	or	30	minutes.	RNA	not	introduced	to	nuclear	extract	was	loaded	onto	gel	as	a	control.	E	
complex	and	H	complex	denoted	with	black	arrows.		
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Some	of	the	major	concerns	with	the	affinity	pull-down	model	using	both	the	half-

substrate	and	two	exon	mini	genes	involved	bead	loss	and	thus	sample	loss,	as	well	as	loss	

of	U1	snRNP	components	through	the	many	wash	steps.	The	adipic	acid	dihydrazide	beads	

are	sticky,	and	bead	loss	occurred	through	the	many	pipetting	and	wash	steps.	Additionally,	

there	was	a	concern	that	introducing	multiple	washes	to	remove	any	non-specifically	bound	

protein	or	 snRNPs	could	be	washing	away	non-tightly	associated	U1	snRNP	components.	

Furthermore,	with	 the	 current	method,	no	 internal	 loading	 control	 could	be	used,	so	any	

pipetting	 errors	 in	 sample	 loading	 on	 the	 gel	 could	 not	 be	 ruled	 out,	 and	 any	 major	

differences	between	protein	intensity	from	one	sample	to	another	could	not	be	confirmed.		

To	address	some	of	these	issues,	a	different	pull-down	method	was	employed	using	

an	MS2	affinity	tag	as	a	means	to	pull-down	the	RNA	of	interest.	The	goal	of	this	new	method	

was	to	improve	the	pull-down	through	the	use	of	magnetic	amylose	beads	to	minimize	bead	

loss,	as	well	as	to	reduce	the	concentration	of	RNA	needed	to	perform	the	pull-downs.	Three	

MS2	hairpins	were	cloned	into	the	half-substrate	RNA	immediately	downstream	of	the	T7	

promoter	and	upstream	of	the	exonic	sequence	(Figure	3.8A).	MS2-MBP	(maltose	binding	

protein)	 fusion	 proteins	 were	 introduced	 to	 the	 MS2-RNAs	 of	 interest,	 subsequently	

incubated	 in	 NE,	 and	 pulled-down	 using	 magnetic	 amylose	 beads.	 The	 affinity	 purified	

proteins	 were	 then	 eluted	 and	 analyzed	 by	 western	 blot.	 Using	 this	 method	 of	 affinity	

purification	allowed	for	(10-fold)	far	less	RNA	to	be	used	to	perform	the	pull-down.		

	 Affinity	purification	using	SRSF7-Down	demonstrated	an	increase	in	U1-70K	levels	

over	time	during	the	RNA	excess	chase	(Figure	3.8B).	However,	upon	repeat	trials,	U1-70K	

levels	oscillated	between	time	points	and	were	not	consistent	with	previous	results	(Figure	

3.8C).	 Reproducibility	 of	 the	 data	 was	 still	 a	 key	 concern.	 Additionally,	 U1-C	 levels,	 as	
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previously	seen,	were	too	low	to	appear	on	the	western	blot.	This	pull-down	was	repeated	

numerous	times,	and	subsequent	tests	yielded	different	results	and	trends.	The	number	of	

washes,	 temperature	 at	 which	 the	 pull-down	 was	 performed,	 as	 well	 as	 order	 of	 the	

experimental	 time	 points	 were	 all	 tested,	 and	 reproducible	 data	 was	 not	 attained.	

Additionally,	a	new	control	was	introduced	to	reduce	the	number	of	washes	needed	after	

incubation	with	NE,	potentially	addressing	any	loss	of	weakly	or	transiently	bound	U1snRNP	

over	the	time	course	of	the	wash	steps.	This	control	involved	adding	MS2	protein	in	excess	

to	 the	 amylose	 beads,	 prior	 to	 their	 introduction	 to	 the	 MS2-MBP	 RNA	 complex.	

Unfortunately,	this	additional	control	did	not	lower	the	non-specific	wash	conditions.		
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Figure	3.8.	3MS2	Hairpin	Half-Substrate	RNA	Pulse-Chase	Pull-Down.	
RNA	pulldown	using	3MS2	hairpin	RNA	did	not	improve	reproducibility	issues.	A)	Schematic	
of	 RNA	used.	 Three	 hairpins	 denote	MS2	 binding	 sites,	 red	 box	 denotes	 exon,	 black	 line	
denotes	 intron,	 white	 box	 denotes	 SRSF7	 binding	 site.	 B,	 C)	 Western	 blot	 analysis	 was	
performed	on	pulse-chase	pulldown	samples	using	SRSF7-Down	RNA	and	probed	for	U1-
70K	and	U1-C	levels.	Pulse-chase	was	performed	using	high	concentrations	of	neutral	RNA	
with	no	binding	site	for	SRSF7	or	TIA-1	for	0-30	minutes.	NE	denotes	30%	nuclear	extract	
loaded	onto	gel,	bead	sample	contains	no	RNA,	 ‘No	Chase’	sample	denotes	no	pulse-chase	
RNA,	 and	 RNA	 first	 denotes	 samples	 with	 chase	 RNA	 introduced	 prior	 to	 15	 minute	
incubation,	used	as	control.	Two	gels	depicted	are	replicates	experiments.			
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The	 internal	 RNA	 1st	 control	 continued	 to	 demonstrate	 high	 levels	 of	 U1-70K,	

suggesting	an	inefficient	chase.	To	address	this	concern,	a	new	chase	RNA	was	designed.	The	

chase	 RNA	 that	 was	 initially	 used	 was	 the	 half-substrate	 neutral	 sequence	 that	 did	 not	

contain	MS2	hairpins	(Figure	3.2A),	however,	it	was	seen	that	low	levels	of	SRSF7	and	TIA-1	

bound	non-specifically	to	the	neutral	sequence,	when	the	neutral	sequence	was	introduced	

at	high	concentrations	(data	not	shown).	Therefore,	a	new	chase	sequence	was	designed,	

removing	 any	 potential	 SR	 protein/hnRNP	binding	 sites,	while	maintaining	 a	 strong	5’ss	

(new	neutral	chase	sequence:	5’-GAGCUCCAGGUGAGUACACAUAU-3’).	The	new	chase	RNA	

did	not	diminish	the	RNA	1st	signal	and	did	not	improve	the	oscillating	levels	of	U1-70K.		

	 Overall,	this	new	pull-down	method,	although	more	manually	efficient	and	requiring	

less	 RNA	 input,	 did	 not	 improve	 the	 reproducibility	 issues.	 Further	 work	 is	 needed	 to	

troubleshoot	and	optimize	this	method,	in	particular,	improving	the	chase	RNA	and	in	turn	

improve	the	RNA	1st	control	results.		

	
Discussion	

	 Understanding	the	mechanism	by	which	splicing	regulation	occurs	allows	for	greater	

insights	 into	the	complexity	of	RNA	processing.	The	 finding	that	SR	proteins	and	hnRNPs	

behave	in	a	similar	but	opposite	fashion,	yet	still	recruit	U1	snRNP	to	the	5’ss,	demonstrates	

the	 need	 to	 understand	 the	 mechanism	 of	 position-dependent	 regulation.	 Based	 on	 the	

findings	 thus	 far,	 the	 U1	 snRNP	 complex	 displays	 differing	 protein	 component	 integrity,	

when	binding	to	the	5’ss	is	influenced	by	a	splicing	activator	or	repressor	(Figure	3.3,	3.4).	A	

change	in	the	strength	of	U1	snRNP	complex	interconnections,	as	measured	by	variable	U1-

70K	 and	 U1-C	 dissociation	 rates	 when	 comparing	 activating	 or	 repressive	 conditions,	

suggests	 that	 the	U1	snRNP	complex	 is	highly	dynamic.	These	dynamic	 changes	 could	be	
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associated	 with	 altered	 protein	 component	 affinities,	 perhaps	 even	 altered	 complex	

compositions	 and/or	 structural	 conformations	 that	 ultimately	 dictate	 the	 assembly	 of	 a	

functional	spliceosome.	In	other	words,	splicing	repression	and	activation	at	the	5’ss	may	be	

mediated	through	U1	snRNP	structural	and	complex	integrity	changes.	As	suggested	by	the	

results	highlighted	in	Figure	3.4,	in	the	presence	of	a	repressor	SRSF7	bound	downstream	of	

the	5’ss,	a	faster	rate	of	dissociation	for	U1-70K	was	seen.	In	other	words,	U1-70K	has	a	lower	

affinity	 for	 U1	 snRNP	 in	 the	 presence	 of	 a	 repressor.	 Overall,	 the	 data	 thus	 far	 suggests	

dynamic	binding	of	U1	components	at	the	5’ss	in	the	presence	of	activator/repressor.	It	is	

possible	 that	 changes	 to	 the	 integrity	 of	 protein	 components	 associated	with	 U1	 snRNP	

impact	the	overall	affinity	of	U1	snRNP	for	the	RNA.	

	 It	has	been	shown	that	there	are	two	differing	isoforms	of	U1-70K	that	contain	RNA	

binding	domains	[156,	157].	These	two	isoforms	differ	by	only	9	amino	acids	which	affect	

the	 phosphorylation	 status	 of	 U1-70K.	 U1-70K	 isoform	 one,	 the	 larger	 of	 both	 isoforms,	

demonstrated	a	more	stable	interaction	with	U1-C,	whereas	isoform	two	bound	more	stably	

to	 Sm-B	 [156].	 Sm-B	 has	 been	 shown	 to	 be	 an	 important	 component	 for	 association	 of	

additional	non-snRNP	factors	with	U1	snRNP	[158].	Furthermore,	mass	spec	results	showed	

that	 U1-C	 and	 U1-A	were	 not	 retained	 in	 complexes	where	 U1-70K	was	 lost	 [156].	 This	

suggests	that	depending	on	the	isoform	of	U1-70K	that	is	bound,	U1	snRNP	integrity	could	

differ,	and	the	stability	of	U1	snRNP	may	not	be	achieved	until	U1-70K,	U1-C	and	U1-A	are	

all	stably	associated.	This	could	explain	the	difficulty	in	calculating	dissociation	rates	for	U1-

A	and	U1-C,	when	U1-70K	is	lost	due	to	the	presence	of	the	repressor.	Moreover,	given	that	

U1-70K	acts	as	an	anchor	for	U1-C	[159–161],	it	is	plausible	that	U1	snRNP	dynamic	changes	

that	are	seen,	in	the	presence	of	a	repressor,	could	be	due	to	changes	in	association	between	
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U1-70K	and	U1-C	or	U1-70K	and	Sm-B,	but	also	depend	on	the	 isoform	of	U1-70K	that	 is	

associated.	 These	 could	 lead	 to	 varying	modes	 of	U1	 snRNP	 that	 associate	with	 the	 5’ss.	

Furthermore,	phosphorylation	status	could	also	be	altered,	affecting	the	way	these	protein	

component	 associate	with	 U1-70K	 and	 other	 associated	 factors.	 Therefore,	 it	 is	 of	 great	

importance	to	validate	the	isoform	of	U1-70K	that	is	associated,	the	phosphorylation	status	

of	 this	 protein	 as	 well	 as	 probing	 for	 the	 other	 U1	 snRNP	 components,	 such	 as	 the	 Sm	

proteins.	In	the	presence	of	a	repressor,	loss	of	U1-70K	may	modify	not	only	U1-C	levels,	but	

also	Sm-B	levels	and	these	changes	could	affect	the	overall	stability	of	U1	snRNP	for	the	5’ss,	

leading	to	the	stalled	E	complex	formation	that	was	seen	[57].		

In	addition	to	altered	protein	component	affinities,	altered	structural	conformations	

could	also	play	a	role	in	U1	snRNP	complex	dynamics.	The	Black	lab	has	demonstrated	that	

stem	 loop	 4	 (SL4)	 of	 U1	 snRNA	 interacts	 across	 the	 intron	 with	 SF3A1,	 a	 U2	 snRNP	

component	 [162].	 Likewise,	 they	 have	 shown	 that	 polypyrimidine	 tract	 binding	 protein	

(PTB)	binding	to	a	distinct	SL4	region	of	SL4	inhibits	splicing	[163].	It	has	also	been	shown	

that	TIA-1	directly	interacts	with	U1-C	when	located	downstream	of	the	5’ss	[164].	Given	

that	U1-C	requires	U1-70K	for	stable	incorporation	into	U1	snRNP	[161],	it	is	possible	that	

the	U1-C/U1-70K	interaction	could	result	in	changes	to	the	accessibility	of	stem	loop	1	of	U1	

snRNA	to	which	U1-70K	binds.	Changes	in	accessibility	of	other	stem	loops	could	also	alter	

the	overall	conformation	of	U1	snRNA	impacting	how	the	U1	snRNP	components	interact.	

For	instance,	it	is	possible	that	the	accessibility	of	SL4	of	U1	snRNA	changes	in	the	presence	

of	a	SR	protein	or	hnRNP.	This	could	potentially	occur	through	a	conformational	change	of	

SL4,	 thereby	 allowing	 U1	 snRNP	 to	 toggle	 between	 permissive	 and	 non-permissive	

structures.	 In	 this	 model	 the	 permissive	 structure	 would	 promote	 the	 formation	 of	 a	
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productive	U1	snRNP	complex,	which	 is	required	 for	cross-intron	pairing	with	U2	snRNP	

components	to	assemble	functional	pre-spliceosomal	complexes.	

U1	 snRNP	 has	 been	 shown	 to	 interact	 with	 the	 pre-mRNA	 at	 multiple	 locations,	

independent	of	a	canonical	5’ss.	Consequently,	the	spliceosome	must	be	able	to	differentiate	

between	 U1	 snRNP	 that	 binds	 to	 the	 RNA	 outside	 of	 splice	 sites	 and	 those	 that	 mark	

exon/intron	junctions	or	pseudo	splice	sites	and	cryptic	sites	[124,	165].	Based	on	the	data	

shown	 thus	 far,	 splicing	 regulatory	 proteins	 modulate	 interactions	 between	 U1	 snRNP	

components	and	these	interactions	may	in	turn	regulate	the	ability	of	U1	snRNP	to	engage	in	

productive	higher	order	spliceosomal	complex	formation.	Thus,	an	activated	U1	snRNP	may	

act	as	a	gatekeeper	of	splicing	initiation	by	altering	the	interaction	profile	of	the	U1	snRNP	

components.	Collectively,	these	results	demonstrate	the	need	to	understand	how	regulatory	

proteins	interact	with	and/or	alter	U1	snRNA	accessibility	and/or	U1	snRNP	integrity.	The	

overall	preliminary	findings	are	promising,	and	further	investigation	would	allow	for	greater	

insight	 into	 the	 nature	 of	 U1	 snRNP	 as	 a	 molecular	 checkpoint	 that	 influences	 splicing	

decisions	of	the	pre-mRNA.		

	
Materials	&	Methods	
	
Half-Substrate	Construct	Sequences	

Half-substrate	DNA	sequences	are	as	follows.	SRSF7	sequence	used	in	constructs	was	5’-

AGACAACGATTGATCGACTA-3’	and	TIA1	sequence	used	was	5’-TCTTTTTAAGTCGT	

ACCTAA-3’.		

Neutral	(N2	sequence):		
5’-TAATACGACTCACATAGGGCCAAACAACCAAACAACCAAACAAGAGCTCCTGGTGAGTA	
CCCAAACAACCAAACAACCAAACAACCAAACAACCAAACAACTTAAGCTCTCCGAAGACAGT	
GG-3’.		
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SRSF7-Upstream:		
5’-TAATACGACTCACTATAGGGCCTAGGAATTCAGACAACGATTGATCGACTA	
AGACAACGATTGATCGACTAGAGCTCCTGGTGAGTACCTTAAGCTCTCCGAAGACAGTGG-3’	
	
SRSF7-Downstream:		
5’-TAATACGACTCACTATAGGGCCTAGGAATTCCCAAACAACCAAACAACCAAACAAGAG	
CTCCTGGTGAGTACAGACAACGATTGATCGACTAAGACAACGATTGATCGACTACTTAAGCTCTC
CGAAGACAGTGG-3’	
	
TIA1-Upstream:		
5’-TAATACGACTCACTATAGGGCCTAGGAATTCTCTTTTTAAGTCGTACCTAATCTTTTT	
AAGTCGTACCTAAGAGCTCCTGGTGAGTACCTTAAGCTCTCCGAAGACAGTGG-3’	
	
TIA1-Downstream:		
5’-TAATACGACTCACTATAGGGCCTAGGAATTCCCAAACAACCAAACAACCAAACAAGA	
GCTCCTGGTGAGTACTCTTTTTAAGTCGTACCTAATCTTTTTAAGTCGTACCTAACTTAAGCTCT
CCGAAGACAGTGG-3’	
	
	
Cloning	of	3MS2	Hairpins	in	Half-Substrate	DNA	(SD3MS2	DNA)	

Half-substrate	DNA	(Neutral,	SRSF7-Up,	SRSF7-Down,	TIA1-Up,	and	TIA1-Down)	was	

cloned	 into	 pBluescript	 II	 KS+	 vector	 containing	 three	 MS2	 hairpins	 downstream	 of	 T7	

promoter.	 Xba1	 and	 HindIII	 were	 restriction	 sites	 used	 to	 clone	 into	 the	 vector.	 MS2	

sequence	used	was	5’-CGTACACCATCAGGGTACG-3’.	Final	sequence	of	new	SD3MS2	DNA	are	

as	follows.	

Neutral:		
5’-TAATACGACTCACTATAGGGCGAATTGGAGCTCCACCGCGGGCGTACACCATCAGGGTAC	
GAGCAAGCCCATTGCGTACACCATCAGGGTACGACTAGTACATTCGTACACCATCAGGGTACGGT
ATTCCATCTAGATATAGGGCCAAACAACCAAACAACCAAACAAGAGCTCCTGGTGAGTACCCAAA
CAACCAAACAACCAAACAACCAAACAACCAAACAACTTAAGCTCTCCGAAAAGCTTACA-3’	
	
SRSF7-Upstream:		
5’-TAATACGACTCACTATAGGGCGAATTGGAGCTCCACCGCGGGCGTACACCATCAGGGTACG	
AGCAAGCCCATTGCGTACACCATCAGGGTACGACTAGTACATTCGTACACCATCAGGGTACGGTA
TTCACATCTAGATATAGGGCCTAGGAATTCAGACAACGATTGATCGACTAAGACAACGATTGAT
CGACTAGAGCTCCTGGTGAGTACCTTAAGCTCTCCGAAAAGCTTACA-3’	
	
SRSF7-Downstream:		
5’-TAATACGACTCACTATAGGGCGAATTGGAGCTCCACCGCGGGCGTACACCATCAGGGTA	
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CGAGCAAGCCCATTGCGTACACCATCAGGGTACGACTAGTACATTCGTACACCATCAGGGTACGG
TATTCACATCTAGATATAGGGCCTAGGAATTCCCAAACAACCAAACAACCAAACAAGAGCTCCTG
GTGAGTACAGACAACGATTGATCGACTAAGACAACGATTGATCGACTACTTAAGCTCTCCGAAA
AGCTTACA-3’	
	
TIA1-Upstream:		
5’-TAATACGACTCACTATAGGGCGAATTGGAGCTCCACCGCGGGCGTACACCATCAGGGTA	
CGAGCAAGCCCATTGCGTACACCATCAGGGTACGACTAGTACATTCGTACACCATCAGGGTACGG
TATTCACATCTAGATATAGGGCCTAGGAATTCTCTTTTTAAGTCGTACCTAATCTTTTTAAGTCG
TACCTAAGAGCTCCTGGTGAGTACCTTAAGCTCTCCGAAAAGCTTACA-3’	
	
TIA1-Downstream:		
5’-TAATACGACTCACTATAGGGCGAATTGGAGCTCCACCGCGGGCGTACACCATCAGGGTAC	
GAGCAAGCCCATTGCGTACACCATCAGGGTACGACTAGTACATTCGTACACCATCAGGGTACGGT
ATTCACATCTAGATATAGGGCCTAGGAATTCCCAAACAACCAAACAACCAAACAAGAGCTCCTGG
TGAGTACTCTTTTTAAGTCGTACCTAATCTTTTTAAGTCGTACCTAACTTAAGCTCTCCGAAAAG
CTTACA-3’	
	
	
Generation	of	Two	Exon	Mini	Genes	Via	PCR	Stitching	
	

Using	the	half-substrate	DNAs	(Neutral,	SRSF7-Up,	SRSF7-Down,	TIA1-Up,	and	TIA1-

Down),	a	two-exon	mini	gene	was	generated	via	PCR	stitching	using	135bp	sequence	of	a	β-

globin	exon.	All	PCR	amplification	 reaction	mixtures	used	 the	 following:	2mM	dNTP’s,	1x	

Thermopol	buffer	(New	England	Biolabs),	10uM	forward	and	reverse	primer,	and	0.4μL	Taq	

polymerase	(APEX).			

PCR	amplification	of	a	linker	sequence.	Half	substrate	RNA	was	PCR	amplified	with	a	

modified	T7	forward	primer	with	sequence	5’-TTTTTGGAGGTAATACGACTCACTATAGGG-3’	

and	 a	 β-globin	 reverse	 “linker”	 primer	 with	 the	 sequence	 5’-

AAGCTCTCCGAAGACAGTGGCAGAGAAGACTCTTGGGTTTC-3’.	 PCR	 amplification	 was	

performed	 in	 a	 two-step	 fashion	 with	 initial	 denaturation	 at	 95°C,	 3min.	 Cycle	 step	 1:	

denaturation	 at	 95°C,	 45sec,	 annealing	 at	 68°C,	 45sec	 and	 extension	 at	 72°C,	 1min	 for	 5	
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cycles.	Cycle	step	2:	denaturation	at	95°C,	45sec,	annealing	at	54°C,	30sec	and	extension	at	

72°C,	1min	for	20	cycles.	Final	extension	at	72°C,	5min.	Hold	at	4°C.		

PCR	amplification	of	β-globin	region.	The	β-globin	sequence	used	was	as	follows:	5’-

CAGAGAAGACTCTTGGGTTTCTGATAGGCACTGACTCTCTCTGCCTATTGGTCTATTTTCCCACC

CTTAGGCTGCTGGTGGTCTACCCTTGGACCCAGAGGTTCTTTGAGTCCTTTGGGGATCTGTCCAC

TCCTGATGCTGTTATGGGCAACCCTAAGG-3’.	The	 β-globin	 region	of	 interest	was	 amplified	

using	a	β-globin	forward	primer	with	sequence	5’-CAGAGAAGACTCTTGGGTTTCTGA-3’	and	

a	 reverse	 primer	 with	 sequence	 5’-CCTTAGGGTTGCCCATAACAGC-3’.	 PCR	 amplification	

program	 used	 was	 the	 following:	 initial	 denaturation	 at	 95°C,	 3min.,	 followed	 by	

denaturation	at	95°C,	45sec,	annealing	at	58°C,	30sec	and	extension	at	72°C,	1min	 for	25	

cycles.	Final	extension	at	72°C,	5	min.	Hold	at	4°C.			

Half-substrate	linker	DNA	and	β-globin	DNA	stitching.	A	modified	T7	forward	primer	

with	 sequence	 5’-TTTTTGGAGGTAATACGACTCACTATAGGG-3’	 and	 a	 β-globin	 reverse	

primer	with	 sequence	 5’-CCTTAGGGTTGCCCATAACAGC-3’	were	 used	 to	 amplify	 the	 final	

two-exon	 DNA	 sequence	 of	 interest.	 PCR	 amplification	 program	 used	was	 the	 following:	

initial	denaturation	at	95°C,	3min.,	 followed	by	denaturation	at	95°C,	45sec,	 annealing	at	

54°C,	30sec	and	extension	at	72°C,	1min	for	25	cycles.	Final	extension	at	72°C,	5	min.	Hold	

at	 4°C.	 Splicing	 efficiency	 of	 two-exon	 constructs	 was	 tested	 following	 the	 method	 as	

described	in	Appendix	A.	

Final	sequence	of	two-exon	mini	genes	are	as	follows.	
	
Neutral	(2	exon):		
5’-TTTTTGGAGGTAATACGACTCACTATAGGGCCAAACAACCAAACAACCAAACAAGAGCT	
CCTGGTGAGTACCCAAACAACCAAACAACCAAACAACCAAACAACCAAACAACTTAAGCTCTCCG
AAGACAGTGGCAGAGAAGACTCTTGGGTTTCTGATAGGCACTGACTCTCTCTGCCTATTGGTCTA
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TTTTCCCACCCTTAGGCTGCTGGTGGTCTACCCTTGGACCCAGAGGTTCTTTGAGTCCTTTGGGG
ATCTGTCCACTCCTGATGCTGTTATGGGCAACCCTAAGG-3’	
	
SRSF7-Upstream	(2	exon):	
	5’-TTTTTGGAGGTAATACGACTCACTATAGGGCCTAGGAATTCAGACAACGATTGATCGA	
CTAAGACAACGATTGATCGACTAGAGCTCCTGGTGAGTACCTTAAGCTCTCCGAAGACAGTGGCA
GAGAAGACTCTTGGGTTTCTGATAGGCACTGACTCTCTCTGCCTATTGGTCTATTTTCCCACCCT
TAGGCTGCTGGTGGTCTACCCTTGGACCCAGAGGTTCTTTGAGTCCTTTGGGGATCTGTCCACTC
CTGATGCTGTTATGGGCAACCCTAAGG-3’	
	
SRSF7-Downstream	(2	exon):		
5’-TTTTTGGAGGTAATACGACTCACTATAGGGCCTAGGAATTCCCAAACAACCAAACAAC	
CAAACAAGAGCTCCTGGTGAGTACAGACAACGATTGATCGACTAAGACAACGATTGATCGACTA
CTTAAGCTCTCCGAAGACAGTGGCAGAGAAGACTCTTGGGTTTCTGATAGGCACTGACTCTCTCT
GCCTATTGGTCTATTTTCCCACCCTTAGGCTGCTGGTGGTCTACCCTTGGACCCAGAGGTTCTTT
GAGTCCTTTGGGGATCTGTCCACTCCTGATGCTGTTATGGGCAACCCTAAGG-3’	
	
TIA1-Upstream	(2	exon):		
5’-TTTTTGGAGGTAATACGACTCACTATAGGGCCTAGGAATTCTCTTTTTAAGTCGTACCTA	
ATCTTTTTAAGTCGTACCTAAGAGCTCCTGGTGAGTACCTTAAGCTCTCCGAAGACAGTGGCAGA
GAAGACTCTTGGGTTTCTGATAGGCACTGACTCTCTCTGCCTATTGGTCTATTTTCCCACCCTTA
GGCTGCTGGTGGTCTACCCTTGGACCCAGAGGTTCTTTGAGTCCTTTGGGGATCTGTCCACTCCT
GATGCTGTTATGGGCAACCCTAAGG-3’	
	
TIA1-Downstream	(2	exon):		
5’-TTTTTGGAGGTAATACGACTCACTATAGGGCCTAGGAATTCCCAAACAACCAAACAAC	
CAAACAAGAGCTCCTGGTGAGTACTCTTTTTAAGTCGTACCTAATCTTTTTAAGTCGTACCTAAC
TTAAGCTCTCCGAAGACAGTGGCAGAGAAGACTCTTGGGTTTCTGATAGGCACTGACTCTCTCTG
CCTATTGGTCTATTTTCCCACCCTTAGGCTGCTGGTGGTCTACCCTTGGACCCAGAGGTTCTTTG
AGTCCTTTGGGGATCTGTCCACTCCTGATGCTGTTATGGGCAACCCTAAGG-3’	
	
	
PCR	amplification	of	DNA	Constructs		
	

10-25	 ng	DNA	was	 PCR	 amplified	 using	 2mM	dNTP’s,	 1x	 Thermopol	 buffer	 (New	

England	Biolabs),	10uM	forward	and	reverse	primer,	and	0.4uL	Taq	polymerase	(APEX).		For	

half-substrate	 RNA,	 primers	 used	 were	 forward	 (T7)	 sequence	 5’-

TAATACGACTCACTATAGGG-3’	and	reverse	sequence	5’-AAGCTCTCCGAAGACAGTGG-3’.	For	

PCR	 amplification	 of	 SD3MS2	 RNA,	 primers	 used	 were	 forward	 (T7)	 sequence	 5’-

TAATACGACTCACTATAGGG-3’	and	reverse	sequence	5’-CTTAAGCTCTCCGAAAAGCTTACA-
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3’.	PCR	amplification	program	was	the	following:	initial	denaturation	at	95°C,	3min.,	followed	

by	denaturation	at	95°C,	45sec,	annealing	at	50°C	or	52°C	(Tm=50°C	for	half-substrate	DNA	

and	 Tm=52°C	 for	 SD3MS2	 DNA)	 30sec	 and	 extension	 at	 72°C,	 1min	 for	 30	 cycles.	 Final	

extension	at	72°C,	5	min.	Hold	at	4°C.		

	
RNA	Transcription	

RNA	was	 transcribed	using	 the	T7	Ribomax	Kit	 (Promega).	Briefly,	20μL	of	T7	5X	

transcription	buffer,	30uL	of	rNTP’s,	40μL	of	5-10ug	of	PCR	amplified	half-substrate	DNA	or	

SD3MS2	DNA	constructs	(Neutral,	SRSF7-Up,	SRSF7-Down,	TIA1-Up,	and	TIA1-Down)	and	

10μL	of	T7	enzyme	mix	were	incubated	at	37°C	for	2.5hrs.	RNA	was	cleaned	using	ZYMO	

Clean	&	Concentrator	Kit-25	with	DNase	on	column.	RNA	eluted	 from	column	with	60μL	

nuclease	free	water.	Double	elute	if	needed.		

	
RNA	Affinity	Pull-Down	Protocol	

3’	end	modification	of	RNA.	Dilute	300	pmoles	RNA	in	a	400uL	reaction	containing	

100mM	NaOAc	(Sodium	Acetate),	pH	5	and	10mM	Na(m)IO4	(Sodium	Meta-Periodate)	with	

RNase	 free	water.	 Incubate	1hr	at	room	temperature	 in	 the	dark.	Note:	Na(m)IO4	 is	 light	

sensitive.	Precipitate	RNA	with	1mL	ice	cold	100%	EtOH	at	-80°C	for	5min.	Centrifuge	RNA	

solution	at	room	temperature,	16,000	RPM	for	10min.	Remove	all	supernatant.		

Preparation	of	adipic	acid	dihydrazide	agarose	beads.	Determine	the	number	of	adipic	

acid	dihydrazide	agarose	beads	(Sigma)	needed:	(125μL	beads)	x	(#	of	reactions).	Use	125μL	

beads/reaction	and	wash	beads	with	100mM	ice	cold	NaOAc	using	2x	the	bead	volume.	Do	

not	pipet	to	mix.	Spin	beads	at	4°C,	500	RPM	for	3	min.	Aspirate	supernatant	carefully	so	as	

not	to	disrupt	or	discard	beads.	Repeat	wash	step	4x.	After	the	final	wash,	remove	all	residual	
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100mM	NaOAc.	Measure	 remaining	 bead	 volume	 and	 bring	 total	 volume	up	 to	 250μL	 of	

beads/reaction	with	100mM	NaOAc.	

Preparation	of	RNA/Bead	complex.	Gently	vortex	resuspended	beads	before	adding	to	

each	RNA	sample	to	maintain	an	even	suspension.	Add	250μL	of	bead	mixture	to	each	RNA	

sample.	Incubate	on	rotator	overnight	at	4°C.	Pellet	beads	at	room	temperature,	1,000	RPM,	

3min.	Wash	beads	with	1mL	ice	cold	2M	NaCl,	2x.	Spin	samples	between	washes	at	room	

temperature,	1,000	RPM	for	3	min.	Wash	beads	for	an	additional	3x	with	ice	cold	Buffer	D	

(20	mM	HEPES-KOH	pH	7.6,	20%	v/v	glycerol,	0.1	M	KCl,	0.2	mM	EDTA,	0.5	mM	DTT).	Spin	

samples	between	washes	at	room	temperature,	1,000	RPM	for	3	min.	Remove	any	residual	

wash/supernatant	and	keep	samples	on	ice.		

Reaction	 incubation	 and	 elution.	 Dilute	 nuclear	 extract	 (NE)	 to	 final	 desired	

concentration	 with	 Buffer	 D	 (use	 30%	 NE).	 Add	 200uL	 of	 diluted	 NE	 to	 beads.	 Mix	 by	

pipetting	gently,	rotate	on	shaker	at	30°C	for	10-15min.	Wash	reaction	5x	with	1mL	Buffer	

D+MgCL2	(20	mM	HEPES-KOH	[pH	7.6,	20%	[vol/vol]	glycerol,	0.1	M	KCl,	0.2	mM	EDTA,	0.5	

mM	DTT,	1mM	MgCl2).	 Spin	 samples	at	 room	temperature,	1,000	RPM	 for	3min	 to	pellet	

beads.	 Resuspend	 pellet	 in	 equal	 volume	 of	 desired	 solution	 for	 downstream	 use.	 Elute	

proteins	using	60μL	2X	Laemmli’s	protein	sample	buffer	(4%	w/v	SDS,	20%	v/v	glycerol,	

120mM	Tris-HCl	pH	6.8,	200mM	DTT,	0.1%	w/v	bromophenol	blue).	Incubate	beads	at	95°C	

for	10min.	Store	at	-20°C.		

Pulse-Chase	in	conjunction	with	RNA	affinity	pull-down.	Pulse-chase	experiment	was	

performed	by	 incubating	 pull-down	RNA	with	 30%	NE	 for	 15	minutes	 at	 37°C	 and	 then	

chasing	with	neutral	RNA	for	a	further	0,	1,	5,	10,	15	or	30	minutes	at	37°C.	To	confirm	NE	

does	not	bind	to	beads,	a	bead	only	control	was	used	and	incubated	with	NE	for	15	minutes.	
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A	no-chase	sample	was	used	as	positive	control	and	should	mimic	the	0	pulse-chase	time	

point,	as	no	time	 is	allowed	for	 the	neutral	RNA	to	chase	U1	snRNP	away.	As	an	 internal	

control	for	accuracy	of	the	competition	assay,	neutral	RNA	was	introduced	to	a	sample	prior	

to	 incubation	 with	 NE.	 This	 was	 called	 ‘RNA	 1st’.	 This	 control	 was	 aimed	 at	 confirming	

efficient	chasing	by	the	neutral	sequence	being	used.	

	
Protein	Analysis	and	Western	Blot	Assay	

RNA	pull-down	samples	were	separated	on	pre-cast	12%	Tris-Glycine	SDS-PAGE	gels	

(Bio-Rad)	at	125V	for	50-60	min	at	room	temperature.	Gels	were	transferred	to	methanol	

activated	 Immun-BlotÒ	 PVDF	membrane	 (Bio-Rad)	 using	 Tris-Glycine	 transfer	 buffer	 at	

60V,	2hrs,	4°C,	with	an	ice	pack	and	stirring	of	transfer	buffer.	Membrane	was	blocked	for	

1hr,	at	room	temperature	with	5%	non-fat	milk	in	tris	buffered	saline	with	Tween-20	(TBS-

T),	followed	by	an	overnight	incubation	with	primary	antibody	at	4°C.		Primary	antibody	was	

diluted	in	2.5%	non-fat	milk	in	TBS-T.	Primary	antibody	conditions	in	this	work	were	the	

following:	 U1-70K	 at	 1:100	 (Santa	 Cruz	 Biotechnology,	 clone	 C-18	 or	 Millipore	 mouse	

monoclonal,	clone	9C4.1),	U1-C	at	1:200	(Sigma,	rat	monoclonal,	clone	4H12),	U1-A	at	1:100	

(Santa	Cruz	Biotechnology,	mouse	monoclonal,	clone	BJ-7),	hnRNP	A1	at	1:250	(Santa	Cruz	

Biotechnology,	mouse	monoclonal,	clone	9H10),	SRSF7	at	1:1000	(MBL,	rabbit	polyclonal)	

and	TIA-1	at	1:100	(Santa	Cruz	Biotechnology,	goat	polyclonal,	clone	C-20).	Membrane	was	

washed	with	TBS-T	prior	to	incubation	with	secondary.	Secondary	antibodies	were	diluted	

in	2.5%	non-fat	milk	in	TBS-T	and	incubated	for	1hr	at	room	temperature.	Membrane	was	

washed	further	with	TBS-T	and	then	developed	for	1min	using	SuperSignalÔ	West	Pico	(or	
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Femto)	Chemiluminescent	Substrate	(ThermoFisher).	Blots	were	imaged	on	a	Kodak	Imager	

Station.	Exposure	times	varied	depending	on	protein	intensity	levels.				

	
Native	Complex	Formation		

Native	agarose	gel	formation.	Prepare	1.5%	low	melt	agarose	(Invitrogen)	and	allow	

the	gel	 to	 completely	polymerize	overnight	at	4°C	 for	optimal	results.	Add	pre-cooled	1X	

Tris-Glycine	running	buffer	(50mM	Tris,	50mM	Glycine)	to	the	gel	and	pre-warm	the	gel	for	

20min	at	5W.	Run	all	reactions	on	the	gel	at	4°C.	

Reaction	 setup.	 For	 E	 complex	 formation,	 deplete	 ATP	 by	 incubating	 NE	 at	 room	

temperature	for	20-30	minutes.	For	higher	order	complex	formation	(A,	B,	C	complexes),	add	

5ul	of	4mg/mL	heparin	to	the	reaction.	Prepare	and	keep	all	samples	on	ice.	Prepare	reaction	

master	mix	with	a	 final	concentration	of	3.2mM	MgOAc	(magnesium	acetate),	10	units	of	

RNasinÒ	(Promega),	1mM	DTT,	42.6mM	KOAc	(potassium	acetate),	12mM	HEPES,	pH	7.9	

and	30%	NE	in	a	25μL	reaction.	Lastly,	add	1μL	of	freshly	prepared	P32-radiolabelled	RNA	to	

25μL	reaction	master	mix.	P32-radiolabelled	transcribed	RNA	was	prepared	as	described	in	

Appendix	 A.	 Incubate	 samples	 at	 30°C	 for	 given	 time	 points.	Make	 sure	 all	 samples	 end	

incubation	at	the	same	time	and	place	samples	on	ice.	Add	5uL	of	nucleic	acid	sample	loading	

buffer	(1X	TBE,	20%	glycerol,	0.25%	bromophenol	blue,	0.25%	xylene	cyanol).	Load	sample	

to	gel	and	run	samples	at	5W,	4-5hrs	at	4°C.		Do	not	run	the	gel	for	less	than	4hrs	to	maintain	

optimal	separation	for	E	complex	formation.		

Fix	the	gel	with	10%	methanol,	10%	glacial	acetic	acid	solution	for	30	min.	Lay	the	gel	

onto	pre-cut	Whatman	paper.	Cover	the	gel	with	saran	wrap	and	expose	to	a	phosphor	screen	

for	minimally	1hr.		
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MS2-MBP	Fusion	Protein	RNA	Affinity	Protocol	

Preparation	of	magnetic	amylose	beads.	Vortex	magnetic	amylose	beads	(New	England	

Biolabs)	prior	to	use.	Aliquot	50μL	per	reaction	of	bead	suspension	into	a	clean	1.5mL	non-

stick	tube.	Add	500μL	(per	100μL	of	beads)	of	RNA	wash	buffer	(20	mM	Hepes-KOH,	pH	7.9,	

100	mM	KCl,	1	mM	MgCl2,	1%	Triton	X-100,	0.5	mM	DTT	[add	fresh	before	use]).	Vortex	

gently	to	resuspend.	Apply	to	MagStand	for	30sec	and	decant	supernatant	30sec	or	spin	the	

mixture	at	2,000xg	for	2	min.	Repeat	wash	1x.	Resuspend	beads	in	50uL	working	volume	per	

reaction	with	RNA	wash	buffer		

RNA	affinity	purification	and	elution.	Incubate	~70	pmoles	of	3MS2-SD	RNA	with	20	

pmoles	of	MS2-MBP	(MS2-MBP	was	a	generous	gift	from	Dr.	Yongsheng	Shi).	Add	RNA	wash	

buffer	to	bring	the	total	volume	up	to	50μl.	Incubate	for	30min	on	ice.	Add	50μl	pre-washed	

magnetic	amylose	beads	to	each	reaction	and	rotate	for	1hr	at	4oC.	Add	200μL	NE	(30%	final	

NE	concentration)	and	mix	well.	Incubate	for	15	min	at	30oC	while	rotating.	Place	samples	

on	MagStand	for	30sec	or	spin	the	mixture	at	2,000xg	for	2	min	and	remove	supernatant.	

Add	1mL	RNA	wash	buffer.	Place	tubes	on	MagStand	for	30sec-1min	or	spin	the	mixture	at	

2,000xg	 for	 5	min	 and	 remove	 supernatant.	 Repeat	 the	wash	 3x	with	 1mL	of	 RNA	wash	

buffer.	

Elute	complex	by	adding	100μl	elution	buffer	(RNA	wash	buffer	+	12	mM	D-maltose	

monohydrate)	 to	the	beads	and	rotate	 for	10-20	min	at	4oC.	Place	tubes	on	MagStand	for	

30sec-1min	or	spin	down	for	2	min	at	2,000xg	and	transfer	supernatant	to	a	new	1.5mL	tube.	

Repeat	and	combine	eluates.	Add	800μL	ice	cold	acetone	and	place	at	-20oC	for	20	min	to	

overnight.	Spin	down	proteins	at	16,000xg	 for	20	min	at	4°C.	Air	dry	pellet	 for	10	min	at	

room	temperature.	Add	50μL	of	1x	SDS	loading	buffer	(3X	loading	buffer:	187.5mM	Tris-HCl,	
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pH	6.8,	6%	w/v	SDS,	30%	v/v	glycerol,	150mM	DTT,	0.03%	w/v	BPB,	2%	BME)	to	dissolve	

pellet.	Heat	samples	at	95oC	for	5	min	and	continue	with	western	blot	analysis.	
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CHAPTER	4	
	
	
	

Coupling	Between	Alternative	Polyadenylation	and	Alternative	Splicing		
is	Limited	to	Terminal	Introns	

	
	

Summary	

Alternative	polyadenylation	has	been	implicated	as	an	important	regulator	of	gene	

expression.	In	some	cases,	alternative	polyadenylation	is	known	to	couple	with	alternative	

splicing	 to	 influence	 last	 intron	 removal.	 However,	 it	 is	 unknown	 whether	 alternative	

polyadenylation	 events	 influence	 alternative	 splicing	 decisions	 at	 upstream	 exons.	

Knockdown	of	the	polyadenylation	factors	CFIm25	or	CstF64	in	HeLa	cells	was	used	as	an	

approach	 in	 identifying	 alternative	 polyadenylation	 and	 alternative	 splicing	 events	 on	 a	

genome-wide	 scale.	 Although	 hundreds	 of	 alternative	 splicing	 events	 were	 found	 to	 be	

differentially	 spliced	 in	 the	 knockdown	 of	 CstF64,	 genes	 associated	 with	 alternative	

polyadenylation	did	not	exhibit	an	increased	incidence	of	alternative	splicing.	These	results	

demonstrate	that	the	coupling	between	alternative	polyadenylation	and	alternative	splicing	

is	usually	limited	to	defining	the	last	exon.	The	striking	influence	of	CstF64	knockdown	on	

alternative	splicing	can	be	explained	through	its	effects	on	UTR	selection	of	known	splicing	

regulators	 such	 as	 hnRNP	A2/B1,	 thereby	 indirectly	 influencing	 splice	 site	 selection.	We	

conclude	 that	 changes	 in	 the	 expression	 of	 the	 polyadenylation	 factor	 CstF64	 influences	

alternative	splicing	through	indirect	effects.			

	

	



	
	

101 

Introduction	

	 Eukaryotic	gene	expression	and	proteomic	diversity	is	dependent	on	the	appropriate	

removal	of	 introns	 from	pre-mRNAs,	a	process	orchestrated	by	the	spliceosome.	Multiple	

mRNA	isoforms	are	generated	through	alternative	splicing	(AS),	a	highly	regulated	process	

that	has	been	 identified	 in	~95%	of	human	genes	 [8,	9].	AS	 requires	 the	use	of	different	

combinations	 of	 splice	 sites	 resulting	 in	 several	 classes	 of	 splicing	 patterns,	 such	 as:	

alternative	 5’	 splice	 site	 selection	 (Alt5),	 alternative	 3’	 splice	 site	 selection	 (Alt3),	 the	

skipping	of	complete	exons	(SE),	or	the	retention	of	introns	(RI).		

Many	splicing	decisions	are	believed	to	occur	co-transcriptionally	[166–170],	both	

through	the	use	of	alternative	promoters	[171–175]	as	well	as	in	defining	the	first	[128]	and	

last	 exons.	 First	 and	 last	 exons	 only	 have	 one	 flanking	 splice	 site	 and	 are,	 therefore,	

recognized	differently	than	internal	exons.	Terminal	exon	definition	has	been	shown	to	be	

aided	by	the	polyadenylation	machinery	[66,	67]	through	interactions	between	U2AF	and	

the	polyadenylation	polymerase	(PAP)	[119]	or	cleavage	factor	1m	(CF1m)	[118],	or	through	

interactions	between	splicing	factor	3b	(SF3b),	a	component	of	U2	snRNP,	and	the	cleavage	

and	polyadenylation	specificity	factor	(CPSF)	[120].	Furthermore,	the	U1	snRNP	component	

U1A	has	been	shown	to	stimulate	polyadenylation	through	interaction	with	CPSF160	[121],	

however,	U1	snRNP	also	plays	a	role	in	preventing	premature	cleavage	and	polyadenylation	

through	 binding	 of	 U1	 snRNA	 to	 cryptic	 poly(A)	 sites	 [122]	 as	 well	 as	 through	 direct	

interactions	between	U1-70K	and	the	PAP	[123].	More	recent	findings	have	demonstrated	

that	 a	 terminal	 splice	acceptor	 site	 [126]	and	poly(A)	 tail	may	be	necessary	 for	 terminal	

intron	removal	with	splicing	promoted	through	the	coordinated	efforts	of	PAP	and	nuclear	

poly(A)	 binding	 protein,	 PABPN1	 [127].	 Thus,	 the	 interactions	 of	 splicing	 and	
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polyadenylation	 factors	 at	 terminal	 exons	 play	 important	 roles	 in	 the	 regulation	 and	

enhancement	of	both	splicing	and	polyadenylation	[176].		

	 Alternative	 polyadenylation	 (APA)	 has	 gained	 renewed	 consideration	 as	 an	

important	regulator	of	gene	expression.	Similar	to	AS,	the	use	of	alternative	poly(A)	sites	also	

allows	for	multiple	mRNA	isoforms	to	be	generated	from	a	single	transcript.	Recent	analyses	

has	 identified	 APA	 events	 in	 about	 70%	 of	 human	 genes	 [98].	 The	 ability	 to	 choose	 a	

particular	poly(A)	site	depends	on	the	strength	of	the	poly(A)	signal,	as	well	as	surrounding	

cis-elements	 [101,	 102].	 Genes/transcripts	may	 have	 alternative	 poly(A)	 sites	 located	 in	

internal	 introns	 or	 exons	 leading	 to	 the	 formation	 of	 different	 protein	 isoforms.	

Alternatively,	 APA	 events	 that	 occur	 in	 the	 3’	 untranslated	 regions	 (UTR)	 will	 result	 in	

transcripts	with	different	3’UTR	lengths	but	will	code	 for	 the	same	protein.	Changing	the	

length	 of	 the	 3’UTR	 is	 believed	 to	 affect	 the	 stability,	 localization,	 transport,	 and	 even	

translation	of	the	mRNA	through	altered	interactions	with	microRNAs	or	other	regulatory	

RNA	binding	proteins	[22,	103–106].	Several	polyadenylation	factors	have	been	implicated	

in	APA	including	CF1m	[112,	114]	and	CstF	[117,	177].	For	example,	knockdown	of	CFIm25	

(CFIm25	KD)	or	CstF64	(CstF64	KD)	has	been	shown	to	result	in	the	activation	of	alternative	

poly(A)	 sites	 [114,	 177].	 Thus,	 APA	 events	 are	 mediated	 through	 factors	 that	 are	 also	

engaged	in	interactions	with	spliceosomal	components.		

	 The	mechanism	of	interaction	and	the	extent	of	coupling	between	APA	and	AS	are	still	

relatively	unexplored.	While	previous	work	demonstrated	the	coupling	between	splicing	and	

polyadenylation	for	terminal	exons,	it	is	unknown	whether	there	is	a	mechanistic	connection	

between	 APA	 and	 AS	 events	 upstream	 of	 the	 terminal	 exon.	 In	 other	 words,	 does	 an	

upstream	AS	event	dictate	a	preference	for	an	APA	event	or	vice	versa?	Two	scenarios	can	
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be	envisioned.	One	scenario	describes	AS	and	APA	events	as	mechanistically	uncoupled.	Each	

process	is	executed	independently	from	one	another,	resulting	in	spliced	mRNA	isoforms,	

each	of	which	has	a	similar	distribution	of	variable	3’UTR	lengths	as	generated	 from	APA	

(Figure	 4.1,	 left	 arm).	 However,	 if	 AS	 and	 APA	 events	 are	 mechanistically	 coupled,	 the	

resulting	mRNA	isoforms	would	be	characterized	by	a	selective	preference	for	one	type	of	

APA	with	a	particular	AS	event	 (Figure	4.1,	 right	arm).	As	a	 consequence	of	 this	 coupled	

scenario,	specific	mRNA	isoforms	could	be	selectively	stabilized	or	destabilized	over	other	

isoforms.	Thus,	the	mechanistic	coupling	between	AS	and	APA	could	significantly	influence	

the	expression	of	mRNA	isoforms.	Using	genome-wide	approaches,	we	tested	the	hypothesis	

that	APA	and	upstream	AS	events	are	functionally	linked.		
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Figure	4.1.	Schematic	of	the	Potential	Mechanistic	Connections	Between	APA	and	AS.		
Consequences	 of	 a	mechanistic	 connection	 between	APA	 and	 AS	 events	 upstream	of	 the	
terminal	exon.	It	is	unknown	whether	APA	and	AS	events	are	functionally	coupled	beyond	
the	definition	of	the	terminal	exon.	If	the	RNA	processing	events	are	uncoupled	(left	arm)	
mRNA	 isoforms	 generated	 through	 AS	 would	 not	 display	 a	 selective	 preference	 for	 a	
particular	APA	event.	A	coupled	event	(right	arm)	would	preferentially	associate	one	form	
of	APA	with	a	specific	AS	event.	The	alternatively	spliced	exon	is	depicted	in	purple,	introns	
shown	as	black	lines,	distal	poly(A)	(pA)	site	shown	in	brown,	and	the	proximal	pA	site	is	
depicted	in	orange.		
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Results	

Changes	in	APA	correlate	with	changes	in	AS	at	the	terminal	intron	in	CFIm25	KD	cells.	

	 Previous	studies	have	elucidated	several	protein	 interactions	between	the	splicing	

and	 polyadenylation	 machineries,	 suggesting	 a	 coupled	 process	 in	 vivo.	 To	 test	 the	

hypothesis	that	altering	polyadenylation	site	selection	induces	AS	changes,	we	induced	APA	

through	RNAi	mediated	knockdown	of	CFIm25	in	HeLa	cells,	which	was	shown	to	 induce	

proximal	poly(A)	site	selection	 in	TIMP-2,	Syndecan2,	ERCC6	 and	DHFR	[114].	At	efficient	

CFIm25	 KD	 conditions	 (60-80%)	 (Figure	 4.2A),	 reduced	 CFIm25	 levels	 resulted	 in	

alternative	TIMP-2	poly(A)	site	selection	as	demonstrated	by	3’	RACE	analysis	(Figure	4.2B,	

4.2C).	TIMP-2,	 an	 inhibitor	of	matrix	metalloproteinases,	 contains	 two	 functional	poly(A)	

sites,	producing	mRNAs	of	1.2	kb	and	3.8	kb.	In	agreement	with	previous	results	[114],	PCR-

mediated	3’	end	amplifications	demonstrate	that	CFIm25	KD	significantly	induced	proximal	

poly(A)	site	selection	(Figure	4.2C).		

To	determine	if	changes	in	APA	correlate	with	changes	in	AS,	RT-PCR	analysis	was	

performed	 along	 the	TIMP-2	 gene	 using	 cDNA	 from	CFIm25	KD	 and	 control	 cells.	 At	 the	

terminal	exon,	depletion	of	CFIm25	resulted	in	a	7-fold	decrease	of	an	intron	retention	event	

(Figure	4.2D,	4.2E).	Thus,	proximal	poly(A)	selection	increases	terminal	splicing	efficiency	

in	TIMP-2.		
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Figure	4.2.	Impact	of	CFIm25	KD	on	APA.	
CFIm25	KD	induces	APA	leading	to	increased	last	intron	retention	in	TIMP-2.			
A)	Western	blot	illustrating	the	efficiency	of	CFIm25	KD	in	HeLa	cells.	B)	Diagram	of	primers	
used	for	3’	RACE	amplification	of	TIMP-2.	The	distal	primer	binds	to	the	3’	UTR	sequence	of	
the	3.8	Kb	mRNA	isoform.	The	proximal	primer	binds	to	the	coding	sequence	of	TIMP-2	but	
amplifies	only	from	the	poly(A)	tail	of	the	1.2	Kb	isoform.	C)	3’	RACE	cDNA	amplification	of	
TIMP-2	 from	 cells	 transfected	 with	 CFIm25	 shRNA	 or	 a	 negative	 control	 vector.	 The	
identities	of	the	amplified	PCR	products	are	indicated	on	the	side	of	the	representative	gel.	
The	 results	of	 independent	experiments	are	displayed	 in	 the	graph	below	as	 the	 ratio	of	
proximal:distal	poly(A)	site	usage.	D)	Diagram	of	PCR	primers	flanking	the	terminal	intron	
retention	event	in	TIMP-2.	Asterisk	(*)	denotes	non-	specific	binding.	E)	RT-PCR	analysis	of	
TIMP-2	intron	retention	in	cells	treated	with	CFIm25	shRNA	or	control	shRNA.	The	unspliced	
and	spliced	products	amplified	are	indicated	on	the	left	of	the	representative	gel.	The	results	
of	independent	experiments	are	displayed	in	the	graph	as	the	ratio	of	unspliced:spliced.			
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These	 results	 demonstrate	 that	 proximal	 poly(A)	 site	 selection	 influences	 the	

efficiency	of	 terminal	 intron	removal.	To	address	the	question	of	whether	splicing	events	

upstream	 of	 the	 terminal	 exon	 were	 affected	 by	 CFIm25	 KD,	 the	 inclusion	 of	 known	

alternative	 exons	 within	 genes	 that	 harbor	 conserved	 tandem	 APA	 events	 [178]	 were	

evaluated	using	RT-PCR	approaches	(TMEM135,	DSTN,	TSC22D2,	SLC38A2,	and	ERCC6).	None	

of	the	AS	events	tested	displayed	significant	differences	upon	knockdown	of	CFIm25	(Figure	

4.3).	These	initial	results	suggest	that	changes	in	poly(A)	site	usage	can	influence	AS	near	the	

3’	UTR.	However,	there	does	not	appear	to	be	a	correlation	between	upstream	AS	alterations	

and	APA,	supporting	the	notion	that	mechanistic	ties	between	upstream	AS	events	and	APA	

are	limited	to	terminal	intron	removal.			
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Figure	4.3.	RT-PCR	Analysis	of	Upstream	AS	evens	in	CFIm25	KD	Samples.	
No	 change	 in	upstream	AS	events	 identified	 for	genes	with	known	changes	 in	APA	due	 to	
CFIm25	KD.	RT-PCR	analysis	performed	on	primer	pairs	for	five	genes.	A)	AS	events	tested	
for	ERCC6:	RI	(primer	pairs	1+3,	1+2,	9+10,	11+12),	and	SE	(primer	pairs	4+5,	6+5,	7+8).		B)	
RI	 events	 tested	 for	DSTN.	C)	AS	events	 tested	 for	TSC22D2:	SE	 (primer	pair	1+2)	and	RI	
(primer	pair	3+4).	D)	AS	events	tested	for	TMEM135:	RI	(primer	pair	2+3)	and	SE	(primer	
pair	4+5).	E)	AS	events	tested	for	SLC38A2:	RI	(primer	pair	2+3,	4+5).	Primers	depicted	as	
forward	 and	 reverse	 red	 arrows.	 KD-1	 and	 KD-2	 are	 replicate	 samples	 of	 CF1m25	 KD.	
Scrambled	and	plasmid	run	as	controls.	Gray	boxes	depict	a	skipped	exon.	Expected	product	
sizes	listed	on	side	of	gel	images.	100	bp	ladder	used	as	size	markers.			
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Genome-wide	approach	to	correlate	APA	and	upstream	AS	events.	

The	 major	 limitation	 of	 the	 approach	 described	 above	 is	 the	 small	 number	 of	

confirmed	APA	cases.	To	increase	the	power	of	the	correlative	analysis,	we	took	advantage	

of	 a	HeLa	CstF64	KD	cell	 line	and	used	genome-wide	approaches	to	 identify	APA	and	AS	

events	[110].	After	verifying	>80%	knockdown	efficiency	 in	CstF64	protein	levels	(Figure	

4.4A)	APA	events	were	identified	using	poly(A)	site-sequencing	(PAS-Seq)	[99]	and	standard	

mRNA-Seq	on	both	CstF64	KD	and	wild-type	HeLa	cells	(Figure	4.4B).	Subsets	of	these	APA	

events	were	verified	using	RT-qPCR	analysis	(Figure	4.4C-4.4D,	Figure	4.5).		
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Figure	 4.4.	Genome-Wide	 Approach	 for	 Identification	 of	 a	 Larger	 Sample	 Pool	 for	
Correlation	Studies.		
A)	Western	 blot	 demonstrating	 CstF64	 KD	 in	 HeLa	 cells.	 B)	Workflow	 for	 genome-wide	
analysis	of	CstF64	KD.	To	identify	examples	of	APA	genes,	PAS-Seq	and	RNA	deep	sequencing	
was	performed	on	both	CstF64	KD	and	wild-type	HeLa	cells.	APA	and	AS	genes	were	then	
identified	 and	 the	 genes	 from	 each	 group	 were	 compared	 to	 each	 other	 to	 identify	 any	
overlap.	C)	Fold	change	of	the	ratio	of	distal	to	proximal	poly(A)	sites	between	CstF64	KD	
and	wild-type	(WT)	HeLa	cells	depicted	for	10	genes	identified	by	PAS-Seq,	as	determined	
by	RT-qPCR,	n=3,	*p<0.05.	Genes	with	a	shift	in	APA	from	distal	to	proximal	(purple	bars)	
and	 proximal	 to	 distal	 (green	 bars)	 are	 depicted.	D)	 Fold	 change	of	 the	 ratio	of	 distal	 to	
proximal	poly(A)	sites	between	CstF64	KD	and	WT	HeLa	cells	depicted	for	8	genes	identified	
by	MISO,	 as	 determined	 by	 qPCR,	 n=3,	 *p<0.05.	 Genes	with	 a	 shift	 in	APA	 from	distal	 to	
proximal	 (purple	 bars)	 and	 proximal	 to	 distal	 (green	 bars)	 are	 depicted.	 E)	 Alternative	
splicing	analysis	identifies	CstF64	as	a	potential	regulator	of	AS.	Alternative	splicing	analysis	
of	RNA-Seq	data	identified	a	large	number	of	significant	AS	changes	upon	CstF64	KD	in	HeLa	
cells	(1,060	genes),	indicating	CstF64	as	potential	regulator	of	AS.	F)	Overlap	between	AS	
and	APA	genes.	Out	of	the	1,060	AS	genes	that	were	identified	and	251	APA	genes,	only	13	
genes	were	contained	in	the	list	of	APA	genes.	G)	Number	of	CstF64	KD	induced	genes	with	
intron	retention	located	at	the	terminal	intron	(maroon)	or	upstream	of	the	terminal	intron	
(blue).		
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Figure	4.5.	Impact	of	CstF64	KD	on	APA.	
CstF64	KD	leads	to	changes	in	APA	as	identified	by	PAS-Seq	and	RNA-Seq	(MISO).	RT-PCR	
analysis	is	depicted	for	three	of	the	genes	identified	by	MISO	to	contain	APA	events:	DNAJB6	
(A),	PML	(B),	CIRBP	(C)	for	wild-type	(WT)	and	CstF64	KD	(KD).	Forward	and	reverse	arrows	
depict	primer	 location	and	direction,	white	boxes	represent	exons,	 thick	black	or	colored	
lines	represent	the	3’UTR	and	thin	black	lines	represent	introns.	
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PAS-Seq	 and	 its	 applied	 bioinformatics	 pipeline	 identified	 19	 genes	 displaying	

statistically	significant	changes	in	APA.	Differential	splicing	analysis	of	RNA-Seq	datasets	(by	

MISO	 [179])	 derived	 from	CstF64	KD	 and	wild-type	HeLa	 cells	 identified	 234	 additional	

statistically	 significant	 alternative	 last	 exons	 (ALE),	 which	 also	 represent	 APA	 events.	

Furthermore,	MISO	analysis	identified	1,060	genes	that	display	statistically	significant	Alt3,	

Alt5	and	SE	alternative	splicing	events	(Figure	4.4E).	These	results	suggest	that	in	addition	

to	mediating	APA,	CstF64	also	exerts	a	regulatory	role	on	AS.		

To	 determine	 the	 frequency	 of	 ‘splicing	 and	 polyadenylation	 linked’	 events,	 the	

overlap	between	APA	and	AS	events	was	determined.	APA	events	detected	from	PAS-Seq	(19	

genes)	and	RNA-Seq	(234	genes),	a	total	of	253	genes	(Table	4.1),	were	then	correlated	with	

all	types	of	AS	events.	Interestingly,	of	the	total	1,060	AS	genes	that	were	identified,	only	13	

genes	were	contained	in	the	list	of	APA	genes	(Figure	4.4F,	Table	4.2).	This	minimal	overlap	

does	not	change	when	the	statistical	stringency	is	relaxed	(see	Materials	and	Methods).	Given	

the	small	overlap	between	genes	that	display	significant	changes	in	APA	and	AS,	we	conclude	

that	 there	 is	 no	 general	 mechanistic	 coupling	 between	 APA	 and	 upstream	 AS	 in	 the	

conditions	tested	here.	While	this	analysis	does	not	exclude	the	possibility	that	a	mechanistic	

link	between	the	processing	events	can	exist,	for	the	majority	of	the	alternative	pre-mRNA	

processing	events	evaluated,	APA	and	upstream	AS	are	carried	out	independently.		
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Table	4.1.		List	of	all	APA	Genes/Events	as	Derived	from	MISO	and	PAS-Seq	Combined.	
Duplicate	gene	names	in	column	A	represent	more	than	one	event	for	that	particular	gene.	
Bayes	factor	for	MISO	generated	events	and	p-values	for	PAS-Seq	generated	events	are	as	
listed	for	their	respective	genes/events.	
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Table	4.2.	List	of	Genes	with	APA	and	Upstream	AS	Events.		
13	genes	contain	an	APA	event	(from	PAS-Seq	and	RNA-Seq)	and	upstream	AS	event.	
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The	 results	 evaluating	 the	 impact	 of	 induced	 APA	 in	 Timp2	 (Figure	 4.2D,	 4.2E)	

suggested	 that	 terminal	 intron	 removal	 may	 be	 influenced	 by	 the	 knockdown	 of	

polyadenylation	factors.	To	test	whether	the	knockdown	of	CstF64	induced	intron	retention	

events	 at	 the	 terminal	 end,	 we	 determined	 the	 extent	 of	 terminally	 located	 RI.	 MISO	

identified	 77	 genes	 displaying	 significant	 differences	 in	 the	 efficiency	 of	 intron	 removal.	

Interestingly,	35%	of	 these	RI	 events	were	 terminal	 in	nature	 (Figure	4.4G,	Figure	4.5C).	

These	observations	suggest	that	CstF64	KD	preferentially	impacts	the	removal	efficiency	of	

terminal	 introns,	 presumably	 through	 modulating	 interactions	 with	 the	 splicing	 and	

polyadenylation	machinery	at	the	3’	end	of	the	pre-mRNA.		

	
Alternative	splicing	analysis	identifies	CstF64	as	a	potential	regulator	of	AS.		

	 Interestingly,	 the	 large	 number	 of	 AS	 events	 that	 are	 detected	 upon	 CstF64	 KD	

suggests	that	this	polyadenylation	factor	may	be	a	potential	regulator	of	AS,	either	directly	

or	 through	 indirect	 effects.	 To	 test	 the	 hypothesis	 that	 CstF64	 binding	 to	 the	 pre-mRNA	

directly	influences	AS,	we	mapped	CstF64	iCLIP-Seq	reads	[179]	to	the	human	genome	and	

evaluated	 whether	 unique	 binding	 signatures	 could	 be	 identified	 around	 alternatively	

spliced	exons	induced	by	CstF64	KD.	Compared	to	control	groups	no	significant	differences	

in	CstF64	binding	densities	were	observed	in	upstream	intronic	binding	surrounding	Alt3	

(Figure	4.6A)	or	downstream	intronic	binding	of	Alt5	(Figure	4.6B).	However,	the	upstream	

intronic	 region	 around	 alternatively	 included	 exons	 displayed	 increased	 CstF64	 binding	

coverage,	 as	 demonstrated	 by	 the	 horizontal	 peak	 shift	 (Figure	 4.6C).	 No	 measurable	

differences	were	detected	for	introns	downstream	of	alternatively	included	exons	(Figure	

4.6D).		
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Figure	4.6.	Density	Distribution	of	CstF64	Binding	in	the	Vicinity	of	AS	Exons.	
To	distinguish	the	location	of	intronic	binding	of	CstF64,	iCLIP-Seq	coverage	was	analyzed.	
The	density	of	the	distribution	of	normalized	iCLIP-Seq	coverage	within	introns	surrounding	
alternative	exons	was	determined.	A)	Intronic	CstF64	binding	distribution	upstream	of	an	
alternatively	spliced	3’	splice	site	(Alt3).	B)	Intronic	CstF64	binding	distribution	downstream	
of	 an	 alternatively	 spliced	 5’	 splice	 site	 (Alt5).	 C)	 Intronic	 CstF64	 binding	 distribution	
upstream	 of	 an	 alternatively	 skipped	 exon.	 D)	 Intronic	 CstF64	 binding	 distribution	
downstream	of	an	alternatively	skipped	exon.	“not	differentially	alternatively	spliced”	and	
“identically	 alternatively	 spliced"	 are	 control	 categories.	 The	 first	 control	 group	 includes	
exons	that	are	not	 in	 the	group	of	"differentially	alternatively	spliced"	exons.	The	second	
control	group	(“identically	alternatively	spliced")	includes	exons	specifically	filtered	for	no	
change	 in	 their	 splicing	 behavior.	 The	 plots	 show	 the	 fraction	 of	 events	 in	 those	 exon	
sets/groups	that	overlap	with	iCLIP-Seq	clusters.	
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Further	analysis	of	the	increase	in	CstF64	binding	coverage	around	upstream	introns	

of	alternatively	 included	exons	 identified	the	gene	hnRNP	A2/B1,	which	displayed	strong	

CstF64	binding	signals	at	APA	sites	(Figure	4.7A).	CstF64	KD	leads	to	a	decrease	in	hnRNP	

A2/B1	protein	levels	(Figure	4.7B),	which	correlates	with	splicing	changes	within	its	3’UTR	

(Figure	4.7C).	There	are	three	potential	APA	sites	within	the	3’UTR	of	hnRNP	A2/B1	and	

selection	of	the	proximal	APA	site	leads	to	the	formation	of	hnRNP	A2	with	no	discernable	

difference	between	WT	and	CstF64	KD	RNA	levels.	However,	selection	of	the	most	distal	APA	

site	generates	multiple	splicing	isoforms,	one	of	which	is	the	hnRNP	B1	mRNA	isoform,	which	

is	targeted	by	NMD	[180].	Thus,	CstF64	KD	leads	to	an	increase	in	the	less	stable	hnRNP	B1	

mRNA	isoform,	providing	a	molecular	basis	for	the	reduced	protein	levels	observed	(Figure	

4.7B).	These	observations	suggest	that	AS	changes	within	the	3’UTR	of	hnRNP	A2/B1	lead	to	

the	activation	of	different	APA	sites,	resulting	in	the	generation	of	different	terminal	exons	

(Figure	4.7D).	As	hnRNP	A2/B1	has	also	been	implicated	in	the	regulation	of	AS	[181],	it	is	

highly	possible	that	many	of	the	observed	AS	changes	activated	upon	CstF64	KD	were	caused	

by	the	altered	expression	of	this	or	other	splicing	regulatory	proteins.	Indeed,	our	analysis	

of	CstF64	KD	cells	also	identified	hnRNP	AB,	hnRNP	C,	hnRNP	H3,	SRSF5	and	SRSF6	as	AS	

target	genes	(GEO	submission	GSE79157).		
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Figure	4.7.	CstF64	Binding	Within	the	3’UTR	of	HnRNP	A2/B1	Gene	Triggers	AS.	
A)	Cartoon	depicts	alternatively	spliced	regions	(blue,	light	blue,	purple	boxes)	located	in	the	
3’UTR	of	the	hnRNP	A2/B1	gene.	The	polarity	of	the	gene	is	from	right	(5’	end)	to	left	(3’	end)	
as	depicted	by	the	long	black	arrow.	The	green	bar	depicts	a	stop	codon.	Snapshot	from	the	
UCSC	genome	browser	depicts	 iCLIP-Seq	track	 information	 for	 the	binding	of	CstF64	and	
black	arrows	show	the	location	of	 the	proximal	poly(A)	site	(PpA)	and	two	distal	poly(A)	
sites	 (D1pA	 and	 D2pA).	 B)	 Western	 blot	 analysis	 demonstrating	 loss	 in	 hnRNP	 A2/B1	
protein	 levels	due	 to	 CstF64	KD.	 C)	RT-PCR	 analysis	 of	 the	 hnRNP	A2/B1	3’UTR.	 Primer	
locations	are	depicted	as	forward	and	reverse	red	arrows.	The	identities	of	the	PCR	products	
are	 indicated	 on	 the	 side	 of	 the	 representative	 gels.	 Asterisk	 (*)	 denotes	 a	 non-specific	
amplicon.	 D)	 Alternative	 splicing	 pattern	 in	 the	 3’UTR	 of	 hnRNP	 A2/B1	 depicting	 the	
generation	of	hnRNP	B1	and	hnRNP	A2	mRNA	 isoforms.	The	orange	arrow	 indicates	 the	
isoform	(hnRNP	B1)	that	undergoes	nonsense-mediated	decay	(NMD)	[180].	
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To	test	 the	hypothesis	 that	 the	reduced	expression	of	hnRNP	A2/B1	at	CstF64	KD	

conditions	 accounts	 for	 many	 of	 the	 observed	 AS	 changes,	 we	 determined	 the	 overlap	

between	 CstF64	 knockdown-mediated	 AS	 differences	 and	 hnRNP	 A2/B1	 knockdown-

mediated	AS	differences	[46].	Interestingly,	about	one	third	of	all	genes	that	are	affected	by	

CstF64	KD	are	also	affected	by	hnRNP	A2/B1	KD	(Figure	4.8),	thus	supporting	the	proposal	

that	CstF64’s	influence	on	the	processing	of	hnRNP	A2/B1	indirectly	mediates	changes	in	AS.	

In	summary,	our	analysis	demonstrates	that	CstF64	pre-mRNA	binding	does	not	correlate	

with	induced	AS.	Rather,	the	selection	of	alternative	poly(A)	sites	or	the	alternative	splicing	

of	several	splicing	regulators	is	altered	upon	CstF64	KD,	suggesting	that	most	AS	differences	

observed	are	likely	to	be	indirect	effects	of	CstF64	KD.				
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Figure	4.8.	Overlap	Between	CstF64	and	HnRNP	A2/B1	AS	Events.	
Overlap	in	MISO	derived	AS	events	identified	between	CstF64	KD	and	hnRNP	A2/B1	KD.	One	
third	of	genes	listed	as	having	an	AS	event	in	CstF64	KD	are	contained	in	the	list	of	genes	
affected	by	hnRNP	A2/B1	KD.	
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Discussion	

We	 tested	 the	 hypothesis	 that	 APA	 and	 upstream	 AS	 events	 are	 mechanistically	

coupled.	 APA	was	 induced	 by	 the	 knockdown	 of	 the	 polyadenylation	 factors	 CFIm25	 or	

CstF64.	We	then	tested	whether	genes	with	APA	also	undergo	AS	upstream	of	the	terminal	

exon.	 Using	 global	 approaches	 to	 increase	 the	 number	 of	 cases	 investigated,	 it	 was	

demonstrated	that	upstream	AS	and	APA	events	occur	independently	from	each	other	and	

that	 the	major	mechanistic	 coupling	between	APA	and	pre-mRNA	splicing	was	 limited	 to	

terminal	 exon	 processing.	 Direct	 interactions	 between	 the	 splicing	 and	 polyadenylation	

machineries	 have	 been	 documented	 previously	 [182],	 as	 demonstrated	 by	 U1	 snRNP	

preventing	premature	cleavage	and	polyadenylation	[122]	or	the	inhibition	of	terminal	exon	

splicing	and	polyadenylation	through	mutations	of	the	AAUAAA	consensus	poly(A)	signal	or	

the	 3’	 splice	 site	 [66,	 183].	 In	 combination,	 these	 observations	 strongly	 suggest	 that	 the	

mechanistic	coupling	between	APA	and	pre-mRNA	splicing	is	generally	limited	to	terminal	

exon	definition.			

	 	 The	 lack	 of	 a	 5’	 splice	 site	 at	 the	 3’	 end	 of	 the	 pre-mRNA	 dictates	 the	 need	 for	

alternative	mechanisms	to	aid	in	the	definition	of	the	terminal	exon.	However,	in	the	case	of	

AS	events	upstream	of	the	terminal	exon,	polyadenylation	does	not	appear	to	exert	a	major	

influence	 on	 decision-making	 processes.	 This	 may	 be	 because	 each	 internal	 exon	 is	

efficiently	 recognized	 through	 the	 combinatorial	 contributions	 of	 3’	 and	 5’	 splice	 site	

interactions	 with	 the	 splicing	 machinery.	 Furthermore,	 kinetic	 barriers	 could	 limit	

interactions	 between	 the	 splicing	 and	 polyadenylation	 machinery	 to	 terminal	 exons	 as	

upstream	exons	are	synthesized	prior	to	polyadenylation	sites.	Thus,	the	“first	come,	first	

served”	 concept	 [184–186]	 may	 have	 a	 significant	 influence	 on	 allowing	 productive	
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interactions	between	splicing	factors	recruited	to	upstream	exons	and	the	polyadenylation	

machinery	 assembled	 at	 the	 3’	 end.	 Moreover,	 it	 should	 also	 be	 noted	 that	 although	

transcription	 occurs	 in	 the	 5’	 to	 3’	 direction,	 not	 all	 splicing	 occurs	 in	 that	 order	 as	

demonstrated	by	the	adenine	phosphoribosyltransferase	(APRT)	gene	where	the	first	of	four	

introns	is	the	last	to	be	removed	[187].		

	 	 Given	 the	 significance	 of	 AS	 and	 APA	 in	 contributing	 to	 genome	 diversity,	 it	 is	 of	

considerable	 interest	 to	 determine	 whether	 these	 pre-mRNA	 processing	 events	 are	

functionally	linked	beyond	the	previously	demonstrated	definition	of	terminal	exons.	It	is	

known	 that	 splicing	 defects	 play	 a	 role	 in	 many	 human	 diseases	 [35,	 132],	 including	

numerous	types	of	cancer	[133–136].	Similarly,	APA	has	a	demonstrated	regulatory	role	in	

human	 disease	 [18–22].	 Thus,	 coordinated	 APA	 and	 upstream	 AS	 could	 generate	

alternatively	spliced	mRNA	isoforms	with	unique	3’UTRs	that	dictate	mRNA	half-lives	and	

protein	product	functions	(Figure	4.1,	right	arm).	Our	genome-wide	analysis	demonstrates	

that	 the	mechanistic	coupling	between	APA	and	pre-mRNA	splicing	 is	 limited	to	terminal	

exon	definition	(Figure	4.1,	 left	arm).	Thus,	 the	regulation	of	mRNA	isoform	stability	and	

translatability	is	mainly	driven	by	the	generation	of	different	3’UTRs.		

	 	 Our	results	also	 identified	an	 intriguing	role	 for	CstF64	 in	mediating	AS.	As	shown,	

reduced	 levels	 of	 CstF64,	 led	 to	 a	 considerable	 change	 in	 AS	 events.	 However,	 neither	

enrichment	 nor	 depletion	 of	 CstF64	 binding	 to	 alternatively	 spliced	 exons	was	observed	

when	compared	to	control	groups,	arguing	against	a	direct	role.	Instead,	hnRNP	A2/B1	was	

identified	to	be	one	of	several	splicing	regulatory	proteins	that	alter	APA	or	AS	patterns	upon	

CstF64	KD.	Given	hnRNP	A2/B1’s	important	role	in	regulating	AS	[181]	and	mRNA	stability	

[180,	188],	these	observations	strongly	suggest	that	CstF64	influences	AS	decisions	through	
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indirect	mechanisms.	Investigating	the	mechanisms	that	lead	to	3’	UTR	diversification	and	

alternative	terminal	exon	definition	will	therefore	be	an	important	future	research	endeavor.				

Materials	and	Methods	
	
Cell	Culture	and	Transfections		

	 CFIm25	KD	was	 performed	using	 shRNA	 constructs	 as	 previously	 described.[114]	

The	 siRNA-408	 sequence	 (5’-GCAAUCGUCAAUGACCCAGUCUUGC-3’)	was	 used	 as	 a	 target	

sequence	in	the	design	of	an	shRNA	insert	oligo	and	was	cloned	into	the	pSUPERIOR.puro	

vector	(Oligoengine,	VEC-IND-0006).	To	create	the	shRNA	insert,	the	sense	oligonucleotide	

5’-GATCCCCGCAAGACTGGGTCATTGACGATTGCTTCAAGAGAGCAAT	

CGTCAATGACCCAGTCTTGCTTTTTA-3’	was	annealed	with	the	antisense	oligonucleotide	5’-

AGCTTAAAAAGCAAGACTGGGTCATTGACGATTGCTCTCTTGAAGCAATCGTCAATGACCCAGT	

CTTGCGGG-3’	 and	 ligated	 to	 linearized	vector	using	T4	DNA	 ligase	 (Promega).	HeLa	cells	

were	cultured	in	MEM	and	transfected	with	1	µg	of	either	CFIm25	KD	plasmid	or	a	control	

plasmid	 using	 Lipofectamine-2000	 (Invitrogen).	 Media	 was	 replaced	 with	 MEM	

supplemented	with	10%	FBS	and	3	mg/mL	puromycin	post	transfection.	RNA	extraction	was	

performed	via	Trizol	and	proteins	were	isolated	with	RIPA	buffer.		

	 CstF64-RNAi	HeLa	cell	lines	were	obtained	[110]	and	grown	in	high	glucose	DMEM	

media	plus	10%	FBS,	1%	Na-Pyruvate	and	1.5	µg/mL	of	puromycin	for	selection	of	stably	

transfected	cells.	RNA	extraction	was	performed	via	Trizol	and	proteins	were	isolated	with	

RIPA	buffer.			
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Western	Blot	Analysis	

	 CFIm25	 and	CstF64	 proteins	were	 separated	 on	 10%	SDS-PAGE	 and	 subjected	 to	

standard	western	blotting	procedures.	Primary	antibodies	used	were	as	follows:	anti-rabbit	

NUDT21	 (Proteintech	Group,	 10322-1-AP),	 anti-rabbit	 CstF64	 (Bethyl	 Labs,	 A301-092A),	

anti-mouse	hnRNP	A2/B1	(AbCam,	DP3B3)	and	anti-mouse	α-Tubulin	(Calbiochem,	DM1A).	

Typically,	75ug	of	total	protein	were	loaded	per	lane.	

	
3’	RACE	and	RT-PCR		

	 3’	RACE	was	performed	to	analyze	3’	ends,	as	previously	described	[189].	Total	RNA	

was	reverse	transcribed	using	the	primer	5’-CCAGTGAGCAGAGTGACGAGGACTCGA	

GCTCAAGCTTTTTTTTTTTTTTTTT-3’.	 TIMP-2	 gene	 specific	 primers	 used	 were:	 forward	

primer	1	5’-CGCAACAGGCGTTTTGCAAT-3’	for	proximal	poly(A)	tail	product	amplification,	

TIMP-2	 forward	 primer	 2	 5’-CTGTTCGCTTCCTGTATGGT-3’	 for	 distal	 poly(A)	 tail	 product	

amplification	[114],	and	reverse	primer	5’-CCAGTGAGCAGAGTGACG-3’.		 	 	

	 For	RT-PCR	analysis,	 total	RNA	was	 treated	with	DNase	 I	 and	 reverse	 transcribed	

using	iScript	(BioRad).	For	the	TIMP-2	gene,	terminal	intron	retention	was	evaluated	using	

forward	 primer	 5-AGGGAAGCACACCTGCAGTA-3’	 with	 reverse	 primer	 5-

GTGCCCGTTGATGTTCTTCT-3’.	In	addition	to	TIMP-2,	five	additional	genes	with	documented	

cases	of	AS	events	were	analyzed	using	RT-PCR.	Three	AS	events	were	evaluated	for	each	of	

the	following	genes:	DSTN,	TSC22D2,	TMEM135,	SLC38A2,	and	seven	AS	events	for	ERCC6.	

Primer	 sequences	 are	 available	 upon	 request.	 PCR	 reactions	were	 performed	 using	 Taq	

polymerase	 under	 standard	 conditions	 and	 resolved	 on	 a	 0.8%	 agarose	 gel	 stained	with	

ethidium	bromide.	
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	 PAS-Seq	APA	events	were	verified	by	RT-qPCR	as	described	previously	[110].	RNA-

Seq	MISO	designated	AS	events	in	the	3’UTR	for	hnRNP	A2/B1	were	evaluated	in	addition	to	

APA	events	 for	eight	genes:	CIRBP,	DNAJB6,	GLS,	OBSL1,	PDCD2,	PML,	TROAP,	VIT.	Primer	

sequences	are	available	upon	request.	Total	RNA	from	CstF64	KD	cells	were	treated	with	

DNaseI	and	reverse	transcribed	using	Oligo(dT)	primers	with	SuperScript	 II	 (Invitrogen).	

RT-PCR	 analysis	 was	 performed	 with	 Taq	 polymerase	 under	 standard	 conditions	 and	

resolved	on	a	1.5-2%	agarose	gel	stained	with	ethidium	bromide.	Quantitative	real-time	PCR	

(qPCR)	was	performed	with	the	same	primer	pairs	and	iTaq	Universal	SYBR	Green	supermix	

(BioRad)	using	a	three	step	qPCR	protocol	with	an	annealing	temp	(Tm)=55°C	and	1	minute	

extension	at	72°C.	

	
RNA	Deep	Sequencing	 	

	 Cell	 lines	 stably	 transfected	with	 shRNA	plasmids	 targeting	CstF64	were	obtained	

from	the	Shi	lab	[110].	Cell	lines	were	maintained	by	culturing	in	the	presence	of	1	mg/ml	

puromycin.	Total	RNA	was	isolated	from	CstF64	KD	cells	and	wild-type	control	cells	using	

Trizol	 according	 to	 manufacturer’s	 protocols.	 CstF64	 protein	 levels	 were	 measured	 via	

Western	Blot	 analysis	using	 rabbit	 anti-CstF64	antibody	 (Bethyl,	A301-092A).	Total	RNA	

isolated	from	two	biological	replicates	was	used	to	generate	independent	libraries	with	the	

Illumina	TruSeq	RNA	sample	preparation	kit	according	to	manufacturer’s	protocols.	Each	

library	 was	 diluted	 to	 approximately	 10	 pM	 prior	 to	 loading	 and	 sequenced	 using	 the	

Illumina	GA	IIx	instrument	generating	50	bp	single-end	reads.	This	produced	~50	million	

reads	for	each	wild-type	and	CstF64	KD	biological	replicate.		
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Computational	Analysis	

	 Identification	of	AS	and	APA	events.	RNA-Seq	results	were	trimmed	by	10	bases	at	the	

5'	end.	Trimmed	40	bp	long	reads	were	then	mapped	to	the	human	genome	(GRCh37/hg19)	

using	 TopHat	 (version	 2.0.4)	 [190]	 with	 default	 parameters.	 To	 identify	 AS	 events,	 the	

datasets	were	compared	using	MISO	[179].	To	do	so,	replicate	samples	were	combined,	and	

only	uniquely	mapped	reads	were	kept.	For	every	known	AS	event	expressed	in	both	cell	

lines	(SE,	Alt3,	Alt5,	RI,	ALE/APA)	only	events	showing	an	absolute	change	in	inclusion	level	

or	splice	site	usage	≥15%	with	a	bayes	factor	of	≥10	were	filtered	for.	Applying	these	filters	

resulted	 in	 the	 identification	of	733	SE	(636	genes),	267	Alt3	(240	genes),	200	Alt5	(185	

genes),	 109	 RI	 (77	 genes)	 and	 328	 APA	 (234	 genes)	 events.	 To	 identify	 additional	 APA	

events,	a	PAS-Seq	dataset	was	utilized	comparing	polyadenylation	between	CstF64	KD	and	

wild-type	HeLa	cells	[110].	PAS-Seq	and	its	applied	bioinformatics	pipeline	[110]	identified	

19	genes	displaying	statistically	significant	changes	in	APA,	using	a	cutoff	of	≥2	reads	with	

FDR	≤0.05	and	a	change	 in	APA	≥15%	(a	change	 in	the	ratio	of	proximal	to	distal	shift	 in	

polyadenylation	between	CstF64	KD	and	wild-type	HeLa	cells).		

	 Correlation	between	APA	and	AS	events.	To	determine	the	frequency	of	‘splicing	and	

polyadenylation	 linked’	events,	 the	overlap	between	APA	and	AS	events	was	determined.	

APA	events	detected	from	PAS-Seq	(19	genes)	and	RNA-Seq	(234	genes),	a	total	of	253	genes,	

were	correlated	with	all	types	of	AS	events.	Overlapping	APA	and	AS	genes	were	identified	

by	determining	those	that	only	had	AS	events	occurring	upstream	of	both	proximal	and	distal	

poly(A)	 sites.	 Of	 the	 19	 PAS-Seq	 derived	 list	 of	 APA	 genes,	 only	 one	 gene	 was	 located	

upstream	of	both	proximal	and	distal	poly(A)	sites.	Of	the	RNA-Seq	derived	list	of	APA	genes,	

only	12	genes	with	AS	events	upstream	of	both	poly(A)	sites	were	identified.	
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	 Correlation	between	AS	events	and	CstF64	binding.	AS	events	were	identified	using	the	

RNA-Seq	datasets	described	above	and	MISO	[179]	filters	of	≥20%	change	in	the	absolute	

level	or	splice	site	usage	(for	Alt3	or	Alt5)	with	a	bayes	factor	of	≥10	filtered	for.	Of	these,	

events	supporting	only	one	of	the	two	possible	isoforms	with	coverage	of	≥10	reads	were	

kept	for	subsequent	analysis.	These	remaining	exons	were	considered	to	be	“differentially	

alternatively	 spliced”.	 A	 first	 list	 included	 cassette	 exons,	 which	 either	 demonstrated	 an	

increase	or	decrease	in	inclusion	of	the	knockdown	sample.	A	second	and	third	list	consisted	

of	exons	with	an	Alt3	or	Alt5,	respectively.	For	each	of	these	three	lists,	two	different	control	

groups	 were	 created.	 The	 first	 control	 group	 for	 each	 set	 (denoted	 "not	 differentially	

alternatively	spliced")	included	exons	that	did	not	pass	the	filter,	but	showed	the	same	type	

of	AS.	The	second	control	group	(denoted	"identically	alternatively	spliced")	was	filtered	in	

an	opposite	fashion	than	the	test	sets:	events	showing	a	change	in	inclusion	level	or	splice	

site	usage	of	<0.05	and	a	bayes	factor	of	<0.1,	which	meant	a	change	in	splicing	behavior	was	

10	times	less	likely	than	having	no	change.	

	 Data	 from	 triplicate	 CstF64-iCLIP-Seq	 in	 HeLa	 cells	 was	 obtained	 from	 the	 Gene	

Expression	 Omnibus	 database	 (accession	 no.	 GSE40859)	 [110]	 and	was	 used	 to	 identify	

whether	AS	 is	correlated	with	CstF64	binding.	The	 frequency	of	CstF64	binding	sites	was	

examined	within	the	set	of	differentially	alternatively	spliced	exons	and	their	surrounding	

introns,	as	well	as	within	the	exons	(and	their	neighboring	introns)	of	the	two	control	groups	

(not	differentially	alternatively	spliced	as	well	as	identically	alternatively	spliced	exons).		

	 To	separate	real	CstF64	binding	sites	from	background	peaks,	clusters	of	iCLIP-Seq	

reads	in	close	proximity	to	the	alternatively	spliced	exon	were	searched	for.	A	cluster	was	

defined	as	a	window	of	at	least	10	nucleotides	displaying	at	least	two	iCLIP-Seq	tags	after	
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averaging	all	three	iCLIP-Seq	data	sets.	The	clusters	of	CstF64	binding	sites	were	overlapped	

with	alternatively	spliced	exons	and	the	neighboring	introns	in	both	the	test	and	control	sets	

to	compute	their	total	iCLIP-Seq	coverage.	Those	values	were	then	normalized	by	the	length	

of	the	introns.	The	density	of	the	distribution	of	the	normalized	iCLIP-Seq	coverage	in	the	

different	sets	was	plotted	(excluding	introns	with	a	coverage	of	0).	All	the	density	functions	

are	only	plotted	for	normalized	coverage	of	≤0.1.		

Correlation	 between	 CstF64	KD	 and	 hnRNP	A2/B1	KD.	Data	 from	duplicate	HnRNP	

A2/B1	KD	and	five	control	HeLa	RNA-Seq	samples	were	obtained	from	the	Gene	Expression	

Omnibus	database	(accession	no.	GSE34992)	[46].	To	identify	AS	events,	the	datasets	were	

compared	 using	 MISO	 [179].	 Replicate	 control	 and	 hnRNP	 A2/B1	 KD	 samples	 were	

combined	and	only	uniquely	mapped	reads	were	kept.	For	every	known	AS	event	expressed	

in	both	cell	types	(SE,	Alt3,	Alt5,	RI,	ALE/APA)	only	events	showing	an	absolute	change	in	

inclusion	level	or	splice	site	usage	≥15%	with	a	bayes	factor	of	≥10	were	filtered	for.	Overlap	

between	CstF64	KD	and	hnRNP	A2/B1	KD	was	determined	for	all	types	of	AS	events	(SE,	

Alt3,	Alt5,	RI,	ALE/APA)	by	comparing	which	exact	AS	events	were	contained	in	both	groups.		

	 Data	Accession	Code.	All	sequencing	and	MISO	data	has	been	submitted	to	the	National	

Center	 for	 Biotechnology	 Information	Gene	Expression	Omnibus	 database	 (accession	 no.	

GSE79157).	
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CHAPTER	5	
	
	
	

PERSPECTIVES	
	

	
	
Evolutionary	Nature	of	Exon	Conservation	
	

The	mechanisms	leading	to	nucleotide	variation	within	species	and	how	conservation	

has	shaped	vital	processes	needed	for	survival	and	adaptation	are	of	great	importance.	The	

discovery	of	split	genes	has	led	scientists	to	a	better	understanding	of	gene	evolution	and	to	

an	increased	appreciation	of	the	vast	complexity	of	gene	expression.	At	its	core,	splicing	is	a	

fundamental	process,	and	its	study	has	led	to	the	discovery	of	key	elements	important	for	

maintaining	genomic	stability.	Mutations	within	the	genome	have	supported	diversity	and	

variations	 within	 species,	 however,	 these	 changes	 have	 also	 led	 to	 a	 number	 of	 human	

diseases.	The	potential	to	predict	splicing-associated	diseases	based	on	sequence	analysis	is	

critical,	 not	 only	 for	 understanding	 splicing	 regulation	 mechanistically,	 but	 also	 for	

developing	disease-appropriate	therapeutic	approaches.		

The	ultimate	goal	of	generating	an	exon	conservation	database	was	to	improve	the	

prediction	of	splicing	patterns	of	disease-associated	SNPs.	To	 this	 end,	 the	 first	 step	was	

piecing	 together	genomic	 connections	between	human	and	other	vertebrate	 species.	The	

exon	conservation	database	allowed	for	an	initial	analysis	of	physical	parameters	that	are	

conserved,	representing	key	features	that	are	necessary	for	gene	expression.	Of	particular	

interest	was	the	conserved	nature	of	length	and	sequence	among	exons.	Most	internal	exons	

are	between	50-250nts	long,	an	exon	length	shown	to	be	optimal	for	splice	site	recognition.	

Exons	that	were	longer	in	length	(>250nts)	were	mainly	represented	by	last	exons,	which	are	
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size	 conserved	 between	 human	 and	 primates	 only.	Most	 last	 exons	 contain	 untranslated	

regions,	which	will	significantly	contribute	to	sequence	and	size	variation	between	species.	

Thus,	last	exons	are	expected	to	undergo	increased	evolutionary	drift,	reducing	overall	size	

conservation.		

Evaluation	of	the	internal	exons	that	are	longer	in	length	(>250nts)	that	also	display	

a	population	of	low	length-conserved	exons	could	be	explained	as	a	newly	emerged	and	an	

evolutionary	young	population.	Given	the	non-optimal	nature	of	these	longer	length	exons,	

it	is	possible	that	they	are	still	undergoing	optimization	for	efficient	recognition	and	splicing.	

It	 has	 been	 shown	 that	 new	 exons	 have	 a	 higher	 frequency	 of	 AS	 [191,	 192].	 Although,	

currently	under	investigation,	it	is	possible	that	this	population	of	longer	internal	exons	also	

undergoes	a	higher	degree	of	AS	and	may	be	composed	of	a	large	percentage	of	Alu	elements.	

Alu	elements	are	transposable	genomic	sequences	that	are	created	through	the	process	of	

exonization	and	are	 found	only	 in	primates	(and	prosimians)	[85].	This	suggests	 that	Alu	

elements	 have	 played	 an	 important	 role	 in	 the	 evolution	 of	 exon	 creation	 in	 primates.	

Moreover,	 it	 has	 been	 shown	 that	 Alu	 elements	 are	 very	 rare	within	 constitutive	 exons,	

however,	 alternatively	 spliced	 exons	 show	 a	 high	 frequency	 of	 these	 fragments	 [82].		

Therefore,	it	is	probable	that	the	population	of	primate	only,	size-conserved	internal	exons	

that	are	longer	in	length	may	have	emerged	through	the	process	of	the	exonization	of	Alu	

fragments.	

Single	exons	(or	intronless	genes)	also	revealed	an	interesting	finding.	The	majority	

of	 single	 exons	had	 low	 length	 conservation	 (<10).	 Interestingly,	 30%	of	 single	 exons	are	

olfactory	 genes,	 which	 displayed	 moderate	 length	 conservation	 (10-40)	 but	 very	 low	

sequence	 conservation.	 Previous	 studies	 on	 single	 exons	 have	 suggested	 that	 these	
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intronless	genes	have	emerged	relatively	recently	[193]	and	their	emergence	could	be	due	

to	gene	duplication	or	retroposition	of	mRNA	[194].	Therefore,	 the	 low	length-conserved	

nature	 of	 the	 majority	 of	 these	 intronless	 genes	 could	 be	 explained	 by	 the	 burst	 of	

retroposition	during	the	sudden	emergence	of	primate	evolution	[194].	The	population	of	

low	 length-conserved	 single	 exons	 was	 largely	 composed	 of	 genes	 involved	 in	 signal	

transduction	pathways	and	metabolic	processes,	representing	their	importance	for	species	

survival.	Furthermore,	their	lack	of	introns	could	represent	the	need	for	rapid	processing	of	

these	genes	to	achieve	quick	expression	[195].	Certain	intronless	genes	have	been	shown	to	

accumulate	 in	 the	 cytoplasm	 [196],	 however,	 their	 inability	 to	 splice	 would	 mean	 their	

export	would	not	rely	on	splicing-dependent	mRNA	export.	However,	recent	studies	have	

shown	that	these	intronless	genes	may	rely	on	a	different	mechanism	such	as	the	use	of	the	

transcription/export	 (TREX)	 pathway	 for	 export	 to	 the	 cytoplasm	 [196].	 For	 the	 30%	of	

intronless	 genes	 that	 were	 represented	 by	 olfactory	 genes,	 the	 moderate	 length-

conservation	 of	 the	 genes	 contributes	 to	 their	 likely	 evolutionary	 significance,	 but,	 as	

primates	evolved,	 the	need	 for	 these	genes	was	diminished	and	 it	 is	plausible	 that	 these	

genes	have	now	been	selected	against	and	have	started	on	their	journey	out.		

The	exon	 length	and	sequence	 conservation	analysis	 revealed	a	 tight	 relationship.	

High	sequence	conservation	typically	demonstrated	higher	 length	conservation,	however,	

there	were	exceptions	to	this	rule,	as	discussed	in	Chapter	2.	These	findings	demonstrate	an	

evolutionary	advantage	 in	maintaining	both	the	size	of	an	exon	and,	 therefore,	 important	

distances	 between	 splicing	 elements,	 but	 also	 maintain	 important	 sequence	 elements,	

presumably	 important	 for	 protein	 coding	 and	 splicing	 regulation.	 Although	 sequence	

variation	can	play	an	important	role	in	species	to	species	genetic	variation,	certain	sequences	
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have	been	optimized	and	changes	to	these	sequences	can	cause	defects	in	splicing	patterns	

leading	to	various	genetic	diseases	[197,	198].			

Nucleotide	 conservation	 has	 been	 previously	 demonstrated	 to	 be	 an	 important	

framework	for	increasing	the	predictive	power	of	the	splicing	code	[73,	199].	However,	due	

to	the	co-evolving	nature	of	the	splicing	and	genetic	code,	it	is	difficult	to	separate	sequence	

elements	 that	 overlap	 between	 these	 two.	 By	 limiting	 such	 an	 analysis	 to	 synonymous	

positions,	it	is	possible	to	enrich	for	sequences	that	are	already	negatively	selected	for,	in	

turn	validating	important	evolutionary	conservation	patterns.	Nevertheless,	understanding	

whether	 certain	 sequence	 variations	 and	mutations	 lead	 to	 changes	 in	 splicing	 requires	

access	 to	 a	 large	 dataset	 of	 disease-causing	mutations	with	 recorded	 splicing	 outcomes.	

Through	 the	 use	 of	 a	 publicly	 available	 library	 of	 disease-associated	 SNPs	 [145],	 it	 was	

possible	 to	use	the	exon	conservation	database	as	a	means	to	predict	splicing	patterns	of	

size-conserved	exons.	Although	the	SNP	data	was	mainly	representative	of	non-synonymous	

nucleotide	 changes,	 presumably	 leading	 to	 amino	 acid	 changes,	 this	 dataset	was	 a	 great	

starting	 point	 for	 testing	 the	model	 of	using	 exon	 size-filtered	 sequence	 alignments	 as	 a	

method	for	splicing	prediction.	It	is	widely	accepted	that	variations	at	splice	sites	influence	

splicing,	 something	 that	 was	 also	 evident	 within	 this	 dataset.	 However,	 understanding	

whether	this	phenomenon	applies	to	non-junction	sites	was	of	particular	importance.	Can	

sequence	variations	due	to	SNPs	lead	to	predictive	control	of	an	exon’s	splicing	potential?	

Through	 defined	 SNP	 category	 designations	 and	 analysis	 of	 the	mutations	 across	 codon	

positions	the	greatest	variability	within	SNP	categories	was	observed	at	the	wobble	position,	

as	expected.	As	discussed	in	Chapter	2,	using	exon	size-filtered	sequence	alignments	at	the	
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wobble	 position	 therefore	 allowed	 for	 a	 certain	 level	 of	 prediction	 on	 how	 and	 if	 a	 SNP	

influenced	splicing.		

There	were	 several	 limitations	within	 the	 dataset,	 including	 a	 large	 proportion	of	

protein	 coding	 disease-associated	 SNPs	 and	 an	 underrepresentation	 of	 SNPs	 that	 cause	

changes	in	splicing	at	the	wobble	position.	This	could	represent	the	detrimental	impact	of	a	

SNP	within	the	wobble	position	or	the	lack	of	importance	of	a	SNP	at	that	position.	This	also	

demonstrates	 the	necessity	 for	 larger	datasets	 focused	on	disease-associated	SNPs	at	 the	

third	codon	position	to	increase	the	predictive	capability	of	this	type	of	analysis	to	further	

define	the	role	of	SNPs	at	the	wobble	position.	

Through	 the	 utilization	 of	 exon	 size	 conservation	 patterns	 and	 the	 important	

sequence	 requirements	 of	 trans-acting	 factors,	 greater	 insight	 into	 important	 sequence	

patterns	can	be	obtained.	The	ability	to	determine	the	impact	that	a	sequence	of	RNA	will	

have	 on	 how	 an	 exon	 is	 spliced	 could	 aid	 in	 predicting	 the	 functional	 implication	 of	 a	

mutational	variant	that	is	introduced.	This	could	enhance	disease	prediction	and	lead	to	the	

potential	development	of	therapeutic	capabilities.	Predicting	splicing	defective	mutational	

sites	within	an	exon	could	aid	in	repair	and	replacement	of	a	defective	sequence	within	the	

pre-mRNA.	 For	 instance,	 spliceosome-mediated	RNA	 trans-splicing	 (SMaRT)	 is	 a	method	

used	to	replace	an	exon	with	a	defective	sequence	[200].	In	short,	through	the	use	of	trans-

splicing,	an	artificially	engineered	pre-mRNA	trans-splicing	molecule	(PTM)	with	the	correct	

sequence	 is	 introduced,	 and	 through	 spliceosome-mediated	 splicing,	 replacement	 and	

removal	of	the	defective	RNA	sequence	can	be	achieved.	The	potential	implications	of	such	a	

therapeutic	method	are	vast.	Thus,	addressing	allowable	variations	from	defective	variations	

within	 a	 codon	 through	 their	 conservation	 pattern	 could	 guide	 the	 predictive	 nature	 of	
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splicing.	The	work	described	here	 is	 thus	a	 stepping	 stone	 for	 further	 investigations	 into	

methods	of	using	conservation	patterns	and	synonymous	mutations	as	a	means	of	defining	

the	roles	that	disease-associated	SNPs	have	on	splicing	within	the	human	genome.			

	
Position-Dependent	Mechanism	of	Regulatory	Proteins		

Many	 trans-acting	 factors	 aid	 in	 the	 recognition	 of	 an	 exon.	 Evaluating	nucleotide	

conservation	 is	 one	 avenue	 of	 determining	 important	 splicing	 elements.	 However,	

understanding	the	nature	of	splicing	regulation	requires	the	assessment	of	SREs	and	their	

binding	partners.	SR	proteins	and	hnRNPs	are	two	classes	of	proteins	that	directly	bind	and	

regulate	 the	 pre-mRNA	 through	 SREs.	 In	 the	 past,	 these	 regulatory	 proteins	 were	

characterized	by	defined	 roles,	SR	proteins	as	splicing	enhancers	and	hnRNPs	as	splicing	

silencers.	 However,	 their	 unilateral	 role	 was	 questioned	 by	 more	 recent	 evidence	

demonstrating	 a	 dual	 functionality,	 whereby	 both	 classes	 of	 proteins	 could	 enhance	 or	

repress	splicing,	contingent	on	their	binding	position	within	the	pre-mRNA	[44–49,	55].	The	

Hertel	lab	demonstrated	position-dependent	regulation	of	SR	proteins	and	hnRNPs	relative	

to	 the	 5’ss	 [57].	 This	work	 also	 revealed	 a	 potential	 mechanism	 of	 repression	 whereby	

spliceosomal	complex	 formation	was	stalled	at	E	complex.	SRSF7	and	TIA-1	at	repressive	

positions	demonstrated	E	complex	formation,	however,	subsequent	formation	of	A	complex	

was	hindered.	Based	on	these	findings,	it	was	of	great	interest	to	determine	the	mechanistic	

connection	between	spliceosomal	complex	formation	and	splicing	efficiency.	The	stalling	of	

E	complex	by	SRSF7	and	TIA-1	when	bound	in	their	repressive	positions	could	be	dependent	

on	 the	 kinetic	 changes	 between	 protein	 components	 of	 U1	 snRNP.	 U1	 snRNP	 initiates	

splicing	through	its	base	pairing	interaction	with	the	5’ss	to	form	E	complex.	Competition	

pulse	 chase	 experiments,	 through	 titration	 of	 U1	 snRNP,	 demonstrated	 altered	
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thermodynamics	 of	 the	 U1	 snRNP	 components	 UI-70K	 and	 U1-C.	 In	 the	 presence	 of	 a	

repressor,	U1-70K	was	observed	to	be	less	tightly	associated	with	U1	snRNP.	These	results	

demonstrate	that	U1	snRNP	is	a	dynamic	complex,	one	that	can	adjust	the	integrity	of	binding	

interactions	 with	 its	 core	 proteins,	 U1-70K,	 U1-C,	 and	 U1-A.	 This	 dynamic	 U1	 snRNP	

behavior	 could	 represent	 a	 checkpoint	 in	 regulating	 the	 splicing	 of	 the	 pre-mRNA	 it	

associates	with.	U1	snRNP	is	one	of	the	most	abundant	spliceosomal	snRNPs	[201].	Not	only	

does	it	initiate	splicing,	but	it	also	participates	in	non-canonical	splicing	and	polyadenylation	

activities,	through	interaction	with	pseudo	splice	sites	and	poly(A)	sites	[124,	165].	Given	

these	multiple	 roles	 in	 RNA	metabolism,	 there	must	 be	 pathways	 to	 allow	 U1	 snRNP	 to	

function	 in	 these	different	 roles.	 It	 is	possible	 that	 the	U1	snRNP	 that	 initiates	splicing	 is	

structurally	or	compositionally	distinct	from	those	that	bind	a	pseudo-splice	site	or	one	that	

inhibits	premature	polyadenylation.	These	differences	could	lie	within	the	complex	integrity	

of	 U1	 snRNP.	 Depending	 on	 the	 binding	 location	 of	 surrounding	 splicing	 regulators,	 U1	

snRNP’s	compositional	stability	may	be	altered,	in	turn	defining	the	role	that	it	plays	on	the	

RNA	it	interacts	with.	For	example,	in	the	presence	of	an	activator,	U1	snRNP	may	be	fully	

formed	and	tightly	associated	with	U1-70K,	U1-C,	and	U1-A.	However,	when	a	repressor	is	

nearby,	 the	associations	between	U1	snRNP	components	could	be	weakened,	 altering	the	

integrity,	stability	and	overall	structure	of	U1	snRNP	at	the	5’ss.		

Probing	for	other	protein	components	of	U1	snRNP,	namely	Sm	proteins,	would	give	

a	 more	 accurate	 picture	 of	 the	 dynamic	 interactions	 that	 are	 occurring.	 U1	 snRNP	 is	 a	

complex	molecule	and	focusing	on	single	protein	components	does	not	allow	for	a	complete	

view	of	changes	that	occur.	However,	given	that	U1-70K	association	is	vital	for	the	stability	

and	binding	of	other	U1	snRNP	proteins	[202],	 this	protein	may	be	a	key	regulator	of	U1	
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snRNP	 integrity	 and	 changes	 in	 its	 affinity	 may	 be	 critical	 for	 the	 alterations	 that	 are	

observed.	

The	pulse-chase	experiments	that	were	performed	focused	on	using	a	neutral	chase	

RNA	with	a	strong	5’ss	to	outcompete	U1	snRNP	binding	for	the	RNAs	of	interest.	However,	

other	chase	RNAs	could	be	used	that	would	allow	for	 titrating	SRSF7	or	TIA-1	during	the	

chase.	 Such	 additional	 experiments	 could	 lead	 to	 further	 insights	 into	 how	 relieving	 an	

activator	or	repressor	impacts	U1	snRNP	recruitment	and	protein	component	affinities.	The	

nature	 of	 the	 chase	RNA	used	 is	 critical	 for	 reliable	measurement	 and	 interpretations	 of	

changes	 that	 are	 being	 observed.	 In	 the	 case	 of	 the	 neutral	 RNA	 sequence,	 experimental	

reproducibility	was	an	 issue.	 It	 is	possible	 that	 the	RNA	chase	 sequence	was	not	 ideal	or	

adding	 the	 chase	RNA	 in	 excess	was	 over-saturating	 the	 reaction	 leading	 to	 inconsistent	

results.	It	is	also	possible	that	the	many	wash	steps	necessary	to	reduce	non-specific	binding	

uncontrollably	altered	 the	 final	 signal	of	 the	evaluated	U1	components.	Constant	dilution	

through	 washing	 could	 also	 have	 aided	 in	 the	 loss	 of	 SRSF7	 or	 TIA-1,	 alleviating	 the	

repressive/activating	 state	 of	 the	 RNA,	 thus	 altering	 how	 U1	 snRNP	 components	 were	

interacting	with	each	other.	

At	high	concentrations	of	nuclear	extract,	which	was	important	for	visualization	of	

U1-70K	on	western	blots,	there	was	binding	of	TIA-1	to	the	RNA	containing	binding	sites	for	

SRSF7	 only	 and	 vice	 versa.	 Although	 the	 sequences	 were	 specific	 for	 their	 respective	

proteins,	this	demonstration	of	non-specific	binding	could	have	led	to	some	of	the	ambiguous	

results	that	were	being	seen	at	times.	It	is	possible	that	the	fluctuating	levels	of	U1-70K	were	

due	to	the	antagonistic	behavior	of	SRSF7	and	TIA-1	on	the	same	RNAs.	SRSF7	bound	within	

the	 designated	 position	 with	 TIA-1	 binding	 elsewhere	 could	 counter	 SRSF7’s	 activity,	
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preventing	 stable	 association	 of	 U1	 snRNP	 components.	 To	 resolve	 these	 issues,	 S100	

cytoplasmic	extracts	rather	than	nuclear	extract	could	be	used.	S100	does	not	contain	SR	

proteins	and	contains	much	 lower	 levels	of	TIA-1	[203].	This	would	allow	for	addition	of	

SRSF7	 or	 TIA-1	 as	 needed	 for	 each	 RNA	 being	 tested,	 without	 the	 worry	 for	 cross-

interactions.		

U1	snRNPs	dynamic	molecular	composition	may	place	this	splicing	 initiator	at	 the	

forefront	 of	 splicing	 initiation	 and	 regulation.	 The	work	 done	 thus	 far	 demonstrates	 the	

importance	of	understanding	how	regulatory	proteins	interact	with	spliceosomal	factors	and	

how	their	directional	biases	guide	the	stability	of	key	players	of	splicing	initiation,	namely	

U1	snRNP.	The	preliminary	work	is	encouraging	and	supports	further	investigation	into	the	

role	that	U1	snRNP	plays	as	a	molecular	checkpoint	influencing	splicing	decisions	of	the	pre-

mRNA.		

	
Correlation	Between	APA	and	AS		

Splicing	is	one	of	several	RNA	processing	events	that	collectively	regulates	eukaryotic	

gene	expression.	The	synergy	between	splicing	and	polyadenylation	increases	the	genome’s	

coding	potential	and	regulates	the	outcome	of	a	gene’s	expression.	APA,	much	like	AS,	has	

shown	 extensive	 contribution	 towards	 proteomic	 diversity	 and	 complexity.	 Therefore,	

understanding	 the	 functional	 connections	 between	 these	 two	 critical	 mRNA	 processing	

events	is	of	great	importance.		

Coupling	between	polyadenylation	and	splicing	has	been	 shown	 for	 terminal	 exon	

recognition	 [66,	67,	118–124].	However,	whether	 this	phenomenon	 is	 also	seen	between	

APA	and	upstream	AS	events	had	not	yet	been	elucidated.	One	scenario	would	describe	AS	

and	APA	as	two	mechanistically	uncoupled	events	carried	out	independently	of	each	other.	
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This	would	result	in	the	generation	of	spliced	mRNA	isoforms	with	a	comparable	distribution	

of	variable	3’UTR	lengths.	However,	if	AS	and	APA	are	mechanistically	coupled	events,	the	

mRNA	isoforms	that	are	generated	would	display	a	selective	preference	for	one	type	of	APA	

event	with	a	 specific	AS	 event.	The	 results	of	such	a	 coupling	 could	 lead	 to	a	 synergistic	

influence	over	the	expression	of	one	particular	mRNA	isoform	over	another.	Therefore,	the	

hypothesis	 that	upstream	AS	events	go	hand	 in	hand	with	a	particular	APA	event	was	of	

particular	interest.		

Initial	work	 focused	on	 identifying	a	correlation	between	APA	and	AS	through	the	

knockdown	of	a	polyadenylation	 factor	known	to	 influence	APA,	CFIm25	[111,	112,	114].	

Through	analysis	of	 four	genes	via	RT-PCR	analysis,	no	mechanistic	 connection	was	 seen	

between	 APA	 and	 upstream	 AS	 events.	 However,	 a	 drawback	 of	 this	 approach	 was	 the	

insufficient	number	of	altered	APA	cases.	To	increase	the	power	of	analysis,	RNA-Seq	and	

PAS-Seq	analysis	was	performed	on	CstF64	knockdown	(KD)	cells.	Through	this	genome-

wide	analysis,	mechanistic	coupling	between	APA	and	pre-mRNA	splicing	was	shown	to	be	

limited	to	terminal	exon	definition.	However,	CstF64	was	demonstrated	to	be	an	important	

indirect	regulator	of	AS.	For	example,	CstF64	KD	led	to	the	formation	of	a	less	stable	mRNA	

isoform	 of	 the	 gene	 hnRNP	 A2/B1,	 specifically	 the	 B1	 isoform.	 HnRNP	 B1	 is	 generated	

through	the	selection	of	a	more	distal	APA	site	within	its	3’	UTR,	which	when	used	leads	to	

nonsense-mediated	 decay.	 However,	 hnRNP	 B1	 was	 shown	 to	 increase	 in	 expression	

through	CstF64	KD.	Therefore,	it	is	highly	possible	that	many	of	the	AS	changes	that	were	

observed	upon	CstF64	KD	were	caused	by	changes	 in	 the	expression	of	hnRNP	A2/B1	or	

other	 splicing	 regulatory	 proteins.	 These	 results	 demonstrated	 additional	 indirect	

regulatory	connections	between	polyadenylation	and	alternative	splicing	factors.		
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One	of	the	limitations	of	this	study	was	the	limited	list	of	AS	events,	a	consequence	of	

the	MISO	database	used.	In	addition	the	AS	analysis	software	MISO	was	not	able	to	take	into	

account	biological	variations.	Since	the	publication	of	our	study,	new	AS	analysis	algorithms	

and	models	 have	 been	 developed	 that	 improve	 the	 accuracy	 and	 sensitivity	 of	 previous	

methods	such	as,	replicate	MATS	(rMATS)	[204]	and	modeling	alternative	junction	inclusion	

quantification	 (MAJIQ)	 [205].	 These	 new	 tools	 may	 aid	 in	 detection	 of	 additional	

alternatively	spliced	events	that	were	previously	unidentified.	Thus,	it	might	be	worthwhile	

to	reanalyze	the	datasets	using	the	most	modern	AS	algorithms.	

Through	knockdown	of	CstF64,	statistically	significant	APA	events	were	 identified,	

although	at	relatively	low	numbers.	Thus,	it	may	be	possible	that	in	other	biological	contexts,	

mechanistic	links	between	APA	and	upstream	AS	do	exist.	Certain	cells	and	tissues	have	been	

shown	 to	 favor	 certain	 APA	 isoforms	 [206,	 207],	 and	 there	 are	 several	 other	 mRNA	

processing	factors	that	have	been	shown	to	play	important	roles	in	APA	regulation,	including	

a	 paralogue	 of	 CstF64,	 CstF64τ	 [110],	 the	 poly(A)	 binding	 protein	 nuclear	 1	 protein	

(PABPN1)	[108],	polyadenylate-binding	protein	1	(PABP1)	[109],	and	Fip1,	a	component	of	

the	CPSF	complex,	identified	as	an	important	regulator	of	APA	in	embryonic	stem	cells	[21].	

A	deeper	analysis	of	the	impact	tissue	specificity	or	any	of	these	additional	polyadenylation	

factors	have	on	the	correlation	between	APA	and	AS	events	would	be	beneficial.	Knockdown	

of	these	key	APA	regulatory	factors	would	most	likely	significantly	increase	the	number	of	

APA	events	being	analyzed	and	may	enhance	the	 impact	of	correlative	or	non-correlative	

observations.	However,	the	striking	lack	of	overlap	between	APA	and	AS	observed	thus	far	

provides	strong	circumstantial	evidence	in	support	of	the	notion	that	APA	and	upstream	AS	

are	not	mechanistically	linked.			
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APPENDIX	A	

	

In	Vitro	Assay	of	Pre-mRNA	Splicing	in	Mammalian	Nuclear	Extract	
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APPENDIX	B	
	
	

Release	of	SR	Proteins	from	CLK1	by	SRPK1:	A	Symbiotic	Kinase	System	
for	Phosphorylation	Control	of	Pre-mRNA	Splicing	
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APPENDIX	C	
	
	

Preparation	of	Splicing	Competent	Nuclear	Extract	from	Mammalian	
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