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The role of microstructure on material properties is a foundational principle in 

materials science. The processing of a material will change its microstructure which, in 

turn, will change its properties. Understanding the strength of condensed matter at ultrahigh 

pressures and strain rates is challenging. The material’s behavior changes unexpectedly 

and, in some conditions, may be surprisingly insensitive to the initial microstructure, which 

is contrary to the results of conventional static and quasi-static experiments. Therefore, 
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experiments are needed in these extreme regimes to better understand and model material 

properties. Iron is a largely used material in many applications but it is also relevant to 

geophysical phenomena. Accurately quantifying iron strength would aid in geophysical 

modeling of planet impact and formation, the understanding of more complex and relevant 

structural iron alloys, and fundamental material modeling at high strain rates. As a material, 

it is especially interesting in its pure form because it goes through phase transitions that 

change its mechanical properties. So, by understanding a relatively simple material like 

iron, one can begin to gain insight into more complex phase-changing materials that are 

more universally used. 

Quasi-static and dynamic compression of iron was performed to determine 

microstructural effects on iron strength at various, increasing strain rates. Quasi-static 

compression strength experiments obey the well-known Hall-Petch relationship in which 

strength increases with decreasing grain size. Contrarily, the spall strength under dynamic 

compression increases with increasing grain size. This is due to spallation being a failure 

process that is dominated by defects. It has also been found that the timescale of the reverse 

phase transformation is only 8 ns and completes before spall. Preliminary results of iron 

strength under the highest pressures achievable suggest that it is higher than models are 

predicting and insensitive to initial microstructure. The high-pressure phase transformation 

in iron is thought to be a crucial factor in its high-pressure behavior. A measured reduction 

in grain size is thought to contribute to this microstructural insensitivity during 

compression. Hydrodynamic simulations are also used to design and predict results for 

these various high-pressure laser-driven experiments.
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Chapter 1: Introduction  

1.1 Motivation 

Material behavior in extreme environments is of great importance for a variety of 

applications, including inertial confinement fusion (ICF), geophysical modelling, and other 

defense-related projects. In these circumstances, materials are subject to incredibly high 

pressures (500 GPa – 15,000 TPa) and temperatures (10,000 K – 40 million K) that 

fundamentally change their behavior. Additionally, space exploration programs have 

begun to grow, with SpaceX leading the way in commercial space flight and NASA 

recently landing the Mars rover, Perseverance. NASA also has missions to explore 

asteroids like Bennu, Psyche, and the Jupiter Trojans. In these applications it is even more 

crucial to accurately model and design spacecrafts based on our current knowledge of 

material strength under extreme conditions. Understanding the fundamental behavior of 

materials, especially for a commonly used metal like iron, will help advance many fields 

for the advancement of humankind. 

It is necessary to fully understand material strength and failure at the extreme 

conditions experienced in situations like space travel, spallation, or meteorite and planet 

formation. The high-pressure strength of iron plays a role in the behavior of the many iron 

alloys that are used in these applications as well as planetary core formation. Iron is the 

major component of the Earth’s solid inner core, of other terrestrial planets in our solar 

system, e.g., Mars, and even of exoplanets. Hence, determining the strength of iron at 
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extreme conditions is crucial to understand the rheology of the planetary core. The 

pressure, temperature conditions of 100 GPa and 1000 K – 3000 K are directly relevant to 

the Earth’s core-mantle boundary as well as the Martian core. If iron under extreme 

pressure is inherently weak and easily susceptible to solid-state convection or flow, then 

core anisotropy may have manifested much earlier in Earth’s history than previously 

thought. Understanding the onset and evolution of our geodynamo is intimately tied to 

inception and growth of the inner core as the liquid outer core cools and precipitates 

crystalline metal. The physical and chemical properties of the inner core for any terrestrial 

planet, particularly strength, are crucial for understanding how life could have evolved on 

Earth and for setting the stage for habitability on terrestrial exoplanets. 

Failure at high strain rate is also a cause for concern in many applications such as 

ballistics and space travel. Under large tensile forces materials can fail through spallation, 

in which fragments are ejected from a surface at incredibly high velocity. Armor, tanks, 

and space shuttles need to be able to withstand the high velocity impact of projectiles or 

space particulate. Traditionally, flyer plates and gas guns are used to determine behavior 

during spall. These experimental methods provide a close comparison to low strain rate 

instances, but lasers are able to probe a higher strain rate regime that may more closely 

model more explosive events.  

Micro-, nano-, and atomic structure is a fundamental aspect of material science and 

combined with processing, properties, and performance creates the Materials Paradigm. 
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The structure of a material, from the atomic to the macroscale, influences performance. At 

the atomic scale, the constituent atoms create the base structure that is repeated throughout 

a material which gives rise to much of its mechanical, electrical, and thermal properties. 

At the nanoscale, structural anomalies, or defects, begin to play a larger role in the 

material’s macroscale properties. For example, dislocations are one of the primary defects 

at this length scale and they are present in almost all metals. Microstructure also plays an 

important role in a material’s mechanical properties – grains are the main contributor to 

strengthening at ambient conditions. Grain boundaries are an integral part of the material 

structure-properties-processing-performance tetrahedron and need to be studied at various 

pressure-temperature conditions. Iron is a soft metal that undergoes phase transitions at 

high pressure and temperature. These structural changes lead to significant changes in both 

material microstructure and physical properties. So, scientifically, iron is also interesting 

to study because of its complex, evolving, structure that ultimately will change its behavior 

at different conditions. 

1.2 Research Objective and Methodology 

The objective to this research is to expand the knowledge on high-strain-rate 

behavior of iron. The extreme environment generated by laser shock compression changes 

the constitutive behavior of materials so it is important to understand both the failure and 

strength behavior of iron, a ubiquitous material in our modern age. 

The goal is to address the following points: 
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1. What is the high-strain-rate spall behavior in iron? 

a. What are the grain size and strain rate effects in this extreme tension 

regime? 

b. How does the phase transition affect the failure behavior? 

c. What is the phase transition behavior upon release? 

2. What is the high-pressure strength in iron? 

a. What is the strength of iron at Earth core conditions? 

b. Is there a grain size effect at this ultra-high pressure and temperature 

regime? 

c. How can we resolve discrepancies in previous experimental work? 

3. How can iron strength measurements be used to validate and develop constitutive 

models? 

Shock experiments are performed at various national laser facilities: Jupiter Laser 

Facility of Lawrence Livermore National Laboratory, Dynamic Compression Sector of the 

Advanced Photon Source, Omega Laser Facility at the Laboratory for Laser Energetics, 

and the National Ignition Facility of Lawrence Livermore National Laboratory. 

Experimental behavior of iron samples as quantified through various in-situ diagnostic 

techniques (VISAR, diffraction, radiography) in addition to post-shock characterization via 

Scanning Electron Microscopy and Electron Backscatter Diffraction. Shock experiments 

at the smaller laser facilities were used to investigate spall behavior in iron, including grain 

size effects on spall strength and phase transition timescale. Ramp compression 



5 

 

experiments at the larger facilities were conducted to determine iron strength at high 

pressures (>100 GPa), including the existence of temperature effects. 
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Chapter 2: Background 

2.1 Iron 

2.1.1 Properties 

Iron is a lustrous grey transition metal with atomic number 26 (Fig. 2-1). In its pure 

form it is relatively weak and readily oxidizes so it is mostly used as an alloying element. 

Major properties of iron are listed in Table 2-1.  

 

Figure 2-1. Pure iron chips, electrolytically refined and high purity (6N) 1 cm3 iron cube 

[1]. 
 

Iron has at least four different crystal structures: α, γ, δ, and ϵ. The ambient phase, 

α, is body-centered cubic (BCC) but transforms to the face-centered cubic (FCC) phase (γ) 

at high temperatures (Fig. 2-2). There is a narrow high temperature range in which the δ 



7 

 

(BCC) phase is also stable. At high pressures, the ambient pressure phases transform to ϵ-

Fe, which is hexagonal close-packed (HCP).  

 

Figure 2-2. Iron pressure-temperature phase diagram showing isentrope and shock 

Hugoniot. Phases of iron are shown as representative unit cells. Not shown is small high-

temperature δ-phase. 
 

In the rare cases that pure iron is needed for an application, it can be produced by 

four different processes: vacuum treatment of liquid steel, electrolysis, conversion of iron 

to iron-carbonyls and subsequent dissociation, or conversion of iron to iron chloride and 

subsequent purification [2]. The majority of iron is used for alloying so modern industrial 

iron production uses blast furnaces to reduce iron ore into pig iron, which contains large 
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amounts of carbon [3]. Further processing of the pig iron to remove impurities produces 

the basis for all alloy steels.  

Table 2-1. General properties of iron [1] 

 Physical Properties 

Density (g/cm3) 7.874 

Melting point (K) 1811 

Mechanical Properties 

Elastic Modulus (GPa) 211 

Shear Modulus (GPa) 82 

Bulk Modulus (GPa) 170 

Poisson ratio 2.91 

Vickers Hardness (MPa) 608 

Other 

Longitudinal sound speed (m/s) 5970 

Thermal expansion coefficient (μm/m°C) 11.8 

Thermal conductivity (W/mK) 80.4 

Electrical resistivity (nΩm) 96.1 

Crystal structures 

α: Body-centered cubic 

ϵ: Hexagonal close-packed 

γ: Face-centered cubic 

δ: Body-centered cubic 
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2.1.2 Importance 

In materials science, it is known that the dependence of iron strength on crystal 

orientation and polycrystalline texture is significant [4]. This type of anisotropic behavior 

is certainly not new to the field but can help inform on elastic constants and plasticity 

behavior at the proper pressure/temperature conditions in order to better understand the 

core anisotropy and constrain core dynamic models. Iron is also the basis for many 

commonly used structural materials like steels and high entropy alloys (Fig. 2-3) and by 

understanding its extreme behavior, one can begin to systematically investigate more 

complex ferritic materials at high pressure. Pure iron is used in lab settings or, 

commercially, in applications that take advantage of its magnetic properties, such as 

magnets, Magnetic Resonance Imagers, and electric motors [1]. Steels (iron plus up to 2 

wt% carbon) are, by mass, the most used material [5]. Stainless steels are ubiquitous since 

their discovery in early 20th century, now used in architectural applications, medical 

equipment, and consumer goods [6]. Stainless steels are iron-based alloys with chromium 

as well as other combinations of silicon, nickel, carbon, nitrogen, and manganese  [6]. Cast 

iron is another popular category of iron alloy, with 2-6.7 wt% carbon and significant 

amount of silicon [5].  
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Figure 2-3. (a) Pure iron used in magnets. (b) Medium carbon steel used in main engine 

shafts and landing gear of airplanes [7]. (c) Stainless steel (A-218) used in main engine 

of space shuttles [8]. 
 

Iron also plays an important role in geophysical phenomena. The solid inner and 

liquid outer core of the Earth are primarily composed of iron with some nickel and trace 

light elements (Fig. 2-4a). The solid inner core was first discovered in 1936 by Inge 

Lehmann when seismology measurements were taken during an earthquake [9]. The 

strength of iron at core conditions is generally either ignored or extrapolated for 

geophysical modelling, but in reality, strength can influence core formation from planet-

forming collisions (Fig. 2-4b). An accurate measure of iron strength can shed light on the 

structure of the inner core, which is thought to have a strong effect on core formation and 

geodynamo theory (a theory on how celestial bodies generate a magnetic field) [10]. The 

lattice preferred orientation (LPO) of the inner core is strongly influenced by the material’s 

bulk properties and could have major consequences on core rheology [11]. The higher the 

iron strength, the longer the time required to form the LPO, possibly altering the timeline 

of Earth formation and biogenesis. There is no feasible way to directly probe core 
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conditions (360 GPa, 6000 K, 10-8 s-1), however, laser-driven experiments are 

advantageous in that core pressure and temperature can simultaneously be achieved 

relatively easily. So, although the experiments described herein occur at much higher strain 

rates, the scarcity of benchmarks on iron strength in general drive these investigations that 

can provide any additional information on deformation behavior of iron at high pressure 

and temperature. Additionally, strength can influence the formation of metallic craters and 

meteorites. Iron is found in 5.7% of fallen meteorites [12] and Psyche, a large, highly 

metallic asteroid in the Main Belt, is thought to be the remnant core of a disrupted early 

planet [13]. Understanding the behavior of materials at these extreme conditions is crucial 

to understand these early planetary forming phenomena and planetary interiors in general. 

 

Figure 2-4. (a) The solid inner core and molten outer core are iron rich, with nickel and 

other trace elements [14]. (b) Model of possible moon-forming impact [15]. 
 

2.2 Shock 

Shock compression is a useful tool to subject materials to extreme pressure (P) and 

temperature (T) environments. These ultra-high P-T conditions can be achieved using 
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explosive devices, Split-Pressure Hopkinson Bar, flyer plate impact, gas guns, and lasers 

(some of which will be discussed in Section 2.3). Shock waves have been studied 

throughout history, but one of the most important advancements was the development of a 

mathematical interpretation by Rankine and Hugoniot 150 years ago [16,17]. The 

formation of a shock wave in materials begins with the formation of a compressive wave 

after projectile impact, explosive detonation, or laser ablation. The compressive wave 

travels at the sound speed of the material causing particles near the wave to move at particle 

velocity, Up. This also increases the internal energy near the wave front, consequently 

increasing sound speed as well [18]. If the wave velocity increases over time it can be 

assumed that this behavior can be modeled as a sequence of small velocity jumps. Each 

jump launches new compressive wave which is moving faster than the previous one 

because of the increase in sound speed. Over time, the later, faster compressive waves 

catch up to the earlier, slower ones causing the compressive waves to steeping into a shock 

wave (Fig. 2-5a).  
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Figure 2-5. (a) Schematic of compressive waves steepening into a shock and (b) 

relationship between shock Hugoniot and Rayleigh line with a phase transition. Adapted 

from [19]. 
 

The Rankine Hugoniot equations for the shock conditions are based on the 

conservation of mass, momentum, and energy as follows [16,17]: 

𝜌0𝑈𝑠 = 𝜌(𝑈𝑠 − 𝑈𝑝) (1) 

𝑃 − 𝑃0 = 𝜌0𝑈𝑠𝑈𝑝 (2) 

𝐸 − 𝐸0 =
1

2
(𝑃 + 𝑃0)(𝑉0 − 𝑉) 

(3) 

where ρ is the density, Us is the shock wave velocity, Up is the particle velocity, P is 

pressure, V is volume, and E is energy. These three equations need to be combined with a 

fourth relationship to be able to fully solve the system [19]. The relationship between shock 
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velocity and particle velocity can be determined experimentally, and empirically tends to 

be described well by the Equation of State (EOS): 

𝑈𝑠 = 𝐶0 + 𝑆1𝑈𝑝 + 𝑆 𝑈𝑝
 + ⋯ (4) 

where C0 is the longitudinal sound speed and S1 and S2 are experimentally determined 

parameters. For metals, the expression can typically be truncated to the two-term linear 

form. If the initial conditions are known, Equations 1-4 can be solved for the series of 

points defining the Hugoniot (Fig. 2-5b). The Rankine-Hugoniot equations, particularly 

mass and momentum, hold well for regions infinitesimally close to the shock discontinuity, 

but are worth examining closer in moving further from the shock front [20]. This P-V curve 

is only a collection of all possible states, given a shock velocity where kinks in this curve 

can be due to elastic-to-plastic transitions, phase transformations, or other phenomena [19]. 

The bisector that connects initial and final states is known as the Rayleigh line and is 

considered to be the loading path for a given shock wave (Fig. 2-5b). A relationship 

between temperature and pressure at each point on the shock Hugoniot can be derived by 

means of the Grüneisen EOS and thermodynamic relationships [19]. The general solution 

is: 

𝑇 = 𝑇0 exp [(
𝛾0

𝑉0

) (𝑉0 − 𝑉)] +
𝑉0 − 𝑉

2𝐶𝑣

𝑃

+
exp (−

𝛾0

𝑉0
𝑉)

2𝐶𝑣

∫ 𝑃 𝑥 [
𝛾0

𝑉0

𝑉] [2 − (
𝛾0

𝑉0

) (𝑉0 − 𝑉)] 𝑑𝑉
 

  

 

(5) 

where 𝛾0 is the Grüneisen parameter and Cv is the heat capacity at constant volume. 
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At the atomic scale, shock compression can be divided into multiple stages. As the 

first shock wave passes through the structure, the lattice rapidly compresses and 

experiences uniaxial strain that induces shear stresses in the structure. Then, like most 

materials, a yield point is reached and the lattice begins to deform plastically. During shock 

compression this point is called the Hugoniot Elastic Limit (HEL). As the material is now 

deforming plastically, twinning, shear bands, and phase transformations can occur. When 

the shock wave later reaches the back surface, release occurs in different modes depending 

on the difference in shock impedance. If the back surface is a free surface, where the shock 

wave releases into vacuum and shock impedance (the product of density and sound speed) 

is 0, spallation can occur. This will be described further in Section 2.4. If the shock wave 

moves into a material with lower shock impedance, the wave will slowly decay. If the 

second material has a higher shock impedance, the shock wave will reflect back into the 

first material, causing reshock. Reshock (or double-shock) experiments are a useful method 

to achieve a wide set of high pressures during shock compression. 

Shock compression is a useful tool to reach incredibly high pressures, but materials 

will often melt before the desired final state is achieved. Thus, ramp compression needs to 

be used to reach similar high pressure at lower temperatures. Experiments using ramp 

compression need to be carefully designed through hydrodynamic simulations of unique 

pulse shapes or various target designs. The easiest way to ramp compress a material is to 

design a laser pulse shape that slowly increases the power. At the National Ignition Facility, 
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however, a ramp compression platform has been developed that uses an intense laser pulse 

and a reservoir-gap target configuration. A shock wave is formed after illumination of a 

layered reservoir and when this shock breaks out at the back side, it unloads across vacuum 

gap as a plasma flow [21]. This plasma stagnates on the far side of the gap, and it launches 

a ramp wave through the sample being studied. This ramped “plasma drive” allows the 

sample to be loaded quasi-isentropically, to pressures of many hundreds of GPa and sample 

temperature below ~1/3 of the melt temperature. 

2.3 Dynamic Testing 

2.3.1 Hopkinson Bar 

The Hopkinson pressure bar was first developed in 1914 by Bertram Hopkinson in 

his work to measure pressure pulses produced by explosives [22]. This dynamic testing 

method is used to measure the stress-strain response of materials at strain rates of 102 s-1 – 

104 s-1. A specimen is sandwiched between two long bars, the incident and transmitter (Fig. 

2-6a). The sample needs to be short enough that the stress can be considered to be 

uniformly distributed. When a projectile, the striker bar, impacts the incident bar it 

produces a stress wave. This elastic wave travels through the incident bar and reaches the 

specimen, which is plastically deformed as the wave travels through it and into the 

transmitter bar. The interaction of the wave with the specimen also produces complex 

reflections that propagate back into the incident bar. With strain gauges placed on the 
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incident and transmitter bars the signal of the pulse can be measured and be transformed 

into stress-strain plot. 

 

Figure 2-6. Schematic of (a) split Hopkinson pressure bar, (b) gas gun, and (c) laser 

induced shock compression. 
 

2.3.2 Gas Guns 

Gas gun systems have been used extensively to study materials at high pressures 

using planar shock pulses. Originally made as one-stage gas guns (Fig. 2-6b), their design 

was later improved by Crozier and Hume at the New Mexico School of Mines [19] to 

become two-stage gas guns. The dynamic behavior of materials can be studied at even 

higher strain rates: 104 s-1 – 106 s-1. High-pressure gas is loaded in a chamber which, when 
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released, drives a projectile down a barrel. A two-stage gas gun works under the same 

principle, with the addition of a piston and further compressed air before the projectile. 

When the projectile hits the target, it produces a high-pressure shock wave that can be 

measured with a laser system. 

2.3.3 Laser Shock 

Laser shock-induced compression is another method of dynamic testing that can 

reach strain rates of 106 s-1 – 108 s-1, higher than any other experimental technique. In this 

technique a laser beam is focused onto a sample such that when the energy is deposited 

onto the surface, it causes vaporization (Fig. 2-6c). The vapor pressure creates a pressure 

pulse to be transmitted into the sample. With sufficient input energy, extreme pressures 

(100’s of GPa) and temperatures (1000’s of K) can be easily achieved. There are many 

laser facilities in the world that are used to perform state-of-the-art science. The Jupiter 

Laser Facility (JLF) at Lawrence Livermore National Lab (LLNL) offers three lasers: 

Janus, Titan, and Comet. The Omega Laser Facility at the Laboratory for Laser Energetics 

in University of Rochester is a large-scale facility with two possible laser configurations. 

Lastly, the National Ignition Facility (NIF) at LLNL is the largest laser facility in the world, 

capable of reaching conditions similar to cores of stars and planets. 

The Janus laser system (Fig. 2-7a) is a dual beam neodymium-glass laser in which 

each 1053 nm light laser beam can emit 1 kJ of energy in 1-20 ns pulse length [23]. VISAR 

and Streaked Optical Pyrometry (SOP) are available as diagnostics. The Titan laser system 
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(Fig. 2-7b) is also a dual beam laser in which one of the beams is shared with the Janus 

laser. The second beam is a short-pulse beam that provides up to 250 J energy in 1-10 ps. 

Lastly, Comet (Fig. 2-7c) has 4 beams that deliver up to 20 J of energy in extremely short 

pulses (0.5-6 ns). The large degree of flexibility and high shot rate makes JLF an extremely 

user-friendly system that produces great science. 

 

Figure 2-7. Photos of the three laser systems at the Jupiter Laser Facility: (a) Janus, (b) 

Titan, and (c) Comet [23]. 
 

The Omega Laser facility is one of the more powerful laser facilities in the world. 

This high-energy UV laser system can deliver 30 kJ of energy using its 60 beams to a 1 

mm sized target (Fig. 2-8a) [24]. Many years after the Omega laser was completed, a four-

beam laser system, Omega EP, was created to perform short pulse laser shots (Fig. 2-8b). 

All four beams are frequency-tripled light (351 nm) and can provide up to 5 kJ of energy 

in long pulses (0.1-10 ns). Omega EP can also compress two of the four beams such that 

the 1053 nm light delivers up to 0.5 kJ in 0.7 ps, 1.25 kJ in 10 ps, or 2.3 kJ in 100 ps. The 

Omega Laser facility has a wide range of diagnostics for users, including VISAR, SOP, x-

ray imaging, spectroscopy, and proton radiography. This user facility aims to conduct 
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research related to high-energy-density phenomena and perform experiments related to the 

National Inertial Confinement Program. 

 

Figure 2-8. The Omega Laser Facility in Rochester is made up of (a) the Omega laser 

(60 beams) and (b) Omega EP (4 beams). (right) View of the target chamber center for 

each system [24]. 
 

The National Ignition Facility is the largest and most energetic laser in the world, 

built to achieve fusion ignition (Fig. 2-9) [25]. The NIF has 192 laser beams that can deliver 

up to 2 MJ of UV energy into the target for a few nanoseconds. This enormous system that 

contains over 30,000 optical components is housed in 10-story building the size of 3 

football fields (Fig. 2-9). The incredibly powerful laser beams create conditions similar to 

those found in stellar and planetary cores as well inside exploding nuclear weapons. With 

research spanning from astrophysics to inertial confinement fusion, the NIF is leading the 

way in high-energy-density science. Just recently (August 2021) the NIF had a record-
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setting inertial confinement fusion experiment. This scientific feat produced 1.35 million 

joules of energy – 70% of the energy put into the target. This breakthrough could not have 

happened without key improvements in the fields of experimental design, modeling, target 

fabrication, and laser beam quality. 

 

Figure 2-9. (a) Exterior of the National Ignition Facility as seen from the lab, (b) 

schematic of interior design, (c) photo of one of two identical laser bays that houses 2 

clusters of 48 beamlines, and (d) interior of the target chamber [25]. 
 

X-ray light sources also provide the unique capability to perform in situ x-ray 

diffraction (XRD) during laser shock experiments. These can be performed at the Dynamic 

Compression Sector (DCS) at the Advance Photon Source (APS) in Argonne, Illinois or at 

the Matter in Extreme Conditions (MEC) instrument at the Linac Coherent Light Source 
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(LCLS) in Stanford, California. The APS is a synchrotron-radiation light source that 

provides ultra-bright, high-energy storage ring-generated x-ray beams [26]. The DCS is 

located in Sector 35 of the APS and focused on real-time x-ray diffraction, scattering, and 

imaging, of condensed matter phenomena under dynamic compression [27]. The laser 

shock station at DCS provides a 351 nm, 100 J laser with variable energy (30-90%). Their 

simultaneous line VISAR, point VISAR, and XRD diagnostic capabilities makes this 

facility ideal for probing phase transformations in materials at a large range of conditions. 

The MEC instrument provide both long (60 J in 10 ns) and short (1 J, 40 fs) pulse 

capabilities with a 527 nm light laser [28]. Their XRD capability from the hard x-rays of 

LCLS [29] along with the incredibly high shot rate make this facility extremely desirable 

for high energy density physics. 

2.3.4 Diagnostics 

There are a large number of diagnostics that can be used in conjunction with laser 

shock experiments but this section will focus on the three main diagnostics used in this 

research: VISAR, radiography, and x-ray diffraction. VISAR (Velocity Interferometry 

System For Any Reflector) is an optical tool designed to measure the velocity history of a 

reflecting surface [30]. An incident light beam is pointed onto a reflective surface and when 

the light is reflected, it contains the Doppler shift that results from the surface motion. The 

reflected part of the beam is recombined with the incident beam after it passes through an 

etalon which causes a delay with respect to the reflected beam (Fig. 2-10a). The amount of 
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delay is related to the etalon length. The resulting interference pattern is then observed by 

imaging it onto a streak camera, recording the phase as a function of time. The shock or 

particle velocity can then be determined as described by Celliers et al. [31]. 

Radiography is an imaging technique used in many fields, including medical and 

industrial uses. In high energy density physics, however, it is commonly used for instability 

growth measurements, implosion imaging, and as a fine structure probe (e.g. EXAFS). For 

materials science, the strength of materials under extreme conditions can be inferred 

through the measurement of Rayleigh-Taylor instability growth, as will be shown in 

Chapters 6 and 7. In these experiments, a subset of laser beams is used to illuminate a thin 

foil which causes the emission of x-rays [32] (Fig. 2-10b). The x-rays then interact with a 

shocked target through absorption or scattering principles and produce an x-ray image 

where the growth of pre-imposed ripples is measured and used to infer strength. 

X-ray diffraction (XRD) is a non-destructive imaging technique used to probe 

material at the atomic level (Fig. 2-10c). In this technique the x-rays are reflected by planes 

of atoms according to Bragg’s law [33]. XRD is most commonly used in static diamond 

anvil cell experiments since diffraction patterns can be taken at many increments in time 

for a long period of time. During laser shock experiments, generally only one diffraction 

pattern can be taken during an experiment due to the speed of shock waves. The 

development of time-resolved XRD for shock experiments is ongoing and will provide an 

incredibly unique capability to probe structural changes during dynamic compression. 
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Figure 2-10. (a) Schematic of VISAR [34], (b) radiography and (c) diffraction concepts. 
 

2.4 Spall 

Spall is of interest for high velocity impact situations, for example in ballistics, 

geological events, or aerospace debris. In ballistics and aerospace applications, the impact 

of a projectile or debris to a surface or the ejection of material from a meteoritic impact 

crater can cause damaging spall [35–37]. So, in these processes of dynamic failure, it is 

crucial to understand material properties to effectively prepare for such events. Spall occurs 

from the interaction of stress waves during shock compression. When a pressure wave 

moves through a material, a free surface will cause wave reflection because of incompatible 

shock impedance (Fig. 2-11a). The incoming compressive wave and reflected wave will 

interact until a tensile wave is formed. This will lead to spall fracture when the stresses are 

of sufficient magnitude [19,38]. At positions x1 and x3, a compressive pulse is followed by 

a tensile pulse after some separation in time. At position x2, however, the compressive 

pulse is immediately followed by the tensile pulse (Fig. 2-11b). The first region to 
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experience a tensile pulse (t5 in Fig. 2-11a) is represented by the intersection of waves in 

Fig. 2-11b. The reality is that if the stresses are sufficient enough to cause spall, there will 

be additional release waves formed at the newly created internal surfaces, significantly 

complicating the x-t diagram. 

 

Figure 2-11. (a) Schematic of a triangular pulse shape traversing a sample until 

interaction with free surface causes reflection. (b) Distance-time plot showing 

propagation of waves in a target due to laser irradiation. 
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The velocity of the rear free surface (Fig. 2-12a) is used to determine spall 

properties like strain rate and spall strength. The ideal free surface velocity profile can be 

divided into five distinct parts (Fig. 2-12b). At point 1, the arrival of the first shock wave 

from laser irradiation is felt at the back of the sample and point 2 is the peak of that first 

wave. At point 3, the shock wave reaches the rear free surface and a rarefaction wave 

returns into the sample. This accelerates the rear surface of the sample to approximately 

double the velocity of the particles trailing the shock front. Once the waves interact and a 

tensile wave is formed, the velocity decreases, point 4. Finally, as spall occurs within the 

material, a second shock wave is formed which arrives at the rear surface and accelerates 

it once again, point 5. Shock and rarefactions waves travel between the spall plane and rear 

surface with decreasing amplitude, accelerating and decelerating the rear surface 

alternately, known as reverberations. The peak free surface velocity at point 3, umax, and 

first minimum free surface velocity at point 5, umin (also known as the spall pullback signal) 

in a simplified acoustic approach yields the following linear approximation relationship 

[38] 

𝑃𝑠𝑝𝑎𝑙𝑙 = (1/2)𝜌0𝑐(𝑢𝑚𝑎𝑥 − 𝑢𝑚𝑖𝑛) (6) 

where ρ0 is the initial density and c is the sound velocity. The strain rates were calculated 

by applying the same acoustic approximation as follows 

𝜖̇ =
(𝑢𝑚𝑎𝑥 − 𝑢𝑚𝑖𝑛)

Δ𝑡 ×  2𝑐
 

(7) 

where Δt is the time difference between umax and umin. 
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Figure 2-12. (a) Schematic of laser-induced spall fracture and (b) an ideal free surface 

velocity measurement at the rear surface of a metal upon spalling. 
 

The formation of a spallation plane will occur if the tensile stresses are large enough 

such that internal cracks or voids form. In brittle solids, failure can be identified by smooth 

facets that are the result of the separation of atomic bonds along specific crystallographic 

planes (Fig. 2-13a). Fracture in ductile solids is characterized by a dimpled surface 

morphology that is the result of the nucleation, growth, and coalescence of voids (Fig. 2-

13b).  
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Figure 2-13. (a) Brittle failure in steel in Charpy impact test and (b) ductile failure in 

steel after tension test at 103 s-1 [39]. 
 

The formation of voids can occur from a variety of phenomena at different length 

scales (Fig. 2-14) [40–44]. At the atomic scale, intrinsic vacancy complexes can form 

nanoscale voids, although larger scale defects would dominate over such small-scale 

imperfections. Deformation-induced dislocation cell walls with a critical misorientation 

have large strain energy that can be relieved through void nucleation. At larger length 

scales twin and grain boundaries are common void initiation sites as their high interfacial 

energy and weak bonding allow for the preferential nucleation of voids. Second-phase 

particles or inclusions can cause cracks to propagate into the matrix material, which in turn 

can cause debonding of interfaces.  
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Figure 2-14. Hierarchy of void initiation sites. (a) Vacancy complexes such as di- and 

tri-vacancies, (b) dislocation cell walls, (c) twin boundaries, (d) twin interactions, (e) 

grain boundaries and triple points, (f) internal cracks and interface debonding at second-

phase particles. 
 

Void growth can be analytically modeled through the nucleation and propagation 

of geometrically necessary dislocations (GNDs) (Fig. 2-15). For every emitted dislocation 

loop, an incremental volume change, ΔV, is assumed such that a dislocation density can be 
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calculated. The high dislocation density results in increased shear stress in the vicinity of 

the void and consequently, increased temperature. Although this simplified analytical 

model may not capture other effects that may play a role in void nucleation and growth, 

the calculated temperature increase is similar to what is seen in MD simulations of iron 

spall. This will be discussed in further detail in Section 4.5. 

 

Figure 2-15. Schematic representation of void growth process via GND emission from 

(a) top and (b) side view. Initial void of radius ri grows by ΔV after emission of several 

dislocations of Burgers vector, b. 
 

It is well understood that iron undergoes an α to ϵ phase transformation at ~13 GPa 

during compression [45], but this phase change is also reversible; the ϵ to α change occurs 

during unloading at ~10 GPa [46–48]. This reversible phase transformation has also been 

linked to a change in spall morphology from rough to smooth spall [46,49]. Thin samples 
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that were transformed to ϵ-Fe were found to have smooth spall with dense twin distribution 

while thicker samples that remained mostly in the α phase showed brittle spall and a lack 

of twins. This was further investigated with MD simulations of nanocrystalline iron [50]. 

Simulation results using a phase-transforming potential show that after the ϵ-α phase 

transformation there is a much higher density of twins and a smoother spall surface while 

the phase-stable potential shows many cracks and rough spall. The formation of a 

substructure and twin boundaries resulting from the phase transformation provides more 

locations for void nucleation that eventually lead to ductile spall. In-situ diffraction 

experiments have reported a reduction in grain size, down to ~10 nm, during this shock-

induced phase transformation [51]. Therefore, it is a possibility that the initial 

microstructure would have no effect on the spall strength. Other laser shock-induced spall 

experiments show that spall strength is higher in single crystal iron than in polycrystal iron 

[52], consistent with spall studies in various materials. In this study it was also found that 

single crystal iron has a ductile fracture surface while polycrystal iron spalls along grain 

boundaries. Ramp compression experiments in which spall occurred in polycrystalline iron 

found that spall strength increased at higher strain rates when compared to gas gun 

experiments [53]. Lastly, femtosecond laser shock pulses with thin films show increased 

spall strength compared to lower strain rate experiments, which agrees with the general 

trend of higher spall strength at higher strain rate (~108 s-1) [54]. 
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2.5 Diffraction 

X-ray diffraction is a technique in which the length scale of an x-ray beam causes 

scattering at the atomic level. Laue diffraction relates to the scattering of waves due to 

diffraction by the crystal while Bragg diffraction gives the angles for coherent and 

incoherent scattering from a crystal lattice (Figure 2-16). The relationship between the 

interplanar distance, dhkl, and the diffracted angle, θ, is Bragg’s Law [55]: 

𝑛𝜆 = 2𝑑ℎ𝑘𝑙sin (𝜃) (8) 

where n is the diffraction order and λ is the x-ray wavelength. In perfect single crystal 

diffraction, the peaks will be sharp, but broadening at the full width half max will occur as 

the grain size, D, is reduced. With a monochromatic x-ray beam, this occurs in accordance 

to Scherrer’s formula [56]: 

𝐵(2𝜃) =
𝐾𝜆

𝐷𝑐 𝑠(𝜃)
 

(9) 

where the broadening, B, as a function of 2𝜃, varies with a proportionality constant, K, the 

wavelength, and crystallite size, D. Without a monochromatic x-ray beam it is more 

complicated to determine the effects of grain size because peak broadening could occur 

from a reduction of the crystallite size or the broad range of energy of a “pink” beam. 

However, there are some methods that can be used to solve this issue. One is the modified 

Warren-Averbach analysis where a Fourier transform of the profile of a collection of 

diffraction peaks is used to extract the grain-size distribution and strain information used 

to determine material microstructure [57]. This has been implemented successfully with 
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laser-shocked iron by Hawreliak et al. [51]. A second, more recent, approach is 

implemented in a Rietveld refinement as published by Von Dreele et al. [58]. This 

technique is used in the diffraction campaign described in Chapter 5 to determine the order 

of grain refinement in laser shock and spalled iron. 

Various information can be inferred from diffraction patterns. From the shift in the 

peak location, the pressure and temperature state can be found using published powder 

diffraction data files. Similarly, the lattice parameters of the unit cell can be adjusted and 

optimized for high pressure, laser shocked conditions. With certain experimental designs, 

the strain in the lattice can also be determined due to peak shifts. In a material that has a 

shock-induced phase transformation, like iron, the fraction of each phase can be measured 

by deconvolving the shocked diffraction pattern into its separate parts. Lastly, and most 

commonly, various phase paths can be determined, both solid-solid and solid-liquid 

transitions. Performing in-situ diffraction during lower strain rate experiments, like 

diamond anvil cells or gas guns, allows for studies on kinetics of phase transitions. Through 

laser shock experiments the phase behavior of materials under the highest pressures 

achievable can be established.  
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Figure 2-16. (a) Bragg and (b) Laue diffraction showing diffraction or scattering of incident 

x-ray beam, respectively. 
 

2.6 Strength 

In the most general terms, material deformation comes from the motion of 

dislocations. When a stress is applied, the atomic lattice begins to distort. At low levels, 

the lattice simply stretches or compresses and it can return to its original configuration. 

With increased stress, however, the lattice permanently shifts and a dislocation is formed 

(Fig. 2-17). With even more applied stress, that dislocation begins to move within the 

lattice, producing shear strain, and will eventually cause failure. The resistance to that 

motion is material strength. Dislocation motion can be slowed by a variety of methods. 

One method is the intrinsic resistance of the lattice structure to the distortion caused by 

moving dislocations. In metals, this does not have a large effect because metallic bonds 

have minimal directionality. In ceramics, however, the covalent and ionic bonds are much 

more resistant to deformation. To strengthen weak materials the structure must be altered 
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by introducing obstacles to dislocation motion; for example, through solid solution 

hardening, precipitation hardening, work hardening, or grain size hardening [59]. All of 

these methods are meant to stop dislocation motion to prevent premature failure. This work 

focuses on grain size hardening or grain boundary strengthening. 

 

Figure 2-17. (a) Shear stress induced dislocation causes deformation. (b) Dislocation 

moving across atomic planes due to shear stress. Adapted from [60]. 
 

The strength of materials under an applied static stress is inversely proportional to 

grain size – the Hall-Petch effect [61]. This strengthening effect is the result of dislocations 

being arrested at grain boundaries, impeding any further propagation. Without the motion 

of dislocations, plasticity does not occur, and the yield strength increases as: 

𝜎𝑦 = 𝜎0 +
𝑘

√𝐷
 

(10) 
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where 𝜎𝑦 is the yield stress, 𝜎0 is a materials constant for the starting stress for dislocation 

movement (or the resistance of the lattice to dislocation motion), k is the strengthening 

coefficient (a constant specific to each material), and D is the average grain size. For 

example, various Hall-Petch studies of iron show that the yield strength increases by a 

factor of 15 with the reduction of grain size (Fig. 2-18). During higher strain rate 

experiments, however, the behavior of dislocations and other strengthening mechanisms 

can be drastically different. There are many strength models that describe this higher strain 

rate behavior like Zerilli-Armstrong (ZA), Johnson-Cook (JC), Steinberg-Guinan (SG), 

and Preston-Tonks-Wallace (PTW).  
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Figure 2-18. Hall-Petch effect in iron with insets of EBSD maps showing grain sizes. 
The closed points indicate Vickers and nanoindentation hardness measurements that 

were divided by a Tabor factor of 3 while the open points indicate yield strengths 

measured using compression or tension tests [62]. 
 

Voce strain hardening behavior was first realized by E. Voce in 1948 and describes 

an empirical relationship between stress and strain takes into account hardening behavior 

[63]:  

𝜎 = 𝐾 − 𝐵 𝑥 (−𝐶𝜖) (11) 

where 𝜎 and 𝜖 are the true stress and strain and K, B, C are material parameters. This is a 

commonly used model to explain hardening solely due to an applied strain. The ZA 

strength model is based on dislocation mechanics, developed by Frank Zerilli and Ronald 

Armstrong in 1987 [64]. The effects of strain hardening, strain rate hardening, thermal 
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softening, and grain size are included in this constitutive model. They developed separate 

relations for FCC, BCC, and HCP materials. However, their equation for BCC materials, 

shown below, does not account for twinning. 

𝜎𝑦 = ∆𝜎𝐺
′ + 𝑐1 𝑥 (−𝑐3𝑇 + 𝑐4𝑇 𝑛𝜖̇) + 𝑐5𝜖

𝑛 + 𝑘𝑑 1/  (12) 

where ∆𝜎𝐺
′  is an additional stress component from the influence of a solute atoms and 

original dislocation density and n, c1, c3, c4, c5 are material constants. The JC model is 

purely empirical and also takes into account effects of effects of strain hardening, strain 

rate hardening, and thermal softening. In their 1983 paper, Gordon Johnson and William 

Cook determined material constants from various experiments (torsion tests over a wide 

range of strain rates, static tensile tests, dynamic Hopkinson bar tensile tests and Hopkinson 

bar teats at elevated temperatures) and found good computational results for a range of 

cylinder impact conditions [65]. Their constitutive equation is as follows: 

𝜎𝑦 = [𝐴 + 𝐵(𝜖 )
𝑛][1 + 𝐶 𝑛(𝜖𝑝̇)][1 − (𝑇∗)𝑚] (13) 

where A, B, n, C, m are material constants, T* is (T-Troom)/(Tmelt-Troom). The SG model 

was first developed in 1980 by Steinberg, Cochran, and Guinan for high-strain-rate 

modelling, but later (1989) extended to lower strain rates by Steinberg and Lund [66,67]. 

This semi-empirical model describes shear modulus (G) and yield strength (Y) as a 

function of strain, pressure, and temperature: 

𝐺(𝑃, 𝑇) = 𝐺0 [1 + (𝐺 
′ /𝐺0)𝑃𝜂 

1
3 − (𝐺𝑇

′ /𝐺0)(𝑇 − 300𝐾)] 
(14) 
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𝑌 = 𝑌𝑤ℎ

𝐺(𝑃, 𝑇)

𝐺0
 

(15) 

where G0 is the shear modulus at reference conditions, 𝜂 = 𝜌/𝜌0 is the compression ratio 

in density, and 𝐺 
′  and 𝐺𝑇

′  are the pressure and temperature dependence coefficients for the 

shear modulus. The work-hardened yield strength, 𝑌𝑤ℎ, is defined by: 

𝑌𝑤ℎ = 𝑌0[1 + 𝛽(𝜖𝑖 + 𝜖𝑝)]
𝑛 (16) 

where Y0 is yield strength at reference conditions, 𝜖𝑝 and 𝜖𝑖 are the deformed and initial 

equivalent plastic strain; 𝛽 and n are work hardening parameters. If 𝑌𝑤ℎ exceeds the 

maximum yield strength, 𝑌𝑤ℎ,𝑚𝑎𝑥, then 𝑌𝑤ℎ is reset to 𝑌𝑤ℎ,𝑚𝑎𝑥. 

Lastly, the PTW model, developed in 2003, describes the flow stress up to extreme 

conditions as a function of pressure, temperature, and strain rate. The dependence of the 

plastic strain rate on applied stress at low strain rates is of the Arrhenius form. Work 

hardening is modeled as a generalized Voce law. At strain rates exceeding 109 s-1, work 

hardening is neglected, and the rate dependence of the flow stress is calculated using 

Wallace’s theory of overdriven shocks in metals. The thermal-activation regime is 

continuously merged into the strong shock limit, yielding a model applicable over the 15 

orders of magnitude in strain rate from 10-3 – 1012 s-1 [68]. The constitutive equation is as 

follows: 
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𝜏̂ = 𝜏̂𝑠 +
1

 
(𝑠0 − 𝜏̂𝑦) 𝑛

{
 

 

1

− [1 −  𝑥 (− 
𝜏̂𝑠 − 𝜏̂𝑦

𝑠0 − 𝜏̂𝑦

)]  𝑥 

[
 
 
 

−
 𝜃𝜖

(𝑠0 − 𝜏̂𝑦) [ 𝑥 ( 
𝜏̂𝑠 − 𝜏̂𝑦

𝑠0 − 𝜏̂𝑦
) − 1]

]
 
 
 

}
 

 

 

(17) 

where 𝜏̂𝑠 and 𝜏̂𝑦 are the work hardening saturation stress and yield stress which are functions 

of temperature, strain rate, and shear modulus; p and θ (from the Voce relation [63]) are 

material parameters, and 𝑠0 is the value that 𝜏̂𝑠 takes at zero temperature. Equation 17 is 

accurate for many metals in the thermal activation regime, when strain rate is below 109 s-

1. Above that strain rate, the high temperature and large strains associated with a strong 

shock causes work hardening to be saturated [68]. At this condition 𝜏̂𝑠 = 𝜏̂𝑦 = 𝑠0(𝜓̇/𝛾𝜉̇)𝛽 

where 𝜓̇ is the plastic strain rate, 𝛾 is a dimensionless material parameter, 𝜉̇ is the atomic 

vibration frequency, and 𝛽 is determined experimentally. Parameters used for each model 

are listed in Table 2-2 where 𝑠𝑥 and 𝑦𝑥 are used in the calculation of 𝜏̂𝑠 and 𝜏̂𝑦, respectively. 
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Table 2-2. Parameters for iron for the various strength models 

Hall-Petch [62]  Steinberg-Guinan [69] 

𝜎0 (MPa) 130  𝐺0 (GPa) 77  

𝑘 (Mpa μm1/2) 310  𝐺 
′  (1/GPa) 226  

Voce [70]  𝐺𝑇
′  (1/K) 4.55 × 10-5  

𝐾 1463  𝑌0 (GPa) 0.34  

𝐵 650  𝑌𝑤ℎ,𝑚𝑎𝑥 (GPa) 2.5  

𝐶 87  β 43  

Zerilli-Armstrong [64]  𝜖𝑖 0  

∆𝜎𝐺
′  (MPa) 0.0  n 0.35  

𝑐1 (MPa) 1033  Preston-Tonks-Wallace [71] 

𝑐3 (K-1) 0.00698   α-Fe ε-Fe 

𝑐4 (K-1) 0.000415  𝜃 0.015 0.015 

𝑐5 (MPa) 266.0    3.0 3.0 

𝑛 0.289  𝑠0 0.01 0.01 

𝑘 (MPa m1/2) 0.7  𝑠∞ 2.5 × 10-3 2.5 × 10-3 

Johnson-Cook [65]  𝑦0 6.625 × 10-3 6.625 × 10-3 

𝐴 (MPa) 175  𝑦∞ 7.5 × 10-4 7.5 × 10-4 

𝐵 (MPa) 380  𝑦1 6.625 × 10-3 0.03 

𝐶 0.060  𝑦  0.265 0.25 

𝑛 0.32  𝜅 0.35 0.3 

𝑚 0.55  𝛾 1 × 10-5 1 × 10-5 

𝑇𝑚 (K) 1811  𝛽 0.265 0.25 

   𝛼 0.23 0.23 

   𝑇𝑚𝑒𝑙𝑡 (K) 1810 2050 

   𝐺0 (GPa) 87.2 87.2 

 



42 

 

As previously discussed, dislocations are the primary method of deformation in 

solid-state materials and the resistance to dislocation motion is the basis for material 

strength. When shear stresses are applied the dislocations need to overcome a barrier to 

deform the material, as shown in the inset of Fig. 2-19a. Dislocations can overcome this 

barrier through thermal activation or phonon drag. At low strain rates, thermal fluctuations 

in the lattice can move the dislocation over the barrier and allow it to continue moving until 

it gets pinned again. If the shear stresses are too large, dislocations are easily pushed over 

the barrier, so the resistance to motion comes from phonon drag. Phonon drag is a process 

in which the interaction of a dislocation with thermal vibrations (i.e. phonons) causes them 

to scatter and slow the dislocation motion. The PTW model is the only constitutive relation 

that takes into account both thermal effects and phonon drag. The original SG model was 

not appropriate for high-strain-rate deformation while the improved Steinberg-Lund model 

has a simple linear relationship in the phonon drag regime. The effect of this difference on 

strength can be seen in Fig. 2-19b. At the highest dislocation velocity, approaching the 

shear wave velocity, relativistic effects begin to play a role. 
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Figure 2-19. (a) Sketch of dislocation velocity vs applied shear stress. The inset shows 

schematically an edge dislocation pinned against a barrier in stress vs position. (b) PTW 

strength model vs strain rate, for low strain limit and the saturated, high strain limit for 

default (solid) and for the modified (dashed) input parameters. Also shown is the 

Steinberg–Lund model. [21] 

 

Rayleigh-Taylor (RT) instability, named after Sirs Rayleigh and Taylor, is a method 

in which strength of a material can be measured when traditional measurement capabilities 

(strain gauges) are inadequate. This is an instability at the interface of two fluids of 

different densities that occurs when a lighter fluid accelerates into a heavier fluid [72,73] 

(Fig. 2-20a). Assuming the instability is unperturbed in the x and y directions and it only 

grows in the z direction, the material velocity can be written as [18]: 

𝑢(𝑥,  𝑦,  𝑧,  𝑡) = 𝑢𝑧 
𝑖(𝑘𝑥𝑥+𝑘𝑦𝑦)+𝛾𝑡 (18) 

where u is the velocity component, k is the wavenumber, γ is the growth rate, and t is time. 

Further assumptions are that the amplitude of the perturbation, η, is small (η << λ) such 

that the pressure and density variations are small (𝑃 = 𝑃0 + 𝛿𝑃,  𝜌 = 𝜌0 + 𝛿𝜌), the 

perturbation grows in the linear regime, and the fluids are noncompressible (𝛻 ∙ 𝑢⃑ = 0). 
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Following these assumptions, the general three-dimensional equations of motion can be 

linearized such that: 

𝜕𝛿𝜌

𝜕𝑡
+ 𝑢⃑ ∙ 𝛻𝜌 = 0 

(19) 

𝜌
𝜕𝑢⃑ 

𝜕𝑡
= −𝛻𝛿𝑃 − 𝑎𝛿𝜌𝑧  

(20) 

where a is the acceleration that pushes the lighter fluid into the heavier fluid. Equation 18 

can then be differentiated and substituted into Equations 19 and 20 to produce the following 

four equations for each velocity component: 

𝜌𝛾𝑢𝑥 = −𝑖𝑘𝑥𝛿𝑃 (21) 

𝜌𝛾𝑢𝑦 = −𝑖𝑘𝑦𝛿𝑃 (22) 

𝜌𝛾𝑢𝑧 = −𝑖
𝜕

𝜕𝑧
𝛿𝑃 − 𝑎𝛿𝜌 

(23) 

𝛿𝜌𝛾 = −𝑢𝑧

𝜕𝜌

𝜕𝑧
 

(24) 

Equations 21 and 22 can then be multiplied by -ikx and -iky, respectively, added, and 

simplified to produce the following: 

𝜌𝛾
𝜕𝑢𝑧

𝜕𝑧
= −𝑘 𝛿𝑃 

(25) 

where k is the wavenumber and is equal to (𝑘𝑥
 + 𝑘𝑦

 )
 

2. Equation 23 can be solved for 𝛿𝜌 

and substituted into Equation 24 to produce: 

𝜌𝛾𝑢𝑧 = −
𝜕

𝜕𝑧
𝛿𝑃 + 𝑢𝑧

𝑎

𝛾

𝜕𝜌

𝜕𝑧
 

(26) 
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Lastly, solving Equation 25 for 𝛿𝑃 and substituting this solution into Equation 26 yields 

the equation for single mode planar RT instability growth: 

𝜕

𝜕𝑧
[−𝜌𝛾

𝜕𝑢𝑧

𝜕𝑧
] = 𝑘 [−𝜌𝛾𝑢𝑧 + 𝑢𝑧

𝑎

𝛾

𝜕𝜌

𝜕𝑧
] 

(27) 

The boundary condition for this equation is that velocity in the z-direction, 𝑢𝑧, and the rate 

of change of the velocity in the given z-direction,  
𝜕𝑢𝑧

𝜕𝑧
, need to continuous across the 

interface. This can be written as: 

𝑢0

𝑎

𝛾
(𝜌 − 𝜌1) =

𝛾

𝑘
(𝜌 + 𝜌1) (28) 

where u0 is the initial velocity of the interface. Lastly, solving for the growth rate, γ, yields: 

𝛾 = √𝐴𝑘𝑎 (29) 

where A is the Atwood number, k is the wavenumber, and a is acceleration. When 𝜌 ≫

𝜌1, A = 1, and the growth assumes its maximum value. If 𝜌 = 𝜌1, A = 0, and no growth 

occurs. When 𝜌 < 𝜌1, A < 0, the perturbation does not grow, but instead oscillates around 

the initial amplitude. There are multiple effects that can reduce the classical RT growth 

rate: surface tension, density gradient, ablation, and viscosity. The viscosity can be thought 

of as a measure of strength and thus the strength of a material can be inferred by comparing 

the difference between the initial and final perturbation amplitude [74]. If the material has 

no strength, the ripple growth will be uninhibited, but if the material has a finite strength, 

growth will be limited (Fig. 2-20b). 
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Figure 2-20. (a) Schematic of Rayleigh-Taylor induced ripple growth. A sinusoidal 

perturbation with wavelength λ and amplitude η on an interface between two uniform 

fluids of different densities accelerated upward. (b) Representation of ripple growth 

showing (left) initial, static ripple, (middle) ripple growth if material has strength, (right) 

ripple growth without strength. 
 

2.7 Hydrodynamic simulations 

In the design of laser experiments hydrodynamics codes are used to simulate the 

laser conditions, target assembly, and resulting pressure/temperature state. Hydrodynamic 

codes are formulated to solve the conservation laws (mass, momentum, and energy), 

equation of state (EOS), radiation transport, and other material phenomena (thermal 

conductivity, ionization, magnetism, etc.) [18]. The accuracy of such hydrodynamic codes 

is reliant on “real-world” experiments whose results are used to validate models. Numerical 

simulations provide guidance into the feasibility of an experiment; assist in developing the 

parameters of the experiment; and they provide a tool for interpreting the experimental 

results.  

 

Static Strength No-strength 

ρ
2 , 

P
2
 

ρ
1, 

P
1
 

a x 

z 

λ 

ρ
2
 > ρ

1
 

P
1
 > P

2
 

(a) 

(b) 



47 

 

One such code, called Hydra, was developed by Lawrence Livermore National Lab 

to model capsule implosions at the NIF [75]. Another similar code, called Ares, is also 

commonly used multi-physics code developed by LLNL [76]. Both codes use a structured 

mesh and arbitrary Lagrange Eulerian formulation to accurately model radiation transport 

with a variety of targets. One of the benefits of these codes is that mesh motion can also be 

solely Lagrangian – where the coordinates of the mesh are tied to the fluid at t=0 and move 

with the fluid velocity, keeping zone mass constant throughout the simulation. This 

formulation allows for better modeling of distinct, layered targets as are used in direct-

drive (DD) shots. The numerical code Hydra is used to accurately model laser interaction 

with an ablator material in one-dimension to create adequate compression profile for the 

iron samples. The pressure profile is depicted as a position-time (or x-t) plot to visualize 

the shock path within the samples and subsequent spall-induced reverberations for the JLF 

and DCS experiments. Ares is used in two dimensions to model the RT instability growth 

for the NIF and Omega EP experiments. In each hydrodynamic simulation, different 

constitutive models can be intrdoduced for the iron such as SG and PTW to determine the 

effect of strength on ripple growth. Such simulations are used to compare with 

experimental data, inferring iron strength at high pressure-temperature conditions. 
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Chapter 3: Quasistatic Compression 

Uniaxial compression tests at low strain rates were performed to determine material 

strengths at ambient conditions. Small pillars (0.6 x 0.6 x 1.2 mm) were cut using Wire 

Electrical Discharge Machining (EDM) and tested under quasistatic compression and 

nanoindentation (Fig. 3-1). Under compressive loading, the material behavior is 

predictable and follows the Hall-Petch relationship (Eq. 10) that predicts a yield strength 

of 1100 MPa for a grain size of 100 nm. The nanocrystal behavior is seen to exhibit strain 

softening which occurs as a high dislocation density is reached. Single crystal behavior is 

characterized by traditional strain hardening. Nanoindentation also shows an increase in 

hardness in nanocrystalline iron – double the hardness for the same applied load. 

 

Figure 3-1. (a) Quasistatic compression of iron pillars using Instron Universal Testing 

Machine (3367 Dual Column Model) at a strain rate of 10-4 s-1 and (b) nanoindentation 

using Hysitron nanoindentor with a spherical tip with 150 nm radius. 
 

Uniaxial compression tests in the quasistatic regime were also conducted at larger 

strain rate of 10-1 s-1. At this rate, the material still follows the Hall-Petch relationship, 

 

(a) (b) 

softening 

hardening 



49 

 

predicting yield strengths of ~400 MPa and ~1100 MPa for single and nanocrystalline iron, 

respectively (Fig. 3-2). Again, similar strain hardening and softening behavior is seen in 

single and nanocrystalline stress behavior, respectively. 

 

Figure 3-2. Quasistatic compression of iron pillars using Instron Universal Testing 

Machine (3367 Dual Column Model) at a strain rate of 10-1 s-1. 
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Chapter 4: JLF Spall Experiments 

4.1 Experimental and Computational Methods 

Iron samples consisted of single crystal iron foils of 250 μm (Accumet Materials 

Co, 99.94+%) or 100 μm thickness (Surface Preparation Laboratory, ~99.98%), 

polycrystalline foils of 100 μm and 250 μm thickness (Goodfellow, ~99.5%), and 

nanocrystalline foils that were produced from the 1 mm thick single crystal samples 

(Accumet Materials Co, 99.94+%) using high-pressure torsion (HPT). The HPT process 

was conducted for 20 turns at 2 GPa to produce an average grain size of ~100 nm. All foils 

were then laser cut to 2.5 x 2.5 mm squares and mechanically polished to an optical finish 

using 30, 12, 9, and 5 μm silicon carbide and aluminum oxide paper, followed by 1 μm 

diamond suspension. Grain sizes were determined through Electron Backscatter 

Diffraction (EBSD) on a FEI Apreo Field Emission Scanning Electron Microscope 

(FESEM). Unshocked samples were mechanically polished to 0.04 μm finish using silicon 

carbide paper, diamond suspension, and colloidal silica suspension. EBSD confirmed that 

the single crystal had no grain boundaries and the [001] direction was oriented in the shock 

direction. Grain sizes were found to be 100-250 μm and 100 nm for poly- and 

nanocrystalline iron, respectively. 

A 30 μm thick polystyrene ablator was adhered to one side of each sample foil using 

Hardman Double Bubble epoxy. All glue was tacked on the edges to minimize the gap 

between the sample surface and ablator. This assembly was then glued to a stainless-steel 
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washer with 10 mm outer diameter and 2 mm inner diameter. Recovery gel (GellyTM brand 

candle wax) was molten onto a debris shield, then upon solidifying was placed 

approximately 15 cm behind the target in the expected direction of motion (Fig. 4-1a). 

Samples were laser shocked in Target Area 1 in the Jupiter Laser Facility at Lawrence 

Livermore National Laboratory. The 100 J 2ω laser had a nominal square pulse shape with 

10 ns duration and 1 mm spot size, resulting in peak power of approximately 1 TW/cm2. 

VISAR (velocity interferometry system for any reflector) was used to record the velocity 

of the sample rear free surface (Fig. 4-1b) from which spall strength, peak pressure, and 

strain rates are calculated. Two independent interferometers were used to ensure the data 

is conclusive and appropriately calibrated in addition to allowing us to resolve 2 

uncertainties in the phase (etalon thicknesses: d1 = 49.968 mm and d2 = 100.21 mm). 1-D 

radiation hydrodynamic simulations using Hydra [75] were run to predict peak pressure 

and spall strength (Fig. 4-1b). The incident square laser pulse produces a triangular shock 

wave in the material which reflects off the free surface because of impedance mismatch 

(Fig. 2-11). 
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Figure 4-1. (a) Experimental set-up. The iron target is glued onto polystyrene ablator, 

which is then glued onto a stainless steel washer. Assembled target is placed in the target 

mount and the debris shield and momentum catch (polymer gel) is placed behind the 

target. VISAR laser is simultaneously used with the drive laser to capture interference 

fringes from the free surface. (b) 1-D radiation-hydrodynamic simulations predict free 

surface velocity similar to experimental measurement [75]. 
 

We performed non-equilibrium Molecular Dynamics (MD) simulations of shock 

compression, following standard practices. Experimental laser shock compression can be 

modeled by introducing a time-dependent piston velocity profile which dictates the 

prescribed shock volume and strain rate [77]. Controlled acceleration and deceleration 

profiles can mimic the stress profile introduced during shock compression [50,78,79]. The 

piston is linearly accelerated to 800 m/s over 5 ps, maintained at that velocity for 20 ps, 

then decelerated to stationary over 20 ps, resulting in strain rate of approximately 1010 s-1. 

Although the latter is higher than the experimentally applied strain rates, it will be shown 

in Section 4.4 that it is adequate to capture the deformation mechanisms taking place in the 

experiments. Four different Fe samples were modeled, single crystal with [001] oriented 
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in the shock direction, and three nanocrystalline samples with average grain sizes of 14 

nm, 12 nm, and 10 nm. The nanocrystalline samples were prepared using Atomsk [80] with 

sample dimensions of 50 x 50 x 150 nm3, comprising approximately 32 million atoms. We 

employed periodic boundary conditions transverse to the shock direction (Z), allowing for 

unconstrained expansion of the free surface in the shock direction. The systems were 

compressed along the Z direction. We employed an extensively used Embedded Atom 

Model (EAM) potential that is fitted to adequately reproduce the α-ϵ phase transition of Fe 

[50,81–87]. Simulations were run using LAMMPS [88] and visualization was performed 

using OVITO [89] post-processing algorithms (adaptive common neighbor analysis [90], 

polyhedral template matching [91], construct surface mesh [92] and dislocation extraction 

algorithm (DXA)) [93]. The nanocrystalline samples were minimized and thermally 

annealed at 0.7Tm for 0.5 ns. All samples were thermalized at 300 K prior to loading. 

In addition to non-equilibrium molecular dynamics, a nanometer-sized void in iron 

was modeled using the same potential as described above. The simulation domain was 

initially set up as a cubic sample containing 563 unit cells with one spherical void (r = 1.5 

nm) at the center of the sample. Periodic boundary conditions were imposed in all 

directions and the sample was equilibrated to zero pressure at an initial temperature of 300 

K. A uniaxial tensile strain rate of 109 s-1 was applied in the [001] direction for 120 ps, 

resulting in a total of 12% volume strain with lateral strains impeded. A 1 fs time step was 

chosen and the simulation was run with a constant NVE (number, volume, energy) 
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integration consistent with the micro-canonical ensemble such that no temperature control 

is imposed and we could measure temperature effects due to plasticity. The dislocation 

extraction algorithm technique (DXA) was used to identify line defects. 

4.2 Spall Strength 

The spall strength and strain rate were calculated from Equations 6 and 7. The 

approximate strain rate for the 250 μm thick samples was ~106 s-1 while a reduction in 

thickness to 100 μm increased the strain rate ten-fold, to ~107 s-1. The peak pressure 

achieved during spall was calculated using the Hugoniot relationship between pressure and 

particle velocity, assuming particle velocity is approximately half of the free surface 

velocity. Peak pressures ranged from 60 GPa – 100 GPa, well above the theoretical 13 GPa 

α-ϵ phase transformation pressure. Representative VISAR traces of free surface velocity 

depicting strain rate and grain size dependence can be seen in Fig. 4-2 and the resulting 

strain rate and spall strengths are summarized in Fig. 4-2c.  
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Figure 4-2. Representative VISAR traces (solid and dashed lines represent two channels 

of VISAR). (a) Strain-rate dependence in single crystal samples and (b) grain size 

dependence for samples of 100 μm thickness. Zero time represents start of drive laser 

and shaded region represents combined error from standard deviation and a systematic 

error. (c) Spall strength dependence on grain size and strain rate in iron. Nanocrystal 

samples (teal) show lowest spall strength while larger grained single crystal (blue) show 

highest spall strength. Higher strain rates result in high spall strength for all grain sizes. 

Error bars are the result of experimental variation in sample thickness. 
 

Experimental results from this study provide the necessary evidence that the reverse 

phase transformation has occurred: a ductile spall surface is observed, and peak pressures 

reached well above the α to ϵ phase transition pressure. The spall strength is found to 

depend on initial microstructure, which might be surprising since in-situ diffraction results 

of iron shock driven into the ϵ phase reveal transformation-induced nanoscale grain sizes 

much smaller than the grains in any of the initial microstructures [51]. If void nucleation 

sites occurred on these transformation-induced grain boundaries, their presence could mask 

the effect of the initial microstructure. However, the spall strength does depend on the scale 

of the initial microstructure. Post-shock characterization of the structure near the spall 

plane, described in Section 4.3, supports the hypothesis that the reverse phase transition 

returns the material to a microstructure similar to the starting one. This was further 

 

(a) (b) 
u

max
 

u
min

 

(c) 



56 

 

investigated with similar experiments at the DCS. The spall strength is expected to be 

highest in single crystal because of the scarcity of fracture nucleation sites. Grain 

boundaries are a common nucleation site for voids under dynamic tensile loading and 

dislocation pile-up locations under shear loading [94]. Since shock-induced spallation is a 

combination of tensile and shear forces, it can be expected that the presence of grain 

boundaries propitiates nucleation sites which weaken the material. This result is in 

agreement with literature and spall theory that dates back three decades 

[38,49,50,52,54,94–97] (Fig. 4-3). The large symbols represent the current study; the small 

symbols come from a variety of sources; the closed symbols represent experiments; the 

open symbols represent simulations. The monocrystalline and nanocrystalline samples 

show consistently higher and lower spall strength, respectively. Polycrystalline samples 

show much larger variation in spall strength, due to a variety of factors: (1) large variation 

in grain size (5 – 250 μm), (2) sample purity (99.5 – 99.999%), and (3) sample processing 

conditions. Grain size, which is frequently unreported in the literature, will clearly affect 

spall strength, as smaller grains will have more grain boundaries and therefore be weaker. 

The sample purity will also affect the spall strength as solute atoms tend to migrate towards 

grain boundaries to decrease strain energy. Lower purity iron will have more grain 

boundary solutes which, in turn, affect the grain boundary coalescence strength and stress 

for nucleation voids. Different processing methods used in sample preparation can also 

introduce different levels of strain in the structure. We fit the spall strength by using a 
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power law (Fig. 4-3), which converge at a high strain rate close to the Debye frequency, or 

the frequency of atomic vibrations. At this extreme strain rate the spall strength can be 

considered the ultimate tensile strength, 35 GPa [97], at which point the interatomic forces 

can no longer hold the structure together. The fit for polycrystalline iron does not currently 

converge because of the lack of experiments or simulations at strain rates higher than ~108 

s-1 and inconsistencies in the grain structure. Similar failure behavior has been seen in 

spalled tantalum [98], vanadium [99], and iron at lower strain rate [49]. 
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Figure 4-3. Spall strength versus strain rate on log-log scale with grain sizes from current 

experiments listed. Large symbols represent the current work, small symbols represent 

literature data, closed symbols represent experimental results, and open symbols 

represent simulation results. Power law fit to monocrystalline and nanocrystalline data 

converge near the ultimate tensile strength at ultra-high strain rate. Shaded regions 

represent 95% confidence interval. References as follows: [49,50,52,54,95,96,100–103]. 

Reference [100] and [101]  report grain size of 19-40 μm and 5 μm, respectively. All 

other references do not report grain size. 
 

4.3 Spall Morphology 

The spalled surface of recovered samples was characterized by SEM while EBSD 

was used to characterize cross-sections to understand the failure mechanism. We find that 

the shocked single crystal iron shows nanoscale dimpling that is characteristic of ductile 
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failure (Fig. 4-4d) while poly- and nanocrystal iron samples show flaking that could be a 

result of failure via separation along grain boundaries (Fig. 4-4e, f). The high-pressure 

torsion process to fabricate the nanocrystal samples produces thin, elongated grains along 

which the spall occurs. Evidence of these elongated grains can be seen in (Fig. 4-4f). The 

dimple size in single and polycrystalline samples and the shear-like bands in 

nanocrystalline samples are consistent, on the order of 1 nm (Fig. 4-4g-i). In single crystal 

samples a remnant of the spall plane can be seen near the edge of the sample (Fig. 4-5a), 

in which twin boundaries can be found (Fig. 4-5b). The unmapped region around the twin 

boundaries can be attributed to voids/cracks or possibly a highly strained region that EBSD 

is unable to map. Randomly distributed voids are also seen through the cross section of the 

sample (Fig. 4-5c). For polycrystalline Fe, multiple spall layers can be seen in cross-

sectional SEM images (Fig. 4-6a) with separation occurring along grain boundaries where 

this is a large density of voids (Fig. 4-6b). Density of geometrically necessary dislocations 

(GNDs) was mapped using Matlab toolbox MTEX according to Pantleon [104]. In both 

cases, GND density is approximately 1015 m-2 (Figs. 4-5d-e, 4-6d-e), which is consistent 

with heavily work-hardened materials [105] as well as shock compressed tantalum 

[106,107]. Furthermore, this technique underestimates the GND density as 3D maps are 

needed for a more accurate measurement. The circular regions with high dislocation 

densities (Fig. 4-5e) are due to sub-surface voids that emit shear dislocation loops. When 

these loops intersect the polished surface, they generate the circular regions of high GND 
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density. These are evidence for the shear loop emission mechanisms for void growth 

described in Section 2.4. The misorientation angle for the boundaries seen in Fig. 4-5b was 

measured to be ~60°, suggesting the formation of {001}/{112} twins. Additionally, these 

boundaries were found to be 3 boundaries (Fig. 4-7), which is known to occur from 

twinning [105]. 

Vestiges of a brittle fracture mechanism were observed at the edges of the spall 

plane where pressure and strain rate are lower than at the center of the sample. This can be 

explained by a brittle-to-ductile spall transition as described by Grady [97]. At a critical 

strain rate, the material can transition from fracture toughness controlled (brittle) to flow 

stress controlled (ductile). For iron, this critical strain rate is calculated to be on the order 

of 105 s-1, a reasonable value for the edge of the spalled region where the shock has 

decayed. Smaller grained samples, however, do not display this behavior near the spall 

edge, because their spall behavior is dominated by grain boundaries rather than 

homogeneous void nucleation. These two morphologies are consistent with previous 

observations summarized by Meyers and Aimone [39]. Experimental results from this 

study provide the necessary evidence that the reverse phase transformation has occurred: a 

ductile spall surface and peak pressures well above the α to ϵ phase transition pressure. 
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Figure 4-4. SEM images at three magnifications of single crystal (left), polycrystal 

(middle), and nanocrystal (right) at low (a-c), medium (d-f), and high (g-i) 

magnification. Dimpling in single and polycrystal iron is evidence of ductile fracture 

while shear-like bands in nanocrystal are evidence of spalling along grain boundaries. 

Dimple size in (g) and (h) and streak features in (i) are at the same length scale. 
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Figure 4-5. (a) Cross-section SEM image of shocked single crystal iron. Red arrow 

points to epoxy bubble. (b) EBSD mapping (IPF Z) near the spall plane shows large 

concentration of voids in vicinity of the twin boundary and (c) EBSD mapping further 

from the spall plane shows randomly spaced void groups. (d-e) Density of geometrically 

necessary dislocations is plotted for each EBSD map showing concentrations around 

1015 m-2 in the bulk material and regions of higher concentration around twins or voids. 
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Figure 4-6 (a) Cross-section SEM image of shocked polycrystalline iron. (b) EBSD 

mapping (IPF Z) near the spall plane shows showing various cracks that are opening 

along grain boundaries and (c) EBSD mapping further from the spall plane. (d-e) Density 

of geometrically necessary dislocations is plotted for each EBSD map showing 

concentrations around 1015 m-2 in the bulk material and regions of higher concentration 

around sub-grain boundaries. 
 

 

111 

001 101 

30 μm 

(a) 

(b) 

Epoxy 

Fe sample 

5 μm 

GND Density (m
-2

) 

(d) 

10
16

 10
15

 10
17

 

5 μm 

5 μm 

111 

001 101 

(c) 

GND Density (m
-2

) 
10

16
 10

15
 10

17
 

5 μm 

(e) 



64 

 

 

Figure 4-7. (a) EBSD mapping (IPF Z) of single crystal cross-section near the spall plane 

showing twin boundary and (b) corresponding Coincident site lattice boundary analysis 

providing evidence of a 3 boundary which corresponds to twinning. (c) Misorientation 

angle analysis and (d) corresponding histogram showing misorientation angle ~60°, which 

is also close to misorientation of a (112) twin plane and the (100) EBSD point of view. 
 

Voids (~10 μm diameter) on the spalled surface were seen exclusively in single 

crystal samples (Fig. 4-8). We observe smoothed inner surfaces which are indicative of 

melting and re-solidification of the material. During shock compression the temperature is 

expected to rise [19], but not enough to melt the entire sample. Section 4.4 will discuss 

molecular dynamic calculations that determine the temperature of both the overall sample 
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and locally around a void. The formation of voids can occur from a variety of phenomena 

(Fig. 2-13). At the atomic scale, vacancy complexes can form nanoscale voids and at larger 

length scales twin and grain boundaries are also common void initiation sites, as we will 

see in Section 4.1.4. Second-phase particles or inclusions can cause cracks to emanate into 

the matrix material and as those cracks grow under tension cause debonding of interfaces. 

The large voids seen in SEM can be attributed to void formation at larger length scales 

while the overall fracture surface is caused by void nucleation and growth at smaller length 

scales. 

 

Figure 4-8. SEM images of voids found in single crystal iron. Voids are roughly 10 μm 

in diameter in both (a) high and (b) low strain rate samples. Smooth inner walls show 

evidence of melting inside the voids. 
 

4.4 Molecular Dynamic Simulations 

As the initial shock runs across the sample, an α to ϵ phase transition takes place. 

This is expected after the results by Gunkelmann et al. [84] and Amadou et al. [81] for 

similar shock conditions. For the single crystal, the MD simulations reveal the nucleation 
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of an ϵ phase that propagates along the sample in the shock direction, whereas for the 

nanocrystalline sample, the α to ϵ phase transition takes place within each grain, preserving 

the initial grain boundary structure. At later time, as the shock profile reflects from the rear 

surface of the sample, the reverse transition (ϵ to α) takes place. Interestingly, all samples 

return to their initial microstructure (α-Fe single crystal and nanocrystal with α-Fe 

domains), further supporting the experimental hypothesis that the reverse phase transition 

may return the microstructure to something like the starting material. Similar conclusions 

were obtained in previous MD studies of uniaxial compression and release of 

polycrystalline iron [84]. These processes take place before any spallation event. 

Stress profiles in iron samples were calculated from non-equilibrium MD 

simulations along the shock direction for different times around the beginning of spallation 

(Fig. 4-9). Positive values of σzz indicate tension. Assuming that the spall strength is equal 

to the peak tensile stress along the shock direction, the single crystal strength is 18 GPa, 

while the nanocrystal strength is 14.5 GPa. There was no significant strength variation with 

grain size for the nanocrystalline systems modeled here. The peak stress for the single 

crystal occurs in a region between 75 and 100 nm at about 56 ps, with a marked drop in 

stress 2 ps later. This drop signals the inception of the spallation event, with the formation 

of one or more closely spaced voids in that region. The stress peak is broader for the 

nanocrystalline sample, resembling a plateau that spans around 50 – 100 nm. In this 

instance, as time evolves (≥ 54 ps) stress drops occur in several positions along the plateau, 

signaling a distribution of the spallation event as voids open at several locations in this 
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region. The delocalized spallation is due to the distributed nature of grain boundaries along 

the sample, two-dimensional defects that possess less strength and more void nucleation 

sites than in the single crystal. 

 

Figure 4-9. MD calculations of pressure in the z-direction (parallel to loading) and 

temperature in the single crystal (left) and nanocrystal (right) with 10 nm average grain 

size. Void T symbols correspond to the peak temperature in voids at 60 ns. Initial shock 

direction goes from left to right. 
 

In the single crystal samples, as voids nucleate due to twin-twin interactions and 

grow, they start coalescing, forming larger flaws, weakening the sample’s section, and 

ultimately leading to the formation of a spallation plane (Fig. 4-10a). For the 
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nanocrystalline simulations, however, the high fraction of grain boundaries offers 

energetically favorable nucleation sites for the formation of voids (Fig. 4-10b). The 

orientation of a grain boundary with respect to the wave propagation direction is more 

important than specific grain boundary orientation. This preferential failure along grain 

boundaries that are perpendicular to the loading direction is in agreement with previous 

studies on BCC metals [108]. Consequently, twinning is less pronounced, but can still be 

found in relatively large grains. In addition to computational evidence of intra-granular 

plasticity under spall conditions, similar observations can be found in the atomistic 

simulation literature: Gunkelmann and co-workers report intra-granular plasticity in α-Fe 

for their nanocrystalline studies both under homogeneous compression [36] and under non-

equilibrium shock compression [29]. Experimental evidence of intra-granular plasticity is 

also found in both BCC and FCC metals [57–59]. Grain boundary plasticity is another 

factor that can play an important role, particularly for grain sizes as small as the ones used 

in this work and under the high stresses induced by the shock loading process. To add 

complexity, grain boundary plasticity can also be rate dependent, as shown by grain 

boundary disconnection motion studies [60]. Grain boundary sliding and intragranular 

plasticity were identified in our simulations 
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Figure 4-10. MD simulation of shocked (a) single crystal and (b) nanocrystal iron (10 

nm grain size) at 68 ps with enlarged view of the spalling region. Atom coloring is based 

on the relative crystalline orientation and white corresponds to void region. Enlarged 

views (right) are rotated to highlight void where green surfaces correspond to spall 

surface. Initial shock direction goes from left to right. 
 

The time-resolved evolution of void nucleation and growth during spall in the 

[001]-oriented single crystal sample can be seen in Fig. 4-11. The polyhedral template 

matching algorithm was used to classify the local structural environment of the atoms. 

Twins (orange domains) nucleated during spall form elongated structures that, upon 

intersecting, favor the nucleation and growth of spheroidal voids (Fig. 4-11). At a later 

stage, the voids have grown and are closer to each other, leading to coalescence. Void 
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formation by twin-twin interaction was also reported by Gunkelmann et al [50] in Fe spall 

simulations and by Hahn et al. [78] in  Ta spall simulations. 

 

Figure 4-11. Slices of the single crystal sample along the shock direction at (a) 56 ps, (b) 

58 ps, and (c) 62 ps. Atom coloring corresponds to local orientation of the atoms. Red 

corresponds to [100]-oriented BCC structure and orange are {110} oriented domains, 

which correspond to twins. The strong changes in color in the surrounding of the voids 

point to massive disorder, typically associated with melting. 
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4.5 Analytical model for dislocation generation around void surface 

The MD predictions of high dislocation densities and temperatures around voids 

and the experimental observation of the apparent melting behavior stimulated the 

development of an analytical model for void-generating dislocations that increase the 

temperature. A nanometer-sized void is considered to act as a nucleation site for 

geometrically necessary dislocations (GNDs) that, upon propagation away from the void, 

lead to successive nucleation and propagation events (Fig. 2-15). This yields a quantifiable 

dislocation density. The motion of dislocations, in turn, heats the surroundings of the void 

due to plastic activity, producing a significant increase in local temperature. GNDs can be 

used to estimate the total dislocation length around a growing void by assuming that a 

certain number of dislocation shear loops are initially nucleated on the void surface and 

that they transport matter away from it [109–111]. This mechanism was proposed and 

analytically demonstrated by Lubarda et al. [112]; later MD simulations quantified the 

emission of dislocation shear loops and their eventual transformation into prismatic loops 

by a “lasso” mechanism for BCC crystals [113,114]. In the analysis presented below only 

the shear loop emission is evaluated because it is assumed prismatic loops do not form 

under uniaxial compression [115], until later when plastic flow reduces the background 

shear stress and the voids grow under greater stress triaxiality [116]. For the BCC structure, 

eight loops that propagate along BCC slip planes ({110}/〈1 ̅11〉) are initially assumed, and 
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other sets of loops are also created as the void growth proceeds. Figure 2-15 depicts the 

growth of a void by the emission of various dislocations. 

For every emission i of loops, the total length is, 

∆𝐿𝑡
𝑖 = 8(2 𝐿1

𝑖 + 𝐿 
𝑖 ) (30) 

where L1 and L2 are the lengths of the screw and edge components, respectively. It is 

assumed that each loop expands to a distance of 10 times the initial void radius. This is a 

reasonable assumption consistent with continuum plasticity treatments of void growth 

under hydrostatic tensile stresses. Once that loop reaches such distance, the applied shear 

stresses are sufficiently relaxed and the applied strain is accommodated by the emission of 

a new loop set. The total dislocation length around the void is: 

𝐿𝑡𝑜𝑡𝑎𝑙
𝑖 = 𝐿𝑡𝑜𝑡𝑎𝑙

𝑖 1 + ∆𝐿𝑡
𝑖  (31) 

The formation of the dislocation loops can be assumed to expand the void by an 

incremental volume dV [115] such that for every emission i, the incremental and new void 

volumes are: 

∆𝑉𝑖 ≅  2√2𝜋𝑟(𝑖 1)
 𝑏 (32) 

𝑉𝑖 = 𝑉𝑖 1 + ∆𝑉𝑖 (33) 

Assuming spherical voids, the radius at the i’th emission event is: 

𝑟𝑖 = √(
3

4 𝜋
) 𝑉𝑖

3

 
(34) 

The strain is computed assuming the increase in volume due to void growth is 

accommodated by an increase in the vertical dimension, a3, in the unit cell: 
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𝑉𝑠𝑎𝑚𝑝𝑙𝑒
𝑖 = 𝑉𝑠𝑎𝑚𝑝𝑙𝑒

𝑖 1 + ∆𝑉𝑖 = 𝑎1𝑎 𝑎3
𝑖  (35) 

where a1 and a2 remain constant during uniaxial tension and a3 increases as: 

𝑎3
𝑖 = 

𝑉𝑠𝑎𝑚𝑝𝑙𝑒
𝑖

𝑎1𝑎 
 

(36) 

The corresponding strain increment dϵ and total strain are:  

∆ 𝜖𝑖 = 
𝑎3

𝑖 − 𝑎3
𝑖 1

𝑎3
𝑖 1

 
(37) 

𝜖𝑖 = ∆ 𝜖𝑖 + 𝜖𝑖 1 (38) 

The results for each generated emission event can be found in Table 4-1 for an example 

case. They show that after ten dislocation emissions, the void radius is doubled, for an 

initial void radius of 1.5 nm. The work-hardened volume is considered as the volume 

limited by the spherical volumes corresponding to the work hardened radius R = 10ri and 

void radius ri: 

𝑉𝑤ℎ
𝑖 = 

4

3
𝜋(𝑅3 − 𝑟𝑖

3) 
(39) 

Dislocation density, 𝜌𝐺𝑁𝐷
𝑖 , can then be calculated as the ratio between total dislocation 

length (Eq. 31) and work hardened volume (Eq. 39): 

𝜌𝐺𝑁𝐷
𝑖 =

𝐿𝑡𝑜𝑡𝑎𝑙
𝑖

𝑉𝑤ℎ
𝑖

 
(40) 

It is important to note that to accommodate for the increasing strain, the analytical model 

uses successive loop generation events, and that beyond 10% strain the dislocation 

configuration becomes too complex for the simple assumptions. The dislocation velocity 
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(in m/s) as a function of shear stress, 𝑣̅(𝜏), can be computed assuming a power law fit to 

the experimental results of Urabe and Weertman [117]: 

𝑣̅(𝜏) = 0.882𝜏0.986 (41) 

The shear stresses were computed from our MD simulations of shock compression as 

[118]: 

𝜏 =
1

2
[𝜎𝑧𝑧 −

1

2
(𝜎𝑥𝑥 + 𝜎𝑦𝑦)] 

(42) 

where σxx, σyy, and σzz are the hydrostatic stresses in the x, y, and z geometrical directions. 

The shear stresses obtained during the void nucleation and growth process and within that 

region are, on average, 600 MPa (0.6 GPa), giving an average dislocation velocity of 

approximately 500 m/s. Similar dislocation velocities were observed in our MD 

simulations of a single void under high strain rate uniaxial tension and are also consistent 

with previous studies on BCC Ta under high strain rate uniaxial compression [114]. The 

plastic shear strain rate can be related to the mobile dislocation density 𝜌𝑚  using Orowan’s 

equation [119]: 

𝜖𝑝̇ = 𝑏 𝜌𝑚𝑣̅(𝜏) (43) 

where b is the Burgers vector, approximately 0.27 nm for α iron. The mobile dislocation 

density 𝜌𝑚 is equal to a fraction of 𝜌𝐺𝑁𝐷 (𝜌𝑚 = 𝑓 ∙ 𝜌𝐺𝑁𝐷) where 𝑓 is a mobile dislocation 

density fraction that is estimated assuming that the mobile dislocation density gradually 

decreases due to shear loops nucleating, propagating, and populating the work-hardened 

volume. This fraction takes the unity value as the first generation of loops leave the surface, 
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and linearly decreases to 0.1 as the last emission of dislocations takes place due to two 

main factors: (1) dislocation loops consist of dislocation edge components that slip with 

high mobility, while screw components have limited mobility and (2) the rapid formation 

of junctions leads to a decrease in mobile dislocations with respect to the total number of 

dislocations [115]. 

Assuming adiabaticity, the temperature increase associated with plastic 

deformation is expressed as: 

𝑑𝑇

𝑑𝑡
=

𝛽

𝛾 ∙ 𝐶
∙ 𝜏 ∙ 𝜖 ̇ 

(44) 

where γ is the material density, C is the specific heat capacity, τ is the time-dependent shear 

stress, and β is the Quinney-Taylor parameter that represents the fraction of rate of plastic 

work dissipated as heat [120], taken as equal to 1 for the sake of simplicity.  

In reality, the evolution of dislocation density with plastic deformation is the result of the 

combined effects of dislocation generation and annihilation, with characteristic rates 𝜌̇𝑔𝑒𝑛 

and 𝜌̇𝑎𝑛𝑛, respectively [121]: 

𝜌̇ = 𝜌̇𝑔𝑒𝑛 − 𝜌̇𝑎𝑛𝑛 (45) 

At the initial stages of plasticity, the material can be considered as pristine, and dislocations 

can expand and populate the surrounding volume freely. As the successive emission of 

loops takes place, the newly nucleated dislocations now propagate within a volume that 

contains dislocations. As more and more loops are emitted from the void surface, the plastic 

volume in the vicinity of the void has an increasing dislocation density and the dislocation 

forest requires a reduction of the mean free path. In consequence, annihilation events 
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become more probable, to the limit that the annihilation rate becomes equal to the 

generation rate once the dislocation density reaches a critical value, yielding saturation at 

around 1017 m-2, consistent with conditions of shock compression in BCC metals 

[106,122]. As a first approximation, the dislocation annihilation rate is considered to be 

proportional to the dislocation density and inversely proportional to the mean free path 

before they encounter dislocations of opposite sign [123]. Indeed, the Kocks-Mecking 

theory has different power dependencies for the two terms, 𝜌̇𝑔𝑒𝑛 and 𝜌̇𝑎𝑛𝑛 [124] and a 

detailed treatment of the exact functional form for these high strain-rate conditions is 

beyond the scope of this work. 

It is reasonable that when dislocation activity starts, the total and mobile dislocation 

densities are similar, but the rapid formation of junctions leads to a decrease in mobile 

dislocations with respect to the total number of dislocations. As the mobile dislocation 

density reaches a saturation value (~1017 m-2), the 𝜌̇𝑔𝑒𝑛 and 𝜌̇𝑎𝑛𝑛 can be considered to be 

equal, such that 𝜌̇ becomes zero. Thus, the total dislocation density, considering both 

generation and annihilation events, remains constant at the saturation point. The density of 

mobile dislocation decreases beyond a strain of 0.09. 

The comparison of analytical and MD predictions is revealing. The MD-predicted 

dislocation density rises rapidly with plastic strain up to 5x1016 m-2 and then increases at a 

much lower rate. Although there are differences between the two predictions, the results 

are fairly consistent. Additionally, the dislocation density estimated from recovered 
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samples (1015 m-2) is within one order of magnitude – a reasonable difference given the 

assumptions of the model and the underestimation of the EBSD GND technique. 

Table 4-1. Estimation of temperature increase by GND emission 

Emission 

no. 

ΔV 

(nm3) 

Vi  

(nm3) 

ri  

(nm) 

Vwh 

(nm3) 

Ltotal 

(nm) 

ρmobile 

(1016 m-2) 

ρgnd 

(1016 m-2) 

T  

(K) 

0 0 14.13 1.5 0 0 0 0 300 

1 4.94 19.07 1.66 4169.72 173.33 4.16 4.16 314.02 

2 6.03 25.10 1.82 4163.69 348.06 7.52 8.34 338.82 

3 7.24 32.34 1.98 4156.45 524.19 10.1 12.6 371.68 

4 8.57 40.91 2.14 4147.88 701.76 11.8 16.9 409.38 

5 10.03 50.94 2.30 4137.85 880.75 12.8 21.3 449.22 

6 11.61 62.54 2.46 4126.24 1061.18 12.9 25.7 488.51 

7 13.31 75.85 2.63 4112.93 1243.06 12.1 30.2 524.67 

8 15.13 90.99 2.79 4097.80 1426.40 10.4 34.8 555.22 

9 17.09 108.07 2.95 4080.71 1611.19 7.90 39.5 577.81 

10 19.16 127.24 3.12 4061.55 1797.45 4.43 44.3 590.18 

Parameters for Eqs. 30 through 45 are taken as follows: R = 10 nm, γ = 7300 kg/m3, C = 

460 J/(kg K), τ = 0.6 GPa after MD simulations, 𝑣̅ =500 m/s [117].  
 

The emission and propagation of dislocations for ten successive generation events 

increases the temperature to 590 K, an increase of over 250 K above the initial value. This 
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corresponds to an increase in void radius from 1.5 to 3 nm. GND-predictions can also be 

compared with the temperature profiles of the spall simulations (Fig. 4-9). The temperature 

rise at void initiation at 58 ps and 54-56 ps in single and nanocrystal iron, respectively, is 

similarly ~250 K. The void nucleation in the spall simulations exhibits important 

differences not included in the model; e.g. under spall conditions, voids nucleate at twin-

twin intersections in a heavily stressed environment, whereas the model presented in this 

section contains a pre-existing void under equilibrium conditions. In addition, several other 

factors may also play a role under shock loading conditions, such as phase transformation, 

microstructural evolution, thermal softening, heat conduction or even electron-phonon 

coupling [125,126]. In particular, heat conduction can play an important role in void 

growth as pointed out by Wu et al. [126], since depending on the efficiency of the heat 

conduction, voids would grow adiabatically or non-thermally. One possibility or the other 

depends mainly on the initial void size, void growth rate, and material properties such as 

thermal conductivity, mass density, specific heat and yield strain. According to Wu et al. 

the criteria to determine when the adiabatic void growth or the non-thermal void growth 

idealizations should be considered is: 

{

𝑎 𝑎̇

Ω
< 0.01, 𝑓 𝑟 𝑛 𝑛 − 𝑡ℎ 𝑟𝑚𝑎  𝑔𝑟 𝑤𝑡ℎ

𝑎 𝑎̇

Ω
> 100, 𝑓 𝑟 𝑎𝑑𝑖𝑎𝑏𝑎𝑡𝑖𝑐 𝑔𝑟 𝑤𝑡ℎ

 

(46) 

where 𝑎 is the initial void radius, 𝑎̇ is the void growth rate, and Ω = 2.6𝑘 𝜌𝑐𝑝𝜀𝑌
 3⁄⁄ , where 

𝑘 is the thermal conductivity, 𝜌 is the mass density, 𝑐𝑝 the specific heat capacity and 𝜀𝑦 the 
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yield strain. Considering the initial void radius, the void growth rate, 𝑐𝑝 = 460 
𝐽

𝑘𝑔𝐾
, and 

other parameters for iron after Wu et al [126] (𝑘 = 80 
𝑊

𝑚𝐾
, 𝜌 = 7870 

𝑘𝑔

𝑚3,  𝜀𝑌 = 0.00026), 

we obtain 
𝑎 𝑎̇

Ω
≈ 2.3 ∙ 10 5 < 0.01. This is indicative of a non-thermal growth regime, that 

is the influence of heat conduction appears to be non-negligible. This opens the possibility 

for improvements of the current model by introducing modifications to Eq. 44, that would 

result from incorporating a heat conduction term into the energy balance equation. At later 

stages of void growth during spall, however, voids grow much more rapidly, justifying a 

treatment using an adiabatic approximation [126]. Although the simplified analytical 

model presented here may not capture other effects that may play a role in void nucleation 

and growth, the 250 K temperature increase is similar to what is seen in MD. The 

incorporation of more complex dislocation phenomena and this promising result may pave 

the ground for future developments of such models. Additionally, experimental results 

predict density of geometrically necessary dislocations to be 1015. This is a feasible 

quantity considering the assumptions taken in the analytical model and the underestimation 

of GND density from the EBSD maps. 

 Chapter 4, in part, is a reprint of material as it appears in: Righi, G., Ruestes, C. J., 

Stan, C. V., Ali, S. J., Rudd, R. E., Kawasaki, M., Park, H.-S., Meyers, M. A. Towards 

the ultimate strength of iron: spalling through laser shock. Acta Materialia 215 (2021). The 

dissertation author was the primary investigator and author of this paper. 
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Chapter 5: DCS Spall and Diffraction Experiments 

5.1 Experimental and Computational Methods 

Laser shock experiments were conducted at the Dynamic Compression Sector 

(DCS) of the Advanced Photon Source (APS) in Argonne National Laboratory. Time-

resolved x-ray diffraction (XRD) was performed using an 80 μm by 50 μm 24 keV pink 

beam and recorded using a Rayonix SX165 detector. A 100 J, 351 nm laser with a 1 mm 

spot size and 10 ns pulse length was used to generate a shock wave. The facility diagnostics 

report that a 70 J energy pulse was delivered, lower than the nominal 100 J specification. 

A 30 μm polystyrene ablator was glued onto 50 μm iron foils of varying grain size (Fig. 5-

1a). Single crystal iron ([001] orientation) from Surface Preparation Laboratory and 

polycrystalline samples (100-250 μm grain size) from Goodfellow were used. Velocity 

interferometer system for any reflector (VISAR) was used to record free surface velocity, 

which provided the peak pressure, strain rate, and spall strength. Point VISAR (VPF = 

1.554, 0.945) and line VISAR (VPF = 2.068) were used in conjunction to verify velocity 

measurements (Fig. 5-1b). No sample recovery was possible, but the same foils were used 

in Chapter 4 so it can be assumed that post-shock characterization would have shown the 

same, or similar, results. Hydrodynamic simulations using Hydra were used to visualize 

the pressure profile in the iron sample and predict the x-ray timing (Fig. 5-1c). 
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Figure 5-1. (a) Experimental set-up (not to scale) and (b) representative visar data (solid 

line represents line visar and dashed lines represent two channels of point VISAR). Zero 

time represents start of drive laser. X-ray probe timing (~100 ps) not shown. (c) x-t plot 

of pressure from Hydra simulations. 
 

 Molecular dynamic simulations of uniaxial compression were carried out using 

LAAMPS [88]. Body centered cubic (BCC) Fe polycrystals were modeled with an 

embedded atom method (EAM) potential developed by Gunkelmann and co-workers [87]. 

This potential was widely used due to adequately reproduce the α-ϵ transition [81,86,127]. 

Polycrystal samples were designed using Atomsk [80] with dimensions of 100a0
2, leading 

to 2 million atoms in 30 grains, with a mean grain diameter ~7 nm. Samples were 

compressed up to 15% along [001], at strain rates of 2 x 107 s-1, 108 s-1 and 109 s-1. Samples 

were held at this maximum strain for 20 ps. Finally, samples were unloaded by applying 

uniaxial tension along the same axis at the same strain rate, to achieve zero uniaxial strain 

and stress by the end of the simulations. All samples were created with periodic boundary 

condition (PBC). Energy minimization and box relaxation were performed for all samples 

before compression, for an initial temperature T0=300 K, and zero pressure. Visualization 
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and analysis were performed using OVITO [89]. Crystal structure was identified with 

Polyhedral Template Matching (PTM) [91], using root-mean-square deviation (RMSD) 

equal to 0.1. PTM is generally more robust than other structure identification methods at 

high temperatures and pressures. 

5.2 Spall Strength 

The strength of each sample upon spall was calculated in a similar method to 

Section 4.2 using Equations 6 and 7. Preliminary results show that spall strength at strain 

rate of ~8x106 s-1 is consistent with our previous experiments, around 9.6 GPa and 7.5 GPa 

for single and polycrystalline iron, respectively. The peak pressure was calculated using 

the Hugoniot relationship between pressure and particle velocity, similar to Section 4.2. 

The pressure reached was ~55 GPa, above the phase transition pressure, and similar to 

previous experiments (Chapter 4). The spall strengths for single and polycrystalline 

samples follow a similar trend to other laser shock-induced spall experiments [54,101,127] 

– polycrystals have a lower spall strength than their single crystal counterparts (Fig. 5-2). 

It is expected that single crystal iron is stronger than polycrystalline iron during spall failure 

because of the lack of failure initiation sites. The many grain boundaries in polycrystalline 

materials act as preferential void nucleation and dislocation pile-up locations under tensile 

and shear loading [94]. It has been shown that in single crystal iron, the formation of twins 

and their associated boundaries during pressure release facilitates the formation of twin 
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boundaries, which become void nucleation sites as failure commences [127]. This failure 

behavior is typical of BCC metals like tantalum [98] and vanadium [99]. 

 

Figure 5-2. Spall strength versus strain rate on log-log scale with grain sizes from current 

experiments listed. Large symbols represent the current work from the DCS and small 

symbols represent literature data. References as follows: [49,52,100–103,127] 

 

5.3 Crystal Structure 

X-ray diffraction measurements were taken using a 100 ps x-ray burst at various 

delay times with respect to the laser start time. By adjusting this delay time, we were able 

to probe different moments during compression and release to reveal phase transition 

mechanics. XRD images were also taken before each data shot to reveal sample ambient 

structure. The sample data was azimuthally integrated using Dioptas [128] to determine 
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crystal structure. Using the corresponding lattice parameters for each phase we were able 

to estimate the pressure and temperature achieved during each shot. The kinetics of the 

phase transition is well studied [48,129–131] and is not the focus of this work. Instead, the 

effect of grain size on the phase transition timescale was investigated. In single crystal 

samples, the first measurement after shock breakout was at 1.23 ns, where the {110} BCC 

peak is just visible with very low intensity (Fig. 5-3a). Unfortunately, we do not have data 

points closer to shock breakout to resolve the time at which the HCP – BCC transition 

begins. After ~4.98 ns post-breakout, the transformation has evolved and shows largely 

BCC peaks. Exact determination of the phase evolution is complicated due to texture 

development of shocked single crystal iron, so will be the topic of future work. At late 

delay times, near the end of spall, the BCC phase is seen to have a transformation memory 

effect, where the microstructure shows strong single crystal character. This finding is in 

agreement with both diamond anvil cell [132,133] and laser shock work [52,127].  

In polycrystalline samples (Fig. 5-3b), the return to a BCC structure also begins 

almost immediately after shock breakout, with the first signs of BCC peaks visible at 0.85 

ns. Over the course of the shock release and subsequent spall, the phase transition 

completes ~8 ns. The exact duration of the ϵ-α transition is inconclusive due to large gaps 

in time, but the latest time point shows 97% has retransformed to BCC so 8 ns can be 

assumed to be reasonable. This time to restore a BCC structure is longer than previous 
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work with polycrystalline iron (2.1 ns in Hwang et al. [134] for 𝜖̇ ≈ 109 s-1), but this 

difference is expected due to the lower strain rate of experiments described here (8x106 s-

1). 

 

Figure 5-3. Preliminary diffraction results of (a) single and (b) polycrystalline iron. Clear 

transformation to HCP occurs during compression (red) while during release (black), 

structure reverts to BCC. After release, structure retains BCC character. 
 

The weight fraction of BCC phase is determined using Rietveld refinement [135] 

with GSAS-II software [136], including the pink beam profile function described in Von 

Dreele et al. [58]. The resulting evolution from BCC to HCP is clearly seen during 

compression, or negative times, and the reverse transition occurs during release, or positive 

times (Fig. 5-4). The kinetics of this reverse phase transformation can be further described 

using a simple phenomenological rate equation: the Johnson-Mehl-Avrami-Kolmogorov 

(JMAK) model [137–139]. This type of formulation was originally designed to describe 
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material solidification processes but has been applied to solid-state phase changes as well 

[140,141].  This model describes the transformed volume fraction in an exponential form: 

𝑌(𝑡) = 1 − exp [−𝐾𝑡𝑛] (47) 

where Y(t) is the fraction of the material transformed as a function of time, t; K is a rate 

constant, and n is the JMAK kinetic exponent. This exponent can provide information 

about the nature of the phase nucleation process where the value can vary between 1 and 

4, corresponding to heterogeneous or homogeneous nucleation. The best-fit parameters for 

the JMAK model to our data are K = 0.14 (± 0.05) and n = 1.38 (± 0.24). The exponential 

factor around 1 agrees with the theory that the presence of many grain boundaries in 

polycrystalline material causes phase nucleation sites to be non-random and restricted to 

1-2 dimensions [142]. The rate constant can be used to determine the activation energy for 

the ε to α phase transition assuming the following Arrhenius form: 

𝐾 = 𝐴 𝑥 [−
𝐸𝑎

𝑘𝐵𝑇
] 

(48) 

where A is a constant, Ea is the activation energy, kB is Boltzmann’s constant, and T is 

temperature in K. The pre-exponential factor, A, can be estimated as kBT/h where h is 

Planck’s constant. For a rate constant of 0.14 and temperature of ~1000 K (according to 

hydrodynamic simulations), the activation energy is ~4.4 x 10-19 J. This can be considered 

as the difference in Gibb’s free energy of the α and ε phases. 
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Figure 5-4. Weight fraction of BCC phase as function of x-ray timing. Experiments are 

shown in filled circles and simulations are shown in open triangles. Shading represents one 

standard deviation and dashed line represents fit according to Eq. 47. 
 

The large unanswered question from the previous spall experiments (Chapter 4): is 

does the reverse phase transition return the microstructure to its original state? In-situ 

diffraction experiments have reported a reduction in grain size, down to ~10 nm, during 

the shock-induced phase transformation [51]. Therefore, it is a possibility that the initial 

microstructure would have no effect on the spall strength. Other laser shock-induced spall 

experiments show that single crystal iron has a higher spall strength and a ductile fracture 

surface while polycrystalline iron is softer and spalls along grain boundaries [52], 

consistent with the previous spall study [127] as well as spall studies in other metals. This 
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leads to the idea of a microstructural memory effect that results from the release in 

compressive strain. The diffraction experiments described here also find a similar memory 

effect, both on the microstructural scale and the atomic scale. During compression, the 

single crystal BCC structure clearly transforms to HCP (Fig. 5-5a) and remains as HCP Fe 

shortly after shock breakout as well (Fig. 5-5b). After the complete transformation back to 

α-Fe, the single crystal diffraction patterns show a 100% BCC structure with single 

crystalline character (i.e., diffraction spots rather than rings) (Fig. 5-5). These patterns 

show, qualitatively, that the single crystal iron maintains its single crystallinity throughout 

the phase transformation cycle, with minimal, or even no, grain size reduction. This finding 

contradicts the well-known findings of Hawreliak and Kalantar of drastic grain size 

reduction during shock compression of iron [51,143]. This can be due to the following: the 

phases retransform in the opposite order in which they transform. The orientations return 

to the original ones. Such is the case for the shape memory effect. Further effort on this 

will be conducted in future work. The polycrystalline data, however, can be analyzed for 

grain size evolution. The shock-induced changes in microstructure can be extracted from 

GSAS-II [136], including the pink beam profile function describe in Von Dreele et al. [58] 

Typical Scherrer broadening (Eq. 9) [56] predicts that the HCP grains become reduced to 

10’s of nanometer in size. At later times the domain size is seen to being recovering as 

well. 
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Figure 5-5. Qualitative comparison of single crystal showing clear single crystal peaks 

(with possibly minimal grain size reduction). (left) ambient and (right) as-shot diffraction 

image for (a) before shock breakout, (b) soon after shock breakout, and (c) late time after 

shock breakout. 
 

5.4 Molecular Dynamic Simulations 

  The Molecular Dynamic simulations shows that as the sample is compressed, the 

α to ϵ phase transition takes place within each grain, preserving the initial grain boundary 

structure. During release, the reverse transition (ϵ to α) takes place and all samples return 

to their initial microstructure, further supporting the experimental hypothesis that the 
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reverse phase transition may return the microstructure to something like the starting 

material. Similar conclusions were obtained in previous MD studies of uniaxial 

compression and release of polycrystalline iron [84,127]. These processes take place before 

any spallation event. The result observed in the experimental shock are compared with MD 

simulation of compression and release. The peak stress obtained in MD varies between 

43.12 – 46.75 GPa; all samples present similar stress-strain behavior. The phase 

transformation starts at ~7.5% compression and no residual strain is seen at 0 GPa. Due to 

imperfect grain boundary atoms, a small number of BCC and HCP atoms are identified at 

~15% (compression) and 0% (release) strain. At peak compression the structure is almost 

entirely HCP, with many intragranular twins (Fig. 5-6). As the sample begins unloading, 

the BCC phase is seen to being nucleating at grain boundaries. This simulated phase 

nucleation process agrees with the finding described in the previous section (JMAK 

exponent ~1). The large amount of twins also agrees with MD results described in Section 

4.4. 
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Figure 5-6. Molecular dynamics simulation showing (top) compressed and (bottom) 

released structures for nanocrystalline iron. Colors represent crystal structure. Red: HCP, 

green: FCC, blue: BCC, yellow or gray: other 

 

 The time to restore the BCC structure is calculated at various strain rates and 

compared against the experimental results as well as a previous study [84]. To measure the 

HCP-BCC transformation time in the simulations, the difference between the structure at 

15% and 0% strain was considered. At the largest strain, there are ~3% BCC atoms whereas 

after the structure has been released, ~81% atoms are recovered. The experimental result 

of ~8 ns is in good agreement to the fit shown in Fig. 5-7 that predicts a time of 11 ns for 

𝜖̇ ≈ 8x106 s-1. This is excellent agreement considering the simulations are using much 

smaller grains, much higher strain rates, and much lower temperatures. 
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Figure 5-7. Time to restore the BCC structure for single crystal (experiment: black 

transparent circle and MD 2 & 4 million atom single crystal simulations: blue circle & 

orange diamond) and nanocrystalline (experiment: black transparent square, MD 

simulation: pink squares, and literature: purple diamond). Fits to the simulated data (red 

lines) represent different strain rates. 
 

The spall strengths calculated here agree with previous work on laser shock-

induced spall in iron with single crystal being stronger than polycrystals. The α-ε phase 

transition is observed during compression and is accompanied by a grain size reduction 

down to 10’s of nanometers. In the single crystal case, further analysis is required to 

determine microstructural evolution. The reverse phase transition, ε-α, occurs during 

release prior to complete spall. This phase change occurs within ~8 ns at strain rate of 

~8x106 s-1. This is longer than previous experimental work on the subject (at higher strain 

rates), but is in close agreement with Molecular Dynamic simulation of the experiment. 
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Chapter 5, in part, is a reprint of material that has been submitted: Righi, G., Briggs, 

R., Deluigi, O., Stan, C., Singh, S., Clarke, S., Bringa, E., Smith, R., Park, H.-S., Meyers, 

M. A. Spalling and x-ray diffraction in iron: a study of the ε-α reverse phase transition. 

Physical Review B (2022). In prep. The dissertation author was the primary investigator 

and author of this paper. 
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Chapter 6: NIF Strength Work 

6.1 Computational Design 

Plastic deformation of metals is a complex process that, as stated by Cottrell, was one 

of the first to be studied and one of the last to be solved [144]. The stress that the material 

can sustain is a function of internal and external parameters. The internal ones are the 

multiple levels of the structure, from the nano- to the macro-scale. The external ones are 

the thermodynamic parameters of pressure, temperature, as well as the strain rate. 

Modeling this response is done, at the engineering level, by simple phenomenological 

equations such as the Johnson-Cook model [65]. More fundamental, physically based 

approaches incorporate a daunting complex of effects including thermally activation 

dislocation motion, viscous drag, relativistic effects, and additional contributions from 

grain size or other imperfections. The Preston-Tonks-Wallace (PTW) model [68] 

represents an apex constitutive equation that covers the range of strain rates from 10-3 to 

1012 s-1 and is well suited for shock compression. By performing these experiments at 

extreme conditions, this type of commonly used constitutive equation can be validated in 

this regime. 

Iron poses unique challenges to the design of effective ramp compression experiments 

that are sensitive to its strength. The structural alpha-epsilon phase transformation occurs 

at ~5% of the Earth’s inner core pressure and is unavoidable. It complicates the design in 

several ways: (i) standard iron strength models developed for the alpha phase cannot be 
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expected to extrapolate well into the epsilon phase for the purposes of design; (ii) this 

uncertainty is further complicated by likely microstructural changes affecting strength and 

heating associated with the significant volume collapse, both resulting from the phase 

transformation; and (iii) the inability of indirect-drive designs to produce a broad range of 

temperatures at a prescribed pressure. The Rayleigh-Taylor (RT) instability induces 

material deformation, enabling a method to determine the material’s strength when 

traditional measurement capabilities, like strain gauges, are inadequate under high-pressure 

(> 100 GPa) and high strain rate (> 107 s-1) conditions. This instability occurs at the 

interface of two fluids of different densities by virtue of the lighter fluid accelerating into 

the heavier fluid [72,73]. RT strength experiments at state-of-the-art laser facilities such as 

the Laboratory for Laser Energetics (LLE) and the National Ignition Facility (NIF) have 

been developed over many years [21,145,146]. The growth of RT unstable perturbations 

for an ideal fluid depends on the Atwood number (𝐴 = (𝜌 − 𝜌1) (𝜌 + 𝜌1)⁄ , where 𝜌1, 𝜌  

are densities of the interface materials), acceleration, and perturbation wavelength. This 

growth can be inhibited in real fluids through a variety of mechanisms: self-radiation [147], 

thermal diffusion [148–150], convection [151], ablation [152–154], “snow-plow” [155], 

and viscosity [156]. Similar to viscosity, the strength of a material can be inferred by 

comparing the difference between the initial and final perturbation amplitudes [157]. If the 

material has no strength, the ripple growth will be uninhibited and grow at the classical 

rate, however if the material has a finite strength, growth will be suppressed. In the linear 
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RT regime, the amount of RT suppression can be used to infer a measure of strength and 

the96ipplee growth can be measured by face-on x-ray radiography.  

Experiments are being conducted at LLE (using the Omega EP laser [24]) and the 

NIF [25] to study iron strength under a variety of conditions of pressure and temperatures 

using direct-drive (DD) laser shots. For direct-drive experiments, ramp compression is 

achieved by laser pulse shaping. A new RT campaign at Omega EP is designed to 

investigate the temperature dependence of iron strength at high pressure (100 GPa). 

Hohlraum-driven RT experiments at 130 GPa and relatively low temperature found the 

strength of iron to be ~40 GPa [157], but moderate strain rate shear plate impact 

experiments and static diamond anvil cell experiments yield much lower strength 

[158,159]. The NIF can achieve higher pressures (P~350 GPa) and temperatures (T~5000 

K), comparable to Earth and exoplanet interiors. Few experimental studies exist for iron 

strength at these conditions. Surprisingly, EXAFS results for the plastic-work-induced 

temperature rise during ramp compression imply an enormously high strength of 60 GPa 

[160]. Other promising techniques like in-situ x-ray diffraction are not yet able to reach 

suitably high pressures [161]. The iron RT experiments currently being conducted at the 

NIF aim to resolve discrepancies in the literature and determine the strength of iron at Earth 

core P-T conditions. The hohlraum-driven, or indirect-drive, platform is well developed at 

the NIF [101,162–165] and has been used for a few iron RT experiments. Although 

hohlraum-driven experiments are successful at reaching Earth core pressures, the 
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temperature is significantly lower than desired – about a third of the core temperature. This 

is because the current hohlraum design was optimized for higher-Z materials, like tantalum 

or lead, and so does not perform as well for iron. Intensive design work could be used to 

develop this indirect-drive platform for iron, but finer control can be achieved using direct-

drive laser pulse shaping so the authors focus on that design work instead. Furthermore, 

usage of a hohlraum is subject to gold plasma filling in the space where the laser beams 

ablate the inner walls, resulting in compromised radiography data for low-Z RT 

experiments such as iron. These issues have pushed the development of the direct-drive 

platform in which conditions can be precisely controlled through target design and laser 

pulse shaping. These DD iron RT experiments are the first of their kind to take advantage 

of the uniquely adjustable long (60 ns) pulse shape to reach hundreds of GPa and high-

temperature conditions. These experimental RT laser campaigns rely on hydrodynamic 

simulations to design both target and pulse shape for the desired conditions and predict 

strength. A description of the computational methods is presented in Section 6.2. Results 

for the target design, pulse shape, and the subsequent strength effects are presented in 

Section 6.3. 

6.2 Simulation Methods 

The direct-drive design reported here uses shaping of a laser pulse to drive a 

multilayer target including ablator, pusher, sample, and tamper materials. The uniquely 

long (60 ns) laser pulse is only available at the NIF since it is the only facility with the 

capability of stitching together 16 beams. Furthermore, the NIF has incredibly fine control, 
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both spatial and temporal, over the laser drives it can produce. The models used for each 

layer of material are listed in Table 6-1 where early simulations find that the thin 

applications of glue, typically <3 mm, used to adhere layers together are of negligible 

thickness and strength. The materials in the layers around iron have relatively low strength, 

so no strength models are used for Be, BrCH, epoxy, or LiF. If a thick material with 

significant strength is used next to the iron ripples, then the experiment will not produce 

accurate results for iron strength. Unlike the case of pressure-shear loading experiments 

[166], these materials and the glue layers that bond them do not need to be strong enough 

to transmit the large shear stress that forms in the iron. Each material layer has a 0.5 μm 

mesh size except for the Be ablator, which has a finer ablative mesh to ensure that laser 

energy absorption is modeled correctly. A mesh convergence study was run in Ares to 

ensure that a 0.5 μm mesh is well converged – there is < 5% difference in growth factor 

for a smaller mesh so it was concluded that this mesh size is enough to get reasonable 

growth factor predictions for a long enough run time (i.e., before mesh tangling ends the 

simulation). Boundary conditions are also applied to reduce computational cost. The sides 

of the target are set such that they act as reflecting boundaries. The front of the target is set 

such that it remains fixed for the entirety of the simulation and the back of the target is 

allowed to move freely. 
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Table 6-1. Materials used in the simulations. 

Material 
Thickness 

(μm) 

Density 

(g/cm3) 
EOS Strength model 

Be 70 1.858 LEOS 40 N/A 

12.5% 

BrCH 

75 2.0 LEOS 5128 N/A 

Epoxy 20 1.185 LEOS 5030 N/A 

Iron 50 

7.877 LEOS 260 SG x 0, 1, 2, 5 

α-PTW 

ε-PTW 

7.85 SESAME 2140 

7.874 LEOS 263 

LiF 500 2.64 LEOS 2240 N/A 

 

 Strength is a characteristic property of materials and dictates behavior in many 

applications. At low levels of applied stress, the material lattice simply distorts elastically 

in a reversible fashion and can return to its original configuration. With increased stress, 

however, the lattice permanently shifts, and deformation occurs at all levels from the nano- 

to the macro-scale. The resistance to that deformation is the basis of strength. At large 

strain rates, the mechanics of deformation becomes complicated. Dislocations, the primary 

carriers of permanent deformation, are governed by thermal activation at slow strain rates, 

and viscous drag and relativistic effects at higher strain rates. Their collective behavior is 



100 

 

described by analytical models or through computations. The SG model (Eqs. 14-16) and 

PTW model (Eq. 17) are used to model these RT experiments. 

The EOS of a material is required in computations to connect the conservation laws. 

Iron has multiple EOS models available, three of which are investigated here: LEOS 260 

[167,168], SESAME 2140 [169], and LEOS 263 [170]. The SESAME and LEOS 263 

models are multiphase forms that account for the high temperature and pressure solid-state 

phase changes in iron, while LEOS 260 does not distinguish between the various solid 

phases. The epsilon phase of iron extends from ~13 GPa to pressures well above 400 GPa 

[101,171]; it has been proposed that at 350 GPa there is a high-temperature body-centered 

cubic (BCC) phase of iron and it is that phase of iron in the Earth’s inner core [172]. 

However, many other publications, both at low [132,133,171,173–175] and high strain 

rates [101,143,176–179], find that the HCP phase is stable at core pressures and up until 

melt [180], and the equations of state used here do not include a high-pressure BCC phase. 

The equations of state of the proposed BCC phase and the hexagonal epsilon phase are 

very similar and the small differences have no effect on this design. Figure 6-1 shows the 

shock Hugoniot and melt curve for each model. There is little difference in the Hugoniots 

at low P-T conditions, but the models begin to deviate around 150 GPa. The melt 

temperature as a function of pressure is much lower for LEOS 263, meaning that it predicts 

melting at a lower temperature for a given pressure state. 
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Figure 6-1. Shock Hugoniot and melt curves for the three iron EOS models used. The solid-

solid phase boundaries (grey) correspond to the newly developed LEOS 263 model 

(courtesy of Wu [170]). The LEOS 263 phase boundaries and melt curve agree with data 

from various static [181–183] and dynamic [180,184,185] work. 
 

6.3 Simulation Results 

6.3.1 Target Design 

The design of the target is based on previous experiments [146,186] using beryllium 

(Be) as the ablator material, followed by 2-12% brominated plastic (BrCH) which acts as 

the shield layer against x-rays generated by laser ablation that can heat the iron sample. 

The shield layer is followed by a low-density rippled epoxy which allows RT unstable 

ripples to grow by providing a relatively high Atwood number at the interface. Metal foams 

instead of an epoxy layer have also been postulated to be suitable, retaining a low-density 

post-shock compared to fully dense transition metals, but our simulations show the foam’s 

high shock temperature and thermal conductivity cause premature melting in the iron. The 
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epoxy interfaces with the rippled iron foil, which is backed by lithium fluoride (LiF) that 

acts as a pressure tamper.  

Since the role of the ablator is to produce a plasma that rapidly expands, causing a 

pressure wave to travel into the target, these simulations show that a thicker Be results in 

higher peak pressure and lower peak temperature in the iron (Fig. 6-2). The increased 

pressure is the result of pressure waves interacting and growing as they travel through 

thicker material. The lower temperature occurs because there is physically more material, 

which causes heat to dissipate more before reaching the next layer.   

The x-ray/heat shield material is crucial in preventing unwanted heating in the iron 

due to x-rays. This ensures that any temperature increase is solely due to plastic work 

hardening and therefore, related to material strength and comfortably below melting. The 

pressure is relatively insensitive to the BrCH thickness and Br doping level (Fig. 6-2). The 

temperature, however, is sensitive to thicker BrCH or higher %Br. These two factors 

greatly reduce the temperature at the front of the iron as well as improve temperature 

stability. The higher-atomic number (Z) bromine increases opacity and restricts the transfer 

of energy (heat) throughout the material. An additional factor needs to be considered when 

a thicker heat shield is used: ripple radiography backlighter x-ray transmission for image 

plate data collection. A thicker heat shield or higher %Br has the effect of decreasing the 

transmission of the backlighter x-rays – impeding the radiography signal level.  
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The use of thicker rippled epoxy (10 – 40 μm) improves the overall pressure behavior, 

resulting in fewer reverberations. If a pressure wave interacts with a boundary where the 

sound impedance changes, wave reflections and interactions are generated. For a thinner 

epoxy layer, the front and back boundaries are close to each other, and the various pressure 

waves are reflected and interact much more, causing large reverberations. A thicker version 

simply allows some of the reflected waves to dissipate, lessening and delaying the pressure 

jumps. A thicker epoxy layer also causes lower temperature in the iron due to heat 

dissipation effects (Fig. 6-2). 

 

Figure 6-2. Normalized pressure and temperature as a function of material thickness where 

normalized value of 1 corresponds to P = 350 GPa and T = 4000 K. Variations in material 

thickness shown here are representative of all the options that were simulated for this work. 
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6.3.2 Pulse Shape Design 

The laser pulse shape ramps up in power to help ensure the iron does not melt before 

reaching the desired P-T conditions. Three aspects of the pulse shape were investigated – 

initial shock-inducing jump, picket addition, and “hold” time. Inducing a shock at the 

beginning of the pulse is an easy way to initialize the sample into a specific P-T state along 

the Hugoniot to reach more extreme conditions. Since a shock generates on-Hugoniot 

compression, the temperature can be easily predicted, i.e., an initial shock of 100 GPa 

should increase temperature to ~2000 K. A picketed pulse is set by dropping the laser 

power after an initial shock pulse. The picket pulse is timed in such a way to destructively 

interfere with reverberations from sample interfaces. Including a picket reduces the 

severity of the pressure drop at early time as well as causing a slight reduction of 

temperature at the iron front. It is important that the picket does not cause the iron to revert 

to the α phase (< 13 GPa), avoiding unnecessary phase transitions. This is accomplished 

by keeping the laser power after the post-picket power drop to above 0.03 TW. Lastly, the 

late time “hold”, which is a monotonic increase in power, is used to create a stable region 

in time at the desired pressure. A longer “hold” results in more time at peak pressure, but 

also causes significantly more heating (and premature melting). By using a 60 ns pulse 

shape, rather than 30 ns, the peak pressure can be held for longer time and the ramped 

portion can be more gradual, allowing for more time during which T/Tm < 1. This is the 
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only feasible way to make a solid-state iron strength measurement at the extremely high 

pressure and high temperature of interest.  

The optimized target and pulse shape design are shown in Fig. 6-3. The target consists 

of a 70 μm Be ablator, 75 μm 12.5% BrCH heat shield, 20 μm epoxy, 50 μm iron, and 500 

μm LiF. The pulse is made up of a 6 ns 0.2 TW picket, drop to ~0.1 TW, ramp, and “hold” 

to a peak power of 2 TW. In the experiments, this pulse is delivered to the target by 16 NIF 

beams (Fig. 6-3a). At a prescribed delay time a separate set of 12 NIF beams illuminates a 

thin foil which causes x-rays to be emitted and backlight the ripple target for face-on 

radiography. The desired 350 GPa pressure state is maintained for ~10 ns (Fig. 6-4a), while 

the ideal 5000 K temperature condition is not quite achieved. A peak temperature of 4000 

K is reached for a few nanoseconds (Fig. 6-4b). The iron also remains in the solid state 

(T/Tm < 1) for the entirety of the simulation (Fig. 6-4c). Experimentally the measurement 

will be made at peak pressure, between 50 and 60 ns. 
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Figure 6-3. (a) Experimental configuration, where the sample is compressed by a set of 

NIF laser beams. The ripple growth is measured with face-on radiography from laser 

illumination of a backlighter foil to produce x-rays. Backlighter energy is dependent on 

foil material. Optimized (b) target and (c) pulse shape designs. The epoxy is applied 

directly to the iron ripples. The other layers are joined by thin (<3 μm) layers of epoxy (not 

shown) that have no effect on the growth factor in the RT design simulations. 
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Figure 6-4. Hydra simulations of (a) pressure, (b) temperature, and (c) T/Tm in the iron at 

different locations. Red, green, blue, and teal curves correspond to various locations in the 

iron layer: front (rippled face), 2 μm in, middle, and back, respectively. 
 

6.3.3 Strength and EOS Effects 

The effect of strength on the RT instability was investigated with 2D Ares simulations 

(Fig. 6-5). By introducing a sinusoidal ripple pattern onto the front surface of the iron, the 

effect of strength can be inferred by measuring the growth factor (GF). The growth factor 

is essentially the ratio of the final and initial ripple areal density, that is, the multiplication 

of amplitudes by density. In practice, blurring of the ripple image in the experiment due to 

geometry and other factors must be accounted for by dividing GF by the modulation 

transfer function [187]. The simulations predict values for the von Mises flow stress while 

experimental RT measurements are a measure of the flow stress (half the von Mises stress 

[68]). For a 1 μm amplitude and 75 μm wavelength ripple pattern, the peak growth factor 

for iron with different levels of strength varies from 3-10 (Fig. 6-6). Growth factors in this 

range will provide a robust signal to noise in the collected radiography data. Here 
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SGx0,1,2,5 multipliers refer to multiplying the Y0 parameter and maximum yield strength 

from work hardening (Ywh,max) by the specified scale factor essentially scaling the flow 

stress. The 0 multiplier represents no-strength case. In a no-strength case, the iron behaves 

like a liquid and the perturbations exhibit classical, or uninhibited, RT growth. In this case 

the growth rate is proportional to the square root of the Atwood number (𝛾 = √𝐴𝑘𝑎, where 

k is wavenumber or 1/wavelength and a is acceleration, so that GF=et in classical growth). 

The original SG and α-PTW strength models predict similar growth behavior – peaking at 

GF~10. The ε-PTW model [188] with GF~4 is constructed to give the strength of the high-

pressure phase and is expected theoretically to best predict experimental results. 2x and 5x 

multipliers of the original SG model also predict less growth, indicating even higher iron 

strength. The range of growth factors predicted here corresponds to strengths ranging from 

3 – 30 GPa at strain rate of ~5 × 106 s-1, with the ideal ε-PTW model predicting strength of 

5 GPa (much lower than the value found by Huntington et al. (> 40 GPa) [157]). Note that 

those RT experiments were carried out at lower pressure (150 GPa) and likely lower 

temperature (not reported). 



109 

 

 

Figure 6-5. Ripple growth time sequence starting at (a) t = 0 with initial ripple pattern of 1 

μm amplitude and 75 μm wavelength. Late time ripple growth (t ~ 55 ns) for (b) no strength 

and (c) high strength (SG x 5) cases assuming LEOS 260 model. Material layers are BrCH 

(red), epoxy (green), Fe (blue), and LiF (aqua). BrCH and LiF layers are cropped for better 

view of ripple growth. 
 

The equation of state, or more specifically the melt curve associated with it, can also 

have a pronounced effect in predictions of the growth factor because depending on the 

model, T/Tm can be greater than 1 at different times. The melt curve of LEOS 263 lies at 

higher pressures than that of the other EOS tables used (Fig. 6-1), meaning the iron melts 

at lower temperature and potentially, earlier time. If the iron sample were to melt at an 

earlier time, the growth factor would follow the classical zero strength case and be much 

higher. Designing the target in such a way to make sure the sample does not melt until late 

in time helps to ensure we are taking an accurate solid-state strength measurement at the 

desired P-T conditions. The predicted ripple growth based on the EOS table used does not 

vary greatly (Fig. 6-6) and the predicted yield strength and strain rate at a given time are 

similar between EOS models. 
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Figure 6-6. Growth factor calculations using 2D Ares for 1 μm amplitude/75 μm 

wavelength ripples in iron with different strength models (indicated by color) and EOS 

tables (indicated by line style). 
  

We have described the computational design work for high-pressure iron Rayleigh-

Taylor strength experiments at the NIF. The lack of clear experimental results on iron 

strength at high pressure and temperature conditions comparable to the Earth’s inner core 

motivates these direct-drive shots which need extensive design as they have never been 

attempted before. Design work for the high-power direct-drive laser experiments is a 

complicated process of carefully balancing target components and pulse shape with the 

physical limitations of target fabrication and power limitations of the laser facility. The 

target components and pulse shape were optimized to produce the desired high pressure 

and temperature conditions. These extreme conditions require a design that induces a solid-

solid phase transformation in the iron and take it to temperatures that approach melt. The 

effect of various strength models and EOS tables on ripple growth was investigated to 

predict experimental results and accommodate the large theoretical uncertainty in the iron 
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strength. Growth factors of 3-10 are predicted based on the optimal target and pulse shape 

with minimal variation based on the EOS used.  

The desired pressure state in the iron is achieved using a picketed pulse followed by 

a smooth ramp and a “hold” up to 2 TW peak power. This design is the first example of 

how a longer (60 ns) pulse provides improved design options. Pressure is relatively 

insensitive to changes in target layer thicknesses, while temperature is highly variable. The 

P-T state of 350 GPa and 4000 K in the iron is achieved using a beryllium ablator (70 μm), 

brominated plastic heat shield (75 μm), epoxy pusher (20 μm), and lithium fluoride tamper 

(500 μm). Thinner layers before the iron can help to reach even higher temperatures but 

with a trade-off of the stability of the temperature state. Higher peak power in the pulse 

shape can also increase temperature, but with a danger of premature melting as well as 

power limitations of the NIF laser beams. Similar principles are applied to design Omega 

EP RT strength experiments where different peak temperatures can be achieved by 

changing the strength of the initial shock-inducing power jump in the pulse shape. This 

uniquely optimized design will be able to provide strength measurements of iron at extreme 

conditions adding to high-pressure materials science and providing iron data in a regime 

where the paucity of data to inform geophysical models is acute. 

6.4 Experimental Methods 

Ramp compression experiments were performed at the NIF using the 3.5 Mbar 

indirect drive platform (Fig. 6-7a) and a multi-component iron target. This allows for a 
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strength measurement to be taken at Earth core conditions of 350 GPa and high 

temperature. The strain rate for these experiments is on the order of 108 s-1. The typical 

reservoir-gap configuration for this platform consists of a 155 μm CH heat shield, 245 μm 

aluminum x-ray absorber, multi-layered foam assembly to shape the pressure pulse, 1360 

μm gap, and a 42 μm PVDF heat shield followed by the rippled iron sample and a HDC 

tamper (Fig. 6-7b). The rippled sample was made by General Atomics through the coining 

process in which the metal is heated and compressed with a precision machined die of a 

specified ripple pattern. The second target had an additional quartz window for free surface 

velocity measurements.  
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Figure 6-7. (a) Indirect drive platform using hohlraum-based design and (b) 

corresponding target design for ramp compression. (c) Direct drive platform and (d) 

corresponding layered target design. 
 

For these experiments, 160 laser beams delivered a 2.7 ns square pulse to a gold 

hohlraum with a total power of approximately 1.85 TW. The illumination of the beams 

onto the inner hohlraum wall generates x-rays which then ablate the surface CH layer and, 

upon breakout, a shock wave is launched through the target package. The wave stagnates 
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on the heat shield and iron sample, creating the 3.5 Mbar ramped pressure pulse that allows 

RT unstable ripples to grow. The perturbation growth is labeled as the growth factor 

(GF=ρΔRfinal/(ρΔRinitial*MTF) where ρΔR is the measured areal density and MTF is the 

modulation transfer function, which quantifies backlighter diagnostic spatial resolution 

[187]. The iron portion of the target has additional calibration features that assist in data 

analysis (Fig. 6-8). The material response was measured through x-ray radiography and 

VISAR. The backlighter for face-on radiography was illuminated by 12 laser beams with 

a total peak power of approximately 2 TW. Two VISAR systems were used to provide 

assurance in the velocity data, with etalon lengths of 19.98 (VPF = 3.14) and 49.99 mm 

(VPF = 1.25). Radiation-hydrodynamic simulations with Ares [76] were performed to 

predict the effect of the applied pressure pulse to the iron ripples. The strength is inferred 

from such hydrodynamic simulations, assuming the calculated growth factor agrees with 

the measured values. The ripple growth factor is calculated based on certain strength 

models (SG, PTW, etc.) which also predict the yield strength of the material. The measured 

ripple growth data is then compared to simulations to determine which strength model is 

most accurate. 
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Figure 6-8. Iron target layout for hohlraum experiments with various ripple regions. 
Black circle, red rectangle, and blue rectangle represent driven area, radiography field of 

view, and VISAR field of view, respectively. 
 

Single crystal iron discs (10 mm diameter, 1 mm thickness) were purchased from 

Accumet Materials Co and had a purity of 99.94+%. A few of these discs were further 

process with High-Pressure Torsion (HPT) to produce nanocrystalline grain structure. The 

HPT was conducted at Oregon State University with 20 turns at 2 GPa and produced an 

average grain size of ~100 nm. Iron-nickel was purchased from American Elements 

(24wt% Ni) and Goodfellow (35wt% Ni). Microstructure characterization was performed 

using Rigaku MiniFlex X-ray Diffraction (XRD) instrument, FEI Quanta 600 Scanning 

Electron Microscope (SEM) with EBSD (Electron Backscatter Diffraction), and 

Transmission Electron Microscopy (TEM). 
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6.5 Experimental Results 

In the first NIF campaign, two shots were performed – July 2019 and February 

2020. The first shot used only face-on x-ray radiography to measure ripple growth 60 ns 

after laser drive (Fig. 6-9a) which corresponded to the theoretical peak growth according 

to Fig. 6-9b. Lineouts of each region of the target provide the final ripple amplitude and 

when compared to the initial metrology measurements, the growth factor is calculated. 

Preliminary results show that the single crystal iron, nanocrystal iron, and iron-nickel alloy 

(24wt% Ni) had growth factors of 2.6, 2.2, and 2.2, respectively. The hydrodynamic 

simulations predict a strength of 15 GPa for a growth factor of 3.0 (Fig. 6-9c), so lower 

measured growth factors result in even higher strength. Additionally, since the growth 

factors were all so similar, it can be assumed that the strength is also similar for each 

microstructure.  

 

Figure 6-9. (a) Iron RT radiograph from shot N190718-002 where red, green, and blue 

regions correspond to single crystal Fe, nanocrystal Fe, and Fe-24Ni, (b) Predicted Fe 

growth factor vs. NIF data, and (c) inferred iron strength at 350 GPa with standard PTW 

model. Measured GF is lower than this model by ~2x. 
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The second shot used both VISAR and face-on x-ray radiography, 70 ns after the 

laser drive (Fig. 6-10a). Again, lineouts of each region provided the ripple growth 

information, this time with the addition of undriven ripple region to aid in analysis. The 

radiography data for this shot was partially obstructed by gold plasma filling in the 

hohlraum, so the growth factor is still being determined. VISAR data for this shot can be 

seen in Fig. 6-10b and confirms peak pressure reached during the experiment is ~350 GPa.  

 

Figure 6-10. (a) Iron RT radiography from shot N200219-02 and (b) measured VISAR 

showing peak velocity of ~17.5 km/s which corresponds to ~350 GPa pressure. 
 

The second NIF campaign has a 4-shot allocation, the first of which occurred in 

March 2021. In this experiment, single crystal iron, nanocrystal iron, and Fe-35Ni were 

used in a similar configuration as the previous experiments. Face-on radiography (Fig. 6-

11) and VISAR were used to determine ripple growth 70 ns after laser start and pressure 

in the sample, similar to shot N200219. A higher energy backlighter was used in order to 

get higher quality data, but because of the use of a hohlraum, hold plasma again obscured 

the data. Further, more intensive, work is needed to de-noise the data and extract viable 

results. 
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Figure 6-11. N210310 radiography. Gold plasma filling is also present, complicating the 

growth factor analysis. 
 

The remaining 3 shots will be used to investigate strength dependence on orientation 

and composition in single crystal iron and iron-nickel alloys (10 – 35wt% Ni). These NIF 

shots will use the direct-drive design (Fig. 6-7c, d) described in Section 6.3 in the hope of 

getting unobscured data and the desired pressure and temperature. The first of said three 

shots occurred in May 2022. In this experiment, single crystal iron in (100) and (111) 

orientations and Fe-35Ni were used in a similar configuration as the previous experiments. 

Face-on radiography (Fig. 6-12a) and VISAR were used to determine ripple growth 55 ns 

after laser start and pressure in the sample. The direct-drive configuration caused the driven 

area to be elliptical rather than circular, so the FeNi driven region was too small to analyze. 

The remaining iron regions were analyzed using various growth factor calculation 

methods: the modulation transfer function (MTF) to adjust GF calculation by the 

backlighter diagnostic spatial resolution and step calibration to create a calibration curve 

N210310-001 

Single crystal Fe 

Nanocrystal Fe Fe-35Ni 

Undriven MTF 

ripples  

(single crystal) 
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of amplitude in PSL (photostimulated luminescence – the intensity units of the raw 

radiography data) vs amplitude in microns. These two methods produced growth factor 

data as seen in Fig. 6-12b. It is important to note that these results are very preliminary – 

much more thorough analysis of the data as well as many more post-shot simulations need 

to be conducted. At first look, however, it seems like the data align with the three stronger 

constitutive models: ε-PTW, SGx2, and SGx5. Further work on this project will be 

ongoing. The remaining two shots of this series will be conducted in June 2022 and March 

2023. 

 

Figure 6-12. (a) N220519 radiography. Driven region is seen as elliptical feature outlined 

in orange dashed line. (b) Predicted Fe growth factor vs. NIF data. FeNi driven region was 

too small to extract growth factor. GF2 and GF3 represent growth factor calculation 

method based on MTF and step calibration, respectively. Data analysis courtesy of Yong-

Jae Kim. 
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Overall, due to the lack of concrete GF data, it is still unclear how the microstructure 

of iron effects its high-pressure strength. The data so far is inconclusive, but a few theories 

are possible.  

1. Samples with an initially smaller grain size will have a higher strength than the single 

crystal counterpart, following the traditional Hall-Petch behavior. 

2. There is no strength difference between the different microstructures, similar to what 

was found in tantalum [189] at 130 GPa. In tantalum it was found that at these high 

pressures and strain rates, pressure and strain rate hardening dominate over the grain 

size effect. 

3. In-situ diffraction experiments have reported a reduction in grain size, down to ~10 

nm, during the shock-induced α-ϵ phase transformation in iron [51]. This reported 

grain size is much smaller than the initial nanostructure tested here (~100 nm) so it is 

possible that due to this phase change, the initial microstructure does not make a 

difference to the material strength. 

Chapter 6, in part, is a reprint of material as it appears in: Righi, G., Lockard, T. E., 

Rudd, R. E., Meyers, M. A., Park, H.-S. Design of high-pressure iron Rayleigh-Taylor 

strength experiments for the National Ignition Facility. Journal of Applied Physics 131 

145902 (2022). The dissertation author was the primary investigator and author of this 

paper. 
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Chapter 7: Omega EP Strength Work 

7.1 Experimental Methods 

Experiments using the Omega EP laser focused on the determination of iron 

strength at 100 GPa and various temperatures (1000 – 3000 K). Three of the four EP beams 

are used to drive the target and the fourth beam is used to illuminate a backlighter (Fig. 7-

1a). The target schematic (Fig. 7-1b) is similar to direct drive experiments at the NIF and 

radiography is also be performed to measure RT ripple growth. Using the unique pulse 

shaping capability at Omega EP, rippled iron samples were shocked and consequently 

ramped to the desired pressure (Fig. 7-2a, b). The initial delivered shock raises the 

temperature and the remaining ramped pulse increases the temperature steadily (Fig.7-2c).  

 

Figure 7-1. (a) VisRad model of experimental set up showing pointing of Omega EP 

beams on target and backlighter. (b) Target layout for shock/ramp experiments. Iron 

ripple layout will be similar to NIF design. 
 

7.2 Preliminary Experimental Results 

The measured ripple growth will be compared to 2D hydrodynamic simulations 

that predict the growth, depending on the chosen strength model (Fig. 7-2c). For different 

strength models (SG, PTW), the yield strength can differ by at least 30% during the ripple 

(a) 
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1.8 mm CPP RT package 

To VISAR 

or SIPD 

Backlighter package 



122 

 

growth for the two pulse shapes, a level these experiments should be able to measure. Yield 

strength calculations based on the Ping et al. EXAFS experiments show significant 

disagreement with other models and experiments, predicting strength ~5 times larger [160]. 

Recent MD simulations indicate that strength at 150 GPa undergo a decrease of 25% at 

higher temperatures, and also emphasize the effects of the microstructure generated at 

much lower pressures, due to the α–ε phase transition [190]. The experiments may well 

find even greater difference than predicted by existing models, an exciting result that would 

point to the importance of novel deformation mechanisms. By changing the pulse shape 

for each shot, we would be able to probe different temperature regimes in which 

deformation mechanisms can change. Herein, the low and high temperature laser drives 

are referenced as lowT and highT, respectively. These temperatures are approximately, as 

shown in Fig. 7-2c, 1,500 and 3,500 K. The corresponding growth factor predictions are, 

respectively, ~2.5 and 3.5 for the ε-PTW model. The strength predictions are 6 GPa for 

1,500 K and 10 GPa for 3,500 K. During the shot day, due to changes in the shot sequence, 

RT measurements were only taken at the high temperature condition. Further proposals 

will focus on returning to the lower adiabat drive (as shown in Fig. 7-2a) to take RT 

measurements and complete this strength investigation. 
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Figure 7-2. Hydrodynamic simulations of the OmegaEP experiments using Hydra: (a) 

pulse shape with different initial foot to control sample temperatures; (b) predicted 

pressure profile on iron sample; (c) predicted temperature and T/Tmelt changes by 

different pulse shape (indicated by line style); (d) predicted growth factor for different 

amounts of strength (indicated by line color) for high and low temperature drives 

(indicated by line style). 
 

The first shots of the day were used to confirm the laser drive using special drive 

targets (with thin aluminum (Al) coating instead of iron) and the VISAR diagnostic. The 

highT drive was stitched together fairly well, with minimal power spikes between the 

stitched pulses (Fig. 7-3a). The aluminum coating functioned as expected and provided 

velocity data at the Al-LiF interface. The peak particle velocity was ~5.5 km/s (Fig. 7-3b), 

which corresponds to a pressure of ~200 GPa. In reality, this is not solely on-Hugoniot 
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shock compression so simulations need to be used to determine accurate conditions 

achieved by ramp compression. Post-shot Hydra simulations calculate peak pressure of 

~250 GPa and 4500 – 5000 K. 

 

Figure 7-3. (a) Laser drive for s36533 where colored lines represent individual beams 

stitched together for the total drive pulse (black line). Backlighter fired at 20.3 ns which, 

due to beam delay, corresponds to delay time of 31 ns. (b) Measured free surface velocity 

from both VISAR systems compared to 1-D radiation-hydrodynamic simulations. Velocity 

behavior is similar between experiment and simulations. 
 

The remaining shots were focused on RT measurements of driven iron foils (as seen 

in Fig. 7-1). Data was taken at 4 different delay times to best capture the evolution of ripple 

growth, between 25 and 33 ns. Data quality was overall excellent considering this was the 

first ironRT campaign to use a long pulse (1 ns) slit-backlighter configuration. This type 

of backlighter, as opposed to the more commonly used micro-flag, provided a more 

monochromatic x-ray source for imaging. This helped in improving ripple contrast for iron, 

since it is a low-Z element, but a certain level of spatial resolution was also lost. Fig. 7-4 
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shows the four images that were taken, which include driven rippled iron, undriven rippled 

iron as a reference, and various calibration features (steps and knife edge).  

 

Figure 7-4. Experimental radiography data at different backlighter delay times. 
 

There are various methods to calculate the growth factor of ripples: (i) driven vs. 

undriven, (ii) modulation transfer function (MTF), and (iii) step calibration. For method 

(i), the larger rippled iron portion is split into a driven area (1.8 mm diameter) and undriven 

regions. For this campaign, there was not enough area around the driven circle to calculate 

growth factor (GF) using this method. Method (ii) uses the gold knife edge (top right black 

rectangle in Fig. 7-4a-d) to adjust the GF calculation with the backlighter diagnostic spatial 
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resolution (described in Section 6.4). Due to the loss of spatial resolution from the slit-

backlighter design, this method did not produce robust results. In method (iii), the iron 

steps (top of the target in Fig. 7-4a-d) are used to create a calibration curve of amplitude in 

PSL (photostimulated luminescence – the intensity units of the raw radiography data) vs 

amplitude in microns. This method produced robust results. Fig. 7-5 shows the measured 

data points compared to growth predictions for the ε-PTW strength model with different 

amounts of epoxy. The experiments were modeled this way due to how the target was built. 

Data is consistently higher than the curves, suggesting strength is weaker than is predicted 

by the PTW strength model (< 10 GPa). The differences between the experimental and 

simulated growth factors could be attributed to: (1) the high temperature is allowing for 

easier deformation and weaker material, (2) the iron is unintentionally melting, meaning 

the hydro simulations are not modeling this physics correctly, or (3) the constitutive model 

used in this case is not accurate and needs further development. 
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Figure 7-5. Measured (circles) and predicted growth according to ε-PTW model (lines) of 

iron ripples. Colors correspond to different amounts of epoxy. Growth is higher than 

expected meaning strength is lower than is calculated from the constitutive model. 
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Chapter 8: Summary and Conclusions 

Iron is the basis for many structural materials such as steels and high entropy alloys. 

Earth’s core is mostly pure iron but many other geophysical objects are also iron-based or 

made of an iron alloy. Thus, understanding the dynamic behavior of iron is a vital step in 

developing an understanding of the behavior of the many iron-based materials. Iron also 

undergoes high pressure phase transformations and the effect of such transformations is 

still unclear. Shock compression is a dynamic deformation process on the timescale of 

nanoseconds that is caused by the steepening of infinitesimally small shocks. These types 

of experiments can be carried out in a variety of methods, but laser-induced shock generally 

occurs at the highest strain rates and can achieve the highest pressures. There are various 

facilities that are able to perform these types of experiments, among which the NIF is the 

largest laser laboratory in the world. Laser shock can be used to induce plastic flow, 

amorphization, phase transitions, and even failure. Spallation is a failure dynamic failure 

process induced by the interactions of shock waves with a free surface. This type of failure 

behavior can be affected by microstructure, similar to material strength. However, in 

contrast to strength in conventional low strain-rate experiments, spall strength is generally 

higher in single crystal material. This behavior is due to failure being dominated by defects, 

like grain boundaries of which nanocrystalline material has plenty. The grain size effect on 

the strength of materials at ambient conditions can be described by the Hall-Petch 

relationship but at higher strain rates, other constitutive models are more accurate. For 
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example, the PTW model can be used to describe the flow stress for strain rates of 10-3 – 

1012 s-1. These constitutive relationships are used to simulate the growth of Rayleigh-

Taylor (RT) instabilities for ultra-high-pressure experiments.  

Quasistatic compression at strain rates of 10-4 s-1 and 10-1 s-1 were performed to 

determine the mechanical properties of iron at lower pressures. Under uniaxial 

compression the strength of iron clearly follows the Hall-Petch effect, with the yield 

strength increasing from 200 MPa to 1100 MPa with a grain size reduction to 100 nm.  

Under laser shock compression, spall in iron was studied to determine grain size 

and strain rate effects. The Janus laser was used to drive thin iron samples to ~80 GPa 

pressure and 106 s-1 – 107 s-1 strain rates. The spall strength was calculated based on free 

surface velocity and was found to increase with grain size – opposite to the Hall-Petch 

effect. In all microstructure cases (single, poly, and nano), spall failure was dominated by 

voids. In single crystal iron, voids nucleate at intersections of shock-induced twins while 

grain boundaries are preferentially void nucleation sites in smaller grained samples. The 

subsequent void growth and coalescence causes ductile failure that was corroborated with 

MD simulations. The large dislocation density around voids (1015 m-2 from experiments, 

1016 m-2 from MD, 1017 m-2 from analytical modeling) was also found to potentially 

increase the local temperature to near-melt. 

A laser shock campaign at the DCS was used to study phase transitions during iron 

spall. Similar trend of spall strength and grain size was found at these slightly lower strain 
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rates. The α-ε phase transition was observed during shock compression as well as the 

reverse phase transition, ε-α, during release prior to complete spall. This reverse transition 

occurred within ~8 ns which was in close agreement with Molecular Dynamic simulation 

of the experiment. At peak pressure the grain size was found to be dramatically reduced, 

which is in agreement with previous work on the subject. 

A large collaboration has been taking place for two NIF campaigns that study iron 

strength at Earth core conditions. A total of six shots were allocated, four of which have 

been performed and their analysis is also ongoing. The first shot discovered that ripple 

growth was lower than expected and therefore, strength should be higher than is predicted 

by analytical constitutive models. The subsequent two shots used the simultaneous VISAR 

platform that allowed for the exact determination of the pressure state – 360 GPa. 

Unfortunately, there is not a validated temperature diagnostic so simulations are used to 

determine temperature. Ares predicted a relatively low temperature of 2000 K which is 

much lower than the core state. The additional problem of gold plasma obscuring the 

radiography data led to the need for a direct-drive design for iron experiments. These novel 

direct-drive iron experiments were designed using two hydrodynamic codes – Hydra and 

Ares. These codes were used in conjunction to design the uniquely long NIF laser pulse 

and the layered target as well as predict the growth behavior at Earth core pressure and 

temperature. Each target layer and portion of the laser pulse was modified to determine a 

generalized effect on the final pressure/temperature state. For the experiments, the ideal 
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combination was determined to reach 350 GPa and 5000 K – making these shots the closest 

to the Earth’s core that have been conducted. This new design will be tested in upcoming 

NIF shots that will complete the two Discovery Science campaigns. The data from the first 

test of the new design is still under analysis, with preliminary results showing agreement 

to some of the available constitutive models. 

Lastly, a LaserNetUS campaign at Omega EP studied iron strength behavior at 

elevated pressure and temperature. Since Omega EP is a smaller laser facility, the 

conditions that can be achieved are lower than those achievable at the NIF, but the highly 

adjustable pulse shape allowed for unique experiments. Similar design techniques (as 

previously described) were used to perfect the pressure and temperature for further work 

on iron strength. By varying the strength of a shock at the front of the pulse shape, different 

temperatures can be achieved and so, temperature dependence on high-pressure strength 

can be investigated. A large factor of this campaign is also to validate constitutive models 

for high-pressure solid-state physics. During the experimental day, however, only the 

higher temperature case was probed. Preliminary results of these experiments find that iron 

is weaker than is predicted by the commonly used PTW model. This behavior is 

contradictory to the findings of the NIF iron RT, but still require further post-shot 

simulations.  
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