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ABSTRACT 

Nicotinamide adenine dinucleotide (NAD+) is an enzymatic cofactor with a large variety of 

crucial roles in metabolism and signaling. Perturbations to NAD+ metabolism are associated    

with a diverse set of diseases, ranging from cancer to neurological damage. As a result, NAD+ 

metabolism is an eminent topic of interest. However, the complex network of factors interacting 

with NAD+ metabolism is not completely elaborated. To clarify and investigate the regulation of 

NAD+ metabolism, genetic screens were developed to quantitate altered release of NAD+ 

precursors in yeast strains of interest. This allowed for the observation that deletion of the 

histone deacetylase (HDAC) RPD3 causes stark reduction in release of the intermediate of de 

novo NAD+ biosynthesis, QA (quinolinic acid). It was found that that Rpd3 interacts in an 

antagonistic fashion with the class III HDAC Hst1, a repressor of the de novo-mediating BNA 

genes. The two HDACs are responsible for the production of differential chromatin 

modifications at the BNA2 promoter. Moreover, Rpd3 and Hst1, along with the transcription 

activator Pho2, link the regulation of de novo NAD+ biosynthesis with regulation of genes in the 

phosphate (Pi) sensing PHO pathway.  Pi sensing was shown to interact in a variety of complex 

ways with de novo NAD+ metabolism and NR salvage, establishing a considerable degree of 

coordination between these pathways. Altogether, these results highlight a critical role for Rpd3 

as a positive regulator of de novo NAD+ metabolism.
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CHAPTER 1: An Introduction to NAD+ Metabolism 

Portions of this chapter were previously published in Frontiers in Molecular Biosciences (7)* 
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 2 

Discovery of nicotinamide adenine dinucleotide and historical context - Over a century of 

work has been applied to the elucidation of the role and significance of NAD+. NAD+ was first 

identified by Arthur Harden and William John Young, who noted that the addition of boiled 

yeast extract significantly augmented glucose fermentation by yeast cells (8). The non-heat-

sensitive factor responsible for this effect was described as a “coferment" (9) and later 

characterized as “cozymase” (10). Later, this co-enzyme was further characterized as mediating 

an early step of fermentation, and it was later determined that this “cozymase” was a redox 

cofactor, a nucleotide, and also a participant in the oxidation of acetaldehyde to alcohol (11).  It 

was later discovered that “cozymase” contains nicotinamide, is reduced via the addition of 

hydride ions, and is composed of two bases, two pentose sugars, two phosphates (12). The 

chemical mechanism of NAD+ as a redox cofactor was demonstrated to proceed via the addition 

of hydride and reduction of a double bond in the nicotinamide moiety of NAD+ (13).The 

fundamental role and structure of NAD+ as a glycolytic electron carrier was hereby established.  

NAD+ and its reduced form NADH are essential redox cofactors with wide-ranging and 

significant roles in the cell. NAD+ is well known as an electron carrier in core metabolic 

pathways, as in glycolysis, oxidative phosphorylation, and beta-oxidation of fatty acids. NAD+ 

also serves as a co-substrate in several non-redox reactions, such as sirtuin-mediated protein 

deacetylation, which regulates the activity of many target proteins including histones. Sirtuins 

are Sir2 family proteins (class III histone deacetylases, HDACs) the activity of which depends on 

NAD+ (14-16). In addition, NAD+ is also consumed by the poly-ADP-ribose polymerases 

(PARPs). In humans, the PARP enzymes were identified as DNA-dependent catalysts of ADP-

ribosylation (17). It was later discovered that NAD+ served as the substrate for this ADP-

ribosylation reaction (18). PARP-dependent ADP-ribosylation of proteins is initiated in response 
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to DNA damage, specifically for the purpose of ADP-ribosylation during base excision repair of 

single-strand breaks (19). NAD+ is also consumed by CD38, a cell surface NAD+ glycohydrolase 

(an ectonucleotidase) Although its biological function is not completely understood, CD38 

activation has been shown to cause NAD+ decline in several cell/tissue types and CD38 

inhibition is able to restore NAD+ (20,21).  Consequently, NAD+ has a multifarious and highly 

important influence on cellular health, affecting an extensive suite of processes, including: DNA 

repair, central metabolism, circadian rhythms, meiosis and lifespan (22-28). Owing to its 

centrality in cellular homeostasis, defects in NAD+ metabolism are often associated with a 

variety of disease states, seen in diabetes, neurological disorders, and various cancers (23-27,29-

42). Administration of NAD+ precursors such as nicotinamide mononucleotide (NMN), 

nicotinamide (NAM), nicotinic acid riboside (NaR), nicotinamide riboside (NR), and 

dihydronicotinamide riboside (NRH) has been shown to increase NAD+ levels and ameliorate 

associated deficiencies in various model systems and in humans (24,26,28-32,34,35,37,43-57). 

However, the molecular mechanisms underlying the beneficial effects of NAD+ precursor 

treatments are not completely understood. For this reason and due to the key role performed by 

NAD+ in the maintenance of cellular health, it is of vital importance to understand how the cell 

synthesizes and regulates its NAD+ pool. 

Pathways of NAD+ biosynthesis - NAD+ biosynthesis pathways are largely conserved from 

bacteria to humans with a few species-specific differences. Overall, the cellular NAD+ pool is 

maintained by three major pathways: 1) de novo synthesis; 2) salvage from NA-NAM; and 3) 

salvage from NR. These pathways converge at several different points and consume cellular 

pools of ATP (adenosine triphosphate), phosphoribosyl pyrophosphate (PRPP), and glutamine 

(58,59). Specific NAD+ intermediates also contribute to other biosynthesis pathways or have 
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signaling functions, and have diverse biological activities in humans (22,38,58-63). Therefore, 

cells must maintain these metabolites in a controlled manner to promote their fitness and survival 

in response to various growth conditions.  

Under NA abundant conditions, such as in most yeast growth media, NA/NAM salvage is 

the preferred NAD+ biosynthesis route (64).  The first step in the elaboration of the NA/NAM 

salvage pathway was made in 1938, when Conrad Elvehjem identified “black tongue factor”, 

effective in the prevention of canine pellagra symptoms, as NAM and NA (65) and later 

demonstrated the dependence of NAD+ biosynthesis on Niacin (66). NAD+ biosynthesis from the 

NAM derivative NMN was first demonstrated by the addition of NMN and ATP to yeast lysate 

(67), although in budding yeast this occurs as part of the NR salvage pathway (68). Later, the 

steps of the NA/NAM salvage pathway were worked out in erythrocytes by Jack Preiss and 

Philip Handler, after whom the pathway is sometimes identified as the “Preiss-Handler 

pathway.” NA may be converted to NAD+ via NaMN and NaAD (69,70). In budding yeast, the 

pathway proceeds from NAM to NA via deamidation by Pnc1 (71), from NA to NaMN via 

phosphoribosylation carried out by Npt1 (16), then from NaMN to NaAD via adenylation by 

Nma1 and Nma2 (72,73); lastly, NaAD is converted into NAD+ by Qns1 (74). NAM is produced 

from many NAD+ consuming reactions including sirtuin mediated protein deacetylation (14-16).  

Humans lack a functional homolog for Pnc1; instead, NAM may be converted into NMN by 

NamPRT, which then becomes NAD+ via NMNAT (29). Interestingly, recent studies show that 

microbiota in the gut may assist the conversion of NAM to NA by bacterial nicotinamidases 

(75), which suggests NAM salvage to NA may also take place in humans with the aid of gut 

bacteria. 
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NR was later identified as another precursor for NAD+ (76). Salvage of NAD+ from NR 

may proceed by two routes, the first being its conversion into NAM via Urh1, Meu2, and Pnp1 

(45), corresponding to entrance into the NA/NAM salvage pathway. The second relies on 

phosphorylation of NR to NMN by Nrk1 (76), followed by conversion into NAD+ by 

adenylation by Pof1 and Nma1/Nma2 (68). The NR salvage branch may confer flexibility in part 

due to compartmentalization of enzymes and precursors in this pathway (5,22,58). Moreover, 

yeast cells release and re-uptake small NAD+ precursors such as NA, NAM, QA and NR 

(68,77,78). Specific transporters Tna1 (for NA and QA) (79,80) and Nrt1 (for NR) (81) are 

responsible for the uptake of NAD+ precursors whereas the mechanisms of precursor release 

remain unclear. It has been suggested that vesicular trafficking may also play a role in the 

movement of NAD+ metabolites  (22,58,77). 

Lastly, the de novo pathway of NAD+ biosynthesis, also known as the kynurenine (KYN) 

pathway of tryptophan (TRP) degradation, in budding yeast is facilitated by the BNA 

(Biosynthesis of Nicotinic Acid) genes under aerobic conditions (82). De novo metabolism in 

budding yeast and higher eukaryotes begins with conversion of TRP into NFK (83). This step is 

mediated by Bna2 in budding yeast (82). This is followed by the conversion of NFK to KYN via 

Bna7 (84), KYN to 3-HK via Bna5, then 3-HK to 3-HA via Bna4 (82). 3-HA is then converted 

into 2-amino-3-carboxymuconic semialdehyde by Bna1, followed by spontaneous cyclization to 

QA (85). Finally, Bna6, alternately referred to as Qpt1, transfers the phosphoribosyl moiety from 

PRPP to QA, resulting in the formation of NaMN, at which point the de novo pathway merges 

with NA/NAM salvage (82,86).   

Budding yeast may serve as a tractable and comparatively simpler model for the study of 

de novo metabolism in humans, which is largely conserved between the two species (87). De 
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novo metabolites have a complex and vast connection with immunity, inflammation, infection, 

nutrient sensing, and a wide variety of other pathways in the human cell (7). Study of the de novo 

pathway is therefore a crucial part of understanding each of these relations.  

Activation of IDO1 and de novo pathway during inflammation - As briefly discussed above, 

de novo pathway metabolites play important roles in immune regulation. The synthesis of de novo 

pathway metabolites is also tightly controlled by the immune system (36,61,88-90). Here, we 

further discuss the interconnections of the de novo pathway activity, inflammation, immunity, and 

NAD+ metabolism.  

The first and rate-limiting step in the de novo pathway is the conversion of TRP to N-

formylkynurenine (NFK), which is then converted to KYN and later other de novo metabolites 

(91,92). This NAD+ synthesis-associated TRP catabolism is initiated by tryptophan 2,3-

dioxygenase (TDO) and/or indoleamine 2,3-dioxygenase (IDO). Among the many cell types that 

express de novo pathway enzymes, TDO is expressed highly in liver.  There are two isoforms of 

IDO (IDO1 and IDO2) in mammals. IDO1 is broadly expressed in various type of tissues 

whereas IDO2 has a restricted pattern of expression (61,90). The activity of IDO1, is stimulated 

by a variety of pro-inflammatory signals, chief among which is interferon-γ (IFN-γ). 

Mechanistically, IFN-γ downregulates the production of the adapter molecule DAP12, an event 

strongly associated with raised IDO1 activity in dendritic cells, leading to the endogenous 

production of KYN (93). IDO1 may also be activated to a comparatively lesser degree by a 

variety of pro-inflammatory cytokines and factors including lipopolysaccharide (LPS), tumor 

necrosis factor (TNF), platelet activating factor (PAF), and other interferons (94-101). It has 

been reported that TNF-α and IFN-γ cooperate synergistically in the promotion of IDO1 activity 

(102). On the other hand, IDO1 expression is reduced by anti-inflammatory cytokines such as 
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interleukin 4 (IL-4) and interleukin 13 (IL-13) (103,104). Kupffer cells were also seen to 

upregulate IDO1 in response to the administration of IFN-γ, leading to raised KYN levels (105).  

In addition, intracellular QA levels increase dramatically in response to immune stimulation in 

macrophages, microglia, dendritic cells, and other cells of the immune system. For example, 

injecting the hippocampus of rats with LPS results in a marked increase of QA levels in all 

compartments of the spleen that persists for several days. Injection of LPS also resulted in the 

recruitment of a large number of macrophages and microglia to the brain, where, surprisingly, 

very few cells displayed raised QA levels. This suggests that the brain balances the production of 

immunosuppressive de novo metabolites and the restoration of depleted NAD+ levels with the 

neurotoxic QA (106). As precursors for NAD+, it is likely that a portion of QA and KYN 

metabolites are directed towards replenishing cellular NAD+ levels in response to inflammation 

and infection. Detailed mechanisms await to be further studied. 

NAD+-consuming enzymes also play an important role in inflammation. The NAD+-

dependent sirtuin proteins may serve as an example. One major feature of the inflammatory 

response is high energy consumption, which results in changes of the NAD+/NADH redox ratio. 

It has been shown that the sirtuins sense the changes of intracellular NAD+/NADH ratio to regulate 

inflammatory response (107-109). It has also been shown that NAMPT, the rate-limiting enzyme 

for NAD+ synthesis from NAM, is readily induced in neutrophils and macrophages by infections 

or pro-inflammatory cytokines and mediators (110). A switch of NAD+ synthesis from NAMPT-

dependent salvage to IDO1-dependent de novo synthesis was observed in sustained immune 

tolerance. Mechanistically, it was suggested that activation of de novo NAD+ synthesis 

supplemented the nuclear NAD+ pool, which prolonged SIRT1 mediated repression of 

inflammatory gene (111). CD38 is a major NAD+-consuming enzyme responsible for the age-
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related NAD+ decline (20,21). It has been shown that CD38 expression increases during aging in 

mouse metabolic tissues such as the white adipose tissue (WAT) and liver. Recent studies showed 

that inflammation increases CD38-mediated NAD+ degradation activity, which decreases NAD+. 

The increase in CD38 in metabolic tissues during aging is likely mediated by accumulation of pro-

inflammatory M1-like macrophages that also express CD38 (41,42). 

In immune cells, as in most non-liver tissues, TRP catabolism is initiated by IDO. This 

enzyme is ubiquitously expressed and has affinity for substrates other than TRP, including 5-

hydroxytryptophan and serotonin (61). IDO1-mediated TRP catabolism in the host 

microenvironment occupied by parasites, viruses, and bacteria has been seen as a way to curb their 

proliferation (112). However, immune cells can also contribute to TRP degradation during 

nonpathogenic inflammation, indicating that IDO1 has a broader spectrum of activity on immune 

cell regulation (113). Since an unrestrained immune response is detrimental to cells, IDO1 

expression is highly regulated in the immune system. IDO1 expression is stimulated by pathogens- 

and host-derived signals including pro-inflammatory cytokines (e.g. IFN-γ) and endotoxins (e.g. 

LPS), which can also be inhibited by anti-inflammatory cytokines (114-116). IDO1-dependent 

TRP degradation promotes an immunosuppressive environment by the production of TRP 

metabolites with immune activity, as well as by triggering an amino acid-sensing signal in cells 

due to TRP depletion (61). Therefore, this pathway has emerged as a rate-limiting step for 

metabolic immune regulation. 

Immune activation and suppression by the de novo pathway metabolites - Control of TRP 

metabolism by IDO in dendritic cells (DCs) has been suggested to be a regulator of innate and 

adaptive immune responses (88). De novo metabolites suppress the activity of various immune 

cells including dendritic cells and macrophages in mice (88). Antigen tolerance is mediated by 
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IDO1 activity in T cells (117) as well as in dendritic cells (118). It has been shown that both 

KYN metabolites and IDO1 can initiate tolerogenesis by dendritic cells and that IDO-mediated 

KYN production in DC leads to the proliferation of regulatory T cells (Tregs) (88,93,119). 

Positive feedback also occurs wherein IDO1 activity in DCs promotes the emergence of 

regulatory T cell phenotypes in CD4+ T cells, which itself then stimulates further IDO1 activity 

in DCs (120,121). It is suggested that these effects are mediated at least partly by KYN 

activation of aryl hydrocarbon receptor (AhR), a ligand-activated transcription factor expressed 

in cells of both innate and adaptive immune systems (122). Several de novo pathway metabolites, 

including KYN, 3-HK, and 3-hydroxyanthranilic acid (3-HA), promote apoptosis and 

consequently may serve to combat the proliferation of infectious pathogens (123). 3-HA also 

promotes the production of transforming growth factor b (TGF-β), which further drives T cells 

toward regulatory phenotypes (95,120). 3-HA also appears to suppress glial cytokine expression 

during inflammation, while it increases the expression of the antioxidant and anti-inflammatory 

enzyme, hemeoxygenase-1 (124). 

The stimulation of de novo pathway activity during inflammation also depletes cellular TRP 

stores and thereby reduces the amount available for conversion to other metabolites such as 

serotonin and melatonin (62). Infections, stress, and dietary intake all contribute to the usage of 

TRP in de novo metabolism, limiting its availability for serotonin biosynthesis (120). As a 

neurotransmitter, serotonin is involved in the regulation of the central nervous system, the 

cardiovascular system, and many other processes in the body (125), while melatonin affects a 

range of phenotypes including oxidative stress response, mitochondrial metabolism (126), and 

circadian rhythms (127). Moreover, a recent study in yeast showed that overexpression of BNA2 

(BNA2-oe) increased flux through the TRP-producing shikimate/aromatic amino acid biosynthesis 
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pathways, leading to reduced lipid droplet formation in aging cells due to depletion of necessary 

precursors (128). Interestingly this study also showed that BNA2-oe-induced life span extension 

and reduced lipid droplet formation is independent of NAD+ production. 

Physiological roles of the de novo pathway metabolites - Aberrations in de novo pathway 

metabolites are found in a variety of diseases and are often related to inflammation and oxidative 

stress in the affected tissues.  Dysregulation of these metabolites has been implicated in 

neurodegenerative and neurological disorders, as well as in psychiatric diseases such as 

depression and schizophrenia (36,61,88-90). For example, QA, KA, and 3-HK, have all been 

shown to be related in some capacity to neurological health (109,129). QA is neurotoxic, an 

agonist of the NMDA receptor, which ordinarily binds glutamate. High levels of QA result in 

hyperactivation of this receptor and excitotoxicity, as well as glutamate toxicity due to excessive 

glutamate release from astrocytes and inhibited glutamine synthetase function (100). QA in 

complex with Fe3+ also results in oxidative damage to lipids (100,130,131).  Elevated QA levels 

have previously been identified in cases of HIV-associated neurological damage (132), 

Alzheimer's disease (133), multiple sclerosis (134,135). Conversely, KA is generally 

neuroprotective, tending to decline in Huntington's disease (136). The effect of KA opposes that 

of QA in acting as an antagonist of the NMDA receptor and other glutamate receptors, as well as 

of the α-7 nicotinic acetylcholine receptor (137). However, raised KA levels are also associated 

with neurological dysfunction, seen in a variety of cases ranging from Alzheimer's disease (138) 

to Down's syndrome (139). Increased 3-HK levels are associated with Alzheimer's disease (140) 

and, like QA, 3-HK's neurotoxic effects are associated with free radical generation (141). Indeed, 

elevated levels of both 3-HK and QA are a feature of Huntington's disease as well (142-144). 3-

HK and 3-HA, however, have also been shown to reduce the cytokine-induced destruction of 
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neurons (124). It is therefore important for cells to effectively regulate flux through the de novo 

pathway and balance the levels of each intermediate produced.  

Alterations in the de novo pathway metabolism have far-ranging effects on many other 

aspects of host health as well. The de novo pathway has, for instance, a significant influence on 

the liver. Activation of lipid oxidation and mitochondrial proliferation in the livers of rats resulted 

in increased serum levels of TRP, downstream de novo metabolites, and NAM, altogether 

indicating that mitochondrial activity in hepatocytes is strongly correlated with de novo 

biosynthesis of NAD+. It was also seen however that this resulted in reduced levels of IDO1 

expression, while the KYN/TRP ratio was negatively correlated with mitochondrial function 

(145); this suggests other forms of TRP metabolism may also play a role. Further, heightened 

hepatic and adipose tissue expression of IDO1 is observed in obese individuals (146). Moreover, 

liver has a central role in modulating systemic TRP levels because hepatocytes are the only cell 

types that contain all the components for any branch of de novo metabolism (147).  

IDO1 expression is limited to particular cell types, among which are a variety of immune 

cells described in the beginning of this section, as well as the smooth muscle cells of the 

cardiovascular system (99). A second IDO isoform, IDO2, is expressed in the human liver, spleen, 

kidney, and brain, though not in the heart (99,148). IDO2 appears to be constitutively expressed 

and does not respond to inflammatory signals in the manner of IDO1 (149). The reliance of the 

heart and vasculature on IDO1 may make the influence of the immune system on cardiovascular 

de novo metabolism activity particularly significant. IDO1 is also expressed in tumors and lymph 

nodes, which help create an immunosuppressive microenvironment both by depleting TRP and by 

accumulating immunosuppressive de novo metabolites. It has been suggested that IDO1 

expression produced de novo metabolites contribute to the escape of the immune response by 
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binding to and activating AhR, a primary receptor of de novo metabolites (150,151). High levels 

of IDO have also been detected in many types of tumors associated with poor response. Owing to 

its role in immunosuppression, IDO has also been proposed to be a target of cancer therapy 

(152,153) 

Impact of infection on de novo pathway metabolites - It has been increasingly seen that de novo 

pathway metabolite homeostasis is disrupted during infection. As noted previously, there is a well-

established association between host immunity and flux through the KYN pathway, while several 

pathogens themselves and their mechanisms of infection have also been shown to induce 

alterations in de novo pathway metabolism. Most studies centered on the toxicity, protective 

effects, and/or immunosuppressive effects of the de novo pathway metabolites. It is unclear 

whether NAD+ levels were also significantly altered in the host cells by specific pathogens in some 

of these studies.  

Toxoplasma gondii appears to reduce traffic through the de novo pathway by the 

phosphorylation-mediated degradation of IDO1. The mechanism appears to involve AKT-

mediated phosphorylation signaling cascade. After infection by T. gondii, IDO1 levels decline, 

presumably resulting in reduced levels of KYN. It appears that supplementation with KYN and 

the KYN analog teriflunomide hinders the establishment of T. gondii infection, as does the 

production of free radicals (154). As noted previously, the de novo pathway intermediates 3-HK 

and QA are known to stimulate free radical production. This leaves the question of whether and in 

what manner de novo pathway activity may be protective against toxoplasmosis, which, like 

perturbations of de novo pathway metabolism, is often associated with neurological disorders 

(155). 3-HK has been shown to stimulate apoptosis by the production of oxidative stress, the 

crosslinking of proteins, and the inhibition of the respiratory electron transport chain (156). 
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Majumdar et al. hypothesize that the activation of apoptotic pathways by de novo metabolites is 

one factor responsible for host resistance to T. gondii infection (154). 

Infection by Borna disease virus (BDV) also results in dysfunctional de novo pathway 

metabolism. BDV, like T. gondii, is well known to cause neurological damage. Formisano, et al. 

investigated the BDV-alone vs. immune-mediated consequences of infection by examining both 

adult and neonatal rats (157). The authors identified a modest increase in IDO1 expression in the 

cerebellum and hippocampus of neonatal rats during infection, while immune competent adult rats 

show a marked increase of IDO1 expression in the cerebellum and hemispheres of the brain. 

Expression of KATII, the main enzyme of neural KYN biosynthesis, is increased in the brain tissue 

of neonatal, but not adult rats. Levels of KYN monooxygenase (KMO), which produces 3-HK 

from KYN, in both adult and neonatal rats are elevated compared to mock-infected animals. 

Neonatal rats exhibit raised levels of QA in the hippocampus and striatum, with no changes of 

KYN levels in brain tissue (157). This may hint at a possible consequence of BDV-altered de novo 

metabolism being the production of excess neurotoxic QA. In any event, an immune-independent 

role of BDV in the manipulation of de novo pathway metabolism is clear. In addition, both adult 

and neonatal rats experience adverse neurological effects from BDV infection. It is therefore likely 

that at least part of the means by which BDV harms neurological health may occur by way of 

direct influence on de novo pathway metabolism, with different effects observed depending on 

immune mobilization. 

Aberrations of de novo pathway activity also appear to be associated with infection by the 

SARS-CoV-2 coronavirus responsible for COVID-19. Raised serum levels of KYN and KA were 

noted in COVID-19 patients which, interestingly, correlated with serum levels of interleukin-6 

(IL-6), a hallmark of SARS-CoV-2 infection. This relationship may be explained in part by the 
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pro-inflammatory character of several de novo metabolites, or by the stimulation of certain de novo 

pathway enzymes (e.g. IDO1 activity promoted by IFN-γ) by inflammation. This is concomitant 

with reduced levels of TRP and its other metabolites, such as serotonin, suggesting that cellular 

TRP stores are shunted through the de novo pathway in SARS-CoV-2 infected cells, which may 

be related to the "cytokine storm" seen in severe cases (158). 

The de novo pathway also appears to play a key role in human immunodeficiency virus 

(HIV) pathogenesis. An HIV-infected group of Subsaharan Africans showed altered de novo 

pathway metabolism relative to a non-infected control group, displaying reduced TRP levels, 

raised KYN and NAM levels and, most notably, an approximately 20-fold increase of QA (159). 

Increases of cellular QA concentration, though less significant, have also been associated with 

HIV infection elsewhere, with the distinction that the groups surveyed were drawn from developed 

countries (132,160,161). QA, being a potent neurotoxin, may in part explain the neurological 

damage associated with the progression of HIV infection (162). Raised KYN concentration is also 

negatively correlated with CD4 levels (159,163). The KYN/TRP ratio in HIV-infected women is 

increased relative to healthy volunteers, rises with age, and is negatively correlated with platelet 

count (163). In contrast to its protective effect against neurological problems, a high KYN/TRP 

ratio appears to be associated with aging and the progression of HIV, though of course this is 

confounded by a likely concomitant rise of QA. Altogether, this suggests a mechanism by which 

HIV promotes flux through the de novo pathway, thereby increasing the cellular levels of these de 

novo metabolites. 

Hepatitis C virus (HCV) is also known to dysregulate de novo pathway metabolism during 

infection. In patients coinfected with HIV and HCV, levels of KYN, an immunosuppressant, are 

significantly elevated, together with the KYN/TRP ratio. Raised KYN levels are also positively 



 

 15 

correlated with fibrosis of the liver and with insulin levels under these conditions. After successful 

HCV treatment with IFN-γ/ribavirin, KYN levels remained elevated (164). Another group 

confirmed that HIV/HCV coinfection raises the KYN/TRP ratio relative to other surveyed groups 

(non-infected, HIV monoinfected) and that this ratio is positively correlated with liver stiffness 

(163). HCV patients with and without cirrhosis also display increased levels of IDO1 activity, 

which appear to stabilize after treatment (165). 

Further, a link has been established between the development of several severe viral 

pathologies of the central nervous system and dysregulated de novo metabolism. The development 

of subacute sclerosing panencephalitis (SSPE) after measles infection was associated with 

significantly raised QA levels in cerebrospinal fluid. Patients with bacterial and viral meningitis 

displayed even more drastic phenotypes, with QA levels raised by approximately an order of 

magnitude compared to uninfected control patients. SSPE patients, however, did not show 

significantly altered KYN/TRP ratios (166). Moreover, infection of mice with hamster neurotropic 

measles virus leads to the development of encephalitis as well as a marked increase in levels of 

QA and 3-HK (but again, not KYN) in the hippocampus (167). 

A significant number of infectious fungi have also been noted to alter host IDO activity, both 

positively and negatively, suggesting a nexus between these infectious agents, KYN/TRP 

metabolism, and the host immune response (168). Interestingly, it has recently been discovered 

that loss of the native IDO genes of the fungus, Aspergillus fumigatus, redirects TRP catabolism 

into a pathway mediated by the aromatic aminotransferase AroH, which generates indole acetate 

and indolepyruvate (168). Mice were also shown to be more vulnerable to infection by A. 

fumigatus fungi lacking IDO, while mice without IDO1 displayed a similarly increased 

susceptibility to infection. The authors also noted raised inflammation after infection with fungi 
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lacking IDO genes vs. wild-type controls, which was hypothesized to be due to production of AhR 

ligands by way of the indole pathway. Indeed, deletion of AroH/I reduces the virulence of A. 

fumigatus. Altogether, this suggests a state of homeostasis evinced between the host and fungus, 

downregulating immune signaling and inflammation through de novo pathway activity (169). 

Regulation of de novo NAD+ metabolism - The foregoing discussion has attempted to identify 

the reciprocal connections between various signaling pathways and the production of de novo 

pathway metabolites, with a particular focus on their modulation by infection, whether due to 

inflammatory stress produced by infection or hijacking of host signaling by pathogens. It now 

remains to trace a general network of the signals known to affect de novo pathway activity and 

associated de novo NAD+ metabolism. Several NAD+ homeostasis regulatory factors have been 

identified in yeast, which include transcriptional control, feedback inhibition, nutrient sensing, and 

enzyme or metabolite compartmentalization (5,59,68,77,78,170-175). In this section, we discuss 

stress and nutrient signaling pathways that have been suggested to modulate de novo NAD+ 

metabolism in yeast and in higher eukaryotes. Some of these factors may serve as potential targets 

of infectious pathogens and immune stimulation. 

In budding yeast, activity of de novo NAD+ metabolism is also known to be sensitive to 

levels of micronutrients such as certain metal ions. Both copper depletion and copper stress in 

particular were seen to elevate BNA gene expression above levels observed under standard 

conditions (78,176). In the latter case this is likely mediated by the copper-sensing transcription 

factor Mac1, here serving as a co-repressor, which is inhibited in the presence of excess copper 

(177). The causal influences underlying increased BNA expression under copper depleted 

conditions are more elusive and likely do not depend on Mac1 given its propensity for activity 

under copper limiting conditions. However, iron transport in S. cerevisiae depends on cellular 
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copper levels, which results in reduced intracellular iron levels in the absence of copper (178,179). 

This may therefore indicate a potential link between iron homeostasis and de novo NAD+ 

metabolism as well. In fact, it has been observed that deletion of CCC2, an intracellular copper 

transporting ATPase, leads to raised BNA2 and BNA4 expression under low copper conditions and 

reduced levels under high copper conditions. Deletion of another copper chaperone protein, ATX1, 

produces opposite results, wherein BNA induction occurs in copper-rich conditions but is repressed 

under copper-limited conditions (176). Both Atx1 and Ccc2 are required for the mode of copper 

transport that later facilitates iron transport. Atx1 is a copper chaperone that passes copper from 

Ctr1, its membrane transporter, to Ccc2, where it is later inserted into Fet3 in order to enable high 

affinity iron transport (180). Wild type cells conversely show induced BNA expression under both 

conditions (78). This is especially interesting in light of the requirement of iron for the catalytic 

activity of 3-hydroxyanthranilate-3,4-dioxygenase (HAAO; human homolog of Bna1) (181) and 

the marked stimulation of Bna1 activity by iron supplementation (182), together with the 

generation of oxidative stress by QA in the presence of iron (183), the latter of which in particular 

may make the down-regulation of de novo activity in the presence of iron (corresponding to up-

regulation in its absence) a significant factor for cell function. Both copper and iron are capable of 

producing oxidative stress (179), making the homeostasis of these two metals, considered together 

with oxidative de novo pathway intermediates like the 3-HK or the aforementioned QA, an 

important factor to regulate. The connection between de novo and metal ion homeostasis is 

therefore significant and may be an additional factor contributing to the dysregulation of de novo 

metabolism in disease states.   

De novo NAD+ biosynthesis is also shown to be stimulated by adenine limitation (59). This 

occurs due to flux through the de novo adenine biosynthetic pathways resulting in raised levels of 
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the intermediate 5-aminoimidazole-4-carboxamide ribonucleotide (AICAR).  AICAR then 

promotes Bas1-Pho2 complex formation, which serves as a transcriptional activator for the BNA 

genes of de novo NAD+ biosynthesis (59). This links de novo NAD+ production not only to purine 

metabolism, but possibly to phosphate sensing as well, as AICAR also promotes the formation of 

the Pho2-Pho4 complex (184), a transcriptional activator of PHO pathway targets, which are 

expressed under phosphate depleted conditions. The sharing of Pho2 between these two complexes 

is a particularly interesting point which may have implications for the sensitivity of de novo NAD+ 

metabolism to cellular phosphate levels. 

The de novo pathway is inactive under anoxic conditions, due to the oxygen dependence of 

the reactions mediated by Bna2, Bna4, and Bna1 (82,185). It is also known that heme is necessary 

for the activity of mammalian IDO. Heme appears to be a limiting factor for de novo NAD+ 

biosynthesis, as heme titration by apo-myoglobin significantly reduces IDO1 activity (186). IDO1 

binding to heme is also influenced by iron, with iron supplementation significantly raising IDO1 

activity (187). Moreover, the oxidation state of iron is also an important factor in IDO1-heme 

interaction, with IDO1 showing approximately 10-fold greater affinity for heme in the presence of 

ferrous (Fe2+) vs. ferric (Fe3+) iron (186). This may possibly lead to downregulation of de novo 

metabolism under conditions of oxidative stress, a strategy that would prevent the further 

production of oxidative de novo intermediates such as 3-HK and QA. IDO2 may also negatively 

regulate de novo metabolism activity in some contexts due to competition with IDO1 for heme 

(188). Like IDO1 (186), Bna2 may also require heme for its function due to the high degree of 

homology between the two enzymes and the ability of IDO1 to complement Bna2 function in 

budding yeast (189). This would indicate a close link between de novo metabolism and 

mitochondrial respiration, both of which require oxygen and, putatively, heme. Indeed, Bna4 
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localizes to the mitochondrial outer membrane and links de novo NAD+ metabolism with 

mitochondrial function (190). Deletion of KMO (yeast Bna4) was seen to suppress polyQ-

mediated cytotoxicity (191). It appears that this is dependent upon the accumulation of de novo 

intermediates downstream of Bna4, namely 3-HK and QA (191). Bna4 inhibition reduces the 

levels of these compounds as well as cytotoxicity and production of ROS (192). Moreover, in 

mouse models of Alzheimer's and Huntington's diseases, the inhibition of KMO (Bna4 in yeast) 

was confirmed to protect against neurodegeneration (144,193).  

A genetic screen also revealed that Bna4 is a flavoprotein, binding to flavin adenine 

dinucleotide (FAD+) (194). This may link the biosynthesis of FAD+ and NAD+ and make de novo 

NAD+ biosynthesis sensitive to cellular FAD+ levels, consequently integrating the factors involved 

in the regulation of FAD+ metabolism with the regulation of NAD+ metabolism. Interestingly, 

NAD+ and FAD+ metabolism have elsewhere been seen to be connected; it is known that NAD+ 

inhibits the activity of FAD pyrophosphatase and prevents FAD degradation (195). Pyridoxal 5-

phosphate (PLP) is also known to be required as a cofactor for kynureninase (Bna5) (82,185) and 

kynurenine oxoglutarate transaminase (KYN aminotransferase, Bna3) (84,185). Although the 

latter is not strictly part of the de novo pathway, it converts KYN to KA and may therefore 

influence the levels of de novo intermediates and flux through the pathway. This could potentially 

connect de novo metabolism with factors involved in pyridoxal biosynthesis, which requires 

intermediates of glycolysis and the pentose phosphate pathway, along with ammonia (196). 

Pyridoxal kinase, involved in pyridoxal salvage by phosphorylating it to PLP (along with the 

respective phosphorylation of pyridoxine and pyridoxamine), is inhibited by a variety of common 

compounds, among which are caffeine, theobromine (197), dopamine (198), and various 

pharmaceuticals (196). The requirement of PLP as a cofactor of kynureninase (Kynu) (199) and 
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KYN aminotransferase (KAT) (200) is conserved in human. The pathways enumerated above may 

therefore indicate some avenues by which a ramifying network of signals is connected with the 

regulation of de novo NAD+ metabolism. 

Histone deacetylases and epigenetic regulation of de novo NAD+ metabolism - In budding 

yeast, de novo NAD+ biosynthesis activity is normally repressed under NAD+ replete conditions 

wherein NA/NAM salvage activity is high. Silencing of the de novo pathway BNA genes is 

mediated by the NAD+-dependent sirtuin Hst1 and associated co-repressor complexes. During 

NAD+ depletion, the BNA genes are de-repressed due to loss of Hst1 activity leading to NAD+ 

synthesis from the de novo branch (78,170). Hst1 has also been shown to interact with Mac1, 

which is not recruited to the BNA2 promoter in the absence of Hst1 (78). In addition, the 

eponymous yeast sirtuin Sir2 has been seen to negatively regulate BNA1 (201). This establishes a 

role for sirtuins in mediating epigenetic regulation of the de novo pathway.  

The sirtuins of budding yeast are additionally known as class III HDACs, distinguished 

by their requirement for NAD+ to mediate their catalytic activities (25). Sir2 (Silent Information 

Regulator 2), the namesake of this class of HDACs, was first discovered as a repressor of the 

silent mating type loci (202,203). In addition, Sir2 is known foremost as a repressor of rDNA 

loci (204)  and telomeric regions (205,206). First among the class III HDACs, Sir2 was later 

discovered to require NAD+ in order to carry out HDAC activity (15). and to be non-

competitively inhibited by NAM (207-209). As a fellow sirtuin, Hst1 exhibits many of the same 

properties as Sir2. It requires NAD+ for its catalytic function (210) and is inhibited by NAM 

(173). Indeed, of all other budding yeast sirtuins it shows the greatest level of amino acid identity 

with Sir2 (211,212) and there is evidence that Hst1 may sometimes overtake the role of Sir2 in 

its absence (210,213). Hst1 interacts with Sum1 as part of the Hst1-Sum1-Rft1 complex 
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(210,214,215). Sum1 specifically is responsible for recruiting Hst1 to chromatin (214), while 

Rft1 is required for interaction between Sum1 and Hst1 (215). In addition to its role as a 

regulator of de novo NAD+ metabolism (78,170), Hst1 has also been seen to regulate meiosis 

(214), telomere maintenance, and central metabolism (216). Among the known histone targets of 

Hst1 are H3K4 (217), H4K5, and H4K12 (218), and it may also deacetylate H4K16 in the 

absence of Sir2 (210,213). 

Class I includes Rpd3-like HDACs, while class II is composed of the Hda1-like HDACs 

(219). These two HDACs were the earliest identified in budding yeast (220). Rpd3 is a global 

deacetylase (221) and is found in two distinct forms: the Rpd3L complex and the Rpd3S 

complex (220,222,223). The core Rpd3 proteins, shared between the two complexes, are the 

catalytic Rpd3 subunit itself, the Sin3 scaffolding protein (224), and Ume1 (223). Unique to 

Rpd3L are the following: Pho23, Sap30, Sds3, Cti6, Rxt2, Rxt3, Dep1, Ume6, and Ash1 (222). 

Rpd3L is typically active in the promoter region of its target genes (225,226) and may be 

recruited to a wide variety of targets by several means: by sequence-specific binding of Ume6 

(222,227), by sequence-specific binding of Ash1 (222,228), or by recognition of Set1-dependent 

di- (229) and trimethylation of H3K4 (230,231). Rpd3L has further been seen to interact with 

Whi5, Stb2, and SBF during recruitment (232). On the other hand, the Rco1 and Eaf3 subunits 

are unique to Rpd3S (223). Rpd3S is typically active within the open reading frame of target 

genes (223,226) and may be recruited by the binding of Eaf3 and Rco1 to methylated H3K36, 

carried out by Set2 (233).   

HDACs most often act as repressors of gene expression by removing acetyl modifications 

from the core histone proteins (234,235), although Rpd3 in particular has also been associated 

with the activation of gene expression (201,221,236,237). Indeed, both Rpd3L and Rpd3S may 
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serve as either positive or negative regulators dependent on context (238,239). Rpd3 is known to 

affect an extensive suite of processes in the cell, including hypoxia response (240), heat stress 

response (238), and meiosis (241). With HDACs being epigenetic regulators, having a 

correspondingly wide range of targets, HDACs have received a good deal of attention related to 

the study and treatment of disease (242-244). Consequently, understanding the mechanisms and 

roles of HDAC activity is a crucial part of unravelling the contributing factors to cellular health 

and disease states.  

In this work, we establish a role for Rpd3 as a positive regulator of de novo NAD+ 

metabolism in budding yeast and, specifically, as an antagonist of Hst1 activity. A “cross-

feeding” screen developed by our lab has identified rpd3∆ cells as having significantly reduced 

QA levels, while hst1∆ cells display an opposite phenotype of starkly increased QA release. We 

found that Rpd3 and Hst1 antagonistically regulate the majority of the BNA genes of de novo 

NAD+ metabolism and that they provide a link between all branches of NAD+ biosynthesis in 

budding yeast, as well as connecting them with cellular phosphate sensing. This work will help 

to elucidate the complex network of reciprocal signaling in which de novo NAD+ metabolism 

participates as well as to further develop the regulatory model described above, ultimately 

providing greater understanding of the causes and treatment of disorders involving dysregulated 

NAD+ metabolism.  
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CHAPTER 2: The Histone Deacetylases Rpd3 and Hst1 Antagonistically Regulate de 

novo NAD+ Metabolism in the Budding Yeast Saccharomyces cerevisiae 

This research was originally published in Journal of Biological Chemistry (3)* 
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ABSTRACT 

NAD+ is a cellular redox cofactor involved in many essential processes. The regulation of 

NAD+ metabolism and the signaling networks reciprocally interacting with NAD+-producing 

metabolic pathways are not yet fully understood. The NAD+-dependent histone deacetylase 

(HDAC) Hst1 has been shown to inhibit de novo NAD+ synthesis by repressing biosynthesis of 

nicotinic acid (BNA) gene expression. Here, we alternatively identify HDAC Rpd3 as a positive 

regulator of de novo NAD+ metabolism in the budding yeast Saccharomyces cerevisiae. We 

reveal that deletion of RPD3 causes marked decreases in the production of de novo pathway 

metabolites, in direct contrast to deletion of HST1. We determined the BNA expression profiles 

of rpd3Δ and hst1Δ cells to be similarly opposed, suggesting the two HDACs may regulate 

the BNA genes in an antagonistic fashion. Our ChIP analysis revealed Rpd3 and Hst1 mutually 

influence each other’s binding distribution at the BNA2 promoter. We demonstrate Hst1 to be the 

main deacetylase active at the BNA2 promoter, with hst1Δ cells displaying increased acetylation 

of the N-terminal tail lysine residues of histone H4, H4K5 and H4K12. Conversely, we show that 

deletion of RPD3 reduces the acetylation of these residues in a Hst1-dependent manner. This 

suggests Rpd3 may function to oppose spreading of Hst1-dependent heterochromatin and 

represents a unique form of antagonism between HDACs in regulating gene expression. 

Moreover, we found that Rpd3 and Hst1 also co-regulate additional targets involved in other 

branches of NAD+ metabolism. These findings help elucidate the complex interconnections 

involved in effecting the regulation of NAD+ metabolism. 

INTRODUCTION 

Nicotinamide adenine dinucleotide (NAD+) is a metabolite with crucial roles in a variety of 

cellular processes. It is involved in the oxidative steps of glycolysis and in mitochondrial energy 
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production as a redox cofactor, in epigenetic regulation as a co-substrate for class III histone 

deacetylases (HDACs), also known as sirtuins (14-16), and in DNA repair as a substrate for poly-

ADP-ribose polymerases (PARPs) (19). As such, defects of NAD+ metabolism are associated with 

a broad range of disorders, such as diabetes, Alzheimer's disease, and various cancers (23-27,29-

42).  

NAD+ may be produced by three major pathways: 1) de novo biosynthesis from L-tryptophan 

(TRP), 2) salvage of nicotinic acid (NA) and nicotinamide (NAM), and 3) salvage of nicotinamide 

riboside (NR) (Fig. 2-1A) (Chapter 2, Figure 1A). These pathways are largely conserved, with a 

few species-specific differences, and consume cellular pools of ATP, phosphoribosyl 

pyrophosphate (PRPP), and glutamine (58,59). The de novo pathway is also known as the 

kynurenine (KYN) pathway of TRP degradation. In yeast, this pathway is characterized by the 

synthesis of quinolinic acid (QA) from TRP by five enzymatic reactions mediated by the Bna 

(biosynthesis of nicotinic acid) proteins (Bna2, Bna7, Bna4, Bna5, Bna1) and a spontaneous 

cyclization (82). Bna6 then converts QA into nicotinic acid mononucleotide (NaMN), which is 

also produced by the NA-NAM salvage branch (Fig. 1A). Under standard NA-abundant growth 

conditions, NA-NAM salvage is the preferred NAD+ biosynthesis route (64).  NAM may come 

from NAD+ consuming reactions including sirtuin mediated protein deacetylation (14-16). NAM 

can be converted to NA by a nicotinamidase Pnc1 (71), leading to NaMN production by Npt1 (Fig. 

1A). Although human cells do not have Pnc1-like nicotinamidases, recent studies suggest NAM 

salvage to NA may also take place in humans with the aid of gut bacterial nicotinamidases (75). 

In the NR salvage branch, NR can enter the NA-NAM salvage branch when converted to NAM 

by nucleotidases Urh1 and Pnp1 (45,245). NR can also be converted to nicotinamide 

mononucleotide (NMN) by the NR kinase, Nrk1 (76). NMN adenylyltransferases (NMNATs; 
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Nma1, Nma2, and Pof1 in yeast) are responsible for the conversion of NMN to NAD+ (68,72,246). 

Nma1 and Nma2 also convert NaMN to nicotinic acid adenine dinucleotide (NaAD) (72,246), 

which is converted to NAD+ by the glutamine-dependent NAD+ synthetase Qns1 (74). Under 

NAD+ repleted conditions, the de novo pathway BNA genes are repressed by the NAD+-dependent 

sirtuin Hst1 (78,170). Conversely, NAD+ depletion results in decreased Hst1 activity leading to 

transcription activation of the BNA genes. Yeast cells also release and re-uptake small NAD+ 

precursors such as NA, NAM, QA and NR (Fig. 2-1A) (68,77,78,80,174). The mechanisms of 

precursor release remain unclear, and it has been suggested that vesicular trafficking may play a 

role (22,58,77). Transport of NAD+ precursors into yeast cells is mediated by specific transporters 

Tna1 (for NA and QA) (79,80) and Nrt1 (for NR) (81). 

Supplementation of precursors in each pathway has been shown to produce positive outcomes 

in some disease models (26,39). However, given the complexity of NAD+ metabolism and its 

interaction with other signaling networks, it is often necessary to understand the pathways affected 

in each particular disease state in order to derive the greatest advantage from treatment and 

determine the most useful precursor for each case. This represents one major benefit that may be 

won by a detailed study of the molecular mechanisms governing the regulation of each level of 

NAD+ metabolism. In addition to being crucial for the maintenance of cellular NAD+ pools, the 

intermediates of these pathways often have multifarious other roles (7,22,32). For instance, 

intermediates of de novo metabolism have been associated with both beneficial and adverse 

influences on neurological health (36,61,89), and have also been shown to interact with immune 

signaling (36,61,88-90). Indeed, de novo metabolism, despite being a relatively minor contributor 

to the NAD+ pool compared to salvage of NA, NAM, and NR, is increasingly recognized as an 
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important element of NAD+ metabolism with a variety of far-ranging influences on cellular health 

(46,61). 

The regulation of the de novo pathway of NAD+ biosynthesis is still incompletely understood. 

Previous studies in yeast have shown the sirtuin Hst1 (170) and the copper-sensing transcription 

factor Mac1 (78) to be negative regulators of de novo metabolism, while a complex of Bas1 and 

Pho2 transcriptionally activates de novo metabolism under conditions of adenine depletion (59). 

In addition, a fragment of the Huntingtin protein was shown to activate production of several de 

novo intermediates, an effect which is ameliorated by the inhibition of the class I histone 

deacetylase Rpd3 (192). Deletion of RPD3 has also been shown to reduce expression of BNA1 

(201). In this study, we identified Rpd3 as a positive regulator of the majority of the BNA genes of 

de novo NAD+ biosynthesis, the deletion of which results in markedly diminished production of 

several de novo pathway metabolites. In addition, we characterized the interaction of Rpd3 with 

the NAD+-dependent Hst1 in the regulation of de novo NAD+ metabolism. This work helps to 

elaborate the mechanism by which BNA expression is regulated and to clarify the connection of de 

novo NAD+ metabolism to other branches of metabolism and signaling in the cell. 

RESULTS 

The histone deacetylase Rpd3 is a positive regulator of QA production - The signaling 

pathways that regulate NAD+ metabolism remain unclear in part due to the dynamic nature and 

complexity of NAD+ synthesis pathways. Making use of the tendency of yeast cells to constantly 

release and retrieve small NAD+ precursors (68,77,80,174), we developed genetic screens to 

identify and study novel NAD+ homeostasis factors. The rpd3∆ mutant was identified in a screen 

for mutants that showed altered QA release using a "cross-feeding" assay as described previously 

(78). As illustrated in Fig. 2-1B, a lawn of QA-dependent “recipient cells” (bna4∆npt1∆nrk1∆) are 
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first spread onto an agar plate. These cells cannot grow because they are dependent on exogenous 

QA for NAD+ synthesis, while standard growth medium does not contain QA. Next, "feeder cells” 

(strains of interest) are spotted onto the lawn of "recipient cells”. In this manner, the “feeder cells” 

release QA to support the growth of “recipient cells” by cross-feeding. This assay determines 

relative levels of total QA produced and released by “feeder cells” and is considered as a readout 

for de novo pathway activity (Fig. 2-1B). The rpd3∆ mutant caught our attention because it did not 

appear to release QA when compared to wild-type cells (WT) (Fig. 2-1C). This was surprising, 

because we previously reported that cells lacking another histone deacetylase, Hst1, exhibited the 

opposite phenotype (78) (Fig. 2-1C).  Interestingly, the hst1Δrpd3Δ double mutant showed 

increased QA release, closely matching that seen for the hst1Δ single mutant (Fig. 2-1C), 

suggesting Hst1 may function downstream of Rpd3.  Next, we examined whether the QA cross-

feeding deficiency observed in the rpd3∆ mutant (Fig. 2-1C) was due to decreased QA production 

or altered QA transport.  To answer this question, we determined the QA content in the cell lysate 

and growth medium using quantitative liquid assays. Our results showed that the rpd3∆ mutant is 

likely defective in QA production, because it has a significant reduction in both extracellular (Fig. 

2-1D) and intracellular QA pools (Fig. 2-1E).  Interestingly, despite releasing a significantly higher 

amount of QA (Fig. 2-1C, 2-1D), the hst1Δ and hst1Δrpd3Δ mutants appeared to have slightly 

lower intracellular QA levels (Fig. 1E). This is in line with our previous report that yeast cells 

seem to maintain low intracellular QA levels and that excess QA is either released extracellularly 

or converted to NAD+ (78). QA accumulation may be detrimental to cells; for example, it has been 

linked with the production of reactive oxygen species (ROS) (36). However, the factors leading 

hst1Δ and hst1Δrpd3Δ cells to store less QA remain unclear. 
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Cells lacking Rpd3 also show altered NA-NAM salvage, NR salvage, and de novo activities - 

Next we examined whether Rpd3 also plays a role in regulating the other two branches of NAD+ 

metabolism, and whether there is an interaction between Rpd3 and Hst1 for this regulation as 

observed in the regulation of de novo QA production. As shown in Fig. 2-2A, the hst1∆ and 

hst1∆rpd3∆ mutants showed increased NA-NAM release whereas the rpd3∆ single mutant did 

not. This suggests that Rpd3 plays a role in NA/NAM salvage and that Hst1 may function 

downstream of Rpd3.  Note that WT cells did not show visible NA-NAM release (Fig. 2-2A), and 

therefore, it was unclear whether the rpd3∆ mutant has reduced or unchanged NA/NAM 

production. This observation is consistent with a previous report that the majority of NA-NAM is 

stored intracellularly (77). To address this question, we determined intracellular NA-NAM levels 

and were able to observe a reduction in NA-NAM levels in rpd3∆ cells (Fig. 2-2B). Conversely, 

release of NR is increased in rpd3∆ cells in comparison with WT, while little difference is evident 

in both hst1Δ and hst1Δrpd3Δ cells (Fig. 2-2C). Interestingly, intracellular NR levels were raised 

not only in rpd3Δ, but also in hst1Δ cells and, to a remarkably high degree, hst1Δrpd3Δ cells (Fig. 

2-2D). Although the hst1∆ and rpd3∆ mutants both showed increased NR production (Fig. 2-2D), 

increased NR release was only observed in the rpd3∆ but not in the hst1∆ mutants (Fig. 2-2C). 

This is likely due to an increase in NR import in the hst1∆ mutants since the expression of NR 

transporter, Nrt1, is increased in these cells (78) (Fig. 2-5A). These results also suggest some 

degree of synergy between Rpd3 and Hst1 in the regulation of the NR salvage pathway. 

We next investigated the influence of rpd3∆ and hst1∆ on cellular NAD+ pools. As shown in 

Fig. 2E, a moderate, yet significant, reduction in NAD+ levels was observed in both rpd3∆ and 

hst1∆rpd3∆ mutants (Fig. 2-2E) when cells were grown in standard synthetic complete media 

(SC).  It has been suggested that NA-NAM salvage is the favored route for NAD+ synthesis when 
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NA is present (64) (which is the case for all standard growth media). Therefore, observed NAD+ 

defects in rpd3∆ cells may be due to deficient NA-NAM salvage (78,170). To directly examine 

whether the rpd3∆ mutant is defective in de novo NAD+ synthesis, cells were cultivated in medium 

lacking NA (NA-free SC), removing exogenous precursors for the salvage pathways and isolating 

de novo metabolism for analysis. As shown in Fig. 2-2F, decreased NAD+ levels were observed 

in rpd3Δ cells (Fig. 2-2F), which was in line with the defects in QA production exhibited by these 

cells (Fig. 2-1C, 2-1D). Conversely, NAD+ levels were raised to a similar degree in both hst1Δ and 

hst1Δrpd3Δ cells, in alignment with the increased QA production observed in both strains (Fig. 2-

1D). This also suggests that the reduced levels of intracellular QA observed in these two strains 

(Fig. 2-1E) may be due to more efficient NAD+ synthesis.  

In order to determine whether the defects seen in QA and NAD+ production were reflective of 

a general dysfunction in de novo NAD+ metabolism (Fig. 2-1A), we analyzed several intermediates 

of the pathway present in the cell lysate by mass spectrometry (MS). In accordance with 

expectations, rpd3∆ cells displayed increased TRP levels, while hst1Δ and hst1Δrpd3Δ cells 

showed reduced accumulation of TRP (Fig. 2-3A). This suggests that rpd3∆ cells are deficient for 

TRP utilization via the de novo NAD+ biosynthesis pathway, while hst1Δ and hst1Δrpd3Δ cells 

consume more TRP due to increased de novo pathway activity. Indeed, rpd3∆ cells showed 

reduced levels of KYN (Fig. 2-3B), 3-HK (Fig. 2-3C), and 3-HA (Fig. 2-3D). Although hst1Δ cells 

showed reduced levels of KYN, an early intermediate of de novo NAD+ metabolism, both hst1Δ 

and hst1Δrpd3Δ cells exhibited increased levels of the downstream intermediates 3-HK and 3-HA, 

likely due to the rapid flux of de novo metabolism expected for cells lacking Hst1 (78). Due to the 

extremely low concentration of QA stored in the cell (Fig. 2-1E) (78), we were unable to detect 

QA in the cell lysate by MS using same standard conditions. Since most excess QA is released 
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extracellularly, the QA cross-feeding plate assay appears to be a convenient readout for released 

QA. Moreover, the plate assay measures QA accumulation in the growth media during the entire 

time course of recipient cell growth, and therefore, the readout signal may be amplified. MS 

analysis also confirmed increased intracellular NA accumulation in hst1Δ and hst1Δrpd3Δ cells 

(Fig. 2-3E), suggested by the cross-feeding studies of NA-NAM (Fig. 2A and 2B). 

Rpd3 is important for optimal activation of the BNA genes in de novo metabolism - To further 

study the role of Rpd3 in NAD+ metabolism, we first asked whether the defects in de novo NAD+ 

metabolism shown in rpd3∆ cells was due to dysregulation of the BNA gene expression (Fig. 2-

1A). As expected, rpd3Δ cells showed strongly reduced expression of most of the BNA genes 

involved in de novo metabolism (Fig. 2-4A). BNA7 appears to be insensitive to the factors affecting 

the other BNA genes (78), while BNA3 is not strictly a part of the course of the de novo pathway 

(Fig. 2-1A) (87); hence, the two were not investigated. Consistent with previous studies (78,170), 

hst1Δ cells exhibited markedly increased BNA expression, while hst1Δrpd3Δ cells showed an 

expression phenotype most closely resembling hst1Δ, yet in most cases slightly but significantly 

below the levels seen in hst1Δ alone (Fig. 2-4A). The ability of hst1Δrpd3Δ to override the 

expression deficits observed in rpd3Δ cells suggests that Hst1 functions downstream of Rpd3 and 

that Rpd3 promotes transcription possibly by opposing the repressive activity of Hst1 on the BNA 

gene promoters. However, additional factors are likely involved, as BNA gene expression in 

hst1∆rpd3∆ cells was not fully restored to level observed in hst1∆ cells (Fig. 2-4A). We further 

confirmed that observed BNA expression changes were reflective of Bna protein expression. As 

shown in Fig. 2-4B, significant decreases of the three Bna proteins examined (Bna1, Bna2, and 

Bna5) were observed in rpd3∆ cells whereas significant increases of these proteins were observed 

in hst1∆ and hst1∆rpd3∆ cells. 
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Having shown Rpd3 to be a positive regulator of BNA expression, we then sought to investigate 

whether decreased BNA expression is ultimately responsible for the low QA and NAD+ levels in 

rpd3Δ cells. We began with BNA2, the rate-limiting enzyme of the de novo pathway (78), and 

inquired whether restoration of this step could replenish the low QA levels seen in rpd3Δ cells. 

We found that overexpression of BNA2 (from the ADH1 promoter, so as to decouple it from 

regulation by Rpd3) was only sufficient to induce a small but significant increase in QA levels, 

which nevertheless remained far below those seen in WT cells (Fig. 2-4C and 2-4D). Pairing 

overexpression of BNA2 with BNA6, which increases QA assimilation into NAD+ (Fig. 2-1A), we 

found that BNA6-oe effectively cleared the small amount of QA accumulated in rpd3Δ BNA2-oe 

cells (Fig. 2-4D). We then examined whether this modest increase of QA induced by BNA2-oe 

could restore the NAD+ levels of rpd3Δ cells. As shown in Fig. 2-4E, neither BNA2-oe alone, nor 

BNA2-oe+BNA6-oe was sufficient to stimulate any visible increase in the NAD+ pool in rpd3Δ 

cells. This indicated that each step of de novo metabolism would need to be accounted for in order 

to achieve full restoration of NAD+ levels in rpd3Δ cells. To test whether this was the case, we 

attempted to reinstate de novo activity by bypassing the earlier steps of the pathway. To achieve 

this, we cultured cells in NA-free SC supplemented with QA and over-expressed BNA6 (Fig. 2-

4F, right), feeding directly into the main pathway of NAD+ biosynthesis via NaMN (Fig. 2-1A). 

As controls, we also included cells grown in standard SC (Fig. 2-4F, left) and NA-free SC (Fig. 2-

4F, middle) without QA supplementation. As shown in Fig. 2-4F (right), neither QA 

supplementation nor BNA6-oe alone was sufficient to raise NAD+ levels in rpd3Δ cells to any 

significant degree. When paired however, the two adjustments were able to restore NAD+ levels 

in rpd3Δ back to those observed in WT cells. Interestingly, the NAD+ levels under these conditions 
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were still slightly below that of WT cells with BNA6-oe and QA supplementation, suggesting other 

factors downstream of BNA6 may also be impacted due to rpd3∆. 

Rpd3 binding to the BNA2 promoter is altered by deleting Hst1 and vice versa - Next, we 

sought to investigate the interaction between Rpd3 and Hst1 at the promoter of the BNA genes. 

Hst1 has been shown to bind to the promoter of BNA2 (78), which mediates the first and rate-

limiting step of de novo QA synthesis. Therefore, we determined whether Rpd3 affects the binding 

activity of Hst1 at the BNA2 promoter and vice versa. To achieve this, we carried out ChIP studies 

of various BNA2 promoter fragment using HA-tagged Rpd3 (Rpd3-HA) and Hst1 (Hst1-HA) 

strains. Fig. 2-5A (top) shows Rpd3 and Hst1 protein levels used for this study. It appeared that 

deletion of HST1 resulted in slightly increased expression of Rpd3-HA, while deletion of RPD3 

resulted in somewhat decreased levels of Hst1-HA (Fig. 2-5A, top). However, we did not expect 

this to have a significant influence on Rpd3 binding to the BNA2 promoter. As shown in Fig. 2-5A 

(top), the Rpd3-HA WT strain showed a normal level of QA release and was still sensitive to the 

dosage of Hst1, as deleting HST1 in this strain was able to significantly increase QA release (Fig. 

2-5B, top). Similarly, deleting RPD3 in Hst1-HA WT cells also drastically reduced QA release 

(Fig. 2-5B. bottom), suggesting that Hst1-HA remained an efficient repressor and was recruited to 

the BNA2 promoter in both WT and rpd3Δ backgrounds. Fig. 2-5A (bottom) illustrates BNA2 

promoter fragments (BNA2 #1, #2, #3, #4, #5) used in ChIP studies. As shown in Fig. 2-5C, the 

binding activity of Rpd3 was increased near the middle of the BNA2 promoter (BNA2 #2, #3) and 

tapered off toward the -1000 and 0 sites.  Interestingly, when Hst1 is absent, Rpd3 appears to move 

away from the middle of the promoter (BNA2 #3) and instead occupying the ends (BNA2 #1, #2, 

#4 #5) (Fig. 2-5C). In particular, we noted the highest increase of Rpd3 occupancy near site #5 

(BNA2 #5), directly proximal to the transcription start site. This is in accordance with expectation, 
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as Hst1 was previously shown to exhibit the highest binding activity in this region of the BNA2 

promoter (78). Ultimately, when Hst1 is absent, Rpd3 binding distribution on the BNA2 promoter 

is altered, with the most significant increase near the transcription start site.  This result suggests 

Hst1 may oppose Rpd3 binding at specific regions of the BNA2 promoter. Next, we examined 

whether the absence of Rpd3 would affect Hst1 binding to the BNA2 promoter. In agreement with 

previous studies (78), Hst1 binding activity was the highest near the transcription start site (BNA2 

#5) in a pattern ascending from the -1000 to 0 position (Fig. 2-5D). Interestingly, when Rpd3 is 

absent, not only was the ascending binding pattern of Hst1 abolished; the overall Hst1 binding 

activity was also significantly reduced. This result indicates that Rpd3 indeed affects Hst1 binding 

distribution at the BNA2 promoter, but also raises the possibility that Rpd3 may be important for 

Hst1 binding. However, the latter contradicts the expectation that Rpd3, as a positive regulator of 

BNA expression, would most likely oppose Hst1 binding. It is clear that Hst1 in the rpd3Δ 

background is still highly proficient in silencing BNA expression and limiting de novo activity 

(Fig. 2-4A and Fig. 2-5B) and remains bound at levels significantly above those at the TAF10 

control site (Fig. 2-5D). Otherwise, the rpd3∆Hst1-HA cells would have shown a similar high QA 

release phenotype as seen in hst1∆ cells, which was not the case here (Fig. 2-5B). Therefore, it is 

more likely that the ascending binding pattern of Hst1 is due to higher Rpd3 binding activity 

toward the middle of the BNA2 promoter and that in the absence of Rpd3, Hst1 is able to re-

distribute more evenly on the BNA2 promoter. This conclusion supports a model in which Rpd3 

may oppose Hst1 binding at specific regions of the BNA2 promoter, possibly by preventing the 

over-spreading of silenced chromatin, which is important for proper BNA gene expression. The 

cause of this generally reduced Hst1 binding may also be the reduced NAD+ levels exhibited by 

the rpd3Δ mutant (Fig. 2-2E). As an NAD+-dependent HDAC, the activity of Hst1 is expected to 
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decrease under conditions of NAD+ limitation, which is reflected in the observed reduction in Hst1 

binding activity. Supporting this, it has been reported that of all the sirtuins, Hst1 is most sensitive 

to NAD+ levels, responding quickly to perturbations to the NAD+ pool within the range of 

physiological concentration (170). It is also possible that without the opposing effect of Rpd3, 

Hst1 does not need to access the BNA2 promoter frequently in order to maintain silent chromatin. 

Rpd3 and Hst1 deacetylate the N-terminal lysine residues of the core histone protein H4 - 

Having determined how Rpd3 and Hst1 interact in the binding of the BNA2 promoter, we then 

sought to determine how each HDAC affects the histone acetylation status of the BNA2 promoter. 

In investigating this question, we examined histone acetylation at two of the promoter sites 

indicated in Fig. 2-5A in order to account for any possible local effects of each HDAC. Rpd3 

binding peaks at the middle of the promoter near site #3 (Fig. 2-5C), while Hst1 binding peaks 

immediately upstream of the transcription start site at site #5 (Fig. 2-5D). Rpd3 has previously 

been shown to deacetylate a wide variety of lysine residues on the N-terminal tail of core histone 

proteins, among these being H4K5, H4K8, H4K12, H3K9, H3K14, H3K18, H3K23, H3K27, and 

H2AK7 (220,247,248). Hst1, on the other hand, has been identified as a deacetylase of H3K4 

(217), H4K5, and potentially H4K12 (218). Owing to Rpd3 and Hst1 having H4K5 and H4K12 as 

shared targets, we chose to focus on histone H4 as a potential site of competition between Rpd3 

and Hst1. Our ChIP results showed that Hst1 is the primary deacetylase for H4K5-Ac and H4K12-

Ac at the BNA2 promoter, as the levels of H4K5-Ac and H4K12-Ac were increased in hst1∆ cells 

(at both site #3 and site #5).  Deleting RPD3 slightly yet significantly decreases the level of H4K5-

Ac and H4K12-Ac (at site #5, near the transcription start site) (Fig. 2-6A, 2-6B). This is interesting 

in light of the fact that deletion of RPD3 was previously associated with increased acetylation of 

both of these residues (220). In this case, however, Rpd3 seems to interfere with the deacetylation 
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of both by an unknown mechanism, while Hst1 appears to be the primary deacetylase for these 

residues at the BNA2 promoter. These results suggest that in the absence of Rpd3, another HDAC, 

likely Hst1, deacetylates H4K5-Ac and H4K12-Ac more efficiently at the BNA2 promoter. 

Supporting this, deleting HST1 in rpd3∆ cells restored acetylation to similar levels observed in the 

hst1∆ cells (Fig. 2-6A, 2-6B).  

 Interestingly, the acetylation patterns seen for H4K8 differed from that of H4K5 and 

H4K12 (Fig. 2-6C). H4K8-Ac was comparatively difficult to detect at site #3, possibly indicating 

that it is less abundant than the other acetyl marks. Moreover, H4K8-Ac abundance was increased 

in rpd3Δ cells, in conformity with the previously established role of Rpd3 as a deacetylase of 

H4K8. On the other hand, any enrichment of H4K8-Ac in hst1∆ cells was minor and 

nonsignificant, unlike acetylation of the other two residues. However, H4K8-Ac levels were 

strongly increased in hst1∆rpd3∆ cells, pointing to the possibility of synergy between the two 

HDACs in the deacetylation of H4K8. These results suggest that Hst1 is the primary deacetylase 

of H4K5 and K4K12 at the BNA2 promoter, while Rpd3 works to limit deacetylation of these 

residues in this context, in close agreement with the antagonism seen between the two in the 

regulation of BNA expression and de novo NAD+ metabolism. On the other hand, the two HDACs 

also appear to both deacetylate H4K8 to some degree, suggesting a variety of different interactions 

between Rpd3 and Hst1 at the BNA2 promoter, all of which ultimately combine to regulate BNA2 

expression in a specific manner. Ultimately, Hst1 seems to promote repressed chromatin status at 

the BNA2 promoter (Fig. 2-6D). H4 acetylation (Fig. 2-6A, B, C), Rpd3 binding (Fig. 2-5C), and 

BNA2 expression are all increased in hst1∆ cells (Fig. 2-4A). On the other hand, Rpd3 activity is 

likely associated with de-repressed chromatin status in this context (Fig. 2-6D); H4K5 and H4K12 

acetylation is somewhat reduced in rpd3Δ cells (Fig. 2-6A, B), while BNA2 expression is very 
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strongly decreased (Fig. 2-4A). Moreover, the reduced binding of Hst1 to the BNA2 promoter in 

rpd3Δ cells (Fig. 2-5D) may in part be caused by this putative repressed chromatin structure. 

De novo NAD+ metabolism, NA-NAM salvage, NR salvage, and transport of NAD+ 

precursors are integrated by Rpd3 and Hst1 - Next, we further examined how Rpd3 and Hst1 

may affect other branches of NAD+ metabolism. We tested the expression of genes known to be 

involved in NA-NAM and NR salvage in WT, rpd3Δ, hst1Δ, and hst1Δrpd3Δ cells by qRT-PCR 

(Fig. 2-7A). As shown in Fig. 2-7A, differential expression of NA-NAM salvage genes including 

NPT1, TNA1 and PNC1 was observed. A significant decrease in NPT1 expression was seen in 

rpd3Δ and hst1Δrpd3Δ cells (Fig. 2-7A). These changes may account for the low NAD+ phenotype 

of rpd3Δ and hst1Δrpd3Δ cells in SC media (Fig. 2-2E, 2-4F) since Npt1 is a major NAD+ 

biosynthesis enzyme in NA-NAM salvage (Fig. 2-1A). Decreased expression of PNC1 in rpd3∆ 

and hst1∆ cells with a further decrease in hst1∆rpd3∆ cells suggests that the two HDACs positively 

and independently regulate PNC1. The significant reduction of PNC1 expression in hst1Δrpd3Δ 

cells correlates with the high levels of NA-NAM accumulation seen in these cells (Fig. 2-2B). 

Interestingly, rpd3∆ cells showed a contrasting expression pattern of URH1 and PNP1 (Fig. 2-7B), 

both being nucleosidases that convert NR to NAM (Fig. 2-1A). Since Urh1 has been suggested to 

be the primary mediator of this reaction (77), decreased URH1 expression likely contributes to the 

increased NR (Fig. 2-2D) and reduced NA-NAM (Fig. 2-2B) observed in rpd3∆ cells. Moreover, 

increased expression of ISN1 (Fig. 2-7B), a nucleotidase converting NMN to NR, may contribute 

to increased NR observed in rpd3∆ cells (Fig. 2-2D). Interestingly, we observed increased 

expression of POF1 in rpd3∆ and hst1∆ cells with a further increase in hst1∆rpd3∆ cells. Although 

Pof1 has been shown to convert NMN to NAD+ (68), its cellular function is not fully understood. 

In addition, we noted that the two HDACs appear to regulate the QA/NA transport gene TNA1 and 
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the NR transport gene NRT1 in a manner closely resembling the BNA genes, with decreased 

expression observed in rpd3Δ cells and increased expression in hst1Δ cells (Fig. 2-7A). In both 

cases the hst1Δrpd3Δ cells showed a clearly intermediate level of expression most closely 

matching that of WT. It should be noted, however, that this altered TNA1 expression is likely not 

a significant contributor to the de novo pathway defects observed in rpd3∆ and hst1∆ cells, with 

both strains exhibiting phenotypes opposite those expected in association with aberrant Tna1 

activity. We also found that rpd3Δ, hst1Δ, and hst1Δrpd3Δ cells evinced markedly reduced levels 

of FUN26 expression, a vacuolar NR transporter (174). Overall, these gene expression results are 

in line with observed aberrant NAD+ precursor phenotypes. However, it remains unclear what 

accounts for the significant increase of NR production seen in hst1Δrpd3Δ cells (Fig. 2-2D).  

DISCUSSION 

In this study, we have established a role for Rpd3 as a positive regulator of de novo NAD+ 

metabolism. In particular, it opposes the negative regulation of the BNA genes by another HDAC 

Hst1 (Fig. 2-4A and Fig. 2-6). The rpd3∆ and hst1∆ mutants show contrasting QA release 

phenotypes. Interestingly, hst1∆ appears to override rpd3∆, and the hst1∆rpd3∆ double mutant 

behaves like the hst1∆ single mutant (Fig. 2-1C, 2-1D), with the exception of intracellular QA 

levels (Fig. 2-1E). Our studies suggest that the high BNA6 expression in hst1∆ and hst1∆rpd3∆ 

cells (Fig. 2-4A) may facilitate QA assimilation and therefore reduce intracellular QA 

accumulation. The same pattern of reduced de novo metabolism in rpd3∆ cells and increased 

metabolism in hst1∆ cells is seen for several intermediates upstream of QA, namely 3-HK (Fig. 2-

3C) and 3-HA (Fig. 2-3D). Moreover, rpd3∆ cells accumulate TRP (Fig. 2-3A), likely due to 

reduced Bna2 activity at the first and rate-limiting step of de novo NAD+ metabolism, while hst1∆ 

and hst1∆rpd3∆ cells accumulate less TRP than WT cells, reflecting increased consumption via 
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de novo metabolism. Rpd3 has also been implicated in recycling of Tat2, a TRP transporter. The 

growth of a strain defective in Tat2-depedent transport is significantly inhibited under low TRP 

conditions by deletion of RPD3 (249). We saw, however, that rpd3∆ cells remain proficient for 

TRP uptake, accumulating the metabolite above levels seen in WT cells (Fig. 2-3A). This suggests 

that reduced assimilation of TRP into NAD+ via the de novo pathway may contribute to the growth 

defects of rpd3∆ cells in low TRP media (249). In addition to defective de novo NAD+ metabolism, 

cells lacking Rpd3 also show altered NA-NAM and NR salvage activities. Although contrasting 

NA-NAM release phenotypes are also observed in rpd3∆ and hst1∆ mutants (Fig. 2-2A, 2-2B), it 

appears that different downstream genes are dysregulated in each mutant. The lower NA-NAM 

levels in the rpd3∆ mutant (Fig. 2-2A, 2-2B) are likely due to overall lower NAD+ levels (Fig. 2-

2E, 2-2F). It is also possible that reduced URH1 expression (Fig. 2-7B) results in less NR to NAM 

conversion (58). In hst1∆ (including hst1∆rpd3∆) cells, increased intracellular NA-NAM levels 

(Fig. 2-2B) are likely due to increased expression of the NA transporter TNA1 as well as reduced 

nicotinamidase PNC1 expression (Fig. 2-7A). On the other hand, the rpd3∆ and hst1∆ mutants also 

show contrasting NR release patterns, but this time the rpd3∆ mutant releases more NR (Fig. 2-

2C). The hst1∆ mutant appears to release less NR because most NR is accumulated intracellularly 

(Fig. 2-2D) due to high expression of the NR transporter NRT1 (Fig. 2-7B). Increased NR release 

in the rpd3∆ mutant is likely due to decreased NRT1 expression (Fig. 2-7B). Notably, rpd3∆ and 

hst1∆ have a synergistic effect on NR production (Fig. 2-2D), which has also been seen for the 

expression of other genes involved in NR salvage including POF1 (Fig. 2-7B). Overall, our results 

show that Rpd3 and Hst1 opposingly co-regulate the de novo BNA genes, yet they seem to affect 

different target genes in the salvage pathways. Among the genes examined, only the NAD+ 
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precursor transporters NRT1 and TNA1 (Fig. 2-7A, 2-7B) appear to be regulated by the two HDACs 

in a manner resembling the BNA genes (Fig. 2-4A).  

Our studies also indicate that observed NAD+ deficiencies in rpd3∆ cells are likely caused by 

various factors discussed above depending on specific growth conditions. In standard NA-rich 

growth media, de novo pathway is repressed by the NAD+-dependent Hst1. Therefore, observed 

low NAD+ defects in rpd3∆ (and hst1∆rpd3∆) cells (Fig. 2-2E) likely result from increased NR 

production in conjunction with a blockage in NR flow to NA-NAM salvage and reduced NA 

assimilation due to decreased expression of NPT1 (Fig. 2-7A) and URH1 (Fig. 2-7B). The effects 

of rpd3∆ and hst1∆ on de novo pathway activity are better understood since this pathway can be 

studied in defined NA-free growth media (Fig. 2-2F). Under this condition, observed NAD+ 

deficiencies are mainly due to reduced BNA expression, and so deleting hst1∆ overrides rpd3∆ and 

increases NAD+ levels (Fig. 2-2F). We also show that dysregulation of multiple BNA genes 

contributes to NAD+ deficiencies in rpd3∆ cells, since over-expressing individual rate-limiting 

BNA2 gene and the BNA6 gene was not sufficient to restore NAD+ levels (Fig. 2-4E). However, 

we were able to restore the levels of NAD+ in rpd3∆ cells by supplementing QA and 

overexpressing BNA6 (Fig. 2-4F). These studies confirm that Rpd3 is important for optimal BNA 

gene expression and de novo NAD+ synthesis. To understand the mechanisms Rpd3 and Hst1 

mediated regulation of BNA expression, we carried out ChIP studies to study the binding 

distributions of Rpd3 and Hst1 on the promoter of the BNA2 genes (Fig. 2-5C, 2-5D). The results 

gathered point toward a model in which Hst1 serves to limit Rpd3’s distribution pattern on the 

BNA2 promoter. Rpd3 also appears to affect the interaction of Hst1 with the BNA2 promoter but 

the effect is less significant, as the overall Hst1 binding activity at the BNA2 promoter is reduced 

in rpd3∆ cells (Fig. 2-5C, 2-5D, 2-5E). It is possible that Hst1 activity is reduced in rpd3∆ cells 



 

 41 

due to reduced NAD+ levels. This is interesting in light of the fact that Hst1 appears to work 

downstream of Rpd3, with hst1Δ sufficient to raise BNA expression and QA production to a similar 

extent in WT and rpd3Δ backgrounds. Therefore, we anticipate that additional factors may also 

play a role in the antagonistic BNA gene expression regulation exerted by Rpd3 and Hst1. One 

possibility is that specific transcription factors and/or chromatin re-modeling factors are recruited 

to or excluded from the BNA promoter by specific chromatin modifications effected by the two 

HDACs. 

Similar instances of antagonism between Rpd3 and other sirtuins have been noted in previous 

studies, with Rpd3 opposing repression of the silent mating-type loci by Sir2 and thereby 

promoting transcription (248). Rpd3 has also been shown to limit Sir2 spreading at telomere 

boundaries (250). While it is typical for HDACs to serve as chromatin silencers (219), Rpd3 has 

long been noted for seeming to promote transcription of certain genes (221). Interestingly, it was 

previously noted that the role played by Rpd3 in opposing Sir2 activity was indeed mediated by 

its catalytic HDAC activity, but that the effect did not depend on any of the known histone targets 

of Rpd3 (248). Indeed, there are many examples of HDACs acting on non-histone proteins 

(251,252), making the possible avenues of HDAC-dependent regulation quite extensive. 

Moreover, restoration of silencing by RPD3 deletion in a sir2-catalytic-dead strain was dependent 

on Hst3 activity (248), highlighting the complementarity and interactive roles of different HDACs. 

In the case of de novo pathway regulation however, our QA cross-feeding screen (Fig. 2-1B) did 

not indicate the involvement of any other HDACs aside from Rpd3 and Hst1. It appears that some 

or all BNA genes may be regulated in a unique fashion. For example, Sir2 has previously been 

identified as a negative regulator of BNA1 expression, with sir2∆ cells showing BNA1 expression 

increased by approximately 2-fold (201). The positive regulator Bas1-Pho2, for instance, appears 
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to affect each BNA gene to significantly varying degrees (59). We have previously seen as well 

that BNA7 is insensitive to many of the factors that regulate other BNA genes (78). It does appear 

that Rpd3 and Hst1 are ubiquitous regulators of de novo NAD+ metabolism, however, this property 

may not extend to other regulators of the pathway. It will likely be necessary to study each BNA 

gene individually in order to fully elaborate the intricacies of de novo pathway regulation.  

It has also been shown that treatment with sodium butyrate and other HDAC inhibitors is able 

to suppress aberrant de novo metabolism in Huntingtin-expressing cells in a similar fashion to 

ume1Δ and rxt3Δ (192), while treatment with the sirtuin inhibitor NAM produces effects on BNA 

expression similar to those observed in hst1Δ (78). These studies suggest that the catalytic 

activities of each HDAC are required at least to some extent and that the role each plays is not 

purely structural. In agreement with this notion, both HDACs seemed to have a rather significant 

effect on the acetylation status of histone H4.  In particular, we found that the abundance of H4K5-

Ac (Fig. 2-6A) and H4K12-Ac (Fig. 2-6B) was significantly increased in hst1Δ and hst1∆rpd3∆ 

cells, while H4K8-Ac abundance was significantly increased in rpd3∆ cells and very greatly raised 

in hst1∆rpd3∆ cells (Fig. 2-6C). Altogether, these results seem to implicate Hst1 as the major 

deacetylase active at the BNA2 promoter and, together with increased de novo activity and BNA 

expression observed in hst1Δ cells, point toward a role for Hst1 in establishing a repressive 

chromatin architecture at the BNA promoters. Conversely, Rpd3, with the exception of H4K8-Ac, 

appears to generally limit deacetylation at the BNA2 promoter. In combination with decreased BNA 

expression seen in rpd3∆ cells, Rpd3 appears to act in the capacity of a positive regulator by 

limiting Hst1-dependent deacetylation. 

Though the specific mechanism of this antagonism between Rpd3 and Hst1 remains to be 

further investigated, there are several possibilities suggested by these results. Limitation of Hst1-
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dependent deacetylation by Rpd3 may proceed by means of competition for the same targets, such 

as H4K5-Ac and H4K12-Ac, wherein limited deacetylation by Rpd3 prevents recognition and full 

deacetylation by Hst1. It has previously been reported that certain HDACs may be recruited by a 

specific acetyl mark. For instance, H4K16-Ac, a target of Sir2, has been shown to promote the 

binding of Sir2 to chromatin (253). It is also possible that other acetyl marks may be targeted 

primarily by Rpd3, potentially including H4K8-Ac, reconfiguring the chromatin so as to interfere 

with Hst1 activity at different marks, the net result of which might be decreased silencing by Hst1. 

We saw that deletion of RPD3 unexpectedly decreased Hst1 binding to the BNA2 promoter (Fig. 

2-5D); one possible explanation for this is that the repressive heterochromatin structure formed by 

Hst1 HDAC activity in the absence of Rpd3 might then limit the continued binding of Hst1 itself, 

with only enough Hst1 binding to maintain the heterochromatin structure. Finally, histone 

modifications made by Rpd3 may also be involved in the recruitment of additional chromatin 

remodeling factors or transcription factors to the BNA2 promoter, which may then interact with 

Hst1. It has previously been established that the copper-sensing transcription factor Mac1 (78) and 

the Bas1-Pho2 complex (59) regulate BNA expression. How these factors, and possibly others, 

might interact with Rpd3 and Hst1 is a matter for future study. 

It appears ultimately that Hst1 is involved in the formation of heterochromatin at the BNA2 

promoter via deacetylation of the N-terminal lysines of H4, while Rpd3 opposes Hst1 HDAC 

activity and maintains a less repressed chromatin structure (Fig. 2-6D). Whether Rpd3 and Hst1 

target additional residues on other histones remains a topic for further study. Rpd3 has been shown 

to target a very wide group of acetyl-lysine residues across several different histone proteins, 

including H3K9, H3K14, H3K18, H3K23, H3K27, and H2AK7 (247), while Hst1 is known to 

deacetylate H3K4 (217) and may also deacetylate H4K16 in the absence of Sir2 and Pde2 (213). 
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Additionally, it remains to be investigated what effect each acetyl-lysine mark has on BNA 

expression and chromatin structure, and whether Rpd3 and Hst1 do indeed regulate 

heterochromatin formation in the manner proposed (78,248). 

In summary, Rpd3 and Hst1 appear to exert opposing influence on de novo NAD+ metabolism 

and also integrate the regulation of several disparate branches of NAD+ metabolism. This set of 

regulators helps coordinate a variety of interrelated metabolic signals in budding yeast. Further 

work will be required to explore the detailed mechanistic interactions among these regulators and 

to establish the means by which they compete and cooperate to influence the cellular pools of 

NAD+ and its precursors. Rpd3 and Hst1, having homologs in human HDAC1 and SIRT1, 

respectively, represent links between the study of the epigenetic regulation of NAD+ metabolism 

and various disease states. Aberrant NAD+ metabolism and associated dysregulation of sirtuin 

activities have been implicated in a number of human disorders (25-27,38-41). HDAC1 has also 

been associated with a variety of diseases, and HDAC inhibition generally has received attention 

as a therapeutic intervention in a variety of contexts (254-256). It is currently unclear whether 

sirtuins and HDAC1 also regulate NAD+ metabolism in other organisms by similar mechanisms. 

It would be interesting to determine what other genes are also co-regulated by Hst1 and Rpd3 in 

future studies. Notably, many NAD+ intermediates also have a manifold set of relationships with 

cellular health. For instance, the intermediates of the de novo pathway have diverse interactions 

with infectious mechanisms, metabolic stress, and immune signaling (7). Altogether, this work 

contributes to the elaboration of the relations by which NAD+ metabolism is governed and helps 

to connect different branches of NAD+ metabolism among each other.  

EXPERIMENTAL PROCEDURES 
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Yeast strains, growth media, and plasmids - Yeast strain BY4742 MATα his3Δ1 leu2Δ0 lys2Δ0 

ura3Δ0 acquired from Open Biosystems (257) was used as the parental WT strain for this study. 

Standard growth media including synthetic minimal (SD), synthetic complete (SC), and yeast 

extract/peptone/dextrose (YPD) rich media were made as described (258). Special NA-free SD 

and NA-free SC were made by using niacin-free yeast nitrogen base acquired from Sunrise Science 

Products. Gene deletions were carried out by replacing the coding regions of WT genes with gene-

specific PCR products generated using either the pAG32-hphMX4 (2) or the reusable loxP-kanMX-

loxP (pUG6) (1) cassettes as templates. Multiple gene deletions employed a galactose-inducible 

Cre recombinase to remove the loxP-kanMX-loxP cassette, followed by another round of gene 

deletion (1). The HA epitope tag was added to target genes directly in the genome using the pFA6a-

3HA-kanMX6 (for HST1) or pFA6a-kanMX6-PGAL1-3HA (for RPD3) plasmids as template for 

PCR mediated tagging (6). The BNA6-oe and BNA2-oe plasmids pADH1-BNA6 (5) and pADH1-

BNA2-URA3 were made in the integrative pPP81 (LEU2) and pPP35 vectors respectively. After 

Pac1 digestion, the linearized plasmids were introduced to yeast cells as described (258). The 

pADH1-BNA2-URA3 plasmid was made by cloning the Not1-Nhe1 DNA fragment from the 

pADH1-BNA2 plasmid (78) into pPP35 cut with Not1 and Nhe1.  

QA, NR, and NA-NAM cross-feeding plate assays - These assays employed specific mutants, 

which depend on QA, NR, or NA-NAM for growth, as “recipient cells”, and yeast strains of 

interest as “feeder cells”. First, recipient cells were plated as a lawn on a solid agar plate (~104 

cells/cm2). Next, ~2x104 cells of each feeder cell strain (2 µl cell suspension made in sterile water 

at A600 of 1) was spotted onto the lawn of recipient cells. Plates were then incubated at 30˚C for 3 

days. Since the growth media do not contain the NAD+ intermediates needed for the growth of 

recipient cells, the extent of the recipient cell growth indicates the levels of specific NAD+ 
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intermediates released by feeder cells. QA cross-feeding was carried out on SC or SD using the 

QA dependent npt1∆nrk1∆bna4∆ mutant. NR cross-feeding was carried out on YPD or SC using 

the NR dependent npt1∆bna6∆pho5∆ mutant. NA-NAM cross-feeding was carried out on NA-

free SC or NA-free SD using the NA-NAM dependent bna6∆nrk1∆nrt1∆ mutant. 

Measurement(s) of NAD+, NADH, QA, NR and NA-NAM - Total intracellular levels of NAD+ 

and NADH were determined using enzymatic cycling reactions as described (4). In brief, 

approximately 1 A600 unit (1 A600 unit = 1x107 cells/ml) cells grown to early-logarithmic phase in 

SC (~6 hr growth from A600 of 0.1) were collected in duplicate by centrifugation. Acid extraction 

was performed in one tube to obtain NAD+, and alkali extraction was performed in the other to 

obtain NADH for 40 minutes at 60˚C. Amplification of NAD+ or NADH in the form of malate was 

carried out using 3 µl or 4 µl of neutralized acid or alkali extracted lysate in 100 µl of cycling 

reaction for 1 hour at room temperature. The reaction was terminated by heating at 100˚C for 5 

minutes. Next, malate produced from the cycling reaction was converted to oxaloacetate and then 

to aspartate and a-ketoglutarate by the addition of 1 ml malate indicator reagent for 20 minutes at 

room temperature. The reaction produced a corresponding amount of NADH as readout, which 

was measured fluorometrically with excitation at 365 nm and emission monitored at 460 nm. 

Standard curves for determining NAD+ and NADH concentrations were obtained as follows: 

NAD+ and NADH were added into the acid and alkali buffer to a final concentration of 0, 2.5, and 

7.5 µM, which were then treated with the same procedure along with other samples. The 

fluorometer was calibrated each time before use with 0, 5, 10, 20, 30, and 40 µM NADH to ensure 

that the detection was within a linear range. Levels of NAD+ intermediates (QA, NR and NA-

NAM) were determined by a liquid-based cross-feeding bioassay as previously described 

(5,77,174) with modifications. To prepare cell extracts for intracellular NAD+ intermediates 
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determination, approximately 200 A600 unit (for NR and NA-NAM) or 900 A600 unit (for QA) donor 

cells grown to late-logarithmic phase in SC (~16 hr growth from an A600 of 0.1) were collected by 

centrifugation and lysed by bead-beating (Biospec Products) in 400 μl (per 200 A600 unit cells) ice-

cold 50 mM ammonium acetate solution. The supernatant was collected by centrifugation and the 

pellet was extracted two more times with 600 µl ice-cold 50 mM ammonium acetate solution, 

which generates 1600 µl cell lysate. After filter sterilization, 100-200 μl of clear extract (2.5 mL 

for QA) was used to supplement 8 ml cultures of recipient cells with starting A600 of 0.05 in SC. 

To determine extracellular NAD+ intermediates levels, 20 ml supernatant of donor cell culture was 

collected, filter-sterilized, and then 4 ml was added to recipient cell culture in 2x SC to a final 

volume of 8 ml with total starting A600 of 0.05. A control culture of recipient cells in SC without 

supplementation was included in all experiments. For measuring relative QA levels, 

npt1∆nrk1∆bna4∆ and npt1∆nrk1∆bna1∆ mutants were used as recipient cells. The 

npt1∆bna6∆pho5∆ recipient cells were used to measure relative NR levels. To measure relative 

NA/NAM levels, the bna6∆nrk1∆nrt1∆ recipient cells were grown in NA-free SC. After 

incubation at 30˚C for 24 hours, growth of the recipient cells (A600) was measured and normalized 

to the cell number of each donor strain. A600 readings were then converted to concentrations of QA, 

NR, and NA/NAM using the standard curves established as previously described (77,174). 

Mass spectrometry analysis of metabolite levels - Metabolomic data were acquired at the UC 

Davis West Coast Metabolomics Center. For each sample, approximately 300 A600 unit (for QA) 

cells grown to late-logarithmic phase in SC (~16 hr growth from an A600 of 0.1) were collected by 

centrifugation. Snap freezing was achieved by dry ice.  Frozen cell pellets were kept in Eppendorf 

tubes and then subject to metabolite extraction and Mass Spectrometry analysis.    Cells were 

extracted following recommendations published before (259). GC-TOF was performed with an 
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Agilent 6890 gas chromatography instrument with an Rtx-5Sil MS column coupled to a Leco 

Pegasus IV time of flight mass spectrometer (260).  For data processing, ChromaTOF version 

4.50.8 was used in conjunction with the BinBase algorithm as previously 

described (261).  Metabolite identifications were performed  according to the Metabolomics 

Standards Initiative by using chromatography-specific databases in conjunction with Mass Bank 

of North America (http://massbank.us) and NIST 20 mass spectral libraries (262). 

Quantitative PCR (qPCR) analysis of gene expression levels - Approximately 40 A600 unit cells 

grown to early-logarithmic phase in SD (6 hr growth from A600 of 0.1) were collected by 

centrifugation. Total RNA was isolated using GeneJET RNA purification Kit (Thermo Scientific) 

and cDNA was synthesized using QuantiTect Reverse Transcription kit (Qiagen) according to the 

manufacturer’s instructions. For each qPCR reaction, 50 ng of cDNA and 500 nM of each primer 

were used. qPCR reaction was run on Roche LightCycler 480 using LightCycler 480 SYBR green 

I Master Mix (Roche) as previously described (68). Average size of the amplicon for each gene 

was ~ 150 bp. The target mRNA transcript levels were normalized to TAF10 transcript levels.  

Protein Extraction and Western Blot Analysis - Approximately 50 A600 unit cells grown in SC 

to early-logarithmic phase (A600 of ~1) were collected by centrifugation. The cell lysate was 

obtained by bead-beating in lysis buffer: 50 mM Tris-HCl, pH 7.5, 100 mM NaCl, 1% Triton X-

100, 5 mM EDTA (pH=8), 1 mM PMSF, and protease inhibitor cocktail (PierceTM). The protein 

concentration was measured using the Bradford assay (Bio-Rad) and 20-25 µg (Hst1, Bna, PGK) 

or 40 µg (Rpd3) of total protein was loaded in each lane. After electrophoresis, the protein was 

transferred to a polyvinylidene fluoride membrane (GE healthcare). Blocking was carried out using 

OneBlockTM Western-CL Blocking buffer. The membranes were then washed, blotted with either 

anti-HA rabbit antibody (Cell Signaling 3724S) or anti-PGK mouse antibody (Invitrogen 459250). 

http://massbank.us/
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Protein was visualized using anti-mouse or anti-rabbit IgG antibody conjugate to horseradish 

peroxidase (Invitrogen), and the ECL-reagents (AmershamTM, GE). The chemiluminescent image 

was analyzed using the Amersham Imager 600 (GE) system and software provided by the 

manufacturer.  

Chromatin immunoprecipitation (ChIP) assay - Approximately 500 A600 unit cells grown to 

early-logarithmic phase in SD were cross-linked with 1% formaldehyde for 30 min at room 

temperature and stopped by adding glycine to a final concentration of 125 mM. Cells were pelleted 

by centrifugation and washed 2 times with cold Tris-buffered saline (20 mM Tris-HCl, pH7.5, 150 

mM NaCl). Cells were lysed by bead-beating in 1 ml of FA-140 lysis buffer (50 mM HEPES, 140 

mM NaCl, 1% Triton X-100, 1 mM EDTA, 0.1% sodium deoxycholate, 0.1 mM PMSF, 1x 

protease inhibitor cocktail (Pierce)) (263). The cell lysate was drawn off the beads and centrifuged 

at a maximum speed (13,200 rpm) for 30 min at 4°C.  The chromatin pellet was resuspended in 1 

ml of FA-140 lysis buffer and sonicated on ice 8 times with 20 second pulses using a Branson 450 

Sonicator (output control set at 1.5 and duty cycle held at constant) to shear chromatin to an 

average length of ~ 500 bp. Sonicated chromatin solution was centrifuged twice at 10,000 rpm for 

10 min at 4°C. The supernatant was then aliquoted into two tubes (labeled “IP” and “no-Ab”). The 

IP samples were incubated overnight at 4°C with anti-HA monoclonal antibody (ab1424, Abcam) 

at a dilution of 1:150. Both IP and no-Ab samples were incubated with 60 µl of ChIP-grade protein 

G beads (Cell Signaling Technology) for 2 hours at 4°C and then washed as described (263). DNA 

was then eluted from the beads 2 times with 125 µl of elution buffer (5X TE, 1% SDS). The 

combined DNA solution and input samples were incubated at 65°C overnight to reverse the cross-

linking. The purified DNA samples were analyzed by qPCR. The amount of immunoprecipitated 

specific promoter DNA was determined relative to no-Ab DNA. For quantitation of histone acetyl-
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lysine marks, each mark, along with the H4 protein itself, was precipitated as above using the 

following antibodies: ab10158, Abcam (H4); 71-290-6, Invitrogen (H4K5-Ac); ab15823, Abcam 

(H4K8-Ac); ab46983, Abcam (H4K12-Ac). The amount of each mark was determined relative to 

no-Ab DNA and H4 bound DNA. 
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FIGURE 2-1 
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FIGURE 2-1. Cells lacking RPD3 are deficient for de novo QA production. 

A, model of the NAD+ biosynthetic pathways in Saccharomyces cerevisiae. De 

novo NAD+ metabolism begins with TRP, which is converted into NaMN by the Bna enzymes 

(Bna2, -7, -4, -5, -1, -6) (left). NaMN is also produced by salvage of NA and NAM, which is 

further connected with salvage of NR (right). NR is metabolized to NMN by Nrk1, which is then 

converted to NAD+ by Nma1, Nma2 and Pof1. Abbreviations of NAD+ intermediates are shown 

in bold and italicized. NA, nicotinic acid. NAM, nicotinamide. NR, nicotinamide riboside. QA, 

quinolinic acid. TRP, L-tryptophan. NFK, N-formylkynurenine. KYN, kynurenine. 3-HK, 3-

hydroxykynurenine. 3-HA, 3-hydroxyanthranilic acid. ACMS, 2-amino-3-carboximuconate-6-

semialdehyde. KA, kynurenic acid. NaMN, nicotinic acid mononucleotide. NaAD, deamido-

NAD+. NMN, nicotinamide mononucleotide. Abbreviations of protein names are shown in ovals. 

Bna2, tryptophan 2,3-dioxygenase. Bna7, kynurenine formamidase. Bna4, kynurenine 3-

monooxygenase. Bna5, kynureninase. Bna1, 3-hydroxyanthranilate 3,4-dioxygenase. Bna6, 

quinolinic acid phosphoribosyl transferase. Aro9/Aro8 and Bna3, kynurenine aminotransferase. 

Nma1/2, NaMN/NMN adenylyltransferase (NMNAT). Pof1, NMN adenylyltransferase 

(NMNAT). Qns1, glutamine-dependent NAD+ synthetase. Npt1, nicotinic acid phosphoribosyl 

transferase. Pnc1, nicotinamidase. Sir2 family, NAD+-dependent protein deacetylases. Urh1, 

Pnp1 and Meu1, nucleosidases. Nrk1, NR kinase. Isn1 and Sdt1, nucleotidases. Pho8 and Pho5, 

phosphatases. Tna1, NA and QA transporter. Nrt1, NR transporter.  

B, illustration of the QA cross-feeding assay used to determine relative levels of QA release in 

strains of interest. Spots of haploid single-deletion feeder cells were applied to a lawn of QA-

dependent recipient cells (bna4Δnrk1Δnpt1Δ) and allow to grow for 2-3 days at 30˚C. The 

density of recipient cell growth around the feeder cell spots correlates with the amount of QA 

released by the feeder cells.  

C, deletion of RPD3 (rpd3Δ) decreases QA cross-feeding activities, while deletion 

of HST1 (hst1Δ) as well as HST1 and RPD3 together (hst1Δrpd3Δ) increases QA cross-feeding 

activities. Feeder cell spots along with recipient cells were grown on SC plates at 30˚C for 2 

days. For clarity, inverse image is also shown (right).  

D, extracellular QA levels determined in the growth media. Deletion of RPD3 decreases QA 

release, while deletion of HST1 as well as HST1 and RPD3 together increases QA release.  

E, intracellular QA levels determined in the cell lysates. Deletion of RPD3 decreases 

intracellular stores of QA.  

 

For D and E, the graphs are based on data of two independent experiments. Error bars represent 

data from two biological replicates per strain each with three technical replicates (total n=6 per 

strain). The p values are calculated using student’s t test (*, p<0.05). 
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FIGURE 2-2 
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FIGURE 2-2. Determination of NAD+ salvage pathway intermediates and NAD+ levels in 

cells lacking RPD3 and HST1. 

A, hst1Δ and hst1Δrpd3Δ cells show increased NA-NAM cross-feeding activities. Feeder cells 

spots along with NA-NAM dependent recipient cells (bna6Δnkr1Δnrt1Δ) were grown on NA-

free SC plate at 30˚C for 3 days.  

B, quantification of NA-NAM production by measuring the extracellular (released) and 

intracellular (stored) levels of NA-NAM. rpd3Δ cells show decreased release and intracellular 

storage of NA-NAM, while hst1Δ and hst1Δrpd3Δ cells show increased release and storage of 

NA-NAM.  

C, rpd3Δ cells show increased NR cross-feeding activities whereas hst1Δ and hst1Δrpd3Δ cells 

show decreased activities. Feeder cell spots along with NR-dependent recipient cells 

(npt1Δbna6Δpho5Δ) were grown at 30˚C on YPD plate for 3 days.  

D, rpd3Δ and hst1Δ cells show increased intracellular storage of NR. The hst1Δrpd3Δ double 

mutant shows a further increase compared to the single mutants. Only the rpd3Δ mutant shows a 

significant increase in NR release. E, rpd3Δ and hst1Δrpd3Δ cells exhibit significantly reduced 

NAD+ levels in standard SC medium. F, rpd3Δ cells display reduced NAD+ levels in NA-free SC 

medium, while hst1Δ and hst1Δrpd3Δ display increased NAD+ levels.  

 

For B, D, E, and F, graphs are representative of the trend observed across three independent 

experiments. For B and D, error bars represent data from three technical replicates for each strain 

in an experiment. For E and F, error bars represent data from two biological replicates each with 

two technical replicates for each strain in an experiment. The p values are calculated using 

student’s t test (*, p<0.05; ns, not significant). 
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FIGURE 2-3 
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FIGURE 2-3. Rpd3 and Hst1 regulate homeostasis of de novo intermediates. 

A, mass spectrometry analysis of TRP levels in rpd3Δ, hst1Δ, and hst1Δrpd3Δ cells. Deletion 

of RPD3 leads to accumulation of TRP, while hst1Δ, and hst1Δrpd3Δ cells show reduced TRP 

levels.  

B, rpd3Δ cells exhibit defective KYN production.  

C, rpd3Δ cells show reduced 3-HK levels, while hst1Δ and hst1Δrpd3Δ cells show increased 3-

HK levels.  

D, rpd3Δ cells produce reduced levels of 3-HA, while hst1Δ and hst1Δrpd3Δ cells produce 

greater levels of 3-HA.  

E, deletion of HST1 and especially deletions of RPD3 and HST1 together increase NA levels.  

 

All values for each metabolite are normalized to levels in WT cells. Error bars represent data 

from three technical replicates. The p values are calculated using student’s t test (*, p<0.05; ns, 

not significant). 
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FIGURE 2-4 
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FIGURE 2-4. Rpd3 positively regulates de novo NAD+ metabolism. 

A, gene expression qPCR analysis of BNA mRNA in WT, rpd3Δ, hst1Δ, and hst1Δrpd3Δ cells. 

Values shown are relative expression levels normalized to TAF10 as a control. Deletion 

of RPD3 decreases expression of all BNA genes shown. BNA expression in hst1Δrpd3Δ cells is 

generally increased relative to WT cells and slightly less than levels in hst1Δ cells.  

B, comparisons of Bna protein expression in HDAC mutants. HA-tagged Bna1, Bna2, and Bna5 

proteins were generated in WT, rpd3Δ, hst1Δ, and hst1Δrpd3Δ cells. Protein expression was 

determined by Western blot analysis. Arrows make the positions of molecular weight markers.  

C, overexpression of BNA2 (BNA2-oe) slightly increases the levels of QA release.  

D, BNA2-oe increases QA release in rpd3Δ, while overexpression of 

both BNA2 and BNA6 in rpd3Δ clears accumulated QA.  

E, BNA2-oe alone or BNA2-oe and BNA6-oe together is insufficient to raise NAD+ levels 

in rpd3Δ cells grown in SC. F, restoration of de novo pathway activity is necessary to rescue 

NAD+ levels in rpd3Δ cells. NAD+ levels in rpd3Δ cells are increased to WT levels when 

supplemented with QA (at 10 μM) and with BNA6-oe.  

 

For A, C, E, and F, the graphs are representative of the trend observed across three independent 

experiments. For A and C, error bars represent data from three technical replicates for each strain 

in an experiment. For E and F, error bars represent data from two biological replicates each with 

two technical replicates for each strain in an experiment. The p values are calculated using 

student’s t test (*, p<0.05; ns, not significant). 
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FIGURE 2-5 
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FIGURE 2-5. Analysis of Rpd3 and Hst1 binding to the BNA2 promoter. 

A, design of the ChIP studies. HA-tagged Hst1 was generated in both WT and rpd3Δ cells. HA-

tagged Rpd3 was generated in both WT and hst1Δ cells. Expression was confirmed by Western 

blot analysis (top). BNA2 promoter regions for ChIP studies are shown as BNA2-#1, #2, #3, #4, 

and #5 (bottom).  

B, Confirming the QA cross-feeding phenotypes of HA-tagged strains. Both Rpd3-HA WT and 

Hst1-HA WT cells show WT levels of QA release. Deletion of HST1 in Rpd3-HA WT cells 

increases levels of QA release. Deletion of RPD3 in Hst1-HA WT cells decreases levels of QA 

release.  

C, ChIP analysis of Rpd3 binding to the BNA2 promoter. The pattern of Rpd3 binding is altered 

in hst1Δ cells. Binding activity of Rpd3 is most significant near BNA2-#2 in WT cells, which 

shifts to BNA2-#5 in hst1Δ cells. Relative IP levels were normalized to TAF10.  

D, Hst1 binding activity is the highest near the transcription start site (BNA2-#5) in an ascending 

pattern. Hst1 binding activity is decreased when Rpd3 is absent.  

 

For C and D, the graphs are representative of the trend observed across three independent 

experiments. Error bars represent data from three technical replicates for each strain in an 

experiment. The p values are calculated using student’s t test (*, p<0.05; ns, not significant). E, 

model of Rpd3 and Hst1 binding to the BNA2 promoter. 
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FIGURE 2-6 
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FIGURE 2-6. Rpd3 and Hst1 have opposing effects on histone H4 acetylation status at 

the BNA2 promoter. 

A, relative abundance of acetylated H4K5 (H4K5-Ac) at sites #3 and #5, depicted in Figure 5A, 

of the BNA2 promoter (left). Deletion of RPD3 slightly decreases the amount of H4K5-Ac, while 

deletion of HST1 as well as deletions of RPD3 and HST1 together increase the level of H4K5-

Ac, suggesting that Hst1 is the main deacetylase for this residue (right).  

B, relative abundance of H4K12-Ac at sites #3 and #5 of the BNA2 promoter (left). rpd3Δ cells 

show reduced acetylation of H4K12, while hst1Δ and hst1Δrpd3Δ cells show increased 

acetylation of H4K12, suggesting that Hst1 is primarily responsible for the deacetylation of this 

residue (right).  

C, relative abundance of H4K8-Ac at sites #3 and #5 of the BNA2 promoter 

(left). rpd3Δ and hst1rpd3Δ cells show increased acetylation of H4K8, while deletion 

of HST1 alone does not have a significant influence on H4K8-Ac levels, suggesting that Rpd3 is 

the main deacetylase for this residue.  

 

Values are relative to levels of H4 protein-bound DNA in each strain and all values are 

normalized to those of WT cells. The graphs are representative of the trend observed across three 

independent experiments. Error bars represent data from three technical replicates for each strain 

in an experiment. The p values are calculated using student’s t test (*, p<0.05; ns, not 

significant; nd, not detected).  

 

D, model of BNA2 expression and putative chromatin structure produced by the effects of Rpd3 

and Hst1. 
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FIGURE 2-7 
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FIGURE 2-7. Rpd3 and Hst1 regulate different downstream target genes in NA-NAM and 

NR salvage pathways. 

A, relative expression analysis of the genes of the NA-NAM (left) and NR (right) salvage 

pathways in WT, rpd3Δ, hst1Δ, and hst1Δrpd3Δ cells by qPCR.  

B, relative expression analysis of the genes of the NR salvage pathway in WT, rpd3Δ, hst1Δ, 

and hst1Δrpd3Δ cells by qPCR.  

 

All values shown are relative expression levels normalized to TAF10 as a control. The graphs are 

representative of the trend observed across three independent experiments. Error bars represent 

data from three technical replicates for each strain in an experiment. The p values are calculated 

using student’s t test (*, p<0.05; ns, not significant).
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CHAPTER 3: The Histone Deacetylases Rpd3 and Hst1 and the Transcription Activator 

Pho2 Integrate de novo NAD+ Metabolism with Phosphate Sensing in Saccharomyces 

cerevisiae 
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ABSTRACT 

Nicotinamide adenine dinucleotide (NAD+) is a critical enzymatic cofactor with a wide variety of 

roles in the cell. The regulation of NAD+ metabolism and its integration with other aspects of the 

cellular metabolic network is incompletely elaborated and remains a rich topic for study. The 

histone deacetylases (HDACs) Hst1 and Rpd3 have previously been identified as engaging in 

antagonistic regulation of de novo NAD+ metabolism. Hst1 serves as a negative regulator of the 

de novo-mediating BNA genes, while Rpd3 serves as a positive regulator. In this work, we show 

that Hst1 and the large Rpd3 complex (Rpd3L) link the regulation of de novo NAD+ metabolism 

with certain aspects of the phosphate (Pi)-sensing PHO pathway. De novo NAD+ metabolism 

and the PHO pathway have been independently linked to the transcription factor Pho2. We 

additionally demonstrate that competition for Pho2 usage between the BNA-activating Bas1-

Pho2 complex and the PHO-activating Pho2-Pho4 complex balances de novo activity with PHO 

activity, and that the Bas1-Pho2 complex has genetic interactions with Hst1 and Rpd3 with 

respect to the regulation of the BNA genes. Finally, loss of the phosphate transporter Pho84 is 

shown to modify de novo NAD+ metabolism in the absence of Hst1, in a fashion similar to 

phosphate depletion. This study helps to clarify the complex linkage between two different 

aspects of cellular metabolism.  

INTRODUCTION 

Nicotinamide adenine dinucleotide (NAD+) is an essential enzymatic cofactor. NAD+, its 

reduced form NADH, and the phosphorylated derivative NADP+ serve a wide variety of critical 

roles in the cell. NAD/H is an oxidative electron acceptor in central metabolism, a source of 

electrons for mitochondrial respiration (58,264), and a cofactor for the sirtuin class of histone 



 

 67 

deacetylases (14-16) and for the poly-ADP-ribose polymerase (PARP) class of DNA repair 

enzymes (19). Owing to its centrality and far-ranging influence in the cell, perturbations to 

NAD+ homeostasis are associated with a considerable and diverse number of diseases, including 

various metabolic disorders (27), neurological disorders (265), cardiovascular disease (266), and 

numerous cancers (267-269). Supplementation of NAD+ precursors has been shown to be 

efficacious in treating or alleviating symptoms of several diseases (270-272) 

Owing to the complex regulatory networks governing the assimilation of these 

compounds into the cell’s NAD+ pool however, treatment of many disorders involving defective 

NAD+ homeostasis is not always straightforward. In addition, NAD+ precursors may interact 

with a large variety of signaling pathways in the cell, including diverse types of nutrient sensing 

as well as inflammation and various other responses to infection (7). As such, it is vital to 

understand the regulation of NAD+ metabolism and its interaction with other cellular processes. 

Biosynthesis of NAD+ in budding yeast proceeds through the following pathways: NA-

NAM salvage, NR salvage, and de novo biosynthesis from L-tryptophan (60). In the first 

pathway, NAM is deaminated to NA by Pnc1 (71), followed by phosphoribosylation to NaMN 

by Npt1 (16), adenylation to NaAD by Nma1/Nma2 (72,73), and finally amination to NAD+ by 

Qns1 (74). NR salvage may merge with NA-NAM salvage via conversion to NAM by the 

nucleosidases Urh1 and Pnp1, or by phosphorylation to NMN by Nrk1 (45,76), followed by 

adenylation to NAD+ by Pof1 and Nma1/Nma2 (68). De novo metabolism is mediated by the 

BNA genes and results in the formation of NaMN, at which point the pathway merges with 

NA/NAM salvage (Fig. 3-1A). 

De novo metabolism, in addition to contributing toward the cell’s NAD+ pool, has a 

complex and reciprocal relationship with other signaling networks in the cell. The flux of 
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specific de novo metabolites, such as kynurenine and 3-hydroxykynurenine, is often affected, 

and itself in turn affects various signaling events induced by infection, inflammation, and 

nutrient sensing (7). Budding yeast represents a relatively simpler model in which to investigate 

the relationship of de novo activity with other aspects of NAD+ biosynthesis and other cellular 

processes in general. The possibility of cross-talk between de novo metabolism and other 

branches of NAD+ biosynthesis may be a promising avenue of investigation. The NAD+-

dependent HDAC Hst1, for instance, is itself a regulator of de novo NAD+ biosynthesis 

(3,78,170), linking de novo activity with the status of the cell’s NAD+ pool. Furthermore, NR 

salvage activity has been seen to be sensitive to levels of the NAD+ precursor NaMN (5). NR 

salvage is also mediated by the phosphate (Pi)-sensing PHO pathway targets Pho5 and Pho8, 

which dephosphorylate NMN to NR likely to replenish the cellular phosphate pool. As a result, 

NR salvage is strongly induced by phosphate limitation (5). Altogether, these connections invite 

the question of how different branches of NAD+ metabolism may be integrated with each other 

and with other aspects of cellular metabolism. 

In previous work, we have identified the histone deacetylase Rpd3 as a positive regulator 

of de novo NAD+ metabolism, which acts specifically by antagonizing Hst1-dependent 

repression of the BNA genes (3). Rpd3 and Hst1 also appear to co-regulate many other additional 

NAD+ metabolic factors, which suggest these two HDACs might co-ordinate de novo NAD+ 

metabolism with other branches of the NAD+ metabolic network or with other signaling 

pathways in the cell. Here we present evidence that the large Rpd3 complex (Rpd3L), Hst1, and 

the transcription factor Pho2 link the regulation of the BNA genes with targets of phosphate 

signaling and with NR salvage. Specifically, we show that Rpd3L and Hst1 together negatively 

regulate two cellular phosphatases responsible for the dephosphorylation of NR, PHO5 and 
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PHO8, in addition to antagonistically regulating the BNA genes. Further, we establish a 

relationship between Hst1 and the transcription activation complex Bas1-Pho2 in the regulation 

of the BNA genes and identify competition for Pho2 between PHO and BNA promoters under 

conditions of phosphate depletion. Bas1-Pho2 is also known to be a sensor and regulator of de 

novo adenine and ATP biosynthesis (184,273), while Pho2-Pho4 is well characterized as a 

positive regulator of the PHO genes that is active under conditions of phosphate limitation 

(274,275). Lastly, we explore the relationship of the cellular phosphate transporter Pho84 with 

regulation of de novo metabolism. This work contributes to the ongoing elucidation of NAD+ 

metabolism, its regulation, and its relationship with other metabolic pathways in the cell. 

RESULTS 

Rpd3 and Hst1 regulate targets of the PHO pathway – Rpd3 and Hst1 have been shown to 

regulate the BNA genes of de novo NAD+ biosynthesis in an antagonistic fashion (3). In addition 

to this, Rpd3 (276-278) and Hst1 (78) have previously been identified as negative regulators of 

PHO pathway targets, while increased NR production has been shown to correlate with activation 

of the phosphate (Pi)-sensing PHO pathway (5). Moreover, two PHO-regulated phosphatases, 

Pho5 and Pho8, were shown to be able to convert NMN to NR (5,174). This collection of 

observations suggests that Rpd3 and Hst1 might coordinate de novo NAD+ biosynthesis, Pi-

sensing, and NR salvage (Fig. 3-1B). 

To explore this nexus and to address whether and how Rpd3 and Hst1 interact at the PHO5 

and PHO8 promoters, we determined the expression of PHO5 and PHO8 in cells lacking either or 

both HDACs.  Interestingly, we found that levels of PHO5 expression in hst1Δrpd3Δ cells are 

strikingly increased compared to WT, rpd3∆, and hst1∆ cells, suggesting synergistic regulation of 

PHO5 by Hst1 and Rpd3. Moreover, this large increase of PHO5 expression in hst1∆rpd3∆ cells 
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closely resembles the similarly elevated production of NR (a product of Pho5 activity) earlier 

observed in this strain (3). On the other hand, although PHO8 expression was also increased in 

rpd3∆ and hst1∆ cells, it was not further increased in the double mutant (Fig. 1C). Notably, rpd3∆ 

cells show increased PHO8 expression despite previous work demonstrating that Rpd3 does not 

affect the acetylation status of the PHO8 promoter (279), suggesting an atypical form of regulation 

by Rpd3 at the PHO8 promoter. These results are in agreement with previous studies, in which 

Rpd3 (277)  and Hst1 (78) were independently shown to modulate PHO5 expression. We next 

directly determined the phosphatase activities of Pho5 (Fig. 3-1D) and Pho8 (Fig. 3-1E), which 

also supported the expression results.  

The Rpd3L complex is the main positive regulator of de novo NAD+ metabolism - The Rpd3 

complex exists in two forms, Rpd3L and Rpd3S (220,222,223). While Rpd3 has long been known 

as a negative regulator of PHO5 expression (276-278), it was later established that only Rpd3L 

influences the expression of PHO5 (280). Therefore, we wished to determine whether Rpd3L also 

regulates de novo NAD+ metabolism.  This would address whether Rpd3L HDAC activity does 

indeed link de novo metabolism with NR salvage and phosphate sensing. Since most QA is 

released into the extracellular environment (78), we determined the level of QA released by rxt2∆ 

and rco1∆ cells using a QA cross-feeding plate assay as described previously (3,78). Rxt2 is an 

essential subunit unique to Rpd3L, responsible for recruitment of Rpd3 to certain promoters via 

binding to trimethylated H3K4 (230,231).On the other hand, Rco1 is unique to Rpd3S and is 

required for its recruitment to open reading frames of targets genes via binding to methylated 

H3K36 (223,226,233). QA release in rco1∆ cells is slightly but visibly reduced relative to WT 

cells, while rxt2∆ cells show even greater reduction in released QA, similar to rpd3Δ cells. This is 

expected, as Rpd3 was previously seen to antagonize Hst1 activity in the promoter region of BNA2, 
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while Rpd3L, but not Rpd3S (223,226), is typically recruited to promoters (225,226). We 

confirmed the QA plate cross-feeding results by determining intra- and extracellular QA in the 

same strains, revealing that released QA levels are indeed significantly decreased in both rco1∆ 

and rxt2∆ cells (Figure 3-2B). rxt2∆ cells show less QA release compared to rco1∆ cells, but more 

than rpd3Δ cells. Interestingly however, the decrease in intracellular QA observed in rco1∆ cells 

is slightly stronger than that observed for rxt2∆ cells. Altogether, these results suggest that while 

Rpd3L is the primary form of Rpd3 active as a positive regulator of the BNA genes, Rpd3S also 

appears to have a significant role in the same capacity. 

To explore this hypothesis, we then determined the influence of each complex on BNA 

expression and found that both Rpd3L and Rpd3S seem to be significant as activators of BNA 

expression (Fig. 3-2C). Similar to the case of PHO5, Rpd3L appears to be the main regulator of 

the de novo pathway. Notably, the relative influence of each seems to vary at each of the BNA 

genes, with rxt2∆ cells clearly showing greater reduction in expression of BNA2, BNA4, and BNA5. 

The stronger reduction in QA release observed in rxt2∆ cells is likely due to the fact that Rpd3L 

appears to be the main regulator of most BNA genes, and specifically of BNA2, which is the rate 

limiting step of the de novo pathway (78). Finally, we examined the influence of Rpd3L and Rpd3S 

on NAD+ production to determine the degree to which each complex is responsible for the 

decreased NAD+ levels observed in rpd3∆ cells. NAD+ levels were measured in SC medium 

without NA, in order to reduce NA/NAM salvage activity and focus on the contribution of de novo 

activity to the cellular NAD+ pool. We saw both rxt2∆ cells and rco1∆ cells to exhibit significant 

reduction in NAD+ levels (Fig. 3-2D), confirming the importance of both as activators of the de 

novo pathway.  
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The Bas1-Pho2 complex interacts with Rpd3 and Hst1 - Having identified Rpd3 and Hst1 as 

regulators shared between the PHO genes, NR salvage, and de novo NAD+ metabolism, we further 

investigated the interconnections between these pathways. First, we sought to determine the effect 

of Pi depletion on BNA expression. However, this question is difficult to address directly. Given 

that Pi depletion decreases cellular ATP levels (281), while ATP depletion itself leads to NAD+ 

depletion (59), we would expect extended Pi-depletion to cause a corresponding drop in NAD+ 

levels. This would have the ultimate indirect consequence of limiting NAD+-dependent Hst1 

activity and inducing BNA expression (Fig. 3-3A), as Hst1 is a critical negative regulator of BNA 

expression (78,170). Owing to these considerations, we attempted to identify a time window that 

would preserve the cellular NAD+ pool while also sufficiently inducing PHO signaling. We found 

that, soon after transfer to Pi-depleted (low-Pi) medium, cellular NAD+ levels significantly 

dropped (Fig. 3-3B). Interestingly, one of the first evident changes upon Pi depletion was a redox 

imbalance between NADH/NAD+ (~5 min), with the ratio quickly rising and then leveling out 

over time. Since NAD+ depletion appears to be an inevitable confounding factor of Pi limitation, 

we employed the hst1∆ mutant in our studies of phosphate depletion, which is not expected to be 

sensitive to changes in NAD+ levels with respect to the regulation of BNA expression. In addition, 

we also sought to determine how the transcription factor Pho2, shared between two complexes 

formed with the de novo-activating Bas1 and the PHO-activating Pho4, might serve to integrate 

de novo NAD+ metabolism and PHO signaling, alongside the aforementioned regulators (Fig. 3-

3C). It has been shown that ade16∆ade17∆ mutants, which are genetic mimics of adenine 

depletion, also have increased BNA expression through a mechanism in parallel to Hst1 (Fig. 3-

3C) (59). In these cells, activation of BNA expression is mediated by a specific transcription 

complex Bas1-Pho2 stimulated by an adenine intermediate (5′-phosphoribosyl-5-amino-4-
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imidazole carboxamide monophosphate, ZMP) that they accumulate (59). Although the primary 

function of Bas1-Pho2 complex is to activate genes for de novo adenine synthesis, they also 

activate BNA genes during adenine depletion or when cells accumulate ZMP metabolites (59). 

Therefore, we also deleted ADE16 and ADE17 in the hst1∆ background in order to induce BNA 

expression by this ZMP-Bas1-Pho2-dependent mechanism. As shown in Fig. 3-3D, expression of 

most BNA genes was already slightly but significantly reduced by Pi-depletion in hst1∆ cells, with 

the exception of BNA6. Expression of PHO5 was included as a positive control of PHO activation. 

Interestingly, expression of BNA2 and BNA6 was further increased in the hst1∆ade16∆ade17∆ 

triple mutant (Fig. 3-3D). In addition, in this background we were able to observe that all BNA 

genes are sensitive to Pi-limitation, which reduces BNA gene expression. Lastly, the 

hst1∆ade16∆ade17∆ triple mutant also shows higher BNA expression relative to the hst1∆ mutant, 

suggesting that the mechanism of Bas1-Pho2-dependent BNA activation is at least partially 

independent of Hst1. These results also demonstrate an inverse correlation of BNA and PHO gene 

expression during Pi-limitation (Fig. 3-3D). Activation of PHO downstream genes is mediated by 

the Pho2-Pho4 transcription complex (Fig. 3-3C). Notably, the adenine precursor ZMP has also 

been shown to activate Pho2-Pho4 complex formation (184). Hence, our results suggest that Pho2 

may be a limiting factor shared between the Bas1-Pho2 and Pho2-Pho4 complexes. Competition 

for limiting reserves of Pho2 may become particularly acute under conditions of ZMP 

accumulation (seen in the ade16∆ade17∆ mutant (59)), which promotes the formation of both 

complexes (Fig. 3-3C). Indeed, competition between the two complexes has been suggested 

previously for the regulation of PHO genes and adenine biosynthesis ADE genes (184).  

To test this model, we asked whether deleting BAS1 would be sufficient to decrease BNA gene 

expression without Pi limitation. We found that BAS1 deletion had no significant effect on BNA 
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expression in the WT background except for BNA6 (Fig. 3-3E). We also examined hst1∆ cells, in 

which all BNA genes are de-repressed. As shown in Figure 3-3E, BAS1 deletion reduced the 

expression of all BNA genes in hst1∆ cells. This suggests that the Bas1-Pho2 complex may only 

have a significant role as an activator of BNA expression under inducing conditions, whether due 

to ZMP accumulation or, as here, due to loss of Hst1 activity. However, it should be considered 

that deletion of BAS1 causes a significant reduction in cellular ATP levels (282,283), which would 

be likely to reduce NAD+ production downstream (59). Therefore, BNA expression in bas1∆ cells 

may be confounded by reduction or partial loss of Hst1 activity, masking the potential effect of 

Bas1 itself, which might only become evident in the hst1∆ background. Moreover, hst1∆bas1Δ 

cells also showed a notable increase in PHO5 and PHO8 expression (Fig. 3-3E), lending support 

to the model that Bas1 and Pho4 are in competition for limiting reserves of Pho2 (Figure 3-3C). 

These studies also firmly indicate that Bas1/Pho2 is required for optimal BNA expression in hst1∆ 

cells even under adenine replete conditions.  

Having observed a genetic interaction between the hst1∆ mutant and the ade16∆ade17∆ (Fig. 

3-3D) and bas1∆ mutants (Fig. 3-3E), we then examined whether Rpd3 also played a role in this 

context. Since Rpd3 antagonizes Hst1-mediated repression and promotes BNA expression, we 

examined whether Rpd3 was required for Bas1-Pho2 mediated activation of BNA expression in 

ade16∆ade17∆ cells. As shown in Figure 3-3F, when we compared the ade16∆ade17∆ and 

rpd3∆ade16∆ade17∆ mutants, RPD3 deletion significantly reduced BNA expression in 

ade16∆ade17∆ cells. Rpd3 may allow for improved recruitment of Bas1-Pho2 by preventing the 

spreading of repressive chromatin structure established by Hst1 (3).  However, the 

rpd3∆ade16∆ade17∆ mutant still expressed most BNA genes to a level higher than that of rpd3∆ 
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cells, suggesting that the direct mechanism of Bas1-Pho2 recruitment might function 

independently of Rpd3. 

ZMP induction alters cellular NR metabolism - Having observed significant decreases in BNA 

expression when BAS1 is deleted in an hst1∆ background, we sought to investigate what effect the 

loss of Bas1 might have on QA production. Interestingly, BAS1 deletion did not appear to decrease 

QA levels in either WT or hst1∆ cells (Figure 3-4A). It is likely that in bas1∆ cells, a small decrease 

in QA production may be masked by its decreased BNA6 expression (Figure 3-3E), which is 

expected to cause QA accumulation (Figure 3-1A). 

The QA production studies further support a role for Rpd3 as a positive regulator of BNA 

expression that is of primary significance, as suggested earlier (3). As shown in Fig. 3-4B, the 

rpd3∆ade16∆ade17∆ mutant did not release detectable QA, and displayed a similar phenotype 

observed in the rpd3∆ mutant (Fig. 3-2A).  Surprisingly, although the ade16∆ade17∆ mutant 

showed elevated BNA expression, these cells appeared to release less QA (Figure 3-4B). It is 

possible that a portion of produced QA is assimilated into NAD+ due to especially high BNA6 

expression in these cells (Fig. 3-3E). In addition, unlike other BNA genes, BNA1 expression was 

not increased in ade16Δade17Δ cells (Figure 3-3F), which may also contribute to observed lower 

QA levels (Fig. 3-4B). These results also suggest some BNA genes may be independently regulated 

by different mechanisms. Notably, although the ade16∆ade17∆ mutant was shown to have 

increased levels of BNA expression and de novo pathway metabolites, it did not show increased 

NAD+ levels (59). Therefore, we further examined whether other branches of NAD+ metabolism 

are also affected in the ade16∆ade17∆ mutant. Since PHO signaling is activated in this mutant, 

we examined whether it also produced more NR, as observed in rpd3∆ cells. We found that 

although the ade16∆ade17∆ mutant did not appear to release more NR (Fig. 3-4C), its intracellular 
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NR was significantly increased (Fig. 3-4D). Direct Pi-depletion, which has previously been shown 

to induce NR production (5), caused comparatively greater NR production in WT cells as opposed 

to deletion of ADE16 and ADE17 (Fig. 3-4D). This is expected, as ZMP accumulation by itself 

(observed in the ade16∆ade17∆ background) is predicted to be one of the many downstream 

consequences of Pi depletion. Moreover, the ade16∆ade17∆ cells also showed increased 

intracellular NA-NAM levels (Figure 3-4E). This could be due to increased NR flow into the NA-

NAM salvage pathway combined with a blockage in NA-NAM metabolism. To test this, we 

examined the expression of genes involved in NA (NPT1) and NAM (PNC1) metabolism. 

Moreover, higher intracellular NR and NA-NAM could also be due to increased import of these 

precursors, especially considering the quantities of these metabolites released extracellularly are 

not visibly increased. Therefore, expression of TNA1 (NA and QA transporter), NRT1 (NR 

transporter), and FUN26 (vacuolar NR transporter) was also studied. As shown in Figure 3-4F, 

expression of PNC1 was significantly reduced in ade16∆ade17∆ cells while expression of the 

other genes was not significantly altered. Overall, our results showed that both increased NR 

production and a blockage in the conversion of NAM to NA (reduced PNC1 expression) were 

observed in ade16∆ade17∆ cells. Increased PHO signaling activity likely contributes to NR 

production (5), however, it remains unclear how PNC1 expression is altered in ade17∆ade17∆ 

cells. 

Phosphate transport via Pho84 affects homeostasis of NAD+ precursors - Rpd3 appears to be 

an important regulator in the recycling of cellular transporters, with several recycling factors being 

aberrantly expressed in rpd3∆ cells (249). It has also been shown that deletion of RPD3 causes 

issues with the activity and localization of the cellular phosphate transporter Pho84, possibly due 

to this same recycling defect, ultimately leading to reduced uptake and storage of phosphate in 
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rpd3∆ cells (277). This leads to the further consequence of PHO5 induction, independently of and 

additional to the baseline amount caused by rpd3∆ per se. For this reason, rpd3∆ cells also show 

increased induction of the PHO targets PHO81, PHO84, and PHO86 under low Pi conditions, 

none of which are affected by the deletion of RPD3 under standard, phosphate replete conditions 

(277). As these marked defects in Pho84 activity are downstream of RPD3 deletion, loss of Pi 

transport may be an indirect contributor to the influence of Rpd3 upon BNA expression. In addition, 

having seen that Pi depletion may alter de novo NAD+ metabolism (Figure 3-3D), the study of 

Pho84 may also provide an opportunity to confirm the connection between BNA and PHO 

regulation noted above. Therefore, we sought to investigate the possibility of a relationship 

between Pho84, Pi transport, and de novo metabolism.   

As deletion of PHO84 causes reduced intake and accumulation of Pi (284,285), we 

sought to investigate the effect of PHO84 deletion on QA production in WT and hst1∆ cells. As 

opposed to the acute depletion of intracellular Pi and induction of PHO expression by 

transferring cells to low-Pi medium, pho84∆ cells may serve as a model of chronically reduced 

Pi levels. We found that deletion of PHO84 slightly, but visibly, reduces QA release in WT and 

hst1∆ backgrounds (Fig. 3-5A). In the latter case, this may partly be due to competition between 

Bas1-Pho2 and Pho2-Pho4 caused by PHO activation, limiting the amount of Pho2 available for 

BNA induction. However, the decrease in QA release observed here exceeds that observed for 

full BAS1 deletion (Fig. 3-4A), suggesting that other factors may be involved. We also examined 

the possibility that PHO84 deletion and PHO pathway activation might cause increased NR 

production in hst1∆ cells, on an order comparable to the effect previously noted in WT cells (5). 

We saw that this indeed appeared to be the case, with hst1∆pho84∆ cells showing increased 

release relative to hst1∆ cells, of a magnitude similar to the difference observed between WT and 
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pho84∆ cells (Fig. 3-5B). This suggests that the relationship between Pi sensing, PHO activation, 

and NR metabolism remains largely undisturbed in hst1∆ cells. 

We expect that the above results are at least partially explained by the sequence of events 

described by Figure 3-3A: reduction of cellular Pi pools lowers ATP levels, which in turn 

depletes NAD+. Pi depletion per se would cause PHO induction and increased NR production 

via Pho5 and Pho8. However, the predicted reduction of cellular NAD+ levels would be 

anticipated to reduce Hst1 activity and thereby cause greater de novo activation and QA release 

in the NAD+-sensitive WT background. This suggests that another factor might be involved that 

overrides the effect of reduced Hst1 activity. Alternatively, pho84∆ cells grow markedly more 

slowly than WT cells (data not shown); this alone is a likely explanation for the minor decrease 

of QA release caused by PHO84 deletion in the WT and hst1∆ background.   

To verify that the NAD+ pool is indeed depleted by PHO84 deletion, we measured NAD+ 

levels in medium lacking NA (in which NAD+ is derived mostly from de novo activity) (Fig. 3-

5C) and standard SC medium (Fig. 3-5D). We found that NAD+ levels are significantly reduced 

in both medium types, and particularly the latter. Most likely, this is primarily due to limitation 

of ATP available for the reactions catalyzed by Npt1 and Nma1/Nma2 (59). This suggests that 

PHO84 deletion and Pi limitation indeed has a significant influence on Hst1 activity via 

reduction of NAD+ levels. However, this effect is not strong enough to cause visible increases in 

QA release (Fig. 3-5A), nor does deletion of HST1 have a significant influence on the 

relationship between PHO activation and NR metabolism (Fig. 3-5B), suggesting that the effect 

is largely independent of Hst1-dependent PHO repression (Fig. 3-1B) (78). Moreover, 

examination of NAD+ levels in pho84∆ cells serves as an independent confirmation of the results 

shown in Fig. 3B and vindicates the use of hst1∆ cells to investigate the effect of low Pi on BNA 
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expression phenotypes: depletion of Pi leads to a decline in NAD+ levels that is ultimately quite 

significant, causing conflicting adjustments to BNA regulation that involve, at minimum, 

alterations of Hst1 and Pho2 activity. Altogether, the effect that phosphate transport and storage 

exerts on de novo regulation is complex and multifaceted. 

Lastly, the use of PHO84 deletion affords us an opportunity to further solidify the 

competitive model elaborated above (Figure 3-3C) and may also serve as a model of chronic 

reduction of Pi levels, as opposed to acute depletion resulting from short periods of growth in 

low-Pi medium. If PHO84 deletion and downstream PHO induction truly reduce BNA 

expression via competition for Pho2 between Bas1 and Pho4, then this effect should only be 

apparent in the hst1∆ background, as Bas1-Pho2 does not appear to be important for BNA 

expression under standard conditions (Fig. 3-3E). Consistent with this expectation, we saw 

almost no significant differences in BNA expression between WT and pho84∆ cells, while BNA 

expression was slightly but consistently reduced in hst1∆pho84∆ cells compared to hst1∆ cells 

(Fig. 3-5E), closely resembling the differences observed by Pi depletion from the growth 

medium (Fig. 3-3D). However, it should again be noted that the reduction of ATP levels in 

bas1∆ cells (282,283) and of NAD+ levels in pho84∆ cells (Fig. 3-5D) may complicate 

straightforward investigation of this model in non-hst1∆ backgrounds. 

DISCUSSION 

Rpd3 and Hst1 appear to play a role in co-regulating Pi-sensing PHO signaling and de novo 

NAD+ metabolism (Fig. 3-6). Together with their antagonistic regulation of de novo metabolism 

(3), the two appear to employ a different mode of regulation at the PHO5 and PHO8 promoters, 

with both serving as negative regulators in this latter case (Figure 3-1B). The large Rpd3 complex, 

Rpd3L, appears to be specifically responsible for this link. As opposed to Rpd3S, it is the primary 
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regulator of both PHO5 (280) and BNA expression (Fig. 3-2C), which is affected much more 

consistently and strongly by deletion of the Rpd3L subunit RXT2 versus deletion of the Rpd3S 

subunit RCO1. However, Rpd3S does appear to assist Rpd3L in the positive regulation of BNA 

expression, though to a lesser degree. This invites the question of the nature of the coordination 

between the two complexes, their overlapping roles, and their mechanistic activities. It is typical 

for Rpd3L activity to be confined to the promoter region of target genes (225,226), while Rpd3S 

is generally active within the open-reading frame of its targets (223,226). It remains to understand 

how each of the two complexes contributes to the promotion of BNA and PHO expression. 

Two transcription complexes, Pho2-Pho4 and Bas1-Pho2, are also active in this 

connection. The Pho2-Pho4 complex has long been known as an activator of PHO pathway 

targets (284,286,287), while the Bas1-Pho2 complex was recently identified as a positive 

regulator of BNA expression (59) (Fig. 3-6). In addition, the formation of both complexes is 

responsive to ZMP accumulation under conditions of ATP depletion and in the ade16∆ade17∆ 

mutant (59,184). The sharing of Pho2 between these complexes provides an opportunity for 

coordination between de novo NAD+ synthesis and PHO signaling pathways, considering that Pi 

depletion is also associated with reduction of cellular ATP levels (281) and NAD+ levels (Fig. 3-

3B). To study the specific effect of Pi-depletion on BNA expression independent of NAD+ levels, 

we employed the hst1∆ mutant and showed that Pi-depletion in fact limits BNA expression in 

hst1∆ cells (Fig. 3-3D). These results indicate some degree of competition between Bas1 and 

Pho4 for binding to Pho2, which has also been suggested to occur between the ADE and PHO 

genes (184). The ultimate consequence of this would be two competing signals induced by low-

Pi: low NAD+ and ATP promotes BNA activation via loss of Hst1 activity and Bas1-Pho2 

complex formation, respectively, while PHO activation limits BNA expression (Fig. 3-6). This 
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effect indeed becomes even more pronounced under conditions of ZMP accumulation in 

hst1∆ade16∆ade17∆ cells. Supporting this model, we showed that deleting BAS1 indeed reduces 

BNA expression with a concomitant increase in PHO gene expression in hst1∆ cells (Fig. 3-3E). 

On the other hand, deletion of BAS1 alone does not significantly alter BNA expression. It appears 

that the Bas1-Pho2 complex is not significant as a regulator of BNA expression under standard 

conditions, but that it is necessary for full BNA induction under inducing conditions, whether this 

be loss of Hst1 silencing activity or ZMP accumulation. As noted previously, however, the low 

ATP levels seen in bas1∆ cells (282,283) may cause declines in NAD+ production and loss of 

Hst1 activity, confounding straightforward investigation of BAS1 deletion in the WT 

background. 

Indeed, a low level of ATP would generally be anticipated to cause NAD+ depletion (59).  

As a sirtuin, Hst1 activity is limited by low NAD+, resulting in de-repression of both the BNA 

genes and the PHO pathway (Fig. 3-6). Owing to these relationships, PHO gene expression is 

predicted to be activated in low Pi conditions not only by the main mechanism of Pho4 

translocation to the nucleus, but also indirectly by reduction of ATP and NAD+ levels under low 

Pi conditions (Fig. 3-3A). ATP limitation would cause increased production of ZMP, promoting 

Pho2-Pho4 complex formation, while NAD+ depletion would limit negative regulation by Hst1. 

This series of events ultimately serves to strongly activate PHO targets, one result of which is the 

increased production of NR (Fig. 3-4D, Fig. 3-6). The ade16Δade17Δ cells also show reduced 

PNC1 expression (Fig. 3-4F) and, consequently, NAM accumulation (Fig. 3-4E). It was shown 

previously that making NAD+ from NA-NAM salvage requires more ATP than from the de novo 

pathway (59). Therefore, reduced PNC1 expression may help decrease NA-NAM salvage 

activity to preserve ATP for other cellular functions. Increased NAM may also help de-repress 
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BNA genes to facilitate de novo NAD+ synthesis. On the other hand, Rpd3 serves as an 

epigenetic regulator in this metabolic network independent of NAD+ levels. This helps ensure 

that PHO activity and NR salvage remain controlled even when levels of NAD+ are low. For 

example, in the case of PHO5 expression and NR production, the removal of both Hst1 and 

Rpd3 leads to synergistically increased activity, which may be detrimental to cells. However, 

Rpd3 is required not only as a PHO repressor, but also seems to be required for full induction of 

PHO5 (220,276), highlighting the intricate role of Rpd3 as a both a positive and negative 

epigenetic regulator depending on the context. As noted above, Rpd3 acts as a positive regulator 

of the BNA genes, as well as of the NR transporter NRT1 and the NA/QA transporter TNA1, all 

of which are induced in hst1Δ or by limitation of NAD+ (78). Interestingly, Nrt1 has also been 

shown to be a transporter of the ZMP precursor 5-Aminoimidazole-4-carboxamide-1-β-d-

ribofuranoside (AICAR) (288). Collectively these results provide a model connecting de novo 

BNA expression, PHO signaling, and NR salvage. 

As anticipated from the preceding relationship, the phosphate transporter Pho84 also 

appears to have a significant influence on regulation of de novo NAD+ metabolism. It is likely 

that this primarily proceeds through the model outlined, as loss of PHO84 is associated with 

reduced accumulation of Pi (285) and high levels of PHO induction (Fig. 3-5E) (289). As above, 

the relationship is likely twofold: loss of Hst1 activity due to decreased NAD+ production and 

decreased availability of Pho2 via its increased recruitment into the PHO-activating Pho2-Pho4 

complex. These two influences are predicted to have opposite effects on BNA expression, and the 

effect of reduced Hst1 activity would be predicted to predominate based on its significant control 

of BNA expression (3,78,170) relative to the more minor effect exerted by Bas1-Pho2 (59) (Fig. 

3-3E; Fig. 3-4A). However, pho84∆ cells show almost no changes in BNA expression relative to 
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WT cells (Fig. 3-5E), suggesting that the two influences may be more balanced in degree. This 

could possibly be due to incomplete limitation of Hst1 activity at intermediate intracellular 

NAD+ concentrations, or alternatively due to particular adaptations to chronically low Pi in 

pho84∆ cells (Fig. 3-5D). 

In addition, the effect of Rpd3 on the transport of Pi via Pho84 cycling is a topic in need 

of further investigation. Having established the close relationship of both Pi-sensing and Rpd3 

with the regulation of de novo metabolism, the two may interact in a variety of ways to influence 

the ultimate status of BNA gene expression. For instance, rpd3∆ cells are known to accumulate 

less Pi due to defective recycling of Pho84; this causes significant amounts of PHO induction 

independently of Rpd3 activity at PHO promoters (277), meaning that Pho4 might bind and 

sequester some amount of Pho2 away from Bas1, thereby indirectly reducing BNA expression. 

Although this effect is expected to be minor in comparison with the effect of Rpd3 as an 

epigenetic regulator of BNA expression per se, it provides a hint of the complexity involved in 

joining de novo NAD+ metabolism, Pi-sensing, and NR salvage. Moreover, Pho84 recycling 

defects in rpd3∆ cells may partially explain the low NAD+ phenotype of rpd3∆ cells in standard 

and -NA medium (3). 

In summary, Rpd3, Hst1, and Pho2 appear to integrate the regulation of several disparate 

branches of NAD+ metabolism, and their activities and targets also provide links to Pi sensing, 

purine metabolism, ATP production, and the overall status of the cell’s NAD+ pool. This set of 

regulators therefore helps to coordinate a variety of interrelated metabolic signals in budding 

yeast. Further work will be required to explore the mechanistic interactions among these 

regulators and to establish the means by which they compete and cooperate to influence the 

cellular pools of NAD+ and its precursors. Altogether, this work contributes to the elaboration of 
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the relations by which NAD+ metabolism is governed and helps to connect different branches of 

NAD+ metabolism among each other and with other signaling networks in the cell. 

EXPERIMENTAL PROCEDURES 

Yeast strains, growth media, and plasmids – Yeast strain BY4742 MATα his3Δ1 leu2Δ0 

lys2Δ0 ura3Δ0 acquired from Open Biosystems (257) was used as the parental WT strain for this 

study. Standard growth media including synthetic minimal (SD), synthetic complete (SC), and 

yeast extract/peptone/dextrose (YPD) rich media were made as described (258). Special NA-free 

SD and NA-free SC were made by using niacin-free yeast nitrogen base acquired from Sunrise 

Science Products. Low phosphate (Low-Pi) medium was prepared by phosphate precipitation 

from SC as previously described (5). In brief, for each liter of Low-Pi SC medium, 2.46 g of 

MgSO4 were first dissolved in SC. 8 ml of concentrated ammonia was then slowly added with 

gentle stirring to precipitate inorganic phosphate as MgNH4PO4. After filtration, the clear 

solution was adjusted to pH 6 with HCl and subjected to autoclave. Gene deletions were carried 

out by replacing the coding regions of WT genes with gene-specific PCR products generated 

using either the pAG32-hphMX4 (2) or the reusable loxP-kanMX-loxP (pUG6) (1) cassettes as 

templates. Multiple gene deletions employed a galactose-inducible Cre recombinase to remove 

the loxP-kanMX-loxP cassette, followed by another round of gene deletion (1).  

Quantitative PCR (qPCR) quantitation of gene expression – Approximately 40 A600 unit cells 

grown to early-logarithmic phase in SD (6 hr growth from A600 of 0.1) were collected by 

centrifugation. Total RNA was isolated using GeneJET RNA purification Kit (Thermo 

Scientific) and cDNA was synthesized using QuantiTect Reverse Transcription kit (Qiagen) 

according to the manufacturer’s instructions. For each qPCR reaction, 50 ng of cDNA and 500 

nM of each primer were used. qPCR reaction was run on Roche LightCycler 480 using 
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LightCycler 480 SYBR green I Master Mix (Roche) as previously described (68). Average size 

of the amplicon for each gene was ~ 150 bp. The target mRNA transcript levels were normalized 

to TAF10 transcript levels. 

Repressible acid phosphatase (rAPase) activity and alkaline phosphatase (rALPase) assays - 

The rAPase liquid assay was carried out as described (290) with modifications. In brief, about 2.5 

A600 unit cells grown in SC for 6 hours were collected, washed, and resuspended in 150 μl sterile 

water. Next, 600 μl of substrate solution (5.6 mg/ml p-nitrophenylphosphate, pNPP, in 0.1 M 

sodium acetate, pH 4) was added to cell suspension, and the mixture was incubated at 30°C for 15 

min. The reaction was stopped by adding 600 μl ice-cold 10% trichloroacetic acid. 600 μl of this 

final mixture was then added to 600 μl saturated Na2CO3 to allow color (neon yellow) 

development. Cells were pelleted to acquire the supernatant for A420 determination. The rAPase 

activities were determined by normalizing A420 readings of colorimetric phosphatase product p-

nitrophenol (pNP) to total cell number (A600). The cell extract-based rALPase activity assay was 

carried out as previously described (291) with modifications. About 2.5 A600 units of cells grown 

in SC for 6 hours were collected, washed in 0.85% NaCl with 1 mM PMSF as described (291). 

The resultant cell pellet was then resuspended in 600 µl lysis buffer (20 mM PIPES, 0.5 %, Triton 

X-100, 50 mM KCl, 100 mM potassium acetate, 10 mM MgSO4, 10 μM ZnSO4, 1 mM PMSF) 

followed by bead-beating. Cell lysates were then centrifuged at 13,200 rpm for 5 min at 4˚C to 

collect supernatant. 200 µl supernatant was added to 300 µl reaction buffer (333 mM Tris-HCl, 

pH 8.5, 0.53 % Triton X-100, 133 mM MgSO4, 13.3 µM ZnSO4, w/wo 1.66 mM pNPP) and then 

incubated at 37˚C for 20 min. Reactions were stopped by adding 500 µl stop buffer (1 M 

glycine/KOH, pH 11.0). Supernatants were then collected by centrifugation. The rALPase 
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activities were determined by normalizing A420 readings of colorimetric phosphatase product pNP 

to cell number. 

QA and NR cross-feeding plate assays - These assays employed specific mutants, which 

depend on QA or NR for growth, as “recipient cells”, and yeast strains of interest as “feeder 

cells”. First, recipient cells were plated as a lawn on a solid agar plate (~104 cells/cm2). Next, 

~2x104 cells of each feeder cell strain (2 µl cell suspension made in sterile water at A600 of 1) was 

spotted onto the lawn of recipient cells. Plates were then incubated at 30˚C for 3 days. Since the 

growth media do not contain the NAD+ intermediates needed for the growth of recipient cells, 

the extent of the recipient cell growth indicates the levels of specific NAD+ intermediates 

released by feeder cells. QA cross-feeding was carried out on SC or SD using the QA dependent 

npt1∆nrk1∆bna4∆ mutant. NR cross-feeding was carried out on YPD or SC using the NR 

dependent npt1∆bna6∆pho5∆ mutant.  

Measurement(s) of NAD+, NADH, QA, NR and NA-NAM - Total intracellular levels of NAD+ 

and NADH were determined using enzymatic cycling reactions as described (4). In brief, 

approximately 1 A600 unit (1 A600 unit = 1x107 cells/ml) cells grown to early-logarithmic phase in 

SC (~6 hr growth from A600 of 0.1) were collected in duplicate by centrifugation. Acid extraction 

was performed in one tube to obtain NAD+, and alkali extraction was performed in the other to 

obtain NADH for 40 minutes at 60˚C. Amplification of NAD+ or NADH in the form of malate was 

carried out using 3 µl or 4 µl of neutralized acid or alkali extracted lysate in 100 µl of cycling 

reaction for 1 hour at room temperature. The reaction was terminated by heating at 100˚C for 5 

minutes. Next, malate produced from the cycling reaction was converted to oxaloacetate and then 

to aspartate and a-ketoglutarate by the addition of 1 ml malate indicator reagent for 20 minutes at 

room temperature. The reaction produced a corresponding amount of NADH as readout, which 
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was measured fluorometrically with excitation at 365 nm and emission monitored at 460 nm. 

Standard curves for determining NAD+ and NADH concentrations were obtained as follows: 

NAD+ and NADH were added into the acid and alkali buffer to a final concentration of 0, 2.5, and 

7.5 µM, which were then treated with the same procedure along with other samples. The 

fluorometer was calibrated each time before use with 0, 5, 10, 20, 30, and 40 µM NADH to ensure 

that the detection was within a linear range. Levels of NAD+ intermediates (QA, NR and NA-

NAM) were determined by a liquid-based cross-feeding bioassay as previously described 

(5,77,174) with modifications. To prepare cell extracts for intracellular NAD+ intermediates 

determination, approximately 200 A600 unit (for NR and NA-NAM) or 900 A600 unit (for QA) donor 

cells grown to late-logarithmic phase in SC (~16 hr growth from an A600 of 0.1) were collected by 

centrifugation and lysed by bead-beating (Biospec Products) in 400 μl (per 200 A600 unit cells) ice-

cold 50 mM ammonium acetate solution. The supernatant was collected by centrifugation and the 

pellet was extracted two more times with 600 µl ice-cold 50 mM ammonium acetate solution, 

which generates 1600 µl cell lysate. After filter sterilization, 100-200 μl of clear extract (2.5 mL 

for QA) was used to supplement 8 ml cultures of recipient cells with starting A600 of 0.05 in SC. 

To determine extracellular NAD+ intermediates levels, 20 ml supernatant of donor cell culture was 

collected, filter-sterilized, and then 4 ml was added to recipient cell culture in 2x SC to a final 

volume of 8 ml with total starting A600 of 0.05. A control culture of recipient cells in SC without 

supplementation was included in all experiments. For measuring relative QA levels, 

npt1∆nrk1∆bna4∆ and npt1∆nrk1∆bna1∆ mutants were used as recipient cells. The 

npt1∆bna6∆pho5∆ recipient cells were used to measure relative NR levels. To measure relative 

NA/NAM levels, the bna6∆nrk1∆nrt1∆ recipient cells were grown in NA-free SC. After 

incubation at 30˚C for 24 hours, growth of the recipient cells (A600) was measured and normalized 
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to the cell number of each donor strain. A600 readings were then converted to concentrations of QA, 

NR, and NA/NAM using the standard curves established as previously described (77,174). 
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FIGURE 3-1 
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FIGURE 3-1. Rpd3 and Hst1 negatively regulate the PHO pathway genes PHO5 and 

PHO8.  

A, abridged model of the NAD+ biosynthetic pathways in Saccharomyces cerevisiae. De novo 

NAD+ metabolism begins with TRP, which is converted into NaMN by the Bna enzymes (Bna2, 

-7, -4, -5, -1, -6) (left). NaMN is also produced by salvage of NA and NAM, which is further 

connected with salvage of NR (right). NA, nicotinic acid. NAM, nicotinamide. NR, nicotinamide 

riboside. QA, quinolinic acid. TRP, L-tryptophan. NFK, N-formylkynurenine. KYN, kynurenine. 

3-HK, 3-hydroxykynurenine. 3-HA, 3-hydroxyanthranilic acid. ACMS, 2-amino-3-

carboximuconate-6-semialdehyde. KA, kynurenic acid. NaMN, nicotinic acid mononucleotide. 

Abbreviations of protein names are shown in ovals. Bna2, tryptophan 2,3-dioxygenase. Bna7, 

kynurenine formamidase. Bna4, kynurenine 3-monooxygenase. Bna5, kynureninase. Bna1, 3-

hydroxyanthranilate 3,4-dioxygenase. Bna6, quinolinic acid phosphoribosyl transferase.  

B, relationship between de novo NAD+ biosynthesis, NR salvage, and Pi sensing. Rpd3 and Hst1 

antagonistically regulate the BNA genes of the de novo pathway and have previously been shown 

to negatively regulate certain PHO targets. PHO gene expression is sensitive to cellular Pi levels 

and is induced by Pi-depletion. Two PHO targets, the acid phosphatase Pho5 and the alkaline 

phosphatase Pho8, are known to convert NMN to NR. 

C, gene expression qPCR analysis of PHO5 and PHO8 levels in WT, rpd3∆, hst1∆, and 

hst1∆rpd3∆ cells. Values shown are relative expression levels normalized to TAF10 as a control. 

PHO5 expression is increased in rpd3∆ and hst1∆ cells, and is especially strongly raised in 

hst1∆rpd3∆ cells. PHO8 expression in rpd3∆, hst1∆, and hst1∆rpd3∆ is raised to a similar extent 

relative to WT cells.  

D, Pho5 acid phosphatase activity in WT, rpd3∆, hst1∆, and hst1∆rpd3∆ cells. hst1∆rpd3∆ cells 

show a large increase in Pho5 activity relative to WT, rpd3∆, and hst1∆ cells.  

E, Pho8 alkaline phosphatase activity in WT, rpd3∆, hst1∆, and hst1∆rpd3∆ cells. rpd3∆, hst1∆, 

and hst1∆rpd3∆ cells show comparable increases in Pho8 activity relative to WT cells.  
 

For C, D, and E, the graphs are representative of the trend observed across three independent 

experiments. Error bars represent data from three technical replicates for each strain in an 

experiment. The p values are calculated using student’s t test (*, p<0.05; ns, not significant). 
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FIGURE 3-2 
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FIGURE 3-2. Rpd3L is the main form of Rpd3 involved in positive regulation of de novo 

NAD+ metabolism.  

A, plate cross-feeding assay of QA release in WT, rpd3∆, rco1∆, and rxt2∆ cells. Rco1 is a 

subunit exclusive to the RpdS complex, while Rxt2 is found only in the Rpd3L complex. Spots 

of haploid single-deletion feeder cells were applied to a lawn of QA-dependent recipient cells 

(bna1Δnrk1Δnpt1Δ) and allow to grow for 2-3 days at 30˚C. The density of recipient cell growth 

around the feeder cell spots correlates with the amount of QA released by the feeder cells.  

B, QA release is significantly decreased in rco1∆ and rxt2∆ cells. rxt2∆ cells show a 

comparatively greater level of decrease (left). Intracellular storage of QA in rco1∆ and rxt2∆ is 

reduced relative to WT cells, comparable to levels observed in rpd3∆ cells (right).  

C, expression of the de novo-mediating BNA genes is reduced in rco1∆ and rxt2∆ cells. Values 

shown are relative expression levels normalized to TAF10 as a control. rxt2∆ cells show greater 

and more extensive decreases compared to rco1∆ cells.  

D, NAD+ levels in WT, rpd3∆, rco1∆, and rxt2∆ cells, measured in SC medium lacking NA. 

rco1∆ and rxt2∆ cells show significant decreases in NAD+ production, similar to rpd3∆ cells.  
 

For B, C, and D, the graphs are representative of the trend observed across three independent 

experiments. Error bars represent data from three technical replicates for each strain in an 

experiment. The p values are calculated using student’s t test (*, p<0.05; ns, not significant). 
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FIGURE 3-3 
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FIGURE 3-3. Rpd3 and Hst1 interact with cellular phosphate sensing and the Bas1-Pho2 

complex during regulation of de novo NAD+ metabolism.  

A, model of the proposed relationship between Pi depletion and reduction of cellular NAD+ 

pools. Pi depletion causes decreases in ATP production and reduction of ATP levels leads to 

decreased NAD+ production. By corollary, Pi depletion should lead to lower NAD+ levels. 

Limitation of NAD+ is predicted to reduce the activity of Hst1, which is an NAD+-dependent 

HDAC. Loss of Hst1 activity would then lead to decreased silencing of the BNA promoters.  

B, NAD+ levels in low Pi medium over the course of 30 minutes. Cells transferred into SC 

medium without Pi rapidly begin to show altered NAD+ homeostasis.  

C, Pho2 is shared between the BNA-activating Bas1-Pho2 complex and the PHO-activating 

Pho2-Pho4 complex. Formation of both complexes is promoted by the adenine precursor ZMP, 

which is accumulated in ade16∆ade17∆ cells.  

D, Pi depletion reduces expression of the BNA genes in hst1∆ and hst1∆ade16∆ade17∆ 

backgrounds. Cells transferred to low Pi medium for 30 minutes show reduced expression of 

several BNA genes relative to cells maintained in standard SC medium. PHO5 is included as a 

positive control for PHO activation. Values shown are relative expression levels normalized 

to TAF10 as a control. 

E, deletion of BAS1 reduces expression of the BNA genes in an hst1∆ background. bas1∆ cells 

do not show significant differences in BNA expression relative to WT cells. hst1∆bas1∆ cells 

exhibit slightly raised PHO5 and PHO8 expression relative to hst1∆ cells.  

F, deletion of ADE16/ADE17 in the rpd3∆ background significantly increases expression of 

most BNA genes relative to rpd3∆ cells, but does not fully restore BNA expression to levels in 

ade16∆ade17∆ cells. PHO5 is included as a positive control for PHO activation. 
 

For B, D, E, and F, the graphs are representative of the trend observed across three independent 

experiments. Error bars represent data from three technical replicates for each strain in an 

experiment. The p values are calculated using student’s t test (*, p<0.05; ns, not significant). 
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FIGURE 3-4 
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FIGURE 3-4. The ade16∆ade17∆ mutant cells show altered homeostasis of NAD+ 

precursors.  

A, deletion of BAS1 does not markedly affect QA release in WT or hst1∆ backgrounds.  

B, deletion of ADE16/ADE17 does not visibly increase QA release in rpd3∆ cells. 

rpd3∆ade16∆ade17∆ cells release little to no QA.  

C, deletion of ADE16/ADE17 does not affect levels of NR release in WT or hst1∆ 

backgrounds. Feeder cell spots along with NR-dependent recipient cells (npt1Δbna6Δpho5Δ) 

were grown at 30˚C on YPD plate for 3 days.  

D, ade16∆ade17∆ cells produce more NR relative to WT cells.  

E, ade16∆ade17∆ cells produce more NA-NAM relative to WT cells.  

F, ade16∆ade17∆ cells do not show significant changes in expression of the NA/QA transporter 

Tna1 or the NR transporters Nrt1 and Fun26. Expression of PNC1, responsible for the 

conversion of NAM to NA, is reduced in ade16∆ade17∆ cells. Values shown are relative 

expression levels normalized to TAF10 as a control. 
 

For D, E, and F, the graphs are representative of the trend observed across three independent 

experiments. Error bars represent data from three technical replicates for each strain in an 

experiment. The p values are calculated using student’s t test (*, p<0.05; ns, not significant). 
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FIGURE 3-5 
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FIGURE 3-5. The phosphate transporter Pho84 influences cellular NAD+ production.  

A, pho84∆ cells do not show any difference in QA release relative to WT cells and hst1∆pho84∆ 

do not show altered QA release relative to hst1 cells.  

B, deletion of PHO84 does not alter NR release in an hst1∆ background.  

C, deletion of PHO84 reduces NAD/H levels when cells are grown in SC medium lacking NA.  

D, pho84∆ cells show strongly reduced production of NAD/H relative to WT cells.  

E, pho84∆ cells do not show markedly altered BNA expression compared to WT cells. 

hst1∆pho84∆ cells exhibit small but significant reductions of BNA expression relative to hst1∆ 

cells. PHO5 is included as a positive control for PHO activation. Values shown are relative 

expression levels normalized to TAF10 as a control. 
 

For C, D, and E, the graphs are representative of the trend observed across three independent 

experiments. Error bars represent data from three technical replicates for each strain in an 

experiment. The p values are calculated using student’s t test (*, p<0.05; ns, not significant). 
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FIGURE 3-6 
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FIGURE 3-6. Model of the interconnection of NAD+ metabolism and PHO signaling by 

Hst1, Rpd3, and Pho2.   

Rpd3 is a positive regulator of de novo NAD+ metabolism, while Hst1 is a negative regulator of 

the same. On the other hand, both appear to be negative regulators of the PHO pathway. Hst1 

activity is decreased by low NAD+ levels, which may be caused by lowered ATP levels, which 

itself can be a consequence of phosphate depletion (low-Pi). This makes Hst1 sensitive to all 

three of these conditions, which consequently causes reduced silencing of BNA and PHO genes, 

leading to increased flux through de novo NAD+ biosynthesis and NR salvage pathways. Low 

ATP also has the effect of increasing cellular ZMP levels, which promotes the formation of the 

Bas1-Pho2 and Pho2-Pho4 complexes, leading to increased BNA expression and PHO activity, 

respectively. Finally, low-Pi also promotes the translocation of Pho4 to the nucleus and increased 

Pho2-Pho4 complex formation. Under low-Pi conditions, the resultant lowered ATP and 

increased ZMP levels activate Bas1-Pho2 and Pho2-Pho4, while low-Pi itself leads to 

prioritization of PHO activation via Pho4-Pho2 over BNA activation via Bas1-Pho2. With its 

HDAC activity being independent of NAD+ levels, Rpd3 remains an activator of de novo NAD+ 

biosynthesis and NAD+ precursor transport, as well as repressor of Pi sensing under all 

conditions described.  
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CHAPTER 4: Conclusion and future directions 

  



 

 102 

Rpd3 and Hst1 are antagonistic regulators of de novo NAD+ metabolism - Hst1 has long 

been known as a negative regulator of de novo NAD+ metabolism (78,170). Our work 

demonstrates a novel role for the Class I HDAC Rpd3 as an antagonist of Hst1 activity, in which 

capacity it acts as a positive regulator of de novo NAD+ metabolism. Specifically, Rpd3 appears 

to limit deacetylation of the 5th and 12th N-terminal lysines of histone H4 at the BNA2 promoter 

by Hst1. Hst1 appears to be the primary and ultimate downstream regulator of BNA expression 

status. BNA expression (Fig. 2-4A) and production of de novo metabolites is greatly increased in 

the absence of Hst1 and highly reduced in the absence of Rpd3. When both HST1 and RPD3 are 

deleted, de novo metabolism and BNA expression are highly active to a degree almost matching 

that of hst1∆ cells (Fig. 2-1, Fig. 2-4A). Altogether, this leads toward a model in which Hst1 

promotes heterochromatin formation at the promoters of the BNA genes and is limited in this 

function by Rpd3 (Fig. 2-6D). When the latter is absent, uncontrolled heterochromatin formation 

is likely to occur due to unchecked Hst1 activity, ultimately resulting in the silencing of BNA 

expression and the blockage of de novo metabolism. 

Several questions remain to be addressed in the attempt to refine and validate this model. 

Namely, how might the particular mechanism(s) proceed by which Rpd3 opposes Hst1 activity? 

Currently, we have established an antagonism between the two HDACs in governing the 

acetylation status of histone H4. However, it remains unclear how Rpd3 might work to limit 

Hst1-dependent deacetylation of these residues. Several strategies are possible: first, Rpd3 might 

compete for several of the same targets as Hst1, potentially including H4K5-Ac and K4K12-Ac, 

thereby preventing their recognition by Hst1. Sirtuins have previously been shown to be 

recruited to chromatin by recognition of their acetylation targets (253); in this case, limited 

deacetylation by Rpd3 may prevent Hst1 from recognizing certain marks at the BNA2 promoter 
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and thereby from initiating downstream deacetylation events. Another possibility is that Rpd3 

might deacetylate certain key histone acetyl-lysine residues, potentially including H4K8-Ac, and 

thereby cause alterations in the chromatin structure that subsequently interfere with Hst1 HDAC 

activity. It is also possible that Rpd3 may be responsible for recruiting other downstream positive 

regulators to the BNA promoters, although no such factors were apparent in our QA cross-

feeding screen of a genome-wide deletion collection (78). However, this would explain why 

hst1∆rpd3∆ cells exhibit BNA expression levels slightly below those of hst1∆ cells (Fig. 2-4A). 

Lastly, Rpd3 may also target non-histone proteins as part of its regulatory activity. In a previous 

study of antagonism between Sir2 and Rpd3, the antagonistic function of Rpd3 did not appear to 

depend on any of its known histone targets (248). 

In order to fully develop this model, it will also be necessary to examine the influence 

that Rpd3 and Hst1 have on the deacetylation of other histone residues. Rpd3 in particular affects 

a much wider range of histone residues than those included in the small subset investigated in 

Chapter 2 (220). Hst1 is at the very least known to deacetylate H3K4-Ac as well (217), which is 

interestingly not among the many known targets of Rpd3 (220). In addition to these studies, it 

will also be useful to determine the particular influence that each histone H4 acetyl-lysine 

investigated in these studies has on BNA expression and de novo activity. To these ends, strains 

carrying mutant Hhf1 proteins may be constructed, bearing either acetyl-mimic alanine 

substitutions (292) or non-acetyl-mimic glutamine substitutions (293) at H4K5, H4K8, and 

H4K12. 

Lastly, it will also be useful to directly establish that Hst1 is responsible for producing a 

repressive chromatin structure at the BNA2 promoter, while Rpd3 maintains de-repressed 



 

 104 

chromatin status. This may be achieved by ATAC-seq analysis of the BNA promoters in rpd3∆, 

hst1∆, and hst1∆rpd3∆ cells. 

Recruitment of Rpd3 and Hst1 to the BNA2 promoter - In addition to the need to establish a 

detailed mechanism of Rpd3 and Hst1 antagonism, it would also be useful to determine the 

means by which the two HDACs are initially recruited to the BNA2 promoter. It is possible that 

Hst1 contacts the BNA2 promoter via its chromatin binding subunit Sum1 (214). The recruitment 

of Rpd3 presents a more complex picture, as the HDAC may be targeted to chromatin by a wide 

variety of means, which include binding by Ume6 (222,227) or Ash1 (222,228), as well as 

recognition of di- (229) and trimethylated (230,231) H3K4. This last possibility is the most 

striking, following observations made regarding BNA induction in aged yeast cells. It was noted 

that deletion of SPP1, a subunit of the Set1/COMPASS methyltransferase, specifically reduces 

tri- but not mono- or dimethylation of this mark and that this has the effect of hindering BNA 

induction in aged cells (294). Because this specific modification is known to recruit Rpd3, and 

the effects of RPD3 deletion resemble those of SPP1 deletion, it is possible that Set1-dependent 

H3K4-3me formation may be responsible for Rpd3 recruitment to the BNA2 promoter. On the 

other hand, no COMPASS subunit mutants were detected in our preliminary QA cross-feeding 

screen. This may however be due to the overlapping participation of COMPASS in mono-, di-, 

and trimethylation of H3K4, all of which modifications may have opposing influences on gene 

expression (294). Of note, H3K4 is also one of the known targets of Hst1 deacetylase activity 

(217). This residue is therefore a very intriguing subject of investigation in the context of BNA 

regulation. 

Rpd3L, Hst1, and ZMP induction link de novo NAD+ metabolism with phosphate sensing - 

Rpd3 (276-278) and Hst1 (78) are known to be negative regulators of PHO5 expression. In this 
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work, we establish a broader role for Rpd3 and Hst1 as regulatory links between the PHO 

pathway and de novo pathway. Specifically, Hst1 and Rpd3 act as negative regulators of two 

phosphatases involved in NR salvage, PHO5 and PHO8. Hst1 plays this same role in the 

regulation of the BNA genes, while Rpd3 has in this case the opposite effect. This indicates that 

the form of interaction between the two HDACs is fundamentally different between the BNA and 

PHO promoters. Moreover, the manners in which the two HDACs regulate PHO5 and PHO8 

appear to be distinct, with a strong synergism being evident in the case of PHO5 and likely 

redundant roles being employed in the case of PHO8 (Fig. 3-1C). 

In addition, Rpd3 and Hst1 appear to interact with the Bas1-Pho2 complex, another factor 

that coordinates phosphate sensing and de novo metabolism. Specifically, Rpd3 likely maintains 

an open chromatin structure necessary for full Bas1-Pho2 access to the BNA promoters (Fig. 3-

3F). Bas1-Pho2 appears to promote BNA expression only under inducing conditions, whether 

this be due to loss of Hst1 activity or ZMP accumulation. Evidence supporting this conclusion 

includes the fact that BAS1 deletion only significantly decreases BNA expression in an hst1∆ 

background (Fig. 3-3E), the observation that ade16∆ade17∆ mutants no longer show BNA 

induction in the absence of Bas1 (59), as well as the fact that phosphate depletion only seems to 

reduce BNA expression (Fig. 3-3D; Fig. 3-5F) in an hst1∆ background. This latter fact is also 

likely due to the confounding influence of Hst1 activity being limited by reduced NAD+ levels 

during phosphate starvation (Fig. 3-3B; Fig. 3-5D). However, it must also be considered that 

deletion of BAS1, as an activator of adenine biosynthesis, greatly reduces cellular ATP levels 

(282,283). This in all likelihood has the consequence of limiting NAD+ production (59) and 

therefore interfering with Hst1 activity, indirectly causing at least partial BNA induction. 

Consequently, it is very much possible that the effect of Bas1-Pho2 as a potential positive 
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regulator of BNA expression under standard conditions is masked by this effect. Further work is 

needed to determine whether the Bas1-Pho2 complex might indeed significantly promote BNA 

expression when no ZMP is accumulated, but ATP and NAD+ levels are controlled. 

It appears ultimately that under phosphate depleted conditions, de novo metabolism and 

phosphate sensing compete for limited reserves of Pho2 as a shared member of Bas1-Pho2 and 

Pho2-Pho4, respectively, with the balance being shifted toward the PHO genes (Fig. 3-3D; Fig. 

3-5F) during phosphate depletion, in which PHO activation is prioritized above BNA activation. 

This model is supported by the observation that deletion of BAS1 causes a slight increase in 

PHO5 activation (Fig. 3-3F), likely due to increased Pho2-Pho4 activity. Interestingly, deletion 

of HST1 promotes the expression of multiple PHO genes: PHO12 and PHO84, in addition to 

PHO5 and PHO8 (78). However, deletion of HST1 also causes large increases in BNA 

expression (3,78,170); according to the competitive model outlined above, this should draw 

Bas1-Pho2 to the BNA promoters and limit the amount of Pho2 available for PHO activation. 

The fact that PHO expression is nevertheless significantly increased in hst1∆ cells suggests that 

Hst1 is likely quite important as a negative regulator of PHO expression and that, moreover, the 

true magnitude of its effect may be masked by the collateral influence of reduced Pho2 

recruitment to the PHO promoters. This may also explain the less pronounced effect on PHO5 

expression and activity evident in hst1∆ vs. rpd3∆ cells. 

It therefore remains to be investigated what roles Hst1 might have at the PHO promoters. 

While it is likely that the observed effect of HST1 deletion upon PHO expression is caused 

directly by loss of Hst1-dependent negative regulation, it would be useful to examine the 

presence of Hst1 at the PHO promoters by ChIP analysis in order to confirm that Hst1 is a direct 

regulator of PHO expression. Moreover, ChIP analysis of Pho2 or Pho4 binding to the PHO and 
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BNA promoters in hst1∆ cells could be used to confirm our above hypothesis. As noted above, 

gene expression and enzyme activity analyses provide a good deal of evidence that Hst1 is a 

direct negative regulator of, at the very least, PHO5 and PHO8 (Fig. 3-1C, D, E). As to the 

influence of Rpd3 on PHO regulation, it would be illuminating to examine the binding of Rpd3 

to these promoters, as well as the status of histone acetylation in hst1∆ and rpd3∆ cells, by ChIP, 

following the method used for the BNA genes. 

It appears that the Bas1-Pho2 complex is only significant as an activator of BNA 

expression under inducing conditions. Under standard circumstances of adenine and NAD+ 

repletion, Bas1-Pho2 has no significant influence on de novo activity (Fig. 3-3E; Fig. 3-4A). 

However, even when de novo metabolism is induced by ZMP accumulation, there is no apparent 

effect on QA production (Fig. 3-4B) or NAD+ levels (59). Neither do the generally reduced 

levels of BNA expression observed in bas1∆hst1∆ cells relative to hst1∆ cells cause any 

corresponding difference in the level of QA released by the two strains. Pinson, et al. also saw 

that ade16∆ade17∆ cells show no significant increase of NAD+ levels, though this group also 

noted increased levels of several de novo metabolites upstream of QA, in line with expectations 

(59). One possibility explaining these phenomena is the unique status of BNA1 in this 

connection, which is directly responsible for the production of QA. We saw that BNA1 appears 

to be negatively rather than positively regulated by Bas1-Pho2 under the conditions used (Fig. 3-

3E, 3-3F). This may then lead to blockage of de novo metabolism at Bna1, thereby causing the 

apparent accumulation of early de novo metabolites and the accompanying lack of any 

corresponding increase in QA or NAD+ levels downstream.  We may test this hypothesis by 

overexpressing BNA1 in ade16∆ade17∆ cells, then examining QA and NAD+ levels in this strain 

relative to WT cells overexpressing BNA1. 
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Influence of Rpd3, Hst1, and ZMP accumulation on the transport of NAD+ precursors - 

Among all the potential shared targets of Rpd3 and Hst1 in the regulation of NAD+ metabolism, 

only TNA1 and NRT1 appear to be regulated in an antagonistic manner comparable to the BNA 

genes (Fig. 2-7A, 2-7B). As in the latter case, Rpd3 appears to be a positive regulator of these 

genes, while Hst1 appears to be a negative regulator; moreover, hst1∆rpd3∆ cells display an 

intermediate level of expression most similar to levels in WT cells. Significantly, both Tna1 and 

Nrt1 are involved in the transport of NAD+ precursors. The former imports QA and, 

preferentially, NA (78), while the latter imports NR (81). The observed effect of each HDAC on 

these genes raises the question of their contribution to the regulation of NAD+ metabolism via 

the modulation of transport activity. For instance, it is already apparent that hst1∆ cells 

simultaneously show increased NR production, but reduced NR release, due to drastically 

increased Nrt1 expression, ultimately resulting in the rapid re-uptake of released NR (78) (Fig. 2-

2C, 2-2D, 2-7B).  

A similar discrepancy between increased NR production and reduced NR release is 

evident in ade16∆ade17∆ cells as well (Fig. 3-4C, 3-4D). The cause of this phenomenon is still 

unknown. Predicting that ZMP accumulation and promotion of either Pho2-Pho4 or Bas1-Pho2 

complex formation might, like Rpd3 and Hst1, regulate the transporters of NAD+ precursors, we 

examined the expression TNA1, NRT1, and FUN26 in ade16∆ade17∆ cells. Surprisingly, no 

effect on any of these genes was observed (Fig. 3-4F). Consequently, the particular reason for 

the decline in NR release observed for ade16∆ade17∆ cells remains enigmatic. Interestingly, 

Nrt1 is also a transporter of the ZMP derivative, AICAR (288). It may be that transport of this 

compound, possibly accumulated in ade16∆ade17∆ cells, somehow influences the movement of 

NR in and out of the cell. As to the cause of increased NR accumulation in ade16∆ade17∆ cells, 
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we anticipate that this is likely at least in part due to increased PHO activity, inclusive of the 

NR-producing phosphatases Pho5 and Pho8, in ade16∆ade17∆ cells (184). This remains to be 

demonstrated directly, as does the cause of the stark increase in NR production observed in 

hst1∆rpd3∆ cells (Fig. 2-2D). We also observed significant reduction of PNC1 expression in 

ade16∆ade17∆ cells (Fig. 3-4F). It remains to determine whether ZMP promotion of Bas1-Pho2 

or Pho2-Pho4 complex formation is specifically responsible for this phenomenon. 

Rpd3 has previously been implicated in promoting the recycling of cell-surface transporters 

(277) (249). Indeed, Rpd3 directly regulates the activity of several cell-surface recycling factors 

(249). If these defects in transporter recycling in the absence of Rpd3 are of a general nature and 

common to all or most transporters, this indicates a further role for Rpd3 as a regulator of NAD+ 

precursor transport, independent of its activity as an activator of TNA1 and NRT1 expression. 

The potential role of Rpd3 as an indirect regulator of NAD+ metabolism via the promotion of 

transporter recycling is quite far-ranging in its implications. For instance, the observed effect of 

Rpd3 on Pho84 recycling (277) may be further connected with phosphate importation, 

downstream of which PHO activity, NR salvage, de novo metabolism, and ultimately NAD+ 

levels are altered. In addition, the observed effect of Rpd3 on the recycling of the Tat2 TRP 

transporter may modify the level of TRP available as an input for de novo metabolism. It is 

possible as well that this recycling defect seen in the absence of Rpd3 further affects Tna1 and 

Nrt1 activity. This scenario presents a rich topic for future study. 

Conclusion - NAD+ is a key cellular cofactor necessary for the operation of many and diverse 

processes, including catabolism, DNA repair, and gene regulation. Maintenance of the NAD+ 

pool and balancing the homeostasis of NAD+ precursors is therefore a critical part of securing 

cellular health. Moreover, these NAD+ precursors are often highly significant in their own right, 
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having an extensive range of connections with immune signaling, nutrient sensing, and infection. 

In this work, we have demonstrated a crucial role for Rpd3 as a positive regulator of de novo 

NAD+ metabolism, which acts in this capacity by means of limiting Hst1-dependent repression 

of the BNA genes. In addition, we have identified a multifarious connection between de novo 

metabolism, NR salvage, and phosphate sensing. Specifically, we have shown that the Bas1-

Pho2 complex may activate BNA expression only under conditions of ZMP accumulation or 

limited Hst1 activity, and that this role of Bas1-Pho2 is further modulated by competition with 

the Pho2-Pho4 complex and the phosphate sensing pathway for the use of Pho2. These studies 

contribute to the greater understanding of NAD+ metabolism and the complexity of its 

integration with other processes in the cell. In particular, Rpd3 is characterized as a major 

regulator of de novo metabolism and a point of connection between this pathway and the vast 

expanse of the genome under its epigenetic control. This relationship offers a wealth of matters 

for future inquiry.  
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