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ABSTRACT OF THE DISSERATION 

 

Study of Inward Particle Flux in a Multi-instability Plasma System 

 

by 

 

Lang Cui 

 

Doctor of Philosophy in Engineering Sciences (Engineering Physics) 

 

University of California, San Diego, 2015 

 

Professor George R. Tynan, Chair 

 

We report the observation of a net inward, up-gradient turbulent particle flux 

which occurs when a collisional drift waves generate a sufficiently strong radially 

sheared azimuthal zonal flow in a cylindrical magnetized plasma. At low magnetic 

fields (B ≤ 1.0 kG), particle transport is outward at all radii. As the magnetic field is 

further increased to 1200G, an up-gradient inward particle flux develops between the 

peak of the velocity shear and the maximum density gradient. The mean density 
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gradient is also observed to steepen in response to this inward flux.  Time-domain and 

bispectral Fourier domain analysis shows that at the peak of the velocity shear, where 

the particle flux is outward, the turbulent Reynolds stress acts to reinforce the shear 

flow. In contrast, in the region of the inward particle flux, the zonal flow drives the 

fluctuations, and a transient increase in the shearing rate is occurs prior to an increase 

in the magnitude of the inward flux.  The results suggest a hypothesis in which the 

shear flow is responsible for the up-gradient particle flux and the corresponding 

steepening in the mean density gradient. However, a linear instability analyses using 

experimentally measured density and 𝐄 × 𝐁  flow profiles in a linear, modified 

Hasegawa-Wakatani theory model with the coupled potential and density fluctuations 

failed to reproduce the essential elements of our experimental observations, suggesting 

some other mechanism is responsible for the inward flux. We summarize recent new 

experimental results which point towards the possible role of finite ion temperature 

gradient effects, possibly combined with parallel flow shear, in driving up-gradient 

particle flux 
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Chapter 1                       

Introduction and Background 

1.1 Fusion  

1.1.1 Fusion reaction 

Nuclear fusion is one of the most promising options for generating large 

amounts of carbon-free energy in the future. Fusion is the process that heats the Sun 

and all other stars, where atomic nuclei collide together and release energy. To get 

energy from fusion, gas from a combination of types of hydrogen – deuterium and 

tritium – is heated to very high temperatures (100 million degrees Celsius). Controlled 

fusion may be an attractive future energy options. There are several types of fusion 

reactions. Most involve the isotopes of hydrogen called deuterium and tritium. The 

typical fusion reactions are given as below:  

     𝐷3 + 𝐷2 → 𝐻𝑒2(0.817𝑀𝑒𝑉)+ 𝑛1(2.45𝑀𝑒𝑉) (1.1) 

𝐷2 + 𝐷2 → 𝑇3(1.01𝑀𝑒𝑉) + 𝐻1(3.02𝑀𝑒𝑉) (1.2) 

𝐷2 + 𝑇3 → 𝐻𝑒4(3.50𝑀𝑒𝑉) + 𝑛1(14.1𝑀𝑒𝑉) (1.3) 

𝐷2 +𝐻𝑒3 → 𝐻𝑒4(3.67𝑀𝑒𝑉) + 𝐻1(14.7𝑀𝑒𝑉) (1.4) 
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So far most promising method for fusion achievement is considered to through 

reaction by Eqn. (1.3) due to the fact that this reaction needs least energy and has 

largest nuclear cross section. As shown in Figure 1.1, every fusion reaction can 

provide 17.6 MeV nuclear energy of which 3.5 MeV is carried by α particles (helium 

nuclei) and the rest is carried by the neutron. Since both deuterium and tritium nuclei 

are carrying positive charges, we need to heat deuterium and tritium to a sufficiently 

high temperature (~ 10 keV) in order that thermal velocities of nuclei are high enough 

to overcome the Coulomb repulsion force to produce the fusion reaction.  

 

 

Figure 1-1 The schematic of deuterium-tritium fusion reaction 

 

The conditions necessary for fusion energy gain are given by  the famous 

Lawson criterion [1]: 

𝑛𝑇𝜏𝐸 ≥ 5 × 10
21𝑚−3 ∙ 𝑘𝑒𝑉 ∙ 𝑠 (1.5) 
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𝑛 is the ion density, and T denotes the temperature of the plasma ions.  The product of 

𝑛𝑇 then corresponds to the plasma pressure, and is (usually) limited by magneto-hydro 

dynamic (MHD) stability for any particular magnetic confinement scheme, showing 

how good the particles are confined. 𝜏𝐸 is the energy confinement time, measuring the 

rate of the system loses energy to the environment. Thus there exists a minimum value 

of the energy confinement time 𝜏𝐸 defined as ratio of the total energy of the plasma 𝑊 

to power loss 𝑃𝑙𝑜𝑠𝑠: 

𝜏𝐸 =
𝑊

𝑃𝑙𝑜𝑠𝑠
 (1.6) 

 

1.1.2 Magnetic Confinement  

There are two ways to achieve the temperatures and pressures necessary for 

hydrogen fusion to take place: Magnetic confinement uses magnetic and electric fields 

to heat and squeeze the hydrogen plasma. The most promising device for this is the 

‘tokamak', a Russian word for a ring-shaped magnetic chamber. The ITER project in 

France is using this method. Inertial confinement uses laser beams or ion beams to 

squeeze and heat the hydrogen plasma. Scientists are studying this experimental 

approach at the National Ignition Facility of Lawrence Livermore Laboratory in the 

United States.  

The magnetically confined controlled fusion approach works at low gas 

densities and the temperature to values considerably higher than that in the center of 

the sun. At these high temperatures all matter is in the plasma state, consists of a gas 
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of charged particles that experience electromagnetic interactions and can be confined 

by a magnetic field of appropriate geometry. As shown in Figure 1.2, the motion of 

electrically charged particles is constrained by a magnetic field. When a uniform 

magnetic field is applied the charged particles will follow spiral paths encircling the 

magnetic lines of force. The motion of the particles across the magnetic field lines is 

restricted and so is the access to the walls of the container. 

 

 

 

Figure 1-2 The motion of charged particles in a uniform magnetic field. 

 

 

When a single charged particle subject to a force 𝐹⃗  is presented in an 

externally imposed magnetic field, the charged particle (ion/electron) will gyrate 

around the magnetic field lines. At the position of the guiding center, the charged 

particle will drift with a velocity which can be calculated from the fluid momentum 

equation, 𝑉𝐷 =
𝐹⃗×𝐵⃗⃗

𝐵2
. The force can be due to an electric field ( 𝐸⃗⃗ × 𝐵⃗⃗  drift), 

gravitational field, curvature drift (∇𝐵⃗⃗ drift) .etc. when there is a collection of charged 
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particles, the force can also be a mean pressure gradient ∇𝑝0  which can lead the 

particles to a diamagnetic drift with 𝑉𝑑 = −
∇𝑝0×𝐵⃗⃗

𝑞𝑛𝐵2
. The diamagnetic drift depends to 

the sign of the charge the particles carried, thus we expect to find a diamagnetic 

current 𝐽 × 𝐵⃗⃗ = ∇𝑝0 in azimuthal direction and opposing the original magnetic field.  

 

1.2 Drift wave turbulence-Zonal Flow System 

1.2.1 Overview of Drift wave turbulence 

It is known that drift waves result from the interaction between the dynamics 

perpendicular and parallel to the magnetic field due to the combined effects of spatial 

gradients, ion inertia, and electron parallel motion. Here “drift” refers to the 

diamagnetic drifts (perpendicular to both density gradient and magnetic field) due to 

dominant pressure gradient with a small finite 𝑘⊥  and 𝑘∥ . Derivation of drift wave 

dispersion relation can be found in many text books and review papers [2-4].  

The experimental work performed in this dissertation was considered cool 

collisional plasma. An assumption is often made that 𝜐𝑡ℎ𝑖 ≪ ω/𝑘∥ ≪ 𝜐𝑡ℎ𝑒 , where ω is 

the drift wave frequency, 𝑣𝑡ℎ𝑖  and 𝑣𝑡ℎ𝑒  are the ion and electron thermal speed 

separately. Since drift waves have finite 𝑘∥, electrons can move along magnetic field 

lines establishing a thermodynamic equilibrium among themselves. While the ion 

motions can be neglected. As a result, Landau damping is negligible. In absent of 

resonant particles, phase velocity distributions may reach to a fluid description of 
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electrons and ions. We may apply the 2D fluid model to describe the system. 

Accounting for the fast gyromotion along magnetic field of the electrons for density 𝑛 

and velocity 𝑢⃗⃗, we have: 

𝜕𝑛𝑒
𝜕𝑡
+ ∇ ∙ (𝑛𝑒 𝑢⃗⃗𝑒) = 0 (1.7) 

𝑚𝑒𝑛𝑒 (
𝜕𝑢⃗⃗∥
𝜕𝑡
+ (𝑢⃗⃗⃗⃗⃗ ∙ ∇)𝑢⃗⃗∥) = 𝑒𝑛𝐸∥ + ∇∥𝑝 (1.8) 

where 𝑝 is the electron pressure and ∥ denotes the direction parallel to magnetic field. 

By taking the limit 𝑚𝑒 → 0 and E⃗⃗⃗ = −∇𝜙 , a plane wave solution of the potential, 

𝜙 = 𝜙𝑘𝑒𝑥𝑝 (𝑖𝑘⃗⃗ ∙ 𝑟 − 𝑖𝑤𝑡) we can then obtain the Boltzmann relation for electrons: 

𝑛̃

𝑛
=
𝑒𝜙̃

𝐾𝑇𝑒
 (1.9) 

where 𝑛0and 𝑇𝑒  are the equilibrium electron density and temperature, 
𝑒𝜙̃

𝐾𝑇𝑒
≪ 1. The 

schematics showing the physical mechanism of an electron drift wave can be seen in 

Figure 1.3, where the density perturbation is positive, the potential perturbation is 

positive. Similarly, where the density perturbation is negative, the potential 

perturbation is negative. The resulting electric field will cause a 𝐸⃗⃗ × 𝐵⃗⃗ drift in the x 

direction. Since there is a gradient ∇𝑛0 in the x direction, the 𝐸⃗⃗ × 𝐵⃗⃗ drift will bring 

plasma of different density to a fixed point.  Along with the quasi-neutrality 

condition𝑛̃𝑒 ≈ 𝑛̃𝑖 = 𝑛, we can find the drift wave dispersion: 

𝜔

𝑘𝑦
= −

𝐾𝑇𝑒
𝑒𝐵0

∇𝑛0
𝑛0

 (1.10) 
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We notice that the drift waves travel with the electron diamagnetic drift 

velocity. Here the density and potential perturbations are in phase with a zero growth 

rate. Thus the plasma is stable.  

 

 

 

Figure 1-3 Physical mechanism of a drift wave. [2] 

 

The fundamental property of electrostatic plasma turbulence is the drift wave 

frequency range in the absence of dissipation is often described by the Hasegawa-

Mima Equations [5-7]. However, most experimental plasma condition is collisional 

like ours. Thus we are introducing a collisional drift-wave model described by 

Hasegawa-Wakatani equations, which derived from the same density continuity 

equation and electron momentum equation, but includes the electron parallel 
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dissipation and the modifications of ion-neutral drag [5,8]. In a cylindrical geometry 

such as our machine, this model is written as two coupled dimensionless equations: 

 

(
𝜕

𝜕𝑡
− ∇⃗⃗⃗𝜙̃ × 𝑧̂ ∙ ∇⃗⃗⃗) ∇⃗⃗⃗⊥

2 𝜙̃ = 𝑐1(𝜙̃ − 𝑛̃) + 𝑐2∇⃗⃗⃗⊥
4 𝜙̃ (1.11) 

(
𝜕

𝜕𝑡
− ∇⃗⃗⃗𝜙̃ × 𝑧̂ ∙ ∇⃗⃗⃗) (𝑛̃ + ln 𝑛0) = 𝑐1(𝜙̃ − 𝑛̃) (1.12) 

 

where 𝑐1  = 𝑘∥
2𝜐𝑡ℎ𝑒
2 /𝜈𝑒𝜔𝑐𝑖  is the “adiabatic parameter” and 𝑐2 = 𝜇𝑖𝑖/𝜌𝑠

2𝜔𝑐𝑖  is the 

normalized ion viscosity. We note here the density is normalized with 𝑛0, the potential 

with 
𝐾𝑇𝑒

𝑒
, time with 1/𝜔𝑐𝑖 , distance with 𝜌𝑠 =

𝐶𝑠

𝜔𝑐𝑖
, gyroradius. Here 𝑘∥  is the 

wavenumber parallel to magnetic field, 𝜈𝑒is the electron collision frequency. Typically, 

the plasma is characterized by the ratio between the spatial scale of the collective 

modes (𝜌𝑠) and the scale of the plasma (𝐿𝑛). HW model introduces the two main 

components to describe a weak drift wave turbulence system: linear instability driving 

mechanism and nonlinear damping for turbulence saturation.   

For 𝑐1 ≫ 1, parallel collisions are negligible thus the drift waves are linearly 

stable. Eqn. (1.11) and (1.12) will be reduced to the Hasegawa-Mima model: 

 

∂

∂t
(𝜙̃ − ∇⃗⃗⃗⊥

2 𝜙̃) − (∇⃗⃗⃗𝜙̃ × 𝑧̂ ∙ ∇⃗⃗⃗)∇⃗⃗⃗⊥
2 𝜙̃ +

1

𝐿𝑛

𝜕

𝜕𝑦
𝜙̃ = 0 (1.13) 
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However, for 𝑐1 ≪ 1 this model goes to the hydrodynamic limit and reduces to the 2D 

Euler fluid equations. 

Our experiments correspond to the condition  𝑐1 ≈ 1,
𝜌𝑠

𝐿𝑛
≈ 0.1 − 0.3, 𝑐2 ≈

0.2 − 0.3. In the presence of dissipation of the parallel electron motion (electrons can 

lose momentum to the background plasma as they move parallel to the magnetic field), 

the corresponding dissipation will cause a finite phase shift between density and 

potential fluctuations. As a result of the phase shift, the Boltzmann relation is no 

longer valid with 𝛿 ≠ 0: 

𝑛̃

𝑛0
=
𝑒𝜙̃
𝐾𝑇𝑒

(1 − 𝑖𝛿) (1.14) 

here the phase shift 𝛿 is the key for instability. The dispersion relation becomes: 

𝜔2 + 𝑖𝜎∥(𝜔 − 𝜔∗) = 0 
(1.15) 

where 𝜔∗ = −
𝑘𝑦𝑘𝐵𝑇𝑒

𝑒𝐵0

∇𝑛0

𝑛0
 and 𝜎∥ =

𝑘∥
2𝜔𝑐𝑒𝜔𝑐𝑖

𝑘𝑦
2 . By solving for 𝜔, we obtain 

𝜔 ≈ 𝜔∗ + 𝑖(𝜔∗
2/𝜎∥) = 0 

(1.16) 

As we can see from Eqn. (1.16), the growth rate Im(𝜔(𝑘)) is always positive 

for a limited range of wavenumbers. This can be also understood from Fig. 1-3 that the 

phase shift causes 𝐸⃗⃗ × 𝐵⃗⃗ drift velocity outwards where the plasma is already shifted 

outward. Hence the perturbation grows. The dissipation of parallel electron motion can 

occur via several different processes such as wave-particle interactions and electron-

ion Coulomb collisions.  
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1.2.2 Drift wave-Zonal flow system 

The phrase "zonal flow" originally referred to the large-scale quasi two-

dimensional atmosphere of rapidly rotating flow. In fusion plasma, zonal flow is 

observed in tokamaks as the toroidally (predominantly azimuthal) symmetric electric 

field fluctuations ( 𝑘𝜃 = 𝑘𝑧 = 0 . 𝑘𝜃  and 𝑘𝑧  denote the poloidal and toroidal 

wavenumber) and radially localized (𝑘𝑟  finite. 𝑘𝑟  denotes the radial wavenumber).  

Figure 1-4 illustrates the typical structure of zonal flow [9]. It is clear to see that the 

variation of the electric field perturbation is in the radial direction. Thus the associated 

𝐄 × 𝐁 flow is in the poloidal direction and changes sign with radius. As a consequence, 

the zonal flow motion cannot tap into the background free-energy source associated 

with the pressure gradient, and thus the zonal flow is predicted to be linearly stable 

and generated via a nonlinear kinetic energy transfer from drift waves to large scale 

sheared flow.  

 

 

Figure 1-4 Schematic of zonal electric field. The poloidal cross-section is shown here, where 

the hatched region and dotted region denote the positive and negative charges respectively. [9] 
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The generation of zonal flows by turbulence is related to the inverse cascade in 

2D  fluid turbulence [10]. In 2D turbulence the strain field vanishes, i.e., 
∂𝑉𝑧

∂z
= 0 (𝑧 is 

along the vortex axis direction). So the vortex stretching does not occur, which leads 

to a dual cascade of energy and enstrophy. Thus both the kinetic energy and enstrophy 

are conserved [10].  In contrast, in 3D turbulence, there is a finite strain field 
∂𝑉𝑧

∂z
≠ 0 

which causes the vortex tube stretch along the vortex axis. This allows both enstrophy 

and energy transfer to small spatial scales where energy is dissipated by viscosity in a 

direct energy cascade process [11]. In a strongly magnetized plasma, the dynamics can 

be considered to be 2D turbulence since turbulence correlation length parallel to B 

field is much larger than that perpendicular to B field. Thus the zonal flows are 

generated by the inverse cascade of drift waves via three wave coupling process, 

which satisfies criteria 𝑘⃗⃗1 + 𝑘⃗⃗2 = 𝑘⃗⃗𝑍𝐹 . 𝑘⃗⃗1 and 𝑘⃗⃗2 are the small-scaled turbulence 

wavenumbers and 𝑘⃗⃗𝑍𝐹 is the large-scaled zonal flow wave number. Differ from 2D 

fluid turbulence, zonal flow formation is a non-local coupling process in wavenumber 

space.  

 

 

 
Figure 1-5 Schematics of zonal flow-drift wave interaction for zonal flow with a wave vector 

𝑘⃗⃗𝑍𝐹 and two drift wave vectors 𝑘⃗⃗1 and  𝑘⃗⃗2. Here 𝑘⃗⃗1 + 𝑘⃗⃗2 = 𝑘⃗⃗𝑍𝐹 with 𝑘⃗⃗1, 𝑘⃗⃗2 ≫ 𝑘⃗⃗𝑍𝐹.  
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The physics mechanism of zonal flow generation by turbulence can be 

described by a simple model in a cylindrical plasma, with a finite flow damping rate 𝜇 : 

[12,13] 

𝜕𝑉̅𝑍𝐹
𝜕𝑡

= −
𝜕

𝜕𝑟
〈𝜐̃𝜃𝜐̃𝑟〉 − 𝜇𝑉̅𝑍𝐹  (1.17) 

By taking a spatial Fourier transform of Eqn. (1.17) and multiplying by the complex 

conjugate 𝑉̅𝑍𝐹
∗
(𝑘⃗⃗𝑍𝐹), we can have a new equation. Add this new equation to Eqn. 

(1.17), we can find the power spectrum evolution as,  

 

𝜕|𝑉̅𝑍𝐹(𝑘⃗⃗𝑍𝐹)|
2

𝜕𝑡
+ 𝑅𝑒 ∑ 〈 𝜐̃𝜃

∗(𝑘⃗⃗𝑍𝐹)𝜐̃𝜃(𝑘⃗⃗1)𝜐̃𝑟(𝑘⃗⃗2)〉

𝑘⃗⃗1,𝑘⃗⃗2,𝑘⃗⃗1+𝑘⃗⃗2=𝑘⃗⃗𝑍𝐹

= −𝜇|𝑉̅𝑍𝐹(𝑘⃗⃗𝑍𝐹)|
2
 

(1.18) 

 
 

The third order quantity 〈 𝜐̃𝜃
∗(𝑘⃗⃗𝑍𝐹)𝜐̃𝜃(𝑘⃗⃗1)𝜐̃𝑟(𝑘⃗⃗2)〉  reveals the nonlinear transfer of 

kinetic energy in 𝑘  space across spatial scales shown in figure 1-5. Energy is 

conserved in this process, leading to the ZF extracting energy from turbulence and 

thereby reducing turbulence amplitude. 

The time averaged product of slowly varying and fluctuating 

components 〈𝜐̃𝜃𝜐̃𝑟〉 is known as the turbulent Reynolds stress, which is the flux of 

turbulent momentum. The radial gradient of turbulent Reynolds stress is the poloidal 

component of Reynolds force:  
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𝐹𝜃 = −
𝜕

𝜕𝑟
〈𝜐̃𝜃 𝜐̃𝑟〉 (1.19) 

It is clear to see that the poloidal (azimuthal) flow can be accelerated if the turbulent 

Reynolds stress 〈𝜐̃𝜃 𝜐̃𝑟〉 is nonzero and has a radial gradient as it is shown in figure 1-6. 

As it is already know that the rate of Force F doing work is called power. Thus we can 

define the rate of work done by turbulent Reynolds stress on zonal flow as: 

𝑃𝜃 = 𝐹𝜃𝑉̅𝑍𝐹 = −
𝜕〈𝜐̃𝜃 𝜐̃𝑟〉

𝜕𝑟
𝑉̅𝑍𝐹  (1.20) 

𝑃𝜃 is the so-called turbulent Reynolds work.  Here a positive value of Reynolds work 

indicates a turbulent-driven shear flow, while a negative value shows the fluctuations 

are extracting energy from the flow.  

 

 

 

 

Figure 1-6 Schematics of turbulence work on zonal flow. 
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The most important reason why zonal flow is important for fusion plasma 

physics is due to the essential role zonal flow plays in the reduction and regulation of 

turbulence. Experimentally has been studied that zonal flow suppressed the turbulent 

transport in two mechanisms [14]. The first is the stretching and decorrelation shown 

in figure 1-7(a). In the case of a smooth, mean shear flow, the shearing tilts turbulent 

eddies, narrowing the radial extent and elongating them. Thus the energy is transferred 

from the turbulent eddies to the zonal flow. The breaking up of eddies does not cause 

further energy transfer to the zonal flow, but it reduces the step size of turbulent 

diffusion and therefore should reduce transport. The second is the vortex thinning 

mechanism as shown in figure 1-7(b), which results in the smaller eddies coiled up by 

the zonal flow instead of breaking apart. In this process the entire energy of the eddy 

can be transferred to the zonal flow and additional energy is taken out of the 

fluctuations which drive the turbulent transport.  
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Figure 1-7 (a)-(c) The stretching and decorrelation mechanism: eddies are torn apart. (d)-(f) 

The vortes thinning mechanism: the eddies are taken over by the zonal flow. [14] 

 

 

 

Based on the above discussion, we can clearly see that drift wave turbulence 

and zonal flows are closely coupled: on the one hand drift turbulence can generate 

large scale zonal flows through the typical three-wave interaction, in which small-

scale turbulent eddies nonlinearly transfer their kinetic energy and momentum into a 

large-scale zonal structure to maintain it against damping; on the other hand zonal 

flows can actively shear turbulent eddies into smaller ones, at which scale the 

dissipation of kinetic energy and enstrophy of those smaller eddies are stronger. Both 

of the generation and shearing processes of zonal flows can effectively reduce the 
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turbulence intensity and the resulting turbulent energy and particle transport, thus will 

lead to a better plasma confinement. Also note that both the mean shear flow and the 

zonal flow can reduce the transport by altering the wave-particle interaction time, 

which determines the “cross-phase”, even for fixed turbulence intensity. Due to this 

feedback loop between zonal flows and turbulence, plasma turbulence now can be 

regarded as a combination of drift waves and zonal flows, which interact with each 

other and self-regulate to reach an equilibrium state, are often referred to as drift 

wave-zonal flow turbulence. This process is schematically shown in Figure 1-8 

[9,15,16]. 

 

 

 

 

Figure 1-8 The paradigm of drift wave-zonal flow system for plasma turbulence. 
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Density or temperature gradients generate turbulence, which causes an 

enhanced turbulent transport. And the generated turbulence also nonlinearly transfer 

their energy and momentum to zonal flows, in which process reduces the turbulence 

intensity. Zonal flows will also give a back-reaction on turbulence to further reduce its 

intensity by either shearing or trapping. Due to their symmetry, zonal flows do not 

contribute to transport, and therefore serve as benign reservoir of free energy in the 

system. 

 

 
 

1.2.3 Electrostatic plasma instabilities  

In a drift wave-zonal flow system, in addition to drift wave instability the 

presence of shear in the flow of neutral fluids and plasmas can give rise to instability 

of the sheared layer, i.e., the Kelvin-Helmholtz (K-H) instability and stabilization of 

other instabilities, such as the interchange mode (Rayleigh-Taylor (R-T) instability) 

[17]. In magnetized cylindrical plasma devices with strong radial potential and density 

gradients, by linearizing the ion continuity and electron momentum equations, we 

have the reduced single linear ordinary differential equation for the radial 

displacement of particle guiding centers [18]: 
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𝑑

𝑑𝑟
{𝑛𝑟3(𝜔 − 𝜔𝐸)(𝜔 − 𝜔𝐸 − 𝜔𝐷)

𝑑𝜓

𝑑𝑟
)}

−
𝑚2 − 1

𝑟2
𝑛𝑟2(𝜔 − 𝜔𝐸)(𝜔 − 𝜔𝐸 −𝜔𝐷)𝜓

+ 𝑖
2Σ𝑛𝑟3

𝑎2
(𝜔 − 𝜔𝐸)(𝜔 − 𝜔𝐸 −𝜔𝐷)

𝜔 − 𝜔𝐸 + 𝑖Σ
𝜓

− 𝑖𝑛𝑎2𝑟2(𝜔 + 𝜔𝐷 −𝜔𝐸)∇⊥
4 (𝑟𝜓) = 0 

(1.21) 

where 𝑎  is the ion gyroradius, 𝜔𝐸 = −𝑚𝑐𝐸/𝑟𝐵  and 𝜔𝐷 = −
𝑚𝑐𝑘𝑇

𝑒𝐵𝑟
𝑛−1

𝑑𝑛

𝑑𝑟
. The 

resulting equation contains four terms that may act as free energy sources of plasma 

instability. The first two terms  ~ |
𝑑Ω(𝑟)

𝑑𝑟
| where Ω(𝑟) = 𝜐𝜃/𝑟 [19], present a velocity 

shear from which the K-H instability may arise. The second term ~{−
1

𝑛

𝜕𝑛

𝜕𝑟
}
1/2

 [20] 

presents a centrifugal effect due to plasma strong rotation that can act as a free energy 

source for R-T instability.  The fourth term ~𝑖
𝜔𝐷𝑊
2

𝜎∥
 characterizes the primary 

instability-Drift wave instability that arises from electron parallel resistivity. A table of 

experimental signatures derived from the radial wave equations given in Ref.  [18] 

have previously been used to identify the instabilities in a cylindrical rotating plasma 

column like our machine, which is shown in Table 1-1.  
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Table 1-1 Properties of instabilities in a magnetized plasma column. [18,21] 

 

 

 Property Resistive Drift wave Kelvin-Helmholtz Rayleigh-Taylor  

localization 𝑀𝑎𝑥(𝜔𝑑𝑖𝑎,𝑒) 𝑀𝑎𝑥(𝜔𝐸×𝐵) 𝑀𝑎𝑥 |
1

𝑛

𝑑𝑛

𝑑𝑟
| 

|𝜙̃/𝑇𝑒|/|𝑛̃/𝑛| ≲ 1 ≫ 1 > 1 

Cross-phase 

𝛼(𝑛̃, 𝜙̃) 
< 45° 90° − 180° 45°−90° 

Parallel 

wavelength 
𝑘∥ > 0 𝑘∥ ≈ 0 𝑘∥ ≈ 0 

 

 

1.3 Turbulent Particle Transport 

1.3.1 Anomalous particle transport 

Particle transport is a key issue in magnetically confined fusion plasmas since 

the fusion power increases with density. A peaked density profile is attractive to 

improve the fusion rate, which is proportional to the square of the density, and to self-

generate a large fraction of non-inductive current required for continuous operation 

[22]. The energy losses observed in magnetic confinement devices are much greater 

than predicted by neoclassical transport theory and usually attributed to the presence 

of small-scale plasma turbulence. As was discussed above, the spatial gradients in the 

plasma lead to collective modes called drift waves, which have wave numbers in the 

range of the observed density fluctuations. The magnetized plasma will 𝐄 × 𝐁 convect 
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around the maximum and minimum of density variations. Figure 1-9 shows in 

schematics of the resulting dynamics in the “adiabatic” limit. The parallel motion of 

the particles allows the potential fluctuations in phase with density fluctuations. Due to 

the low-frequency feature of the drift waves, the ions and electrons will move along 

the magnetic field to establish the local thermodynamic equilibrium Boltzmann 

relation. Thus the resulting motion of the particles does not give rise to a net density 

convection that is integrated across a given radial surface.  

 

 

 

Figure 1-9 Drift wave mechanism showing E × B convection [23] 

 

However, in more general situations, the electron density fluctuation is not in 

phase with the potential fluctuation such as in the case with consideration of finite 

dissipation of parallel electron momentum. Transport associated with the “non-

adiabatic” behavior of the electrons is usually called anomalous transport. Due to the 

phase shift of the density from the potential, the time-averaged product of the 
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fluctuating density and E × B velocity does not vanish and will lead to a net particle 

transport moving down the density gradient. The Figure 1-10 illustrates the 

development of a turbulent particle flux in the collisional plasma.  

 

 

 

 

Figure 1-10 The general case where the drift wave density fluctuations are shifted in phase 

from the potential fluctuations. This results in a net flux of density down the density gradient 

when the particle flux is integrated over a fixed radial surface. [23] 

 

When calculating the time-averaged cross-field flux Γ, which has the following 

expression:  

〈𝑛̃𝑉̃〉 = 〈𝑛̃𝐸̃〉/𝐵0 (1.22) 

Where 𝑛̃ and 𝐸̃are the fluctuating density and electric field separately. 𝐵0denotes the 

static magnetic field and 〈⋯ 〉 denotes averaging by time. In cylindrical geometry like 
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our machine, we can make associations with 𝑉̃~ 𝑉̃𝑟, 𝐸̃~ 𝐸̃𝜃, and 𝐵0~𝐵0𝑧. To rewritten 

Eqn. (1.17) in the spectral domain, we use the fast Fourier transform method (will be 

introduced in next Chapter) to represent density and potential fluctuations and 

assume𝐸̃ = −𝛻𝜙̃: 

 

𝑛̃(𝒓, 𝑡) = ∫ 𝑁0(𝜔)𝑒
−𝑖(𝒌(𝜔)∙𝒓−𝜔𝑡)𝑑𝜔

∞

−∞

 (1.23) 

𝜙̃(𝒓, 𝑡) = ∫ 𝜙0(𝜔)𝑒
−𝑖(𝒌(𝜔)∙𝒓−𝜔𝑡)𝑑𝜔

∞

−∞

 (1.24) 

𝐸̃(𝒓, 𝑡) = −∇𝜙̃(𝒓, 𝑡) = ∫ −𝑖𝒌(𝜔)𝜙0(𝜔)𝑒
𝑖(𝒌(𝜔)∙𝒓−𝜔𝑡)𝑑𝜔

∞

−∞

 
(1.25) 

The new turbulent particle flux becomes:  [24] 

𝛤 𝑡𝑢𝑟𝑏 = < 𝑛̃𝑉̃𝑟 > =  
< 𝑛̃𝐸̃𝜃 >

𝐵𝑧
=
2

𝐵
 ∫ 𝑘𝜃(𝜔)|𝑃𝑛𝜙(𝜔)|sin [𝜃𝑛,𝜙(𝜔)]𝑑𝜔
∞

0

 (1.26) 

where 𝑘𝜃 is the poloidal wave number of fluctuations, 𝑃𝑛𝜑(𝜔) is equal to the cross-

power spectrum between density and potential fluctuations, 𝜃𝑛,𝜙is the phase of the 

potential fluctuations minus the phase of the density fluctuations. Multiplying and 

dividing Eqn. (1.21) by[𝑃𝑛𝑛(𝜔)𝑃𝜙𝜙(𝜔)]
1/2

: 
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𝛤 𝑡𝑢𝑟𝑏 = < 𝑛̃𝑉̃𝑟 > =  
< 𝑛̃𝐸̃𝜃 >

𝐵𝑧

=
2

𝐵
 ∫ 𝑘𝜃(𝜔)|𝛾𝑛𝜙(𝜔)| sin[𝜃𝑛,𝜙(𝜔)] [𝑃𝑛𝑛(𝜔)𝑃𝜙𝜙(𝜔)]

1
2𝑑𝜔

∞

0

 

(1.27) 

Here |𝛾𝑛𝜙(𝜔)| denotes the coherence between the density and potential fluctuations 

with a value between 0 and 1, which equals to 
𝑆𝑛,𝜙

√𝑆𝑛,𝑛𝑆𝜙,𝜙
.  Eqn. (1.22) reveals that there 

are three main components that will modify the turbulent particle flux: (1) turbulence 

amplitude, the auto power densities of the fluctuations ( 𝑃𝑛𝑛(𝜔) , 𝑃𝜙𝜙(𝜔) ); (2) 

coherence of density and potential fluctuations; (3) the cross-phase 𝜃𝑛,𝜙.  

 

1.3.2 Experimental observations of inward particle flux  

Up-gradient, inward transport processes play a critical role in maintaining non-

equilibrium conditions across a wide-range of systems in many physics fields. For 

example, in biophysics eukaryote cells transport of Na+/K+ ions across the cell 

membrane occurs via the active transport mechanism in which the hydrolysis of the 

ATPASE molecule releases chemical potential energy, which then allows work to be 

done on the Na+/K+ ions thereby moving them across the membrane and up their 

concentration gradient [25].  Similar mechanisms govern the transport of molecules 

(e.g. glucose) critical to metabolism as well. In open fluid thermodynamic systems that 

are driven out of equilibrium by heat input, up-gradient transport can occur as in e.g. 
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the convective planetary boundary layer [26] and in carefully constructed 

experimental systems [27].  

In magnetically confined plasmas, up-gradient transport mechanisms have 

been invoked to explain the observed time-averaged plasma density and temperature 

profiles in astrophysical and near-Earth space plasmas [28-32] and in controlled fusion 

confinement experiments [22,33-37]. Theory usually attributes such transport fluxes to 

the combined effects of density and temperature gradients, acting to give rise to a 

turbulent pinch which counteracts the normal down-gradient diffusive transport that is 

also thought to be operative.  

Inward turbulent particle flux has been observed on different plasma devices 

[38-41]. It could be responsible for sustaining high confinement in controlled fusion 

experiments. For fusion systems, inferred transport fluxes are often decomposed into a 

turbulent pinch and down-gradient diffusive transport components [22], 

Γ𝑡𝑢𝑟𝑏 = −𝐷∇𝑛 + 𝑉𝑝𝑖𝑛𝑐ℎ𝑛 (1.28) 

where 𝑛  is the mean density profile, 𝐷 is the diffusive coefficient and  𝑉𝑝𝑖𝑛𝑐ℎ is the 

pinch velocity. The first diffusive term is the anomalous particle flux introduced in 

Chap 1.3.1, which will lead an outward particle transport going down the density 

gradient. The second term is the convective flux.  In quasilinear theory, the pinch, 

which has in the past been attributed to the temperature and density gradients, can 

yield an inward flux component that then partially counteracts the outward diffusive 

transport.  
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In a few cases, direct measurements of net inward turbulent particle fluxes 

have been reported during or shortly after the formation of transport barriers 

associated with the formation of a suitably strong E×B shear layer or during the 

application of an externally forced E×B shear flow. On DIII-D tokamak, inward 

particle transport has been observed during the Low-to-High confinement (L-H) 

transition in ECH heated helium plasma [38]. Experiments were performed by using 

plunging probe into an evolving ELM-free H-mode. The basic parameters were𝑛0 =

3.2 × 1019𝑚−3, 𝐼𝑝 = 1.3 𝑀𝐴, and 𝐵𝜑0 = −1.8𝑇 . The integral form of the particle 

continuity equation is shown as [38], 

∂𝑡〈𝑁〉(𝜓) +∮ 𝑑2𝜎 ∙ 〈Γ〉 = ∫ 𝑑3𝑥〈𝑆𝑛〉
∂V∂V

 (1.29) 

where the first term is the total particle number enclosed in a volume V. The second 

term, which approximately equals to 2𝜋𝑅𝐿𝑒𝑓𝑓〈𝑛̃𝑣̃𝑝〉, is the transport term showing the 

particle numbers that been transported out of (or into) the volume V.  The turbulent 

particle flux profile is shown in Figure 1-11(b). For  𝜓 ≲ 0.99, the particle transport is 

directed inward. While for  𝜓 > 1.01, it is directed outward. As we can see from 

Figure 1-11(a), the time-averaged density profiles are peaked and the gradient 

becomes steepened after L-H transition. It is believed that the inward particle transport 

is somehow related to the pedestal formation. 
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Figure 1-11 (a) Density profile evolution in ECH heated plasmas. (b) The measured profile of 

the turbulent particle transport  〈𝒏̃𝒗̃𝝆〉, extrapolated to the whole flux surface, and a main 

ionization source 〈𝑺𝒏〉 in the region of 𝟎. 𝟗𝟗 ≲ 𝝍 ≲ 𝟏.𝟎𝟏. [38] 

 

 

 

 Direct observation of inward particle flux during L-H transition is also 

obtained in H-1 stellarator [41]. The H-1 stellarator is a flexible heliac configuration 

and, for the experiments reported here, was operated in a shearless magnetic 

configuration with B = 0.05 - 0.15 T, and a radio frequency heating power of up to 100 

kW at the frequency of 7 MHz. Central electron density is about 10
18

 m
-3

, the electron 

temperature in argon discharges is in the range from 8 to 20 eV, and the ion 

temperature is about 40–50 eV in the low confinement mode. The transition to 

improved confinement leads to the significant increase in the electron density over a 

significant portion of the plasma radius, as shown in Figure 1-12(a) and to the reversal 

of the fluctuation-induced particle transport shown in Figure 1-12(b). Negative values 
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of fluctuation-induced particle flux Γ𝑓𝑙 correspond to outwardly directed particle flux. 

As we can see, after the transition the sign of Γ𝑓𝑙  changes to positive, indicating 

inwardly directed flux. 

 

 

 

Figure 1-12  (a) the fluctuation-induced particle flux (b) before (diamonds) and after (squares) 

the transition from low to the fluctuating high confinement mode. (Right panel) [41] 

 

Recently this inward turbulent particle flux has also been observed in the linear 

machine (LAPD [42]) when a strong externally applied E×B shear flow was induced. 

The experiments were performed in the upgraded Large Plasma Device (LAPD). 

Flows are driven through biasing the vacuum chamber wall relative to the plasma 

source. By increasing bias to above ~ 100V, they found the density gradient scale 

length decrease significantly indicating a transition in radial particle confinement [43]. 

Figure 1-13(a) shows the radial profile of azimuthal flow velocity for several bias 

values. Azimuthal flow is driven at the edge of LAPD. As the bias is increased beyond 
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threshold (100V), a strong flow shear develops and increases with bias value. Figure 

1-13(b) shows the radial profile of turbulent particle flux for four different bias 

voltages. It is observed that below threshold (~110V) the turbulent particle flux is 

reduced with bias voltages. As the bias in further increased to 175V, a reversal in the 

measured particle flux is observed which indicates the particles transport inward. 

 

 

Figure 1-13 For several bias values: (a) Radial profile of azimuthal velocity, with fit. (b) 

Radial profile of turbulent particle flux. [43] 

 

There are many other different plasma devices reporting the observations of 

inward particle flux, including TORPEX [44], a simple toroidal plasma device, and 

PANTA [45], a linear helicon plasma device and so on. However, the origin of the net 
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inward flux in these works has not been identified and the key role that velocity shear 

plays in driving such inward pinches has not been addressed. 

 

1.4 The aim of this dissertation 

Previous studies on CSDX have shown that at moderate magnetic fields the 

plasma develops coherent, finite amplitude collisional drift wave fluctuations in the 

region around the density gradient maximum. As the magnetic field is increased 

further, the plasma develops two velocity shear layers that sit on either side of the 

density gradient maximum [21,46].  At the outer shear layer the turbulent stress does 

work on and sustains the shear flow against dissipation, consistent with earlier results 

[47-51] and under some conditions, in the region between the maximum density 

gradient and outer shear layer, a net inward flux is observed [21].   

Based on the limitations of the existing experimental results and our previous 

work on Controlled Shear Decorrelation Experiment (CSDX) we perform this study 

on upgraded CSDX (CSDX-U) through three primary avenues: The first avenue is to 

directly investigate statistical properties of fluctuation-induced particle flux in CSDX-

U using fast imaging and Langmuir probes diagnostics, giving a more complementary 

experimental picture of the development of an inward particle flux. The high 

correlation between probe signal and light intensity signal and the low plasma 

temperature allow us to compare the results using these two independent diagnostics. 

The two independent diagnostic techniques see the development of an inward particle 

flux and the mean density gradient steepens in response to this inward flux. Also we 
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take a further look into intermittent turbulent structure dynamics by using a 

conditional averaging method.  

It is particularly remarkable that these observations are made in a simple 

plasma system described by the Hasegawa-Wakatani model of the drift wave 

turbulence-zonal flow system. At the outset of this work there were only two known 

free energy sources in this experiment. The first one is the mean density gradient, 

which will give rise to a diffusive particle transport down the gradient. The other one 

is the strong velocity gradient. Thus the obvious question arises: what is the 

underlying physics mechanism for the net inward particle transport.  

This question leads to the second avenue of the dissertation. Time-domain and 

bispectral Fourier domain analysis shows that at the peak of the shear layer, where the 

particle flux is outward the turbulent stress acts to nonlinearly reinforce the shear flow.  

Between the shear layer and the peak density gradient, the azimuthal flow nonlinearly 

drives the fluctuations which give rise to the inward particle flux. Correlation studies 

show that a transient increase (decrease) in the shear flow results in a subsequent 

increase (decrease) in the inward flux, demonstrating the causal relationship between 

flow shear and up-gradient flux. Finally, when the up-gradient flux occurs the time-

averaged density profile steepens. Clearly then drift turbulence not only can generate a 

sheared flow that acts to regulate the rate of cross-field transport [52], but under some 

conditions the shear flow can be a source of turbulence that surprisingly can cause an 

up-gradient particle flux that enhances the density gradient, thereby forming a new 

feedback loop in the regulation of time-averaged density and velocity gradients by the 

coupled drift turbulence-sheared flow system.  
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These results then lead to the next question: Can we reproduce the similar 

experimental findings with simple linear studies. This then leads to the third avenue of 

the dissertation.  By doing linear instability analysis and a simple eigenvalue study, we 

find that a simple 2-field modified Hasegawa-Watani model cannot produce an inward 

flux, which suggests that there is some other mechanism other than flow shear that are 

acting as a driving source. And we summarized the recent studies of possible 

mechanism for inward flux. 

This thesis is organized as follows: In chapter 2 we describe the basic 

experimental setup for CSDX-U, hardware arrangements and summarize the various 

analysis methods we use for this study. In chapter 3 the identification of the up-

gradient inward particle flux using a combination of probe based measurements and 

fast-framing camera is extensively discussed. In chapter 4 we discuss the possible link 

between flow and inward flux. In chapter 5 we test our hypothesis from experimental 

results with linear stabilities analyses. Lastly in chapter 6 we summarize our results 

and suggest several recommendations for the future work.  
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Chapter 2                        

Experimental set up and methods of 

analysis  

In this chapter we will describe the basic mechanical and electrical hardware 

used in our experiments, and give an overview of the various methods utilized for our 

data analysis. 

2.1 CSDX linear plasma machine 

Controlled Shear Decorrelation Experiment (CSDX) is a cylindrical 

magnetized linear plasma device as shown in Figure 2-1. The total length is 2.8m and 

the vacuum vessel diameter is 0.2m. A uniform magnetic field is generated by 28 

solenoidal current coils. The field lines terminate on insulated plates on both ends of 

the machine, which ensure that there is no current running through the end plates. 

Previous studies have shown that the transition to drift wave turbulence and the 

formation of low frequency zonal flows can be either suppressed with conducting 

boundaries or enhanced with insulating boundaries [53]. This device is operated with a 

13.56MHz 5 kW RF helicon wave source. A digitizer with up to 96 channels sampling 

at 500 kHz and anti-aliasing filters are used to record the data. The resulting Nyquist 

frequency is 250 kHz, well above the observed fluctuation frequency. A  RF matching 
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circuit is adjusted such that less than 30 W of power is observed reflected. A more 

detailed description of the RF source characteristics can be found in Ref. [54]. A 

calibrated MKS mass flow controller is used to introduce the working gases at the first 

port available downstream of the antenna (see figure 2-1). The effective pressure in 

the chamber can also be controlled by a manually operated butterfly valve located in 

front of the turbomolecular pump. The chamber pressure is measured by two Baratron 

gauges, one located at the port of the gas feed and the other located just in front of the 

butterfly valve at the end of the chamber. Plasmas are typically created at neutral 

pressures of 1 to 10mTorr. 

 

 

 

Figure 2-1 Schematic of the CSDX linear plasma device including setup of Langmuir probe 

and camera diagnostic. [21] 



34 
 

 

 

 

 

Figure 2-2 Picture of the Controlled Shear De-correlation Experiment. 

 

2.2 Upgraded CSDX 

The experiments were carried out in the Upgraded CSDX (CSDX-U). We 

upgraded CSDX in the following two aspects: one is we increased the source radius 

from the previous 5 cm value to a value of 7.5 cm and the other is we upgraded the 

power supply for achieving higher magnetic field. In addition, the antenna was 

changed from an azimuthally symmetric m=0 configuration to a helical m=1 antenna. 

The reasons come from both theoretic and experimental considerations. In the theory 

of gradient-driven instabilities such as collisional drift waves, the ratio 
𝜌𝑠

𝐿𝑛
=
√𝑚𝑖𝑇𝑒

(𝑒𝐵)𝐿𝑛
 is 

usually assumed to be small for a better comparison against Hasegawa-Wakatani 
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model. In previous experiments, the plasma the plasma diameter was ~10cm and the 

maximum magnetic field was ~1kG which made the ratio 
𝜌𝑠

𝐿𝑛
~0.5 . While in our 

experiments on upgraded CSDX, the plasma size is ~ 15cm and the maximum 

magnetic field is 2.4kG which significantly decreased the 
𝜌𝑠

𝐿𝑛
 by a factor of 4. Figure 2-

3 show the comparison of time-averaged radial profiles between previous CSDX 

experiments (left panel; B = 1kG) and CSDX-U (right panel; B = 1.3kG) for: (a) time 

averaged density (b) gradient of the time-averaged density -∂〈n〉/∂r  and (c) time-

averaged azimuthal velocity. In previous experiments, the locations of the maximum 

density gradient and velocity shear gradient were very close to each other (< 1cm; see 

left panel [55]). A larger separation between the location of birth of vortex and the 

velocity shear would help to us to achieve a better understanding of interaction 

between turbulent eddies and shear flow. The time-averaged profiles of density and 

azimuthal velocity from the CSDX-U shown in (right panel) reveal a larger spatial 

separation between the two gradients ~ 3.5 cm. This then allows for a more detailed 

study of the interaction between density gradient driven and velocity shear driven 

turbulence dynamics. 
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Figure 2-3 Comparison of time-averaged radial profiles between previous CSDX experiments 

(left panel; B = 1kG) and CSDX-U (right panel; B = 1.3kG). (a) Time averaged density 〈𝒏𝟎〉. 

(b) Gradient of the time-averaged density −
𝝏〈𝒏〉

𝝏𝒓
 . (c) Time-averaged azimuthal velocity 〈𝝊𝜽〉. 
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2.3 Plasma Diagnostics 

2.3.1 The dual 3×3 Langmuir probe 

The plasma produced is relatively cold and the moderate heat fluxes to the 

probes allow taking long sets of data for better statistics. Measurements of mean 

plasma profiles, the fluctuating density, potential, and electric fields along with the 

resulting turbulent particle flux are made by both an 18-tip Langmuir probe inserted 

radially in a port located ~1m downstream from the source (port α in Figure 2-1). The 

18 tips are arranged as dual 3×3 arrays, which are shifted with respect to each other 

along the B field direction by 1.5 mm. The electrical circuit is shown in figure 2-5. 

The radial displacement of the probe tips is 1.5mm and the azimuthal displacement is 

2.5mm. Each tungsten tip is 0.33mm in diameter and 1mm in length. One 3×3 array 

connecting to 100 kΩ resistor measures floating potential and the other array biased by 

−100 V DC voltage measures ion-saturation current. Detailed description about the 

18-tip Langmuir probe can be found elsewhere [7,16].  

In the absence of strong electron temperature fluctuations the floating potential 

fluctuations are interpreted as plasma potential fluctuations. Similarly, the measured 

ion saturation current fluctuations are interpreted as density fluctuations. Thus the 

arrangements of the probe tips in both radial and azimuthal directions allow the 

measurements of the electric field from floating potential by 𝐸⃗⃗ = −∇𝜙. The 3×3 probe 

array also allows the measurements of bispectrum analysis, which will be introduced 

in next section.  
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Figure 2-4 Dual 3x3 Langmiur probe array, of which one 3x3 array (9 channels) is for 

floating potential and anther 3x3 array is for ion saturation current (or density). These two 

arrays shift in the axial direction by 1.5 mm [7,16]. 
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Figure 2-5 A circuit schematic of density and potential measurements. [7] 

 

2.3.2 The 4-tip turbulent Reynolds stress Langmuir probe 

To confirm the observation of inward particle flux is independent of probe 

configurations and probe location, we used a fast scanning we used a fast scanning 4-

tip Reynolds stress probe array located 1.7m downstream from the source (port β in 

figure 2-1) for turbulent particle flux measurement, shown in figure 2-6. One of the 3 

short tips is for ion saturation current and the rest (two short tips and one long tip) are 

for floating potential. Both two probes have shown similar experimental results.  
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Figure 2-6 The 4-tip turbulent flux probe array. (a) and (b) shows the position relative to the 

magnetic field line. (c) is a 3D sketch and (d) is a picture of the Langmiur probe array. One of 

the 3 short tips is for ion saturation current, and the rest (two short tips and one long tip) are 

for floating potential, as indicated in (b). [16] 

 

Figure 2-7 shows the radial profiles of equilibrium density and turbulent 

particle flux from two Langmuir probes. The two probe measurements show the 

similar behavior that the density gets steepened and the particle transport changes 

from outward to inward as we increase magnetic field. Later on, results shown in this 

dissertation are mainly from 18-tip probe, since we can gain the bispectral from 18 tips. 
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Figure 2-7 Comparison between 18-tip probe (left panel) and 4-tip probe (right panel). Radial 

profiles of (a) mean density (b) turbulent particle flux. 
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2.3.3 Mach probe 

In addition, a 4-tip Mach probe is used to measure the parallel flow velocity 

shown in Figure 2-8. The two sets of tips, placed symmetrically around the probe axis 

separated by insulators, one of which are biased negatively to collect ion saturation 

currents and the other set are measuring the floating potential. 

 

 

Figure 2-8 Schematic view of Mach probe. 

 

 The flows are interpreted based on  𝑗𝑀, the ratio of the ion saturation currents 

collected by 180
o
 opposite probe tips. The measurements are then fitted to the 

equation [56]: 

𝑗𝑀 =
𝐼𝑠𝑎𝑡1
𝐼𝑠𝑎𝑡2

=  exp [(𝐾 sin(δα)/δα)𝑀∥ cos𝜃] (2.1) 

𝑉𝑧 = 𝑀∥ ∗ 𝐶𝑠  (2.2) 
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where δα is the acceptance angle of each probe tip (∼0.532 in our probe design), 𝐾 = 

1.34, (using Hutchinson’s model of ion collection [57]) and 𝜃 is the angle between the 

probe normal direction and the downstream direction (90
o 

in our experiments). By 

measuring 𝐼𝑠𝑎𝑡1 and  𝐼𝑠𝑎𝑡2 from Mach probe, we can calculate 𝑀∥ according to Eqn. 

(2.1). Thus we can get the parallel flow velocity 𝑉𝑧. Figure 2-9 shows the evolution of 

the radial profiles of the parallel ion fluid velocity measured by Mach probe. Positive 

𝑉𝑧 represents plasma flowing away from source In the parallel direction the  𝑉𝑧 profiles 

show that the inner plasma flows away from the source toward the pump end of the 

machine while it seems to reverse direction at the edge. 

 

 

Figure 2-9 Evolution of parallel flow velocity measured by Mach probe. [21] 
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2.3.4 Data acquisition system 

For the density measurements the voltage across the 50 Ω  resistor passes 

through an AC coupled amplifier, which has 50 Ω input impedance and 1MHz band 

width, and is recorded by a 16 bit 96 channel digitizer with 500 kHz sampling rate (D-

TACQ ACQ196CPCI). The resulting Nyquist frequency is 250 kHz well above the 

electrostatic fluctuation frequency. For equilibrium density measurements the voltage 

across the 50 Ω  resistor passes through a DC-coupled differential amplifier (Lecroy 

DA1855A-PR2) and connects to the digitizer which has 1M Ω input impedance (a 

50  Ω   resistor is parallel to the digitizer for impedance match). For the floating 

potential measurements the voltage passes through a DC coupled amplifier (50 Ω  

input impedance and ≥ 2MHz band width) with a gain of A = ×28 for the high 

impedance output. A million samples (2sec) are usually obtained for the fluctuation 

data at each radial location, allowing for low-variance estimation of the fluctuation 

statistics. [7]  

2.3.5 Laser induced fluorescence 

Laser induced fluorescence (LIF) is employed in our experiments to measure 

Doppler resolved velocity distribution functions (VDF). The full width at half maxima 

of the VDF gives us the average temperature of the distribution and the shift of the 

peak of the distribution from a standard reference line gives the ion fluid velocity, 

from which we can calculate the relatively accurate velocity. In our experiments, we 

use LIF on argon ions to measure radial profiles of the azimuthal 𝐄 × 𝐁 velocity, the 

ion temperature of CSDX plasma and also the parallel flow velocity. 
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The LIF set used for our experiment is shown in Figure 2-10, where 1 is the 

wavemeter, 2. laser beam steering optics, 3.  laser beam injection mirror, 4. plasma 

chamber, 5. LIF volume, 6. laser beam dump, 7.  collection optics, 8. interference 

filter, 9. photo-multiplier tube (PMT), 10. Toptica laser, 11. mechanical chopper, 12. 

laser controller, 13. lock-in amplifier, 14. data acquisition card, 15. laptop PC, 16. LIF 

signal (intensity vs. wavelength) for real time monitoring. Detailed description for LIF 

diagnostics can be found in Ref. [58]. 

  

 

 

 

Figure 2-10 Schematic of the LIF setup on CSDX. [58] 
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2.3.6 High-speed imaging diagnostics 

Langmiur probe arrays mentioned above can offer high temporally resolved 

signals but for the spatial resolution is inadequate to track the 2-dimensional turbulent 

evolution. In addition, high-speed imaging data provides a better comparison to probe 

data due to the possibility of temperature fluctuations and other complications in probe 

data interpretation. For imaging the dynamics in the azimuthal cross-section of the 

plasma column we use a fast framing camera to record the light intensity. A Phantom 

V 710 high speed camera is placed at the end of the machine to capture the motion of 

the plasma visible light emission. For this experiment, image sequences of 5000 

frames were recorded at 210500 frames/s with an exposure time of 1 ~ 2 μs with 

128×128 image resolution, and a Pentax 50 mm f / 1.4 lens is used in the experiments.  

The optical setup of the fast imaging system can be seen in Figure 2-1. Detailed 

description can be found in Ref. [7,16]. The light intensity fluctuations are considered 

to be proportional to the ion saturation current and thus a proxy for density 

fluctuations [59,60]. Visible light from the plasma is steered using two large mirrors 

on to a Celestron C6-RGT telescope placed about 7 meters away from the focal plane 

using a 180mm, f/4 lens as the objective. As recently discussed in detail elsewhere 

[61], detailed statistical properties and dispersion relations can be determined from the 

fast imaging data, and can be related to plasma instabilities thought to be operative in 

the experiment.  

From basic spectroscopy studies in argon helicon plasma in CSDX, it is known 

that the light emitted is dominated by singly ionized argon (Ar II) emission in the 
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range 420–520 nm and neutral argon emission (Ar I) which is in the range 650–850 

nm. Hence in this work we use commercially available filters to look at the ion 

emission (FWHM from 410–490 nm) and the neutral emission (long-pass filter for 

wavelength >650 nm) separately. We also used narrow-band filters (at 488 nm for Ar 

II and 750 nm for Ar I) in previous experiments [44] to collect only one dominant 

argon ion or neutral transition, but the collected light intensity was smaller and had to 

be integrated for a longer time to get any reliable measurement, thus reducing the time 

resolution. To calculate the light intensity fluctuations, we take the raw imaging data 

and subtract the mean average light intensity, thus we obtain the fluctuating light 

intensity for further calculation. Figure 2-11(a) shows a frame of raw movie data taken 

at 1300G, which we observe a strong mode of mean light intensity in the center region.  

By subtracting the mean average light intensity shown in Figure 2-11(b), we observe 

two kinds of turbulent structures; one is with high-mode numbers in the center and the 

other is with low-mode numbers in the outer region.  

 

 

Figure 2-11 (a) raw imaging data (b) mean subtracted fluctuating light intensity 
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Figure 2-12(a) shows the raw ion saturation current fluctuations from 

Langmiur probe and light intensity fluctuations from fast imaging. In Figure 2-12(b), 

we plot the cross-correlation coefficient computed between the Langmuir probe ion 

saturation current 𝐼𝑠𝑎𝑡   and the camera fluctuating visible light intensity fluctuation  𝐼𝑐. 

The cross-correlation was calculated at r ~ 3 cm. The results show that 𝐶𝑜𝑟𝑟(𝐼𝑠𝑎𝑡 , 𝐼𝑐)    

reaches values as large as 0.75 with a zero delay time. The decay time of this cross-

correlation is larger than 10ms reflecting a high correlation level for times much 

longer than turbulent correlation time or azimuthal rotation times. Thus the Langmiur 

probe and fast imaging signals also present very similar statistical properties, which 

also validate the interpretation of light intensity fluctuations as density fluctuations. 
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Figure 2-12 (a) Raw ion saturation current signal from Langmiur probe (black line) and light 

intensity fluctuation from fast imaging (red line) as a function of time. (b) Cross-correlation 

between ion saturation current and light intensity fluctuations. 
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2.4 Methods for data analysis 

2.4.1 General statistical analysis techniques 

Most turbulent fluctuations data such as density, potential and light intensity 

are suitable for statistical analysis. The main statistical analysis methods used in this 

dissertation include computing the auto-power spectrum 𝑆𝑥𝑥(𝑓) , cross-power 

spectrum 𝑆𝑥𝑦(𝑓), cross-correlation 𝐶𝑥𝑦(𝑓) and cross-phase 𝛼𝑥𝑦(𝑓). The definitions of 

the above quantities are described as below: 

𝑆𝑥𝑥(𝑓) = 〈𝑋(𝑓)𝑋
∗(𝑓)〉 

(2.3) 

𝑆𝑥𝑦(𝑓) = 〈𝑋(𝑓)𝑌
∗(𝑓)〉 

(2.4) 

𝐶𝑥𝑦(𝜏) = ∫ 𝑥(𝑡)𝑦(𝑡 − 𝜏)𝑑𝑡
𝑇

0

 (2.5) 

𝛼𝑥𝑦(𝑓) = tan
−1[Im(𝑆𝑥𝑦(𝑓))/Re(𝑆𝑥𝑥(𝑓))] (2.6) 

where 𝑋(𝑓)  and 𝑌(𝑓)  are the Fourier transform of time series 𝑥(𝑡)  and 𝑦(𝑡) 

respectively, 〈⋯ 〉  denotes the ensemble average and  ∗  indicates the complex 

conjugate.  𝜏 is the time lag between 𝑥(𝑡) and 𝑦(𝑡). Here time series 𝑥(𝑡) and 𝑦(𝑡) 

can be the density or potential fluctuations that be measured from the Langmuir probe 

or fast camera.  

Windowed FFT (Fast Fourier Transform) is used for computing spectra. In 

Fourier domain, the frequency resolution is determined by length of each window and 

limited by the sample rate. The total spectra in Eqn. (2.3) and (2.4) are the ensemble 
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average of all windows (denoting the number of windows with M). Suppose the total 

length of time series 𝑥(𝑡) is 𝑇 seconds and we divide the 𝑇 seconds into N windows. 

For each window the minimal frequency resolution is ∆𝑓 = 1/𝑁𝑇 and the highest 

frequency can be resolved is the Nyquist frequency 𝑓𝑁𝑦𝑞 = 1/2𝑡𝑠. Since the spectrum 

is an averaged value over N windows, the variance level will be a factor of 1/√𝑁 

lower Therefore, Thus we can see that the windowed Fourier transform offers 

convergent spectrum with a lower noise level at the cost of frequency resolution.  

In turbulence plasmas, many kinds of outstanding intermittent or transient 

phenomena have been observed to occur, such as transition to improved confinement, 

saw-tooth crashes, blob generation and so on. In our experiments, we find that the 

particle transport is dominated by intermittency when magnetic field is increased 

above to 1200G. Figure 2-13 shows the 50ms time series of density fluctuations at 

three different radial locations for B = 2400G [21].  Here for large magnetic fields, we 

observe the intermittent signals of density depletions near the center (r < 2 cm) shown 

in Figure 2-13(a) and intermittent bursts of enhanced density at the edge (r > 5 cm) 

shown in Figure 2-13(c). The evolution of such intermittent turbulent structure can be 

investigated by applying a conditional sampling analysis method, assuming that an 

average over many repeated condition of the phenomena of interest provides an 

explicit physical interpretation [62]. When the instantaneous fluctuating positive 

density excursion 𝑛̃ (often referred to as “blobs”) exceeds one standard deviation 𝜎𝑛 at 

time 𝜏, an event is considered to have been triggered. Meanwhile, a time window with 

length of 𝛥𝜏  (~ 64 microseconds, chosen to be larger than the typical turbulence 
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fluctuation correlation time, but smaller than the average time between events) is 

selected around 𝜏, and the corresponding data associated with this positive fluctuating 

event is selected.  This process is then repeated to yield a set of independent positive 

going density events fluctuations large enough to trigger the events will survive, while 

smaller amplitude fluctuations neighboring the event will then be averaged away. The 

same technique was performed for the negative fluctuation events (negative density 

excursions, or “holes”) with a trigger of one negative standard deviation −𝜎𝑛.  

 

 

Figure 2-13 Time series of density fluctuations at three different radial locations for B = 

2400G. [21] 
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2.4.2 Bispectral analysis 

Bispectral statistics are Fourier transforms of a triple-point correlation that is 

similar to the power spectrum obtained from two-point correlation. We define the 

auto-bispectrum 𝑆𝑓(𝑓1, 𝑓2) of a signal 𝑋(𝑓) as follows, 

𝑆𝑓(𝑓1, 𝑓2) = 〈𝑋(𝑓)𝑋
∗(𝑓1)𝑋

∗(𝑓2)〉 =
1

𝑀
∑[𝑋(𝑓)𝑋∗(𝑓1)𝑋

∗(𝑓2)]

𝑀

𝑖=1

 (2.7) 

here 𝑖 indicates the 𝑖𝑡ℎwindow. The bicoherence  𝑏𝑓(𝑓1, 𝑓2) is defined as, 

𝑏𝑓(𝑓1, 𝑓2) =
|𝑋(𝑓)𝑋∗(𝑓1)𝑋

∗(𝑓2)|

√〈|𝑋(𝑓)|2〉√〈|𝑋(𝑓1)𝑋(𝑓2)|2〉
 (2.8) 

We note that 𝑓 should satisfy the matching condition:  𝑓 = 𝑓1 + 𝑓2.  

In a 3-wave interaction discussed in Chap 1.2.2, two small scaled waves 

nonlinear coupling with each other will give rise to a third, large scale wave. The 

above second order spectral analysis techniques methods generally characterize the 

linear properties of these waves but way nothing about these important nonlinear 

processes. For study of nonlinear processes involved, we use bispectral analysis 

techniques in the frequency domain described by two fields, density and potential. By 

performing a Fourier transform on the ion momentum equation Eqn. (1.8), we obtain 
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〈
1

2

𝜕|∇⊥𝜙𝑓|
2

𝜕𝑡
〉 = 〈−𝑅𝑒∑(𝑧̂ × ∇⊥𝜙𝑓

∗) ∙ [(𝑧̂ × ∇⊥𝜙𝑓−𝑓1 ∙ ∇⊥)(𝑧̂ × ∇⊥𝜙𝑓1)]

𝑓1

〉

+ 〈
𝜇⊥
Ω𝑐𝑖𝜌𝑠2

𝑅𝑒[(𝑧̂ × ∇⊥𝜙𝑓
∗) ∙ ∇⊥

2 (𝑧̂ × ∇⊥𝜙𝑓)]〉

+ 〈−
𝜈𝑖−𝑛
Ω𝑐𝑖

|∇⊥𝜙𝑓|
2
〉, 

(2.9) 

where 𝑓 = 𝑓1 + 𝑓2 ,flow velocity is approximated by  𝒖 ≈ −
∇⊥𝜙×𝑩

𝐵2
, 𝜇⊥  is the ion 

viscosity and 𝜈𝑖−𝑛 is the ion-neutral collision rate. The LHS term is the rate of change 

in the 𝐄 × 𝐁 velocity fluctuation energy at one radius. The first term on RHS is called 

the kinetic energy transfer term 𝑇𝑢, which determines how much energy is nonlinearly 

transferred into or out of the frequency 𝑓. The second term on RHS shows the rate of 

energy being damped due to ion viscosity. The third term on RHS is the flow damping 

term due to ion-neutral collisions. 

 Expanding Eqn. (2.9) for a cylindrical plasma with uniform magnetic field in 𝑧 

direction, the kinetic energy transfer term 𝑇𝑢 can be rewritten as [63]: 
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𝑇𝑢 = 〈−𝑅𝑒∑(𝑧̂ × ∇⊥𝜙𝑓
∗) ∙ [(𝑧̂ × ∇⊥𝜙𝑓−𝑓1 ∙ ∇⊥)(𝑧̂ × ∇⊥𝜙𝑓1)]

𝑓1

〉

≈ 〈𝑅𝑒∑[
𝜕𝜙𝑓

∗

𝜕𝑥

𝜕𝜙𝑓−𝑓1 

𝜕𝑦

𝜕2𝜙𝑓1
𝜕𝑥2

−
𝜕𝜙𝑓

∗

𝜕𝑥

𝜕𝜙𝑓−𝑓1  

𝜕𝑥

𝜕2𝜙𝑓1
𝜕𝑥𝜕𝑦

+
𝜕𝜙𝑓

∗

𝜕𝑦

𝜕𝜙𝑓−𝑓1 

𝜕𝑦

𝜕2𝜙𝑓1
𝜕𝑥𝜕𝑦

−
𝜕𝜙𝑓

∗

𝜕𝑦

𝜕𝜙𝑓−𝑓1  

𝜕𝑥

𝜕2𝜙𝑓1
𝜕𝑦2

]〉 

(2.10) 

where x and y denote radial and azimuthal direction respectively. By splitting Eqn. 

(2.10) into parts, we can obtain four different three-field cross bispectral terms defined 

in Eqn. (2.7):∑ [
𝜕𝜙𝑓

∗

𝜕𝑥

𝜕𝜙𝑓−𝑓1  

𝜕𝑦

𝜕2𝜙𝑓1
𝜕𝑥2

]𝑓1 , ∑ [
𝜕𝜙𝑓

∗

𝜕𝑥

𝜕𝜙𝑓−𝑓1  

𝜕𝑥

𝜕2𝜙𝑓1
𝜕𝑥𝜕𝑦

]𝑓1 , ∑ [
𝜕𝜙𝑓

∗

𝜕𝑦

𝜕𝜙𝑓−𝑓1  

𝜕𝑦

𝜕2𝜙𝑓1
𝜕𝑥𝜕𝑦

]𝑓1  and 

∑ [
𝜕𝜙𝑓

∗

𝜕𝑦

𝜕𝜙𝑓−𝑓1  

𝜕𝑥

𝜕2𝜙𝑓1
𝜕𝑦2

]𝑓1 . The bispectral terms determine the rate and direction of the 

nonlinear energy transfer. A detailed description of applying bispectral analysis 

method to study three-wave coupling interaction can  be found in Ref. [64]. All the 

derivatives used in calculating bispectrum can be obtained from experiments using the 

18-tip Langmuir probe that has the spatial layout shown in Figure 2-4. 
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2.4.3 Velocity measurements 

In this section, we will introduce two main analysis methods used for velocity 

field in this dissertation 

2.4.3.1 1D TDE technique using Langmuir probe 

The time-delay estimation (TDE) technique is mainly used for calculating 

mean fluctuating velocity field [65]. For calculating mean azimuthal flow velocity by 

using Langmuir probes, we select two probe tips aligned in azimuthal direction with a 

distance of ∆𝑥, which is less than the turbulent correlation length. When a turbulent 

structure passes one probe tip at time 𝑡 and passes another probe tip after some later 

time ∆𝜏, then we can estimate the turbulent velocity as 𝜐𝜃 =
∆𝑥

 ∆𝜏
. The time delay ∆𝜏 is 

the time lag calculated from the peaked correlation 𝐶𝑥𝑦(𝜏) (Eqn. (2.5)).  It is noted 

that we make the assumption that the unfeatured turbulent structure is moving in the 

azimuthal direction, which is satisfied in our machine that the average azimuthal flow 

is in the electron diamagnetic direction.  

Another alternation method to estimate the mean flow velocity is to calculate 

phase delay in Fourier domain instead of time delay, which was first introduced by 

Beall et al. [66]. First we take FFT for the two probe signals in azimuthal direction. By 

applying Eqn. (2.6), we can calculate the cross-phase between the two signals 𝛼𝑥𝑦(𝑓). 

Thus is effective wavenumber can be estimated by 𝑘(𝑓) =
𝛼𝑥𝑦(𝑓)

∆𝑥
. The frequency 

resolved velocity 𝜐(𝑓) equals 
𝑓

𝑘(𝑓)
. By averaging 𝜐(𝑓) over all frequency and weighted 
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with their cross-power 𝑆𝑥𝑥(𝑓) (Eqn.(2.3)), we can obtain a time-averaged azimuthal 

flow velocity.  

2.4.3.2 2D TDE technique using high-speed imaging camera 

Due to the limitation of configuration, we can only gain a 1D velocity profile 

via Langmuir probe measurements. However, the high-speed imaging camera can 

provide a 2D flow velocity field of the plasma cross-section. The algorithm is similar 

to the 1D TDE technique except that instead of computing the cross-correlation in 

only one direction, we compute the cross-correlation in a 2D area with a series of time 

lag from 𝜏 = 0 increasing by every 𝛿𝜏, for example a 2D 11×11 grid shown in Figure 

2-14. Detailed description of this 2D TDE technique, please refer to [7]. 

 

 

 

Figure 2-14 2D time-delay estimation (TDE) technique. [7] 
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2.4.4 Estimation of turbulent quantities in CSDX 

The plasma discharge in CSDX is highly stable and repeatable, which provides 

us a long sequence of data to get statistically converged values when estimating 

plasma parameters from fluctuations such as auto-spectra, Reynolds stress, and mean 

fluctuating velocities. The current CSDX 96-channel data acquisition system can store 

up to 10 seconds of data at a sample rate of 500 kHz for one shot. Because CSDX 

plasma is stable and all shots taken under the same discharge conditions (magnetic 

field, gas pressure, etc.) are with the same statistical properties, we can take as many 

shots as needed to compute the statistics to the desired convergence. Typically for 

each channel about 7 seconds (~ 3.5 million sample points) of probe data were taken, 

and they were divided into more than 1000 realizations to compute ensemble averages. 

Therefore the corresponding statistical uncertainties of the estimated parameters are 

very small and typically are within the thickness of the produced curves.  
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2.5 Previous CSDX experimental research in the drift 

wave-zonal flow system 

In order to study feedback loop between drift wave turbulence and shear flow, 

it is important to demonstrate a detailed description of the in drift-wave-zonal-flow 

system, especially the transition to drift wave turbulence and the generation of zonal 

flow. In previous work, this transition has been approached by increasing the magnetic 

field B, which decreased the normalized gyro-radius according to 
𝜌𝑠

𝐿𝑛
=
√𝑚𝑖𝑇𝑒

(𝑒𝐵)𝐿𝑛
. Thus we 

can get a better approach to HW model (refer to Chap 1.2.1).  Figure 2-15 shows the 

radial profiles of standard deviation of density and potential. It is noted that the 

fluctuation amplitudes for both quantities increase with increasing B field and peak at 

𝑟 = 3 cm (location of maximum density gradient). But the radial distributions are 

different. The potential fluctuation profile appears to contain relatively high levels of 

fluctuation activity for 𝑟 > 4  cm (outside of shear layer). From the power spectrum of 

potential fluctuation (Figure 2-16), it clearly shows a transition from linear eigenmode 

to weakly broadband drift wave turbulence [46]. A two-point technique [66] has also 

been applied to show the frequency and local wave-number power spectra.  Figure 2-

17 shows the normalized two-point S(𝑘𝜃, 𝑓) spectra for the potential fluctuations at B 

=1000G at r ~ 3cm [46]. We observed a built-up in k-spectra, indicating the 

development of the DW turbulence. 
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Figure 2-15 Radial profiles of the normalized standard deviations of potential (top panel) and 

density (bottom panel). [46] 

 

 

Figure 2-16 Radial profiles of potential fluctuation power spectrum with B filed. [46] 
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Figure 2-17 Built-up in local k-spectra at 1000G. [46] 

 

 

 

As we increase the magnetic field, in addition to observe a broadband 

turbulence, we observe a strong azimuthal sheared flow develops with B field shown 

in Figure 2-18. During this transition, the fluctuation energy at low poloidal 

wavenumbers (𝑘𝜃𝜌𝑠 ≤ 0.5) is linearly stable and sharply increasing over a factor of 

100 and the energy contained in linearly unstable fluctuations increases by only a 

factor of 2-3, which suggests that the energy transfer from turbulence into large 

azimuthal scale fluctuation is via a nonlinear process, as shown in Figure 2-19. 
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Figure 2-18 Evolution of azimuthal flow with B field [51] 

 
 

Figure 2-19 Evolution of azimuthal energy wave-number spectrum 𝑬(𝒌𝜽)  with magnetic 

fields. [77] 
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It has found that the plasma spontaneously rotates in azimuthal direction 

without any external momentum input. In addition, an azimuthally symmetric radially 

sheared flow has always been demonstrated by probe measurements shown in Figure 

2-20. Through azimuthal momentum conservation analysis we found this strong 

sheared flow is sustained against dissipation by Reynolds stress. The azimuthal 

component of time-averaged ion momentum equation is given as: [47] 

1

𝑟2
𝜕

𝜕𝑥
(𝑟2〈𝜐̃𝑟𝜐̃𝜃〉) = −𝜈𝑖−𝑛〈𝜐̃𝜃〉 + 𝜇𝑖𝑖[

1

𝑟

𝜕

𝜕𝑟
(𝑟
𝜕〈𝜐̃𝜃〉

𝜕𝑟
−
〈𝜐̃𝜃〉

𝑟2
)] (2.11) 

where 𝜐̃𝑟𝜐̃𝜃  is the turbulent Reynolds stress, 𝜈𝑖−𝑛 is ion-neutral collision rate and 𝜇𝑖𝑖  is 

the ion viscosity. Turbulent Reynolds stress, which is also the turbulent momentum 

flux can be approximated by floating potential measured from Langmuir probes. 

𝜐̃𝑟  and 𝜐̃𝜃  are the 𝐄 × 𝐁 drift velocities in radial and azimuthal direction separately. 

By assuming viscosity and neutral damping rate profile for CSDX plasma, we can 

solve Eqn. (2.9) to obtain the time average azimuthal velocity profile shown in Figure 

2-20 by black solid line. As we can see, the result from momentum balance equation 

agrees well with experimental measurements, indicating the fact that the azimuthal 

shear flow is generated by turbulent Reynolds stress against viscous damping. 
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Figure 2-20 Radial profile of azimuthal velocity field measured from different methods. Blue 

curve: Mach probe data; Black diamonds: TDE inferred azimuthal velocity; black solid line: 

velocity from turbulent momentum conservation analysis;  red curve: two-field turbulence 

simulation [12].  

 

In a self-regulating system with no external momentum input, where does this 

net azimuthal momentum come from?  Studies on CSDX suggest that the residual 

stress plays a crucial role in a non-diffusive turbulent momentum transport [49]. The 

turbulent Reynolds stress can be written as [67]:  

〈𝜐̃𝑟𝜐̃𝜃〉 = −𝜒𝜃
𝜕〈𝜐̃𝜃〉

𝜕𝑟
+ 𝑉𝑟

𝑒𝑓𝑓〈𝜐̃𝜃〉 + 𝑆𝑟𝜃
𝑟𝑒𝑠 (2.12) 
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where 𝜒𝜃  is the turbulent diffusivity, 𝑉𝑟
𝑒𝑓𝑓

 is the convective pinch velocity and 𝑆𝑟𝜃
𝑟𝑒𝑠 is 

the residual stress. In the absence of collisional viscosity and ion-neutral flow 

dissipation, the turbulent azimuthal momentum balance equation is given as:  

 
𝜕〈𝑃𝜃〉

𝜕𝑡
= −

𝜕

𝜕𝑟
(〈𝑛〉〈𝜐̃𝑟𝜐̃𝜃〉)

= −
𝜕

𝜕𝑟
{−𝜒𝜃〈𝑛〉

𝜕〈𝜐̃𝜃〉

𝜕𝑟
+ 𝑉𝑟

𝑒𝑓𝑓〈𝜐̃𝜃〉〈𝑛〉 + 𝑆𝑟𝜃
𝑟𝑒𝑠〈𝑛〉} 

(2.13) 

It is clear that the only way for plasma to obtain a net azimuthal momentum requires a 

finite 𝑆𝑟𝜃
𝑟𝑒𝑠 at the edge of plasma column. Thus we can calculate  𝑆𝑟𝜃

𝑟𝑒𝑠 from Eqn. (2.10) 

by estimating 𝜒𝜃  from turbulent correlation time 〈𝜐̃𝑟
2〉𝜏𝑐 . The corresponding results are 

shown in Figure 2-21, that the residual stress profile peaks at the plasma edge. When 

combined with a no-slip boundary condition in the outer regions (r>5cm or so) due to 

strong flow damping by neutral gas in this region, this turbulent stress then gives rise 

to a net plasma fluid rotation in the observed direction. [49] 
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Figure 2-21 Radial profiles of (a) mean density, (b) turbulent Reynolds stress, (c) mean 

square of turbulent radial velocity (d) diffusive turbulent transport term, (e) residual stress  and 

(f) mean azimuthal velocity. [49] 

 

This shear flow generation process was studied in the Fourier domain using 

bispectral analysis techniques discussed above [48]. As we can see from Figure 2-22, 

the plasma at 1000 G is weakly turbulent with some coherent modes. Both the density 

(Figure 2-21(a)) and potential spectra (Figure 2-21(b)) are peaked around 5 kHz and 

10 kHz, which has been identified as collisional drift waves [46]. While there is 

another peak at very low frequencies (𝑓 ≤ 1.5 kHz) A peak in the potential and 

velocity fluctuation spectra is also seen at very low (Figure 2-21(c)) spectra but not in 
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the density spectra. These low frequency fluctuations are due to the slow evolution of 

the azimuthal sheared flow and are predicted by theory. [51].  

 

 

 

Figure 2-22 Auto-spectra profiles (a) density, (b) potential and (c) azimuthal velocity for the 

weakly turbulent plasmas in CSDX (B = 1000G). [48] 



68 
 

 

 

By performing the bispectral analysis in Fourier domain, we gain an insight of 

nonlinear kinetic energy transfer between drift wave turbulence and shear/zonal flow. 

Here the positive value of nonlinear kinetic energy transfer rate 𝑻𝒖(𝒇)  indicates 

fluctuations at frequency 𝒇 are gaining energy and negative value indicates losing 

energy.  It is clear to see that the drift wave frequency region (red color region in 

Figure 2-23) loses energy to very low frequency region. While the zonal flow region 

(blue color region in Figure 2-23) gains energy from drift wave turbulence.  

 

 

 

Figure 2-23 Frequency Resolved Net Kinetic Energy Transfer. Red shadow area indicates 

zonal flow frequency region and blue shadow area indicates the drift wave turbulence 

frequency region. [48] 
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Further study has been performed to look into the underlying dynamics for 

drift wave turbulence and zonal flow.  Figure 2-24 provides sequential snapshots from 

fast camera showing how the small scale eddies interact with a large scale shear flow. 

The structures were born at the inner dashed circles r ~ 3cm and propagating outwards 

to the outer dashed circle (r ~ 3.5cm; shear layer) in a spiral trajectory. The snapshots 

clearly show the turbulent structures tilt and gradually absorbed by the shear layer, 

which is also described as a “tile-stretch-absorption” process.  

 

 

Figure 2-24 Sequential snapshots showing the birth, evolution, and death of vortex-like 

structures at weakly turbulence plasma state [55]. 
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Previous experimental and theoretic studies on CSDX provide a good 

understanding of a self-consistent drift wave-zonal flow system.  The zonal flow is 

generated by drift wave turbulence, but also regulates and suppresses turbulence. For 

reasons unknown, the helical m=1 geometry antenna that we used in our experiments 

couples effectively at magnetic fields of up to 2400G, which reveals more interesting 

physics phenomenon. This dissertation focuses on investigate a novel phenomenon, 

the up-gradient inward particle transport in drift wave-zonal flow system. 
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Chapter 3                            

Development of an up-gradient 

turbulent particle flux in a linear plasma 

device 

3.1 Introduction 

In this chapter, we report on the experimental observations of an up-gradient 

inward turbulent particle flux in CSDX, giving a detailed experimental picture of the 

development of an inward particle flux using two diagnostics: fast imaging camera 

and Langmuir probe.  

Flow and flow shear can modify turbulence and transport through a number of 

processes. First, the shear can lead to radial decorrelation or “shearing apart” of 

turbulent eddies, reducing their radial extent and therefore their transport effectiveness 

[42]. Second, by the nonlinear transfer of energy from the fluctuations to the shear 

flow, the saturated level of the turbulence can be reduced. These mechanisms can give 

rise to a reduction in the rate of cross-field transport, but cannot reverse the sign of the 

particle flux (since they all affect positive definite quantities that yield outward 

transport).  The phase shift between density 𝑛̃  and poloidal electric filed 𝐸̃𝜃  
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fluctuations can result in a change in the direction or sign of the turbulent particle flux, 

which is given as  [24]:  

𝛤 𝑡𝑢𝑟𝑏 = < 𝑛̃𝑉̃𝑟 > =  
< 𝑛̃𝐸̃𝜃 >

𝐵𝑧

=
2

𝐵
 ∫ |𝑛(𝜔)||𝐸𝜃(𝜔)|𝛾𝑛,𝐸𝜃(𝜔)cos [𝜃𝑛,𝐸𝜃(𝜔)]𝑑𝜔
∞

0

 

(3.1) 

Here, electrostatically driven particle transport is dependent on the correlation between 

density and electric field fluctuations in low frequency turbulence (where E×B is the 

dominant particle response). Flow and flow shear can modify both the cross-phase and 

cross-coherency between density and potential fluctuations, leading to a reduction of 

the flux in the absence of amplitude reduction; under the right conditions the phase 

shift can also lead to a negative or inward flux as well.  Furthermore, the flow shear 

itself can act as a free-energy source, leading to a Kelvin-Helmholtz (KH) instability.  

Finally, in our cylindrical plasma, strong azimuthal rotation also leads to an effective 

radial gravity term that can destabilize interchange (Rayleigh-Taylor, or RT) 

instabilities. Both KH and RT instabilities can have very different cross-phase than 

found in collisional drift waves [68] and thus may lead to very different turbulent 

particle transport.  

Our results show the gradual, simultaneous development of a radially sheared 

azimuthal flow that grows and reaches it maximum in the region where the turbulence 

does work on the flow via the turbulent Reynolds stress.  At the same time, an inward 

particle flux also gradually develops just inside the region of peak shear flow.  At this 
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location the sheared flow does work on the finite frequency fluctuations, consistent 

with a shear flow-driven instability that is spatially localized to the region located 

between the density gradient maximum (which has been shown to drive collisional 

drift wave turbulence [46,51]) and the maximum flow shear.  The inward flux 

therefore appears to be associated with the existence of spatially separated and distinct 

free-energy sources that drive the fluctuations, consistent with the fundamental picture 

of off-diagonal transport coefficients summarized above.  The results here show that a 

total net negative particle flux can develop as a result of a spontaneously generated 

shear flow (i.e. in a flow which is not driven externally), suggesting that such 

processes could be an important transport process in confinement experiments with 

self-driven sheared E×B flows [69].  

 

3.2 Experimental Setup 

For these experiments, CSDX was operated with a 13.56 MHz, 5 kW RF radio 

frequency helicon wave source equipped with a helical m=1 15 cm diameter antenna. 

A digitizer with up to 96 channels sampling at 500 kHz and anti-aliasing filters are 

used to record probe data. The resulting Nyquist frequency is 250 kHz, well above the 

observed fluctuation frequency. A  RF matching circuit is adjusted such that less than 

30 W of power is observed reflected. Measurements of mean plasma profiles, the 

fluctuating density, potential, and electric fields along with the resulting turbulent 

particle flux are made by both an 18-tip Langmuir probe inserted radially in a port 

located 1m downstream from the source (port α in Figure 3-1) and a 4-tip Langmuir 
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probe located 1.7m downstream from the source (port β in Figure 3-1). The 

configurations for 18-tip Langmuir probe can be found in Figure 2-4 and for 4-tip 

probe in Figure 2-6. The 18 tips are arranged as dual 3×3 arrays, which are shifted 

with respect to each other along the B field direction by 1.5 mm. One 3×3 array 

measures floating potential and another one measures ion-saturation current, biased by 

−100 V. In the absence of strong electron temperature fluctuations the floating 

potential fluctuations are interpreted as plasma potential fluctuations. Similarly, the 

measured ion saturation current fluctuations are interpreted as density fluctuations. 

Both two probes have shown similar experimental results. In this paper, we are 

focused on the experimental results with 18-tip probe. 

A Phantom V 710 high speed camera is placed at the end of the machine to 

capture the motion of the plasma visible light emission. For this experiment, image 

sequences of 5000 frames were recorded at 210500 frames/s with an exposure time of 

1 ~ 2 μs with 128×128 image resolution, and a Pentax 50 mm f / 1.4 lens is used in the 

experiments.  We use two mirrors to increase the optical path length, as shown 

schematically in Figure 3-1. The light intensity fluctuations are considered to be 

proportional to the ion saturation current and thus a proxy for density fluctuations 

[59,60]. Visible light from the plasma is steered using two large mirrors on to a 

telescope placed about 7 meters away from the focal plane using a 180mm, f/4 lens as 

the objective. Detailed description about fast camera can be found at [21]. As recently 

discussed in detail elsewhere [61], detailed statistical properties and dispersion 

relations can be determined from the fast imaging data, and can be related to plasma 

instabilities thought to be operative in the experiment.  
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Figure 3-1 Schematic of CSDX (include the layout of Langmuir probe and camera diagnostic 

at the experiment) 

 

The development of an up-gradient inward particle flux in a system with 

spontaneously generated sheared E×B flows in a simple magnetic geometry provides 

the opportunity to perform a detailed study of modifications of turbulence and 

turbulent transport in a system free from complications associated with toroidal 

systems (e.g., field line curvature, poloidal asymmetry, trapped particles). Good 

diagnostic access to CSDX provides for detailed measurements of the spatial and 

temporal characteristics of the turbulence. The development of the particle flux and 

shear layer profiles somehow was documented in earlier work where azimuthally 

symmetric m=0 RF antenna were used and suggested that higher magnetic fields seem 

to lead to the development of inward particles fluxes and strong shear layers. There 
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observations motivated further study of the evolution of these behaviors at even higher 

magnetic fields. For reasons that are not understood so far, the m=0 antenna geometry 

was found to have difficulty in maintaining a stable RF matching condition at higher 

magnetic fields. We found that a radius of 7.5 cm, m=1 helical antenna does in fact 

couple RF power into the plasma effectively at magnetic fields of up to 2400G. Thus 

the work reported here has used this source geometry. Experiments have been carried 

out across a range of parameters (argon fill pressure remains 3.20 mTorr): (1)1.6 kW 

source power input with 20sccm flow rate; (2) 1.6 kW source power input with 

25sccm flow rate; (3) 1.8 kW source power input with 15sccm flow rate; (4) 1.8 kW 

source power input with 20sccm flow rate; (5) 1.8 kW source power input with 

25sccm flow rate, and they all show very similar plasma characters. We observe 

plasma dynamics from nonlinearly-coupled but distinct eigen-modes at low magnetic 

fields (400G ~ 1100G) followed by a very sharp transition (1200G ~ 1600G) to a 

centrally peaked density with stiff profiles and very bright blue core mode [21]. The 

profiles shown here are from experiments carried out at 3.20mTorr Argon fill pressure 

with 15sccm flow rate and 1.8kW rf source power input. We only show data taken for 

r>2cm from plasma center since the probe tips start arcing when they get close to the 

core. 
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3.3 Experimental results 

3.3.1 Motivation 

As the magnetic field is scanned in the upgraded CSDX, we see the transition 

to broadband fully developed turbulent features [refer to Figure 2-16 in Chapter 2]. 

Detailed studies of this transition can also be found in Ref. [21,46]. Under some 

conditions (increasing magnetic field above to a critical value), we observe a net 

inward up-gradient flux. Figure 3-2 shows the evolution of radial profiles of turbulent 

particle flux. For low magnetic fields, the particle flux is positive at all radii that 

indicate the plasma propagates outward to the larger radii. This observation is 

qualitatively consistent with a picture of turbulent diffusive transport down the density 

gradient. As we increase magnetic field to B ≥ 1200G, the particle flux becomes 

negative, corresponding to up-gradient transport, for radii between 3 < r <5 cm. In the 

following sessions, we will give a detailed description of the development of the 

inward flux, focused in the transition region (1000G ≤ B ≤ 1300G) by independent 

diagnostics, including Langmuir probes and high-speed imaging camera. 
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Figure 3-2 Evolution of turbulent particle flux. [21] 

 

3.3.2 Mean profiles 

The radially-resolved profile of equilibrium density with 1mm spatial 

resolution/100msec duration time are averaged for several different magnetic fields 

shown in Figure 3-4. Heat input from the RF source sustains a centrally peaked plasma 

density [Figure 3-4(a)]. The electron temperature profile shown in Figure 3-3 is 

obtained from calculation of the inflection point near the electron saturation regime of 

the standard I–V (current versus voltage) curves of a swept rf compensated Langmuir 

probe. We note that the density profile becomes steeper at r = 2.5cm as we increase 

the magnetic field to 1300G. Figure 3-4(b) provides the density fluctuation amplitude 

normalized to the equilibrium density. The density fluctuation amplitude increases 

with the magnetic field and peaks around the region of maximal density gradient. 
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Figure 3-3 Radial profile of electron temperature. [21] 

 

  

 

Figure 3-4 Time-averaged radial profiles of (a) mean density 〈𝒏𝒐〉  calculated from ion 

saturation current (b) RMS amplitudes of density fluctuations, normalized by the equilibrium 

density.  
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Figure 3-5(a) shows the radial profiles of the time-averaged azimuthal velocity 

computed using a time-delay estimate (TDE) technique applied to imaging data as the 

magnetic field is increased from 800G to 1300G. A radially sheared azimuthal flow in 

the ion diamagnetic drift direction is observed near the center of the plasma (r < 2cm) 

and another azimuthally symmetric sheared flow in the electron drift direction located 

at r ~ 6cm develops as we increase the magnetic field. These two shear regions at r = 

1-2cm and r ~ 6cm straddle the location of maximum density gradient at r ~2.5cm.  

Between the two shear layers the flow approximates solid body rotation in that the 

azimuthal velocity increases linearly with distance. Figures 3-5(b) shows the evolution 

of the radial profiles of the axial ion fluid velocities 𝑽𝒛  as measured by the Mach 

probe. In the parallel direction the 𝑽𝒛 profiles show that the inner plasma flows away 

from the source toward the pump end of the machine while it seems to reverse 

direction at the edge. The central axial velocity is small for low magnetic fields (∼0.3 

km/s for B = 400G) and seems to monotonically increase to ∼1.8 km/s at B = 1300G. 

Figure 3-6 shows the development of inward turbulent particle flux in the transition 

region 1100G ≤ B ≤ 1400G. 
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Figure 3-5 Time-averaged radial profiles of: (a) mean azimuthal velocity 〈𝑽̅𝜽〉 calculated by 

TDE (b) mean parallel velocity 〈𝑽̅𝒛〉 measured by Mach probe. 

 

 

 

Figure 3-6 Onset of up-gradient particle flux. Magnetic fields from 1000G to 1300G. [82] 
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To estimate the significance of radial transport in the global particle balance, 

we use the measured turbulent radial particle flux. We focus our attention on the 

position near r =2.5cm, since this is the radial location where we see the density 

gradient gets steepened. Thus we made an estimation of particle loss due to radial and 

parallel transport.  

For B = 1000G, r = 2.5cm (location of density gradient steepening), particle 

loss due to radial transport is calculated as follows.  The effective area for radial 

transport is the surface area of a cylinder bounding the r=2.5cm radius: 

 𝐴⊥ = 2𝜋𝑟𝑝𝑙𝐿∥ =  2 × 3.14 × 2.5 × 300~5 × 10
3 𝑐𝑚2 (3.2) 

At 1000G, at a condition just below the development of an inward particle flux, we 

find that the outward radial particle flux has a value 

𝛤𝑟 = 〈𝑛̃𝑉̃𝑟〉~ 10
17𝑐𝑚−2𝑠−1  (from experimental measurements) (3.3) 

We can then estimate the rate of particle loss from this cylinder in the central portion 

of the plasma due to radial transport to be given as  𝛤𝑟𝐴⊥~ 5 × 10
3 × 1017~5 ×

1020 𝑠−1. 

The particle loss through the bounding end-plate area with radius r=2.5cm due to 

parallel transport is calculated next.  The area of the bounding endplate is given as 

𝐴∥ = 𝜋𝑟𝑝𝑙
2  =  3.14 × 2.5 × 2.5~20 𝑐𝑚2 (3.4) 
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For the parallel velocity that we used for estimation, it is calculated by M ∗ 𝐶𝑠 where 

M is the Mach number measured by a Mach probe. 𝐶𝑠~10
6√

𝑇𝑒

𝑚
  and take Te = 4 𝑒𝑉 

for Cs calculation. Thus 𝑉∥ is about the order of 105𝑐𝑚/𝑠.  The parallel particle flux 

arising from the steady-state plasma flow along B is estimated as: 

𝛤∥ ~ 𝑛0𝑉∥ ~ 5 × 10
12 × 105~5 × 1017𝑐𝑚−2𝑠−1 (3.5) 

Thus, 𝛤∥𝐴∥~ 8 × 10
17 × 20~2 × 1019 𝑠−1 (3.6) 

As we can see at B = 1000G, r = 2.5 cm, 𝛤𝑟𝐴⊥ is about one order of magnitude 

larger than 𝛤∥𝐴∥.  Thus a large reduction, or even vanishing, of the radial transport 

should have a measurable effect on the mean density profiles.  In particular, when we 

increase the magnetic field to 1300G, the radial particle transport in the region around 

the peak density gradient changes sign, and has a location where it vanishes. Thus 

from a global particle balance, we should expect to see a steepening in density 

gradient and an increase in 𝑉∥ which then carry the particles out of the plasma.  Both 

of these changes in the time-averaged equilibrium of the plasma are observed in the 

experiment in qualitative agreement with these expectations.  Thus we can conclude 

nonetheless that the observed changes in the plasma equilibrium radial profiles and 

parallel flow are at least qualitatively consistent with the observed changes in cross-

field transport.  A more quantitative comparison would require a measurement of the 

absolute particle source rate including recycling from the walls, which is not currently 

available. 
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3.3.3 Observations of up-gradient particle flux using fast-speed 

camera 

 

As mentioned previously, inward particle transport has been observed at 

different source configurations and probe configurations, indicating that this 

phenomenon is independent of the details of the plasma source. However, the probe 

measurements of the particle flux ignore effects like Te fluctuations, which in 

principle could affect the measurement of the fluctuating azimuthal electric field, and 

thus the resulting radial component of the fluctuating 𝐄 × 𝐁 velocity.  Thus in order to 

provide independent confirmation of the up-gradient flux observations, we have also 

used high speed imaging to track the motion of turbulent structures.  

In order to do this, we first show that the camera can observe density 

fluctuations. In Figure 3-7, we show the cross-correlation coefficient computed 

between the Langmuir probe ion saturation current  𝐼𝑠𝑎𝑡   and the camera fluctuating 

visible light intensity sign 𝐼𝑐. The results show that 𝐶𝑜𝑟𝑟(𝐼𝑠𝑎𝑡 , 𝐼𝑐)  reaches values as 

large as 0.75 with a zero delay time. The decay time of this cross-correlation is larger 

than 10ms reflecting a high correlation level for times much longer than turbulent 

correlation time or azimuthal rotation times.  
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Figure 3-7 Cross-correlation coefficient between the Langmuir probe and the fast camera 

signals. 
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fluctuations, we can then conclude that the large value for 𝐶𝑜𝑟𝑟(𝐼𝑠𝑎𝑡 , 𝐼𝑐)  then indicates 

that light intensity fluctuations 𝐼𝑐 are also due primarily to density fluctuations. 

Having established that the visible light fluctuations are due primarily to 

density fluctuations, we next examine the dynamics of the light fluctuations.  Figure 3-

8 shows the snapshots of camera movies recording light of Ar I emission lines for 

three different magnetic fields (1000G, 1400G and 2400G). At B = 1000G [Figure 3-8 

(a-d)] in the cross-section from r ≤ 5 cm (inside red circle) the eigenmodes m = 1 and 

m = 5 are dominant and superimposed. The waves propagate clockwise in the electron 

diamagnetic drift direction. In the edge region (r > 5 cm) low amplitude fluctuations 

are present and are due to the dim light emission close to the signal-to-noise ratio. 

Figure 3-8 (f-i) demonstrate the dynamics at B = 1400G. An m=2 fluctuation that 

bears a strong resemblance to an m=2 linear drift wave eigenmode can be seen in the 

region inside r = 3cm (inside blue circle), while the dynamics outside of this region are 

now dominated by growing, azimuthally propagating, and merging structures that do 

not have any clear cylindrical eigenmode-like characteristics. Inside of r = 2cm we 

observe a quasi-coherent structure with radially elongated “fingers” that have a much 

higher azimuthal mode number m ≈ 10 − 15. For the 1400G condition, structures 

located in the region 2cm < r < 4cm spiral radially inward towards a barrier at r~2cm 

where the radial motion ceases. At radii larger than r > 4 cm the structure motion is 

dominated by radial-azimuthal outward spirals, indicative of outward transport in this 

region. For magnetic fields larger than 1400G, the structures propagate with lower 

azimuthal velocities. The dynamics changes to intense vortex structures which form in 

the outer plasma region (r > 4-5cm) and which slowly spiral inwards towards the 
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central plasma which is rotating more rapidly in the electron diamagnetic direction. 

Above 1400G, the amplitude of the vortices and the intensity of the dynamics further 

increases with B. At magnetic field of 2400G [Figure 3-8 (k-n)] the snapshots show 

the creation, propagation, merging and decay of vortex structures in the edge region 

and bright azimuthally elongated arms spiraling from the edge (r ∼ 6 cm) into the 

center at r ∼ 2 cm. 
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Figure 3-8 Snapshots of camera movies recording light of Ar I emission lines for three 

different magnetic fields (B = 1000G, 1400G and 2400G). Each pixel is normalized to its 

standard deviation to enhance contrast. [21] 

 

We can more clearly illustrate this behavior by constructing a two-dimensional 

velocity field using the 2D TDE technique described in Chapter 2, and then use this 

field to construct trajectories which are everywhere tangent to the flow field.  These 

will then correspond to turbulent flow streamlines associated with the turbulent light 
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intensity structure motion (which as shown above is essentially equivalent to the 

motion of turbulent density structures). The results [Figure 3-9(a)] clearly reveal that 

at B=1000G, positive density structures anywhere in the plasma cross-section tend to 

spiral radially outward and move azimuthally in the electron diamagnetic drift 

direction. The net result is then an outward flux of light intensity (and thus of density) 

across the plasma column.  In contrast, the velocity field at B = 1300G [Figure 3-9(b)] 

shows a very different behavior; that streamlines launched from the region exhibiting 

a net inward particle flux measured by the Langmuir probes, spiral inwards. This 

inward motion stops at a closed surface located at r ~2cm, forming an effective 

barrier through which the fluctuations do not penetrate. At radii larger than r ~ 4cm 

the velocity field is dominated by radial-azimuthal outward spirals, indicative of 

outward transport in this region. Again, this behavior is consistent with the 

observations of outward particle flux in the outer region of the plasma as seen in the 

probe data.  
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Figure 3-9 Frequency averaged velocity fields obtained from velocimetry of the camera 

movies shown in streamline plots at (a) B = 1000G and (b) 1300G. The direction of the 

magnetic field is ⊗.  [82] 

 

3.3.4 Comparison between the flux estimates from probes and 

imaging  

 

As it is already shown that these light intensity fluctuations from camera are 

highly correlated with ion saturation current fluctuations from Langmuir probe, 

indicating that the light fluctuations are essentially density fluctuations.  Furthermore 

our 2D TDE velocimetry allows us to determine the spatiotemporally resolved 

structure velocity. We can then use these results to construct an independent measure 
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of the turbulent particle flux and compare that with the probe measurements of the 

cross-field particle flux.  Figure 3-10(a) shows the radial profiles of radial light 

intensity flux defined as  < 𝐼𝑐𝑉̃𝑟 >  averaged which is averaged over the poloidal 

coordinate at each radius.  Figure 3-10(b) shows the radial profiles of turbulent 

particle flux by Langmuir probe for comparison. The results show that the radial light 

intensity flux and turbulent particle flux profiles exhibit a similar behavior.  In 

particular, they both show an outward-transport fluxes at low magnetic fields (Below 

1200G) and the gradual development of an inward-transport fluxes as we increase 

magnetic field to higher magnetic fields. Also this inward fluxes locate at the same 

radial location 3 < r <5 cm in both profiles. We note that at lower magnetic fields the 

probe and imaging do not show a strong agreement.  This might be due to the finite 𝑘∥ 

of drift waves which dominate the fluctuations at 1000G, and the fact that, as 

discussed later in this dissertation, there is likely a Kelvin-Helmholtz instability 

(which has 𝑘∥ = 0) at higher B field.  As a result, we have  
𝑘∥

𝑘⊥
|
1300𝐺

<
𝑘∥

𝑘⊥
|
1000𝐺

. Since 

the camera integrates the light intensity over a depth-of-field of 𝛿𝑧 ~ 10 cm, at the 

lower magnetic field the more pronounced helical nature of the fluctuations will then 

cause them to be partially blurred by the line-integration process, which will in turn 

begin to cause difficulties with inferring the intensity flux 〈𝐼𝑐𝑉̃𝑟〉  under these 

conditions. However this conjecture needs to be explored in future work.  Regardless 

of this issue, it is clear that for higher magnetic fields conditions, two independent 

diagnostic techniques see the development of an inward particle flux, and the mean 

density gradient steepens in response to this inward flux. Thus two independent 
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diagnostic techniques see the development of an inward particle flux and the mean 

density gradient steepens in response to this inward flux. 

 

 

 

Figure 3-10 Observation of inward flux by both fast camera and Langmuir probe: (a) Intensity 

flux 〈𝐼𝑐𝑉̃𝑟〉 (b) turbulent particle flux 〈𝑛̃𝑉̃𝑟〉. 

 

3.3.5 Motion of turbulent structures 

 

To gain additional insight into the origin of the up-gradient flux we use a 
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then compute the radial profile of the average effective radial E×B propagation 

velocity 𝑉𝑟
𝑒𝑓𝑓

of the sampled positive and negative fluctuation events.  The results, 

radial velocity profile for positive (negative) density fluctuation events are shown in 

Figure 3-11(a) for B = 1300G. As we can see in the region of up-gradient particle flux 

(denoted by the red shaded region in Figure 3-11) we observe positive density 

fluctuation propagate inwards, against the density gradient. While negative density 

fluctuation propagate outwards, down the gradient across the region of 3 < r < 5cm, 

where the total net fluctuation-driven particle flux [red dash line in Figure 3-10(b)] is 

negative. This structure motion is precisely opposite to the expectation for blob/hole 

dynamics associated with density gradient relaxation [70], and is only observed when 

and where the turbulent flux is inward. For locations and conditions where we observe 

outward average fluxes we find the usual blob/hole relaxation dynamics expected from 

theory [71,72]. The ratio between the sum of the flux carried by the density 

fluctuations with amplitudes larger than one standard deviation [black solid squares in 

Figure 3-11(b)] and the total particle flux measured directly by probes [red dash line in 

Figure 3-11(b)] can be as large as 80%, showing that these structure dynamics are 

clearly material to the total turbulent flux and results in a steepening of the mean 

density gradient which has been observed in Figure 3-4(a).  Clearly then the inward 

flux is associated with some a driving force that affects the dynamics of turbulent 

structures in the intermediate region 3< r < 5 cm.  In the next chapter, we take up a 

study of what mechanism might lead to this behavior. 
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Figure 3-11 (a) Radial velocity profiles for blobs (blue solid diamond) and holes (red solid 

diamond). (b) The sum of contribution of blobs and holes with amplitudes larger than one 

standard deviation to the particle flux (Black solid squares) and total particle flux (Red dash 

line). B = 1300G. [82] 
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3.4 Summary and Discussion 

The above experimental results confirm the existence of the up-gradient 

inward particle flux using two independent diagnostic measurements the Langmuir 

probes and imaging. From Langmuir probes, it has been observed that as the magnetic 

field is increased, the plasma develops two velocity shear layers that sit on either side 

of the density gradient maximum, and in the region between the maximum density 

gradient and outer shear layer, a net inward flux is observed to develop. Conditional 

averaging analyses show that the bulk (80%) of the up-gradient flux is carried by large 

amplitude (exceeding one standard deviation) positive (negative) density perturbations 

that move up (down) the density gradient, which is not expected according to 

blob/hole dynamics associated with density gradient relaxation. Correlation analysis 

between ion saturation current and intensity fluctuations shows that the light intensity 

fluctuations are associated with plasma density fluctuations. As seen in high-speed 

camera movies, in the region where we observe an inward particle flux from probe 

measurements the high intensity fluctuation structures (which correspond to turbulent 

density structures) propagate inwards in both radial and azimuthal directions. In 

addition, for a better comparison we calculated the intensity flux which presents the 

time-averaged total light intensity fluctuations moving in radial direction, similar to 

the turbulent particle flux measured by probes. As a result, the intensity flux and 

particle flux evolution with magnetic fields show a nice agreement on inward flux at 

high magnetic fields. 
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In the usual picture of the collisional drift wave-zonal-flow system, the mean 

density gradient is considered to be the only free energy source and leads an outward 

particle flux trying to flatten the gradient.  The shear flow, which in such a system is 

driven by the fluctuations, acts to extract energy from the drift waves and thus plays a 

role in the nonlinear saturation of the fluctuation amplitude.  However, the shear flow 

itself is not considered as a possible free energy source.  In the experiments reported 

here, the inward flux seems to be associated with the development of a sufficiently 

strong velocity shear as the magnetic field is increased, suggesting possible link 

between the flow and inward flux. Motivated by these observations, we take up a 

detailed study of the relationship between the sheared flow and the turbulent inward 

particle flux in the next chapter. 

Chapter 3, in part, has been accepted for publication of the material as it may 

appear in “Up-Gradient Particle Flux in Drift wave- Zonal Flow Systems”, L. Cui, G. 

R. Tynan, P.H. Diamond, S.C. Thakur and C. Brandt, Phys. Plasmas, 2015. The 

dissertation author was the primary investigator and author of this paper. 
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Chapter 4                                           

Examination of the link between flow 

shear and the development of inward 

particle flux 

4.1 Introduction 

Both Langmuir probes measurements and fast imagining camera 

measurements show the onset of an up-gradient inward turbulent particle flux in a 

cylindrical plasma device when density-gradient driven collisional drift waves 

generate a sufficiently strong radially sheared azimuthal zonal flow in a cylindrical 

magnetized plasma. Previously published results have shown that at moderate 

magnetic fields the plasma develops coherent, finite amplitude collisional drift wave 

fluctuations in the region around the density gradient maximum. Then, as the magnetic 

field is increased further, the plasma develops two velocity shear layers that sit on 

either side of the density gradient maximum [21,46].  At the outer shear layer the 

turbulent stress does work on and sustains the shear flow against dissipation, 

consistent with earlier results [47-51,55,69,73] and under some conditions, in the 

region between the maximum density gradient and outer shear layer, a net inward flux 
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is observed.  Figure 4-1 shows the mean radial profiles of (a) equilibrium density, (b) 

floating potential and (c) azimuthal velocity. 

 

  

 

Figure 4-1 Time-averaged radial profiles of (a) mean density 〈𝒏𝒐〉, (b) floating potential and 

(c) mean azimuthal velocity 〈𝑽̅𝜽〉.  
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4.2 Experimental studies of the relationship between 

shear flow and inward flux  

4.2.1 Fluctuation-flow energy transfer reverses  

The obvious question then arises: what drives the particles go against the 

density gradient? In our machine, one of the free energy sources is the mean density 

gradient, which will lead a diffusive particle transport down the gradient; the other is 

the strong velocity gradient. The measurements suggest a link between the zonal flow 

and the up-gradient particle flux.  

In order to determine if there is a link between the shear flow and up-gradient 

flux, we examined the rate of work done by the turbulence on the azimuthal flow and 

parallel flow given by the poloidal Reynolds work done by turbulence on the 

azimuthal flow, which is defined by Eqn. (1.20), 𝑃𝜃 = 𝐹𝜃𝑉̅𝑍𝐹 = −
𝜕〈𝜐̃𝜃𝜐̃𝑟〉

𝜕𝑟
𝑉̅𝑍𝐹  and the 

Reynolds work done by the parallel flow, which is given by 𝑃∥ = 𝐹∥𝑉̅𝑍𝐹 =

−
𝜕〈𝑉𝑟𝑉𝑧〉

𝜕𝑟
〈𝑉̅𝑧〉 . Here a positive value of turbulent Reynolds work indicates that the 

fluctuations are driving the large-scale flow, while a negative value shows the 

fluctuations are extracting kinetic energy from the large-scale, low-frequency flow. An 

examination of the radial profile of the Reynolds work provides a key insight into the 

origin of the inward particle flux. Figure 4-2 (a) shows the radial profiles of turbulent 

particle flux from 1000G to 1300G. Figure 4-2 (b) shows the radial profile of 

azimuthal Reynolds work. As shown in Figure 4-2 (b), at the outer shear layer region 5 
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< r < 6.5cm, the fluctuations do work on the shear flow, consistent with an 

interpretation in which the turbulence drives a zonal flow as described in earlier work 

[9,47]. However, in conditions and locations where the inward turbulent particle flux 

is observed we find that the Reynolds work is negative, indicating that the shear flow 

is driving the higher frequency fluctuations at this location. Thus the up-gradient flux 

occurs when and where the shear flow drives the fluctuations. Similar evolution of 

parallel Reynolds work has been observed in Figure 4-2 (c), that in the condition and 

radial location where the inward flux is observed, the parallel Reynolds work is 

negative which indicates the parallel flow is driving the fluctuations. We also notice 

that the parallel Reynolds work is nearly an order of magnitude smaller than the 

azimuthal Reynolds work. Thus the azimuthal sheared flow appears to dominate the 

drive of high frequency fluctuations in the regions and conditions when the up-

gradient flux is observed.  This result provides further support for the conjecture made 

in the previous chapter that the shear flow is associated with the up-gradient particle 

flux.   



101 
 

 

 

 

 

Figure 4-2 Time-averaged radial profiles of (a) turbulent particle flux 〈𝒏̃𝑽̃𝒓〉 , (b) mean total 

azimuthal Reynolds work  −
𝝏〈𝑽̃𝒓𝑽̃𝜽〉

𝝏𝒓
〈𝑽̅𝜽〉  and (c) mean total parallel Reynolds work  

−
𝝏〈𝑽̃𝒓𝑽̃𝒛〉

𝝏𝒓
〈𝑽̅𝒛〉.  
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4.2.2 Examination of causality  

The results above show that there is a spatial correlation between the region 

where the flow does work on the fluctuations and the region of inward particle flux, as 

well as a correlation in the condition  for an up-gradient flux suggesting a link between 

flow shear and inward flux. However, this alone is not sufficient to demonstrate that 

the shear flow is responsible for, or causes, the up-gradient flux. To test if there is such 

a causal link between the sheared azimuthal flow, the parallel flow and the inward 

flux, we examine if there is a statistical relationship between the fluctuations of the 

azimuthal and parallel flow velocities and the fluctuations in the inward up-gradient 

flux. We have done this by computing the cross-correlation between fluctuations in the 

azimuthal shearing rate and turbulent particle flux, Corr (𝑉̅𝜃
′, Γ𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒)  and the 

correlation between the parallel velocity and turbulent particle flux  

Corr (𝑉̅𝑧 , Γ𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒)  at r = 4.8 cm, located in the outermost region of the zone of up-

gradient flux. The results [Figure 4-3 (a) and (b)] show that indeed both azimuthal 

sheared flow and parallel flow are correlated with inward particle flux (peak 

correlation of ~ 0.3, well above the noise level of ~ 0.05) with a finite time delay (~ 18 

μs), indicating that a transient increase in the azimuthal and axial shear flow rates is 

followed by a subsequent increase in the inward-directed fluctuation-driven particle 

flux. If we plot an envelope of the cross correlation between azimuthal velocity 

shearing rate and turbulent particle flux shown in Figure 4-4, we’d find the width of 

the envelope of the correlation function is about 0.3 ms. This 0.3-ms envelope gives a 

characteristic timescale of a few kHz, which as we show below is consistent with the 
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time-scale of the fluctuations associated with the up-gradient particle flux as we 

observed. Thus a causal relationship exists between the velocity flow shear and up-

gradient particle flux and based upon the rates of Reynolds work estimated above, the 

azimuthal flow would appear to be predominantly responsible for the up-gradient flux. 

 

 

 

 

Figure 4-3 Causality: (a) Cross correlation between azimuthal velocity shearing rate and 

turbulent particle flux and (b) Cross correlation between mean parallel velocity and turbulent 

particle flux at r = 4.75cm, B = 1300G. 
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Figure 4-4 Envelope of cross correlation between azimuthal velocity shearing rate and 

turbulent inward particle flux. 
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Figure 4-5 Cross correlation between azimuthal velocity shearing rate and parallel velocity at 

r = 4.75cm, B = 1300G. 
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is due primarily to fluctuations at ~ 5 kHz [Figure 4-6 (a)] while at r = 6cm, the 

outward particle flux is also carried primarily by ~5kHz fluctuations [Figure 4-6 (b)].  

 

 

 

Figure 4-6 Frequency-resolved turbulent particle flux for B = 1300G at different radial 

position. (a) r = 4.5 cm corresponding to a net inward particle flux location (b) r = 6 cm 

corresponding to the location of the shear layer. 
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change of direction of particle transport. In Figure 4-7, we show the radially resolved 

cross-phase for B = 1000 G and B = 1300G two conditions. In this figure, for clarity 

we have isolated the frequency band around 5 kHz, which is predominantly 

responsible for the turbulent particle flux across the whole profile. We can see that at 

low magnetic field B = 1000G the cross-phase between density and potential 

fluctuates is between 0 and π, which gives rise to an outward-transport particle flux at 

all the radii. At higher magnetic field B = 1300G, we find the cross-phase change from 

positive to [−𝜋, 0] at 3 ≤ r ≤ 5cm, exactly the same region where we observe the 

inward-transport particle flux. Thus the cross-phase for this frequency band that 

dominates in an inward particle flux shows a change in it is associated with the shear 

flow evolution.   

 

 

Figure 4-7 Radially resolved cross-phase between density and potential for 4-6 kHz 

fluctuations at B = 1000G and B = 1300G. 
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The Reynolds work results discussed earlier, which were obtained by time-

domain analysis, show that the direction of energy transfer between the turbulence and 

the shear flow changes as the up-gradient flux develops.  Thus it would be useful to 

examine this evolution further in the Fourier domain. This can be accomplished by 

using cross-bispectral analysis techniques to examine the frequency-resolved kinetic 

energy transfer 𝑇𝑢(𝑓) = ∑ 𝑇𝑢(𝑓, 𝑓1)𝑓1 , where 𝑇𝑢(𝑓, 𝑓1) = −𝑅𝑒〈𝑢̃𝑓
∗ ∙ (𝑢̃𝑓2 ∙ ∇)𝑢̃𝑓1〉  , 

𝑓2 = 𝑓 − 𝑓1  and 𝑢̃𝑓  denotes the Fourier-transformed fluctuating E×B velocity 

estimated from the probe array, using previously developed technique introduced in 

Chapter 2 [48,63]. Here a positive (negative) value of 𝑇𝑢(𝑓) indicates that kinetic 

energy is being nonlinearly transferred into (out of) the frequency f due to phase 

coherent interactions with fluctuations at 𝑓1 and 𝑓 − 𝑓1.  Examining the net kinetic 

energy transfer rate at r = 4.5cm and r = 6cm respectively, the results are shown in 

Figure 4-8 for r = 6cm and Figure 4-9 for r = 4.5 cm. We find that at r = 6 cm, where 

the shearing rate is largest, the higher frequency fluctuations (f > 10 kHz) are losing 

energy to the low-frequency shear flow (f ~ 0 kHz) and to the 5 Khz fluctuations. This 

result is qualitatively consistent with earlier results in CSDX which show that the 

sheared azimuthal flow is associated with and sustained against dissipation by the 

turbulence, and thus appears to be a fluctuation-driven sheared zonal flow. At the 

intermedia region r = 4.5cm, where the net particle flux is negative, the frequency 

region from several kilohertz up to 12 kHz (including the up-gradient flux at f = 5 

kHz) is gaining energy from the low frequency (f < 1-2 kHz) sheared flow. Thus the 

fluctuation-driven shear flow at ~ 6cm acts to drive finite frequency fluctuations at 
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smaller radii which in turn drive the inward particle flux. At f ~ 5kHz, fluctuations in 

the region between the density gradient maximum and outer velocity shear layer 

associated with the inward particle flux receive energy from the shear flow, and they 

act to steepen the mean density gradient as seen in Figure 4-1 (a).  The velocity and 

density fluctuations are phase-coherent (since the cross-bispectrum does not vanish) 

resulting in nonlinear kinetic energy transfer and a finite time-averaged fluctuating 

particle flux. It is also noted from Figure 4-9 that the zonal flow is losing energy to 

turbulence due to some nonlinear damping process, indicating the possible existence 

of tertiary KH instability [9].  

 

 

Figure 4-8 Total net kinetic energy transfer rate for B = 1300G at r = 6cm. Here a negative 

value means that frequency f is losing energy and a positive value means that it is gaining 

energy. [82] 
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Figure 4-9 Total net kinetic energy transfer rate for B = 1300G at r = 4.5cm [82] 

 

These above results show that the up-gradient, inward particle flux is primarily 

carried by f = 5 kHz fluctuations. Thus we filtered the camera movies to show the 

motion of structures at f ~ 5 kHz only to more clearly elucidate the up-gradient flux 

phenomena. The results are shown in Figure 4-10, which was obtained from sequential 

framed from the high-speed camera at a magnetic field of B = 1300G where we 

observed an inward flux from probe measurements. The snapshots shown here were 

taken at the same operation parameters as the probe measurement described previously 

in this dissertation. The two black dash circles (3 < x< 5cm) correspond to the region 

of radial inward particle flux as measured by Langmuir probes. Examining Figure 4-

10 carefully, we observe that the motion of bright structure, which corresponds to a 

high density fluctuation in probe signal, contains an inward radial component in 

addition to the azimuthal component in the region of the black dash circles and these 
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high density regions tend to spiral inwards, consistent with the existence of the up-

gradient flux in the region and the dynamics illustrated by the earlier frame-by-frame 

broadband fluctuation images.  

 

 

 

 

Figure 4-10 Filtered at f = 5 kHz, sequential visible light emissions images at B = 1300G. 

Radii of r = 3 cm and r = 5 cm are denoted by the two dashed circles. 
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4.4 Discussion  

The above experimental findings can be summarized with the schematic shown 

in Figure 4-11. In configuration space, the maximum density gradient is located at the 

inner region of plasma, and drives fluctuations corresponding to the intermediate 

wavenumber drift turbulence scales. The maximum shearing rate is located outside of 

this region and has its kinetic energy concentrated in the low-k region. Between these 

two spatial locations there is a net inward particle flux. Examining kinetic energy 

transfer in k-space at two representative radial locations we find the region of shear 

layer formation region (denoted by the red circle) is associated with an outward flux, 

and in the Fourier domain kinetic energy is nonlinearly transferred from turbulent 

scales to low-frequency (and thus large scales) as denoted by a solid red arrow in the 

figure via the usual turbulent-driven zonal flow process.  In the spatial location with 

inward flux (denoted by the black circle), kinetic energy is transferred from the low-k 

large-scale shear flow to higher-k turbulent scales (solid black arrow). The up-gradient 

particle flux occurs when and where the sheared flow nonlinearly performs work 

(presumably by some sort of shear layer-turbulent structure interaction) on the 

fluctuations and thereby enable this non-diffusive transport in a manner that is 

reminiscent of the up-gradient transport in other systems experiments  [22,33-37]. 
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Figure 4-11 Schematic view of energy transfer in k-space and turbulent particle flux in 

configuration space. 
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4.5 Summary 

In summary, we have investigated the role of sheared flows plays in the 

development of up-gradient inward particle flux. The correlation between shearing 

rate and inward flux demonstrates the causality that the flow is responsible in driving 

particle flux. The turbulent Reynolds work in time domain and frequency resolved net 

kinetic energy transfer in bispectrum show that when and where the inward flux is 

observed, the fluctuations are gaining energy from the zonal flow. We found that the 5 

kHz fluctuations are dominant in inward particle transport. Therefore, we conducted a 

frequency resolved movie that shows the 5 kHz fluctuation move inwards.  

The DWT-ZF system is thought to be well described by the Hasengawa-

Wakani model [9,12]. Thus in the final part of this dissertation, we study this model to 

determine if the seeds of this physics mechanism can be found in the coupled drift 

wave-sheared flow system. 

Chapter 4, in part, has been accepted for publication of the material as it may 

appear in “Up-Gradient Particle Flux in Drift wave- Zonal Flow Systems”, L. Cui, G. 

R. Tynan, P.H. Diamond, S.C. Thakur and C. Brandt, Phys. Plasmas, 2015. The 

dissertation author was the primary investigator and author of this paper. 
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Chapter 5                                    

Study of underlying physics mechanism 

for inward particle flux in a multi-

instability plasma system 

5.1 Introduction 

In Chapter 3 and 4, the detailed identification of the net inward up-gradient 

particle flux and its possible link to flow shear observed in the experiments has been 

documented. It has been known that the various free energy sources can drive 

corresponding linear instabilities that can be characterized by their radial location and 

the parameters that give rise to the instabilities, e.g. the density gradient for DW, ion 

temperature gradient for the ITG and velocity shear in case of the K-H. For example 

the usual drive for collisional drift wave is ∇n which causes only an outward particle 

flux. In order to obtain a net inward particle flux, a relaxation mechanism for other 

mean gradient is required. In quasilinear theory the crucial challenge to generate an 

up-gradient net particle flux lies in identifying a mechanism or mechanisms that yield 

a strong enough inward flux so as to overcome the outward diffusive transport inward 

pinch. As we show here, high field operations in CSDX-U create a multi-instability 
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system with coexistence of  ∇n , ∇𝑇𝑒 , ∇𝑇𝑖 , ∇𝑉𝜃  and ∇𝑉∥. Experiments on CSDX have 

shown that the magnetic field strength is an important control parameter governing the 

development of turbulence. This effect is attributed to the reduction of ion-ion 

collisional viscosity 𝜇𝑖𝑖 ∝ 𝜌𝑖
2𝜈𝑖𝑖 ∝

1

𝐵2
 that occurs at higher magnetic fields.  

In this chapter, we will examine the possible candidates that are responsible for 

the net inward up-gradient flux. 

  

5.2 Fluctuation power spectra in CSDX-U 

In Figure 5-1 we show the spectrograms of the density (a1) to (e1) and 

potential (a2) to (e2) fluctuations as the magnetic field is increased from B = 400G to 

B = 1500G. In addition, in columns 1 and 2 the time-averaged radial profiles of 

plasma density and floating potential are indicated by the white line superimposed on 

each spectrogram. Note that magnetic field steps are non-uniform. The spectrograms 

are calculated by windowed fast Fourier transforms. For low B fields (B < 1200G), 

spectra are dominated by several discrete modes over a weak broadband background. 

Both density and potential fluctuations peak at the location of the density gradient and 

have similar frequency components with comparable intensity. With increasing B (up 

to ∼1200G), these modes grow and nonlinearly interact to broaden the spectra and 

reach a state of weakly developed turbulence. This is reminiscent of previous results 

from CSDX (with a smaller source and maximum magnetic field of 1000G), where 

these have been identified as nonlinearly coupled drift interchange modes [46,75], as 

well as with the identification of collisional drift waves in a 15cm diameter source 
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equipped with a m=0 antenna operating at 900G, in conditions very similar to those 

reported here [61]. Figure 5-1 (a3) to (e3) show the cross-phase between density and 

potential fluctuations. From B = 400G to roughly 1100G the cross-phase profiles look 

very similar. The cross-phase between density and potential fluctuates is small in the 

region around the mean density gradients (r = 1–6 cm)- a standard signature of DWs 

[18], while at the edge the cross-phase is between [π/2, π]. From B = 1200 to 1500G, 

this region of large potential fluctuations with cross-phase of [π/2, π] expands from the 

edge toward the center. The cross-phase goes up to π at the threshold (B ∼ 1400G), 

consistent with signatures of the K–H instability [18].  
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Figure 5-1 Evolution of frequency spectra and cross-phases with magnetic field: radially 

resolved frequency spectra obtained from fluctuations of ion saturation current (column 1), 

floating potential (column 2) and cross-phase between density and potential (column 3). [21] 
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5.3 Flow shear-driven inward pinch  

In Chapter 4, the experimental results suggested that there was a possible link 

between flow shear and inward flux. In order to find the underlying physical 

mechanism which results in an up-gradient inward particle flux, we perform a linear 

stability analysis on using a Gaussian fit to the experimental density and 𝐄 × 𝐁 

azimuthal flow profiles obtained using the LIF measurement, which gives a more 

accurate flow profile than Langmuir probe). To this purpose, we use a linear, modified 

Hasegawa-Wakatani theory model to describe the time evolution of the coupled 

potential and density fluctuations shown as follows: [80] 

𝜕𝑡𝑛̃ +
𝑉𝐸0
𝑟

𝜕𝑛̃

𝜕𝜃
+ 𝑧̃ × ∇𝜙̃ ∙

∇𝑛0
𝑛0
=
1

𝜂
∇∥𝑗∥̃ + 𝐷̂𝑛∇⊥

2 𝑛̃ (5.1) 

𝜕𝑡(∇⊥
2 𝜙̃) + ∇ ∙ [𝑉𝐸 ∙ ∇(∇𝜙̃) =  

1

𝑛0𝜂
∇∥𝑗∥̃ + 𝜇𝑖𝑖∇⊥

2∇⊥
2 𝜙̃ (5.2) 

in the presence of the density and azimuthal flow profiles, which we take from 

experiments and assume to be steady in time. The model profiles used in this analysis 

are shown in Figure 5-2, and are based upon a fit to the relevant experimental profiles 

for the given magnetic fields.  In this analysis finite ion temperature effects are 

completely neglected, to isolate the possible role of transverse velocity shear on 

driving the up-gradient flux, providing an initial (linear) test of the hypothesis 

proposed earlier in this dissertation. 

From Figure 3-2, we can see that the transition from a regime with an all 

outward (down-gradient) particle flux to a regime with a large inward (up-gradient) 
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particle flux occurs as the magnetic field is raised to around 1200G. Therefore, we 

first perform our stability analysis on the density profiles and 𝐄 × 𝐁 flow profiles 

related to the magnetic field values 1200G (high field) to see if there is an inward 

particle flux in this condition. Figure 5-2(a) and Figure 5-2(b), show the density from 

Langmuir probe and the 𝐄 × 𝐁 azimuthal velocity radial profiles estimated from LIF 

measurement respectively. The 𝐄 × 𝐁 azimuthal velocity was estimated by subtracting 

the ion diamagnetic velocity from ion fluid velocity:  𝑉𝐸𝑋𝐵 = 𝑉𝑖𝑜𝑛 − 𝑉𝑑𝑖𝑎𝑚 . The ion 

total fluid velocity 𝑉𝑖𝑜𝑛  is measured directly from LIF with a Polynomial fit on it. And 

also we can calculate ion diamagnetic velocity from density and Ti profiles as 𝑉𝑑𝑖𝑎𝑚 =

∇(𝑛𝑇𝑖)

𝑒𝑛𝐵
. The resulting 𝑉𝐸𝑋𝐵  radial profiles are showing in Figure 5-2(b). 

 

 

 

Figure 5-2 Equilibrium profiles used for linear analysis: (a) Density, (b) 𝐄 × 𝐁 azimuthal flow 

velocity from LIF measurement, obtained by fitting a Gaussian to the experimentally 

measured data.  
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Therefore, in search of an inward particle flux we examine finite 𝑘∥ modes. 

Both the density gradient and the vorticity gradient can drive finite 𝑘∥ instabilities. In 

the cases where the system is dominated by the density gradient or the vorticity 

gradient, the instabilities can have properties which are respectively more pertinent to 

resistive drift waves or resistive Kelvin-Helmholtz modes. Figure 5-3 shows the 

growth rate for finite 𝑘∥  modes with n = 1 versus their azimuthal mode numbers, for 

B = 1200G. Using the experimentally measured density and E × B flow profiles in our 

calculations, the modes are drift wave-like, i.e. the frequencies are close to those of 

pure drift waves and the growth in the mode frequencies is due to the steepening of 

density profiles for larger magnetic fields which we see in Figure 5-2(a) (rather than 

the steepening of the velocity profile which resulted in higher growth rates for the pure 

KH modes as seen black dots in Figure 5-3). In these drift wave dominated regimes, 

shear flow lowers the mode frequency and growth rate and therefore has a stabilizing 

effect. 

 

Figure 5-3 Linear growth rates for n=1 modes as a function of azimuthal mode number for B 

= 1200G with  𝑽𝑬𝑿𝑩 flow (shown in black line) and without 𝑽𝑬𝑿𝑩 flow (red line). 
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Figure 5-4 illustrate the calculated cross-phase of density and potential as a 

function of radius, at B = 1200G, for mode n = 1, m = 4, which has been observed to 

have the largest contribution to the inward particle flux in the experiments. The sign of 

particle flux is decided by the sign of the cross-phase of density and potential (refer to 

Eqn. (1.26)). Thus the positive value of cross-phase indicates an outward particle flux; 

the negative value of cross-phase indicates an inward flux. In Figure 5-4, the red dash 

line indicates the cross-phase for pure DWs and the black solid line indicates the 

cross-phase for the drift-KH modes. As we see, the cross-phase for both pure DWs 

and drift-KH is positive at all radii, which also means the particle flux is positive at all 

radius for B = 1200G, suggesting by using this 2-filed modified H-W mode could not 

explain our experimental finding of net inward particle flux at high magnetic fields. 

There must be some other mechanism for this inward flux. 

 
 

Figure 5-4 Cross phase of density and potential for n = 1, m = 4 mode with  𝑉𝐸𝑋𝐵  flow 

(shown in solid line) and without 𝑉𝐸𝑋𝐵 flow (dash line). Here a positive value in cross-phase 

indicates a mean outward flux and negative indicates inward flux. 
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5.4 Inward pinch driven by ion mixing mode 

mechanism 

Due to the fact that a linear instability analyses using experimentally measured 

density and 𝐄 × 𝐁  flow profiles in a linear, modified Hasegawa-Wakatani theory 

model with the coupled potential and density fluctuations failed to reproduce the 

essential elements of our experimental observations namely the generation of an 

inward particle flux, we search for other free energy sources that could possibly 

contribute to the generation of an inward flux. 

5.4.1 Evidences of Ion Temperature Gradient (ITG) instability  

By using laser induced fluorescence (LIF) measurements [58], we can obtain 

radial profiles of azimuthal ion total fluid velocity and ion temperature. Figure 5-5 

show the radial profiles of Gaussian-fitted LIF measured ion temperature 𝑻𝒊 with error 

bar and mean density  〈𝒏𝟎〉 measured by Langmuir probe. As we can see from the 

mean density radial profiles, in the central plasma region r < 2cm, the mean density 

remains almost the same as we increase the magnetic field. In contrast, in the same 

region r < 2 cm, we observe a strong ion temperature gradient as we increase the 

magnetic field, with which that fluctuations associated the ion-temperature gradient 

could possibly be excited when B > Bcrit  ~ 1200G.  



124 
 

 

 

 

 
Figure 5-5 Radial profiles of (a) ion temperature 𝑻𝒊 measured by LIF and (b) mean density 

〈𝒏𝟎〉 measured by Langmuir probe. 
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1000G and 1400G (for movies, see supplemental files). At 1000G, the electron 

fluctuation features are dominant in whole plasma cross-section, propagating in 

electron diamagnetic drift direction. As we increase B field to above 1200G, we found 

the ion fluctuation features propagating in the opposite direction in the center, which 

coincides with the development of inward particle flux. The motions for ion/electron 

features for two different magnetic fields can be simplified in the cartoons below the 

imaging snapshots.  

 

 

 

Figure 5-6 Ion and electron fluctuation features observed from fast imaging. 
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The development of the high azimuthal mode number counter-clockwise 

propagating ion fluctuations can be seen more clearly by applying a high-pass filter on 

the movies. The results are shown in Figure 5-7 which shows the space-time evolution 

of fluctuating light intensity plots at a radius of r = 1.7 cm obtained from the movie at 

B = 1600G. In the plot low-frequency modes (f ∼ 3 kHz and m ∼ 1–2) propagating in 

the electron diamagnetic drift direction are pronounced. In addition, fine-scaled 

dynamics are noticeable. If we conduct a high-pass filtering of this space–time 

diagram with a cutoff frequency of 25 kHz to isolate this feature, we obtain the results 

shown in Figure 5-7(b), showing an opposite propagation mode feature at the center of 

plasma where 𝑇𝑖 steepens. This is a robust evidence of a feature propagating in the ion 

diamagnetic drift direction, suggestive of an ITG or some other instability associated 

with the ion dynamics. 
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Figure 5-7 Space–time plots of normalized light fluctuations in an azimuthal circumference at 

r = 1.7 cm for the magnetic field B = 1600G: (a) unfiltered, (b) high pass zero phase frequency 

filtered with a cutoff frequency of 25 kHz. [21] 

 

Coppi and Spight have worked out that the threshold for an ITG instability is 

determined by 𝜂𝑖 > 2/3 [78], where 𝜂𝑖= 𝑑 ln𝑇𝑖 /𝑑 ln𝑛. While in our experiments, the 

data show that 𝑑 ln𝑇𝑖 increases dramatically as B is raised, and also shows that 𝑑 ln𝑛 

decreases drastically as B is raised. So 𝜂𝑖 is increased significantly. However, calling 

this an 𝜂𝑖  instability is a bit misleading because our experimental density profile is 

nearly flat in the center region.  In addition, our experiment has  𝑘⊥𝜌𝑠 > 1 whereas 

classic 𝜂𝑖  theory has 𝐿𝑛  finite and 𝑘⊥𝜌𝑠  << 1. A modified Hasengawa-Mima model 

has been developed [81] (Eqn. (5.3)-(5.5)) including parallel velocity fluctuation plus 

pressure gradient (𝑃𝑖0 = n𝑇𝑖), as well as adiabatic electrons (which cannot give the 
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particle flux directly), but we can use this model to examine the evolution of this ITG 

instability with increasing in magnetic field, 

𝜕𝑡(∇⊥
2 − 1)𝜙̃ + 𝑧̃ × ∇𝜙̃ ∙

∇𝑛0
𝑛0
+ 𝑧̃ × ∇(∇⊥

2 𝜙̃) ∙
∇𝑃𝑖0
𝑃𝑖0

 = ∇∥𝑢̃∥ 
(5.3) 

𝜕𝑡𝑢̃∥ + ∇∥(𝜙̃ + 𝑃̃𝑖) = 0  
(5.4) 

𝜕𝑡𝑃̃𝑖 + 𝑧̃ × ∇𝜙̃ ∙
∇𝑃𝑖0
𝑃𝑖0

+ 𝛾∇∥𝑢̃∥ = 0  
(5.5) 

By applying the experimental profiles shown in Figure 5-2 and Figure 5-5 into 

this model, we are able to achieve the real frequency, linear growth rates and 

maximum unstable mode number. Table 5-1summarized the evidence we obtained 

both from experimental observations and simple linear analysis for three difference 

conditions: 800G (weak field), 1000G (middle field) and 1200G (high field). The 

experimental results show that there is a big increase in ion temperature gradient 

length scale at 1200G where we observed a net inward particle flux. From the imaging 

data, we saw very clearly a transition change in mode types as the magnetic field is 

raised.  In particular, at 800G the electron fluctuation feature clearly dominates; at 

1000G a burst of ion feature starts to appear but the electron fluctuation is still 

pronounced in whole plasma. Finally, at 1200G, there is a robust ion fluctuation 

feature located in the center region where 𝑇𝑖 steepens. By applying the experimental 

profiles in the simple linear model, we calculated the real frequency along with the 

linear growth rate for three conditions. The real frequency is negative which confirms 

that this is an ion mode. And the linear growth rate increases when we increase the 
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magnetic fields, showing the ITG mode becomes more unstable at high magnetic field. 

And the maximum 𝑘⊥𝜌𝑠  calculated from linear modeling is larger than 1 in our 

machine and roughly close the experimental observed ITG unstable mode number. We 

also note that this linear model neglects ion viscous damping, which will be stronger at 

lower magnetic fields and thus would be expected to reduce or even stabilize the 

system at lower magnetic fields. 

Figure 5-8 shows the eigenfunction for ITG maximum growing modes (m=7-

8) [81], and we can see at B ≥ 1200G the eigenfunction peaks around the same radial 

location, 3 < r < 5cm, where the inward flux observed. Since this modified H-M model 

has adiabatic electrons, it cannot have a collisional drift wave instability.  Thus it 

cannot provide a comparison of the combined DW/ITG eigenmode with the 

experiment. 

 
Table 5-1 Evidence for ITG modes excited at higher B field from both experimental 

observation and linear studies. 

 
800G 1000G 1200G 

Flux Γ > 0 Γ~0 Γ < 0 

Fluctuations electron feature 
bursty  

ion feature 

robust 

 ion features 

1/𝐿𝑇𝑖 0.16 0.18 0.25 

ITG -0.2+i 0.2 −0.2 + i 0.19 −0.2 + i 0.23 

(𝑘⊥𝜌𝑠)𝑚𝑎𝑥 4 3 2 

 



130 
 

 

 

 

 

 

Figure 5-8 Eigenfunction for maximum growing modes (m=7-8). 

 

 

5.4.2 Ion mixing mode driven inward pinch  

When there is a sharp ion temperature gradient |𝑑 ln 𝑇 /𝑑𝑟|  relative to the 

density gradient |𝑑 ln 𝑛 /𝑑𝑟| as shown in Figure 5-9, then the ion drift features that 

tend to mix the hot and cold ion populations can be excited, which is called ion mixing 

mode [78]. The ion mixing mode with finite electron thermal conductivity can lead to 

an excitation of electron temperature fluctuations which can produce a net inward 

particle transport of electrons.  
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Figure 5-9 Type of ion temperature and density profiles leading to the excitation of ion-

mixing modes. 

 

 

Theory predicts that with the existence of ITG instability and collisional 

electrons, an inward pinch can be driven by thermal electron-ion mixing mode 

mechanism. In this case, quasilinear theory gives a particle flux shown in Eqn. (1.28) 

Γ𝑡𝑢𝑟𝑏 = −𝐷∇𝑛 + 𝑉𝑝𝑖𝑛𝑐ℎ𝑛, with diffusive coefficient D and pinch velocity 𝑉𝑝𝑖𝑛𝑐ℎ given 

as [79]: 

𝐷 = (1 + 𝛼)∑
𝑘𝜃
2|𝜙𝑘|

2

𝜒∥𝑘∥
2

𝑘

  (5.6) 

𝑉𝑝𝑖𝑛𝑐ℎ =
3

2
(𝛼 + 1)𝑑 ln 𝑇𝑒  ∑

𝑘𝜃
2|𝜙𝑘|

2

𝜒∥𝑘∥
2

𝑘

  (5.7) 

 

where 𝛼  is the thermal force coefficient. In order to have a net inward particle flux, it 

is required that 
𝑉

𝐷
<
𝛻𝑛

𝑛
, thus the threshold for a net inward particle flux driven by ion 

mixing mode mechanism becomes: 
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 𝜂𝑒 =
𝑑 ln𝑇𝑒

𝑑 ln 𝑛
>
2

3
  (5.8) 

To conclusively claim that it is the ion mixing mode driven inward pinch that 

cause the net inward flux in our experiments, then the key element  𝜂𝑒  > 2/3 must be 

satisfied, and the electron temperature gradient must occur in the same region where 

the other gradients are found, and where the up-gradient flux occurs. Figure 5-8 

suggested that the ITG unstable mode peaks at the same region of inward particle flux. 

However, due to the limitation of current diagnostics for electron temperature, so far 

we do not have a very accurate electron temperature profile for the upgraded-CSDX. 

Figure 5-10 shows the equilibrium density profile and electron temperature profile 

from the old CSDX. Estimated  𝜂𝑒  from these old experiments [46] obtained at 

B=1000G is about 0.5, which is close to this threshold value.  Also we note that these 

old data show that the electron temperature gradient is growing steeper as the 

magnetic field was raised, while density gradient isn't changing so much, suggesting 

 𝜂𝑒  is increasing as B is raised.  Our LIF data also show that grad-Ti is increasing.  

Those trends very likely support our hypothesis that the mixing mode is at work here. 

In addition, as we can see from Figure 5-10(b), ∇𝑇𝑒  locates ~ 3cm. Since the old 

CSDX was using a smaller antenna with radius of 5cm. Our experiments were using a 

larger antenna with radius of 7.5cm. Thus it is reasonable to expect the new  𝑇𝑒 profile 

should peak at a relatively outer region ~ 4cm. However, further work is needed to 

provide multiple independent diagnostic measurement of  𝑇𝑒  profile and make that an 
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urgent work to confirm the role of ion mixing mode driven inward pinch in causing 

this net inward particle flux. 

 

 

Figure 5-10 Radial profiles of old CSDX experiments: (a) Equilibrium density profiles; (b) 

equilibrium electron temperatures. 

 
 

 

5.5 Inward pinch driven by parallel flow shear 

Preliminary main ion parallel flow velocity measurements by LIF suggests 

there is a strong parallel velocity shear developed as we increase the magnetic field to 

1200G where the inward particle flux starts, shown in Figure 5-11. Due to the fact that 

the data become very noisy out of the region r =3cm, thus we are only showing the 

parallel flow velocity for r < 3cm. We observe a strong parallel flow shear develops as 

we increase the magnetic field above 1200G. 
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Figure 5-11 Radial profiles parallel flow velocity by LIF measurement. 

 

Theory indicates that ∇𝑉∥  can give rise to a negative compressibility that 

couples with an acoustic wave, which then drives an inward pinch:  

𝐽∥ = 𝑒𝑛(𝑉̃∥𝑖 − 𝑉̃∥𝑒) (5.9) 

𝜕

𝜕𝑡
(
𝑛̃𝑒
𝑛
) + 𝑑 ln 𝑛 𝑉̃𝑥 + ∇∥𝑉̃∥𝑒 = 0 (5.10) 

3

2
𝑛 (
𝜕𝑇̃𝑒
𝜕𝑡
+ 𝑉̃𝑥

𝑑𝑇̃𝑒
𝑑𝑥
) + 𝑛𝑇𝑒∇∥𝑉̃∥𝑒 = ∇∥𝑛𝜒∥∇∥𝑇̃𝑒 = 0 (5.11) 

∇ ∙ 𝐽 = 0⇔−
𝑑

𝑑𝑡
∇⊥
2 𝜙̃ = −∇∥(𝑉̃∥𝑖 − 𝑉̃∥𝑒) (5.12) 

𝜕

𝜕𝑡
𝑉̃∥𝑖 + 𝑉̃𝑥

𝑑𝑉

𝑑𝑥
= −∇∥𝜙̃ (5.13) 
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The first equation defines parallel current, the second equation is the linearized 

electron continuity equation, the third equation is the linearized electron heat equation, 

the forth equation is the charge balance equation which equates polarization current 

across B field with parallel current and the last one is the ion parallel momentum 

equation which we can solve for the parallel velocity. From Eqn. (5.9)-(5.13), the ion 

mixing mode–driven ∇𝑇𝑒pinch term and parallel flow shear driven pinch term have 

been worked out respectively by P. Diamond and J. Li:  

𝑉∇𝑉𝑇𝑒 = −
3

2
𝜂𝑒  

(5.14) 

𝑉∇𝑉∥ = (1 + 𝑘⊥
2𝜌𝑠
2)
𝐿∥
𝜌𝑠
(
𝑉∥
𝐶𝑠
)
𝑘∥
𝑘𝜃
𝜂𝑉  

(5.15) 

By taking the ratio of the two terms, we can compare which is more dominant 

for our experiment. The ratio of the two pinch terms is: 

𝑉∇𝑉∥
𝑉∇𝑉𝑇𝑒

=
2

3

𝐿𝑇𝑒
𝐿𝑉

𝐿∥
𝜌𝑠
(
𝑉∥
𝐶𝑠
)
𝑘∥
𝑘𝜃

 
(5.16) 

By applying CSDX parameters: 
𝐿𝑇𝑒

𝐿𝑉
~1.5,

𝐿∥

𝜌𝑠
~2.3, 

𝑉∥

𝐶𝑠
~0.1 and 

𝑘∥

𝑘𝜃
~0.1 to Eqn. 

(5.17), the ratio is about 0.03 for our experiments. Therefore, the preliminary linear 

studies suggest that the ∇𝑉∥ is not as effective as ITG in driving an inward pinch in our 

experiments. However, this is to be explored in the future study. 
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5.6 Summary  

This chapter has provided a first brief examination of the linear stability of 

these CSDX-U discharges to get an initial idea of which free energy sources may be 

most likely to lead to up-gradient fluxes for the conditions of our experiments. Firstly 

we have conducted the linear stability analyses using a linear, modified Hasengwa-

Wakani model that include instability driven by both, density and vorticity gradients to 

test the link between flow and inward flux. We then applied the density profiles from 

Langmuir probe and 𝐄 × 𝐁 azimuthal flow profiles form LIF measurement and found 

the resulting cross-phase between the density and potential fluctuation eigenmodes for 

these experimental conditions. This linear stability analysis failed to reproduce change 

in sign of the cross-phase necessary to cause a reversal of the particle flux. This 

suggests some other mechanism is responsible for the inward flux. From the 

experiments, we observed a steepening in ion temperature profile with the increasing 

of magnetic fields.  Furthermore, fast-framing imaging of the fluctuations show the 

development of a pronounced feature propagating in the ion diamagnetic drift 

direction and co-existing with previously existing drift-wave like features located in 

the center region where 𝑇𝑖 steepens.  KH instability also is likely, particularly in the 

outer regions of the plasma. By applying the experimental parameters into a simple 

linear model, we obtain a negative real frequency and a linear growth rate at B = 

1200G, which confirms the existence of a strong ITG instability at B = 1200G. 

Therefore, a robust ITG instability occurs in the same conditions where an inward 

particle flux developed. Noting that electron temperature gradients have been 
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significant in previous CSDX experiments, we used published theory to work out the 

condition for a net inward particle flux driven by thermal electron-ion mixing mode 

mechanism. No reliable electron temperature profiles are yet available for the 15 cm 

m=1 source used in these experiment. Previous measurements of 𝑇𝑒 profiles in other 

smaller sources in CSDX show that the electron temperature gradient gets steeper as 

the magnetic field was increased, and suggest that the electron temperature gradient in 

the these new experiments may be significant enough to reverse the particle flux. 

However further study of  𝑇𝑒 profile is clearly needed and in particular independent 

diagnostics are needed to confirm the 𝑇𝑒  profile before a clearer conclusion can be 

drawn between the up-gradient flux observations and the possible role of the so-called 

"mixing mode" as an explanation of these results. Also due to the observation of a 

parallel flow shear in our experiments at ~1200G, the possible role of parallel flow 

shear is examined for driving an inward pinch. We found that in these CSDX-U 

experiments, the parallel flow shear driven inward pinch has negligible effect on 

driving an inward flux comparing to ion mixing mode. Thus based on this initial 

survey of possible linear instabilities, a drift wave combined with ion temperature 

gradient and electron temperature gradients, i.e. the so-called "mixing mode" appears 

to emerge as the most likely instability responsible for the up-gradient flux.  Reliable 

𝑇𝑒 profiles in these new experiments are needed to determine if this is indeed the case. 
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Chapter 6                                

Summary and future plans 

6.1 Summary and discussion  

Inward particle transport has been observed in many different plasma devices 

as we described in Chapter 1. However, so far there have been no explicit physics 

explanation for this phenomena and no studies of how the turbulent statistics lead to 

the development of the up-gradient inward particle flux profile. Since the theory of 

drift wave turbulence suggests a diffusive, down-gradient particle transport. It is then 

clear that new components of gradient driving force must be taken into consideration. 

In light of this state of affairs at the beginning of this thesis we identified the following 

questions to be answered by our work: 

1. Is this net inward particle transport observed from experiments real, i.e. can 

the same physics phenomena be confirmed in a single experiment using multiple, 

independent diagnostics? 

2. In a drift wave turbulence/ zonal flow system, what is the relationship, if any, 

between the universally observed density steepening, particle transport and zonal flow? 

3. Can we confirm the hypnosis that the inward flux is driven by flow with 

linear instability analysis using the same experimental parameters? 
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4. If it is not the flow drives the inward flux, then what are the other possible 

candidates responsible for the inward flux? 

To answer the first question, we performed experiments in different plasma 

discharge conditions with different independent diagnostics, the Langmuir probes and 

high-speed imaging. Due to the high correlation of ion saturation current and light 

intensity, we can compare the experimental results from probes and camera. First of 

all, by measuring ion saturation current fluctuations and fluctuating 𝐄 × 𝐁  radial 

velocity we obtained the time-averaged turbulent particle flux radial profiles for 

different magnetic fields from probes. Similarly, by measuring light intensity 

fluctuations and effective fluctuating radial velocity by TDE method, we can calculate 

the effective mean turbulent intensity flux. We found that as we increased the 

magnetic fields from very low magnetic fields (B = 400G) to a certain high magnetic 

field (𝐵~ 1300𝐺), a similar evolution of inward turbulent flux from both diagnostics 

has been observed. Secondly, by applying the conditional averaging analysis method, 

we find that when and where this up-gradient flux occurs, the turbulent structures 

which carried positive density fluctuations (𝑛̃ > 𝜎𝑛) move inward against the density 

gradient and the negative density excursion ( 𝑛̃ < −𝜎𝑛 ) move outward down the 

density gradient.  The bulk (80%) of the up-gradient flux is carried by large amplitude 

(exceeding one standard deviation) positive (negative) density perturbations that move 

up (down) the density gradient. Then the high-speed imaging provides a more direct 

picture of inward particle motion. The velocity fields that were obtained from 

velocimetry of the camera movies showed the development of  the spiral inward 
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motion of turbulent density structures , consistent with probe measurements of inward 

fluxes. 

It has been known that in a collisional drift wave system, the primary free 

energy source comes from the mean density gradient (later the ion temperature 

gradient also needs to be taken into account) and the particles move outward, down the 

density gradient. While our experimental findings indicate the existence of net inward 

particle flux in a drift-ZF system. Previous experiments on CSDX have shown that at 

moderate magnetic fields the plasma develops coherent, finite amplitude collisional 

drift wave fluctuations in the region around the density gradient maximum. As the 

magnetic field is increased further, a velocity shear was observed developed at outer 

region of plasma. Detailed study of turbulence-driven shear flow has been reported in 

elsewhere literatures [7,51]. Experiments reported in this dissertation were carried on 

Upgraded-CSDX, which allowed us to increase magnetic field beyond the limit of 

drift resistive wave instability. It has been found that the as we increase magnetic field 

approach to 1200G (onset of inward particle flux) plasma develops two velocity shear 

layers that sit on either side of the density gradient maximum [21,46] and the density 

gradient gets steepened. In the region between the maximum density gradient and 

outer shear layer, a net inward flux is observed.  

Based on those findings, we then calculated the turbulent Reynolds work for 

the conditions before and at onset of inward particle flux separately. Before the onset 

of inward particle flux (B~1000G), the turbulent Reynolds work were positive at all 

radii, which agrees with previous experimental observations that the turbulence gives 

rise to the zonal flow via turbulent Reynolds stress. At the onset of inward particle 
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flux, at the outer shear layer the turbulent stress does work on and sustains the shear 

flow against dissipation, consistent with earlier results [47-51,55,69,73].However, in 

the region of this up-gradient flux occurs, the zonal flow does work on the fluctuations 

that appears to be responsible for the up-gradient flux.  These observations imply that 

there is a link between flow shear and inward particle flux formation and therefore 

lead to the second question “In a drift wave turbulence/ zonal flow system, what is the 

relationship, if any, between the universally observed density steepening, particle 

transport and zonal flow?” 

To answer this question, we need to seek the causality between velocity shear 

and inward particle flux. A cross-correlation analysis of these inward-transport 

structures showed that the fluctuations that moves particles against density gradient 

are significantly correlated with azimuthal mean velocity shear with a finite time delay 

(~ 18 μs), indicating that a transient increase in the local azimuthal shearing rate is 

followed by a subsequent increase in the inward-directed fluctuation-driven particle 

flux. Thus, velocity shear is essential for driving the up-gradient particle flux. 

To directly measure the energy exchange rates among different frequencies, 

especially between turbulence and shear flows that allows us to determine the energy 

transfer from turbulence to shear flows through nonlinear processes, we applied a 

cross-bispectrum analysis. Experiments with this technique showed that at r = 6cm, 

where the outer velocity shear layer is located, the kinetic energy was nonlinearly 

transferred from fluctuations with higher frequencies into shear flows with low 

frequencies (f <1 kHz) consistent expectations for a turbulent-driven zonal flow. 

However, at r = 4.5cm, where the net particle flux is negative, the fluctuations which 
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are responsible for the inward particle flux are gaining energy from the low frequency 

(f <1-2 kHz) sheared flow. This provides yet an additional piece of evidence linking 

the shear flow to the generation of the inward, up-gradient particle flux. It was also 

found through experiments that the radial component of vorticity flux is dominantly 

responsible for the kinetic energy transfer to shear flows, which suggested that the 

vorticity flux mediates the transfer of kinetic energy. 

Although experimental results suggest a strong link between flow and inward 

particle flux, it is important to confirm this hypnosis with linear stability analyses. 

Thus third question that “can we confirm the hypnosis that the inward flux is driven by 

flow with linear instability analysis using the same experimental parameters?” was 

answered. We used a simple, linear modified Hasengea-Wakatani theory model to 

describe the time evolution of the coupled potential-density fluctuations, with presence 

of the density and azimuthal flow profiles. Applying the density profiles and 𝐄 × 𝐁 

azimuthal velocity profiles from experiments into this modified linear model, we 

failed to obtain a net inward quasilinear particle flux. This result then leads to the the 

last question “If it is not the flow drives the inward flux, then what are the other 

possible candidates responsible for the inward flux?”  

The most likely candidate according to the recent experimental results on our 

machine is the ITG driven inward pinch by thermal-ion mixing mode mechanism. The 

ion temperature profiles measured by LIF measurement show a significant steepening 

in ion temperature profile around r ~ 2 cm when the inward particle flux was observed 

to occur. At the same time, the density profile at the region where 𝑇𝑖 steepens remain 

almost the same, which is one of the typical features of ITG. Also from the fast 
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imaging data, pronounced ion fluctuation features propagating in ion diamagnetic drift 

direction located inside r ~ 3 cm region, where the 𝑇𝑖  gradient is located, under 

conditions that lead to the inward or up-gradient flux.  Long published theory has 

already predicted that the ITG can drive an inward pinch by ion mixing mode 

mechanism. To get a net inward particle flux, the 𝜂𝑒  is supposed to be close to 2/3 

which is very likely satisfied by our experiments. However, future experiments to 

measure electron temperature profiles are required. 

Taken together, in this dissertation we directly show for the first time that a net 

inward, up-gradient turbulent particle fluxes , and that this up-gradient flux occurs 

when and where a change in sign of the work done by the sheared flow on the smaller 

scaled higher frequency fluctuations. Thus we put forward hypnosis that this inward 

up-gradient flux is caused by the radially sheared azimuthal flow.  However the 

modified Hasegawa-Wakatani model which considers only two fields, the density and 

vorticity, does not produce an inward flux, suggesting some other mechanism is 

responsible for the inward flux. We summarize recent new experimental results which 

point towards the possible role of finite ion temperature gradient effects, possibly 

combined with parallel flow shear, in driving up-gradient particle flux. 

6.2 Limitations of present work 

In the work presented in the dissertation, there are several limitations needed to 

be furthered improved. First of all, when using the electric field calculated from 

floating potential instead of plasma space potential to estimate fluctuating  𝐄 × 𝐁 

velocity, we ignored the temperature fluctuation. More significantly, our analyses of 
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the stability of the experimental profiles has pointed to the need to carefully measure 

the 𝑇𝑒 profile with multiple independent diagnostics in order to determine if the so-

called "ion mixing mode" can lead to the observed up-gradient fluxes. In current work 

there are no detailed information of the ion-ion collisional viscosity profiles, which are 

needed for understanding the details of the momentum balance between the Reynolds 

stress and the flow damping.  

Based on the accomplishments and the limitations of the present work there are 

some recommendations for future experimental work for a better study of underlying 

physics for inward particle flux. 

  

6.3 Recommendation for Future Work 

6.3.1 Better measurements for electron temperature 𝑻𝒆 

Current analysis of the electron temperature from the I–V characteristics of 

swept Langmuir probes used in this source reveals a non-Maxwellian plasma in the 

region between r = 5 cm and 9 cm for B > 1200G. In Figure 6-1 I–V characteristics 

for two different magnetic fields are shown, both measured at the same radial position 

r = 6 cm. The slope of the I–V curve at B = 500G denotes a single-𝑇𝑒 plasma. At 

larger magnetic fields, several slopes appear, indicating a non-Maxwellian plasma. In 

Figures 6-1(b) and (c), we show two electron temperatures, one calculated from the 

smallest slope and the other calculated from the slope near the beginning of the 

exponentially increasing region of the I–V characteristics. We see that there is a 
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predominant low energy component around 𝑇𝑒 ∼ 4 eV near the center for all B. Near 

the magnetic field threshold this increases slightly to ∼6 eV at the edge.  

 

 

Figure 6-1 (a) I–V –characteristics for two different magnetic fields (b) for the lowest 

detected values and (c) obtained at the start of exponential increase of electron current. [21] 

 

Thus the different fit of I-V curve gives us two different 𝑇𝑒 profiles. As we 

discussed the ion mixing mode mechanism in previous chapter, in order to obtain a net 

inward particle flux there is a threshold for 𝜂𝑒 to be larger than 2/3. Thus a more 

accurate of fast electron temperature measurement should be made. A One possible 

method is to use triple probe, consisting of two electrodes biased with the same 

voltage and a third which is floating. The schematic is shown in Figure 6-2. The 

electron temperature is computed as 𝑘𝑇𝑒 =
𝑒(𝑉𝑒−𝑉𝑓)

ln(1+
𝐴𝑖
𝐴𝑒
)
, where 𝑉𝑒  and 𝑉𝑓  are the voltage of 
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the electron collecting tip and floating tip respectively, and 𝐴𝑖  and 𝐴𝑒  are the 

collecting area of the ion tip and electron tip respectively. It may also be possible to 

seed these Argon discharges with a small amount of He gas, and then use the He line 

ratio technique to independently determine n and 𝑇𝑒 profiles.  This technique is under 

development for our device and will be reported in future work. 

 

 

 

Figure 6-2 Schematic of triple probe measurement. 
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6.3.2 Investigation of interaction between vorticity, density gradient 

and velocity shear 

It has already been known that at low magnetic fields, the velocity shear is 

weak thus the diffusive process is dominant. Turbulent eddies with positive density 

fluctuations are repelled from mean density gradient. Therefore the particles move 

down the density gradient. For higher magnetic fields, there is a density gradient 

located at inner region of plasma with a strong velocity gradient at the edge. 

Interaction between eddies and velocity shear becomes comparably significant. 

According to the drift wave-zonal flow theory mode, a vorticity gradient is required 

for inward particle flux. We can apply the conditional averaging approach to analyze 

spatiotemporal fluctuation. This analysis allows the study of the turbulent structure 

radial motion and interaction with the plasma shear layer. When the instantaneous 

fluctuating positive quantity 𝜉  (which denotes either  𝑛̃ or  𝜔̃) exceeds one standard 

deviation 𝜎𝜉  at time a, thus an event is considered being triggered. Meanwhile, a time 

window with length of Δτ is selected around i, and the corresponding data associated 

with this positive fluctuating event is selected too. After averaged over many 

windows, only the vortices large enough to trigger the events will survive, and smaller 

amplitude will then be averaged away.  

The mean flow velocity has a mean vorticity 𝜔̅ =  
𝜕𝑉𝜃

𝜕𝑟
< 0. It appears that 

turbulent vortices with 𝜔̃ < 0 are attracted towards the 𝜔̅ < 0 mean shear flow region 

while vortices with 𝜔̃ > 0 are repelled away from this region. This somehow relates to 
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a vortex merging process which may cause the amplification of the 𝐄 × 𝐁 shear layer. 

Prograde turbulent vortices (i.e. turbulent structures with negative vorticity) are 

attracted towards the shear layer with negative vorticity, where they are absorbed. 

Turbulent structures with opposite (i.e. retrograde) vorticity are repelled from the 

𝐄 × 𝐁 shear layer. As a result the shear layer is amplified by its interaction with these 

vortices. The associated density fluctuations give rise to an inward-going flux of high 

density structures and an outward going flux of low density structures 

 

6.3.3 Changing gas species from Argon to Helium /Hydrogen 

In theory, normalized gyro-radius according to 
𝜌𝑠

𝐿𝑛
=
√𝑚𝑖𝑇𝑒

(𝑒𝐵)𝐿𝑛
 is an important 

parameter in Hasengawa-Wakatani model and is expected to be very small for a better 

fit of the model. This requires the machine operated through a larger range of 

magnetic fields (which has been already achieved) and using gases with lighter ions 

such as Helium, or even Hydrogen. Replacing Argon with Helium or Hydrogen can 

help us to generalize the experimental results measured on a linear helicon plasma 

device to tokamaks fusion plasma, or to compare with theoretical and computational 

models is needed. 

6.3.4 A testing of ideas from linear machines on tokamak plasmas 
 

 

Very similar observations of inward particle flux and density steepening have 

been reported on many fusion devices. In principle, similar measurements of the 

energy transfer rates, the Reynolds stress and background poloidal and toroidal flow 
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velocities could be easily achieved in tokamak devices. This would be a direct test to 

see whether the similar mechanisms for inward particle flux physics picture at CSDX-

U plasma is operative in tokamak fusion plasmas especially in the edge transport 

barrier  (i.e. H-mode transition) and during formation of internal transport barriers 

when magnetic shear gets small. Table 4 shows the relevance of this dissertation to 

tokamak physics:  1) during LOC-SOC Transition and ECH regime, there is a change 

of the dominant type of turbulence Dws – ITG. In our experiments, we observed the 

similar changes in mode types from pure DWs to DWs coexisted with ITGs with 

increasing B filed. 2) in tokamak, the inward pinch that leads to the peaking in density 

profile remains an interesting topic. While in our linear plasma experiments, we 

observed not only an inward pinch but a net inward particle flux. 3) As we know the 

saturation for predator- prey is decided by flow damping. Flow damping via ion-

electron collisional has been observed in experiments, which there is rarely a report of 

collisionless ZF damping. This dissertation shows a change in sign of RS work that 

the flow is losing energy in turbulence, suggesting a collisionless ZF damping. 4) 

Experimental studies of intrinsic rotation have been conducted on tokamak. Due to 

limitation of fluctuation measurement, it is difficult to calculate to residual stress. In 

our simple linear plasma device, we can measure fluctuations to calculate turbulent 

parallel Reynolds stress〈𝜐̃𝑟𝜐̃∥〉. By making approximation for turbulent momentum 

diffusivity 𝜒∥ = 〈𝜐̃𝑟
2〉𝜏𝑐 ,  we can obtain residual stress via equation  𝑆𝑟∥

𝑟𝑒𝑠 = 〈𝜐̃𝑟𝜐̃∥〉 +

〈𝜐̃𝑟
2〉𝜏𝑐

𝜕〈𝑉∥〉

𝜕𝑟
. One of the concerns is that there is no magnetic shear in CSDX, while as 

we know there is usually a strong magnetic shear at the edge of tokamak that will 
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suppress the 𝐄 × 𝐁  velocity shear [74]. This would require the design of an 

appropriately arranged array of probes which could then be inserted into the edge 

region of such a hot plasma (pedestal region). Of course, the parallel heat flux in such 

a device is much higher, and care would have to be taken that the probe array does not 

overheat and/or cause unacceptable disturbances to the tokamak plasma discharge. It 

is likely that multiple discharges would have to be carried out in order to obtain 

adequately long datasets for the required ensemble averaging.  

 

Table 6-1 Relevance of this dissertation to Tokamak physic. [83] 

Tokamak physics CSDX experiments 

LOC-SOC Transition; ECH regime 

population changes DWs → ITG 

Drift, ITG fluctuation coexistence; 

Changes in population with B
0
 

Fueling physics: 

inward pinch; Density peaking 

Mechanism for net inward flux 

Study of pinch physics 

Collisionless ZF damping: 

Predator-prey model saturation 

𝑅𝑇 > 0
        
⇒  𝑅𝑇 < 0 

Onset of KH; ZF damping 

Intrinsic rotation: 

Residual stress physics 

Origin of ⟨𝑉∥⟩ 

Measurement of ⟨𝑉̃𝑟𝑉̃∥⟩, calculation of 

Residual stress 
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