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ABSTRACT OF THE DISSERTATION
On the Existence and Regularity Theory of Yang-Mills Fields
By
Casey Lynn Kelleher
Doctor of Philosophy in Mathematics
University of California, Irvine, 2017

Richard Melvin Schoen, Chair

This work investigates two regularization techniques designed for identifying critical points of the Yang-Mills

energy.

In the first half of the dissertation, we define a family of higher order functionals generalizing the Yang-Mills
functional. We study the corresponding gradient flows and prove long-time existence and convergence results
for subcritical dimensions as well as a bubbling criterion for critical dimensions. Consequently, we generalize
the results of the convergence of Yang-Mills flow in dimensions 2 and 3 given by Rade [Rad92] and the
bubbling criterion in dimension 4 of Struwe [Str94] in the case where the initial flow data is smooth. This

encompasses the contents of the author’s paper [Kell4].

In the second half of the dissertation we study an alternate type of regularization. In the spirit of recent
work of Lamm, Malchiodi and Micallef in the setting of harmonic maps [LMM15], we identify Yang-Mills
connections obtained by approximations with respect to the Yang-Mills a-energy. More specifically, we
show that for the SU(2) Hopf fibration over S*, for sufficiently small o values the SO(4) invariant ADHM
instanton is the unique a-critical point which has Yang-Mills a-energy lower than a specific threshold. This

is an overview of the author’s paper [Kell6].
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Chapter 1

Overview

1.1 Introduction

We first begin with a brief introduction to Yang-Mills theory, stating corresponding energies, gradient flows
and past major results. We then conclude with a statement of the main results which will be the focus of

this dissertation.

Yang-Mills theory originated from classical field theory in particle physics, but has since revealed deep
applications to pure mathematics. In differential geometric terms, Yang-Mills theory seeks to understand
the relationship between connections on vector bundles, curvature and topology. The identification and
investigation of minimizers of the energies is key to extending and applying the theories. The methods which
have been successfully used to construct such minimizers have been quite analogous for the two theories. In
our work we examine and utilize a variety of tools drawn from analysis, geometry, and partial differential

equations such as geometric flows and regularization methods.



1.1.1 Preliminaries of Yang-Mills field theory

Let (E,h) — (M,g) be a smooth vector bundle over a closed Riemannian manifold. For a connection

v € WL2(AR(M)) the Yang-Mills energy of V is given by

YM(V) = %/M Fo 2, dVy, (1.1)

where Fy denotes the curvature tensor of V. In a local trivialization of E, we can consider the decomposition
vV =0 +7T, where I' € Al (Ad E) is the connection matrix. A connection V is a Yang-Mills connection if it

is a critical point of the Yang-Mills energy, i.e.,
DiFy =0.

Inspired by the seminal work of Eells-Sampson [ES64] in the setting of harmonic maps, in [AB82] Atiyah
and Bott proposed using the Yang-Mills flow generated from the negative gradient of the energy functional

to establish the existence of Yang-Mills connections. The flow is given by

or, .
ot = —D3, Fo,. (1.2)

The Yang-Mills energy and corresponding gradient flow admits natural scaling laws dependent on dimensions
of the manifold M which reflect into the behavior of the corresponding flow. In the subcritical dimensions
(dim M = 2,3) long time existence and convergence was verified by Rade in [Rad92]. In supercritical
dimensions, examples of finite time singularities were constructed by Gastel [Gas02], Grotowski [Gro00], and
Naito [Nai94]. In the critical dimension setting (dim M = 4), the related question has yet to be answered.
However, various types of symmetries have been shown to exhibit long time existence (m-equivariance [HT04],
SO(m)-invariance etc [SSTZ98]). Interestingly, it is expected by many members of the community that the
Yang-Mills flow in fact ezists for long time, which would be a striking difference with the harmonic map

theory analogue.



1.1.2 Regularized functionals

Higher order approximations

We introduce a family of higher order Yang-Mills energy modifications which will be the focus of the first

portion of the dissertation, and sketch out motivational background.

For every k € NU {0} and v € W2tk2 (AR (M)), the Yang-Mills k-energy is given by

YM; (V) = %/ \v““)Fv
M

2
dv,,. (1.3)
g,h

)

Critical points of (1.3) satisfy the Yang-Mills k-equation,
0= (—1)*D5 AW Fy 4 PCMY [Fy] 4+ PPV [Fy),

where A%) means k iterations of the rough Laplacian, the P notation is defined in (1.7), and D% defined
in (1.4). In preparation for future applications we construct a generalization of the flow, called generalized
Yang-Mills k-flow given by, for a one-parameter family V; of connections,

B = (~)MID5, AP By, +T(v0), (gYMKF)

where U (V) is a lower order tensor featuring terms of the background manifold M to be more precisely

defined in Chapter 2.

In Yang-Mills theory, the question of long time existence and convergence of Yang-Mills gradient flow over
four dimensional manifolds has yet to be determined and is an area of particular interest. For many flows,
the critical dimension offers interesting results but requires nonstandard approaches to study. One of the
advantages to our proposed study of the functionals above is that the corresponding family of flows have
increasing critical dimension, so with appropriate strategies one may be able to provide some insight on Yang-
Mills flow and the space of connections in higher dimensions. This can be accomplished by considering the

regularization inspired by work performed by Hong, Tian and Yin [HTY15] in their study of the Yang-Mills



a-flow. Consider the Yang-Mills (p, k)-energy given by, for p € [0, 00),

YME(V) = pY M (V) + YM(V)- (YMpkE)

By studying the corresponding negative gradient flow and sending p \, 0 one expects to, as in the case
of [HTY15], identify solutions to the Yang-Mills flow. The advantage of approaching with this quantity is
that one is not restricted to any particular dimension; while [HTY15] focuses on dim M = 4, in our case by

choosing appropriate choices of k£ one can regularize in any dimension.

In reference to the Yang-Mills k-energy, in the case kK = 1 the properties of the Yang-Mills 1-energy compare
to those of the bi- Yang-Mills energy. This functional, studied by demonstrated by the analysis of Ichiyama,

Inoguchi and Urakawa in [ITU09], is given by
BYM(7) = %/ D2 F? 4V, (BYME)
M

We will reflect on these two energies and their relationship in §2.3.1. Another consequence of our analysis
in this paper is the last key result, a statement on the properties in subcritical dimensions of bi- Yang-Mills

flow, given by

& = A\ Dy F + [D@tht,FvJ#.

where here the ‘pound bracket’ featured on the right term is defined in (1.6). Recently, two families of
functionals whose flows are included within this generalized family (gYMkf) were studied in detail by Gastel
and Scheven in [GS15]. Roughly speaking, they essentially perform an elliptic analogue of our parabolic

analysis demonstrated in Chapter 2. To discuss their results, we introduce the operator

(DyD3%)%? q € 2N,
DI = ! (1.4)

Dt (DyDy) V2 ge (2N-1).
We also define

2
(o) = [ (|pi e,
M

2
Z4(9) ;:/ (‘vw—mpv] +|Fv|;h) dv,. (ZKE)
M g;h

k
T FvIQ,h) dVy, (YKE)

)



Each energy is chosen to appeal to different qualities. The first, (YKE), is gauge invariant and scaling
invariant for dim M = 2k, as well as nondegenerate and coercive with respect to the Uhlenbeck’s gauge
(cf. Theorem 3.8.12). The latter, (ZkE), is the case p = 1 of the (p, k)-flow we will address. Though the
gauge invariance is preserved, this flow is degenerate, does not satisfy the scaling law perfectly, but is a
perturbation of the Yang-Mills energy and thus is a strong candidate for study. Through (1.4) the authors
perform an elliptic analysis on (YKE) and (ZkE), within which the |Fy| quantities featured in the integrand

is a necessary addition for their results.

a-energy

Another approach to existence results within Yang-Mills theory is by studying a regularization of a functional
in the static setting. This method seems perhaps better suited to finding unstable critical points of the Yang-
Mills energy which cannot easily be found via flow methods. A difficulty of studying the Yang-Mills energy
in their corresponding critical dimensions is that Sobolev embeddings which yield sufficient regularity fail.
For this reason, it is natural to perturb the functional to break conformal invariance and obtain properties
such as the Palais Smale condition. For this purpose, inspired by the harmonic map counterpart, Hong, Tian

and Yin [HTY15] introduced the following perturbation of the Yang-Mills energy:

For every a > 1 and Vv € W2% (Ag (M)), the Yang-Mills a-energy is given by

Y M, () = %/M (1+ 1713 ,) avy.

The aforementioned harmonic map counterpart was explored in the work of Sacks and Uhlenbeck in [SUS81],
who developed an existence theory for minimal 2-spheres in compact Riemannian manifolds by studying the
corresponding harmonic map a-energy. The purpose of this construction can be illustrated by focusing on
the setting of over S?. A difficulty that arises when identifying critical points is that the set of critical maps
of the harmonic map energy is noncompact, since it is comprised of conformal transformations of S2. Thus,
the a-energy was chosen to perturb in a way which ‘breaks’ conformal symmetry in the sense of dilations (the
energy is still invariant under rotations). For o > 1, the a-energy satisfies Ljusternik Schnirelman theory
(vielding lower bounds for the number of critical points) and a Morse theory in addition to the Palais Smale

condition. The authors obtained the following result which we sketch.

Theorem of [SU81]. Let u € C* (MQ, N), with M and N closed Riemannian manifolds. The energy &,



«
given by &, (u) = % [}, (1 + |du|2) dV satisfies the Palais-Smale condition. If {u®} : M — N is a sequence
of critical points with o N\ 1, then if {&, (u*)} is uniformly bounded a subsequence converges smoothly to a
harmonic map away from at most finitely many points. Furthermore, a sophisticated blow-up phenomenon

occurs around such singularities.

Following the initial work of [SU81], Hong, Tian and Yin developed a parallel theory for the Yang-Mills
setting in [HTY15], and additionally explored the corresponding negative gradient flow (the Yang-Mills
a-flow). We emphasize that unlike the Yang-Mills energy, this quantity is not conformally invariant for
dim M = 4. Critical points of this energy are smooth up to gauge due to work of Isobe [Iso08] (stated
explicitly in Hong and Schabrun’s work, §4 of [HS13]) and satisfy

*(d|th|zyh/\(*th))

Détht_(a_l) 1+|Fv ‘2
t g,h

=0, (1.5)

where x denotes the Hodge star operator. Note by setting @ = 1 on obtains the equation satisfied precisely
by a Yang-Mills connection emerges. In [HTY15], the authors studied the corresponding negative gradient
flow of the a-energy. Hong and Schabrun [HS13] continued exploring the a-energy by verifying the Palais

Smale condition and applied this to Yang-Mills flow to acquire an energy identity (cf. [HS13] Theorem 1).

1.2 Main results

We outline the main results which will be investigated throughout this dissertation. We first state our results
regarding the higher order energies introduced in [Kell4], followed by those regarding the a-energy featured
in [Kel16].



Theorem A. Let (E,h) — (M, g) be a vector bundle over a closed Riemannian manifold. Let vV be

a smooth metric compatible connection on F and Fy its curvature tensor.

(S) (Subcritical) If dim M € [2,2(k + 2)) NN, there is a unique solution V; to Yang-Mills k-flow

with Vo = V existing for t € Rxg.

(C) (Critical) If dim M = 2(k 4+ 2), there is a unique solution V; to Yang-Mills k-flow, with v = v,
existing on [0,7) for some maximal T' € Ry U {oco}. If T' < oo, then there exists a sequence
{(zs,t;)} € M x [0,T) where (x;,t;) — (X,T) and for all » > 0,

k42
> €,

limsup || Fy, | |L1«+2(BT(X)) =

1—00

where B,.(X) denotes the geodesic ball of radius r centered about X.

Remark 1.2.1. Although in our setting we assume smoothness of the initial connection V, if one assumes
instead that V lies in certain Sobolev spaces depending on k& we can conclude a wider generalization of
results. In particular for k¥ = 0 we may confirm Theorem 1 of Rade [Rad92] and a slightly weaker version of

Theorem 2.3 of Struwe [Str94] in the case of Yang-Mills flow.

The second key result is a useful consequence of the analysis done to prove Theorem A.

Theorem B. Let (E,h) — (M,g) be a vector bundle over a closed Riemannian manifold. Let
V be a smooth metric compatible connection on F and Fy its curvature tensor. For all p > 0, if
dim M € [2,2(k + 2)) NN there exists a unique solution V; to Yang-Mills (p, k)-flow with vg = v
existing for ¢t € R>o U {oo} and V := lim;_, o, V¢ is a solution to the Yang-Mills (p, k)-equation, given

by

0=p ((—1)’“D§ AR By 4+ PP (R] 4 PR [Fv]) + D:Fy.

Remark 1.2.2. For Theorem B the uniqueness of the solution to the flow at ¢ = oo can be demonstrated by
proving complete convergence rather than sequential. The proof hinges on verifying that the Yang-Mills k-
energy satisfies the Lojasiewicz-Simon gradient inequality, as in the proof of Rade in [Rad92]. However, this
verification is nontrivially technical and geometrically uninformative, so we exclude it from this particular
paper. We refer the reader to §7 of [Feeld] for more information regarding the inequality including a

discussion of its use by Rade.



Theorem C. Let (E,h) — (M,g) be a vector bundle over a smooth compact finite-dimensional
boundariless Riemannian manifold. Let ¥V be a smooth metric compactible connection on E and Fy
its curvature tensor. If dim M € [2,6) N N there exists is a solution V; to bi-Yang-Mills flow with

Vo = V existing for ¢t € R>.

It is important to note that the behavior of bi-Yang-Mills flow in the critical dimension (6) remains myste-
rious. Let’s turn our attention to instead the Yang-Mills a-energy. Motivated by the computations featured

in (3.4) of Part 3, we have the following.

Theorem D. Let E — (84,§) be the adjoint bundle associated to the SU(2) Hopf fibration. There
exists € > 0 and g > 1 such that for any a < g the only critical point V* of the Yang-Mills a-energy

which satisfies Y M, (V*) < 6“%772 + € is the basic ADHM connection V.

A natural corollary follows, which adds to the work of [HTY15] regarding the corresponding flow.

Theorem E. Let {V{} be a family of solutions to Yang-Mills a-flow satisfying Y M, (V) < 6* 372 +e

and a < as in the assumptions of Theorem D. Then {V&} converges smoothly in o and t to V.

1.3 Reflections and future directions

Yang-Mills k-energy

By constructing a generalization of Yang-Mills k-flow our analysis was extended to a broader range of flows.
One wonders if, for each family of generalized Yang-Mills k-flows, there is a canonical representative for each
k, and a corresponding canonical functional. One trait which could distinguish this canonical member is
conformal invariance. In the case of Yang-Mills flow, the conformal invariance in dimension 4 is crucial to the

work of Taubes in [Tau87) regarding the process of constructing Yang-Mills instantons via gluing procedures.



Yang-Mills a-energy

Naturally, one asks how this type of a-limiting process behaves in other settings. More precisely, given a
sequence of {V®} be a sequence of a-harmonic connections over a charge ¢ bundle E — (M, g), which critical
points of the Yang-Mills energy could {V®} possibly converge to? Some cases to consider are SU(2) type
bundles over the following spaces, which admit ADHM constructions (as stated in [DK90] pp. 127-129):
TP’ (charge 1), CP? (charge 2), and S? x S? (charge 2). It would be interesting to know which canonical
connections the Yang-Mills a-energy identifies in these various settings, especially cases which do not have
as obvious structural symmetry as the setting above. Based on our initial work as well as that of [LMM15],
we conjecture that in general settings the limits coming from a-approximations lie in a compact subset of

the moduli space.

1.4 Notation and conventions

Let (E,h) — (M,g) be a vector bundle over a closed Riemannian manifold. Let S(F) denote the smooth
sections of E. For each point © € M choose a local orthonormal basis of T,, M given by {0;} with dual basis
{e'} and a local basis for E given by {u,} with dual basis {(1*)®} for the dual E*. Let AP(M) denote
the set of smooth p-forms over M and set AP(FE) := AP(M) ® S(F). Next set End E := F ® E*, where E*

denotes the dual space of E and take
AP(AdE) := {w € AP(End E) | hywj = —hg w) }.

The affine space of all bundle metric compatible connections on E will be denoted by Ag(M). Given
a chart about x € M the action of a connection V on E is captured by the local coefficient matrices

= (I‘fcei ® g ® (u*)°), where
Vpp = ge’
2% g€ & p¢-

The inner products on the bundle indices of E induce a product on the tensor product; in the case of Ad E
this inner product extends to the negative of the Killing form. Pairing these connections with the Levi-
Civita connection on M also allows us to define multiple iterations of the connection on any element from

combinations of E, TM and their respective duals.



Let Dy be the exterior derivative, or skew symmetrization of V over the tensor products of TM where for

each p € NU {0},

Dy, : AP(E) — APTY(E)

tw = Alt(Vw),

where Alt is the unscaled alternating map on tensors. The p subscript will be typically supressed. The

curvature tensor on E and its coordinate formulation are given by

Fy:=Dy10Dyg: A (E) = A*(E)

L F, =017, — 0T, —T0r, + TOT9 .

1o )7 i

The pointwise and global (L?) inner products are given respectively by

(), () AP(Ad
w C (H Ujv) 7,1 Lipa _;Xl JpB |C| =V <C7C>7

(,¢) == /N (0 Cllizan = VD,

E) x AP(AdE) — R,

where dV, denotes the canonical volume form with respect to the metric g. The definition of (-,-), and thus
(+,), can be extended when necessary as follows. Let p,q € N with p < ¢q. Let K = (k;)?_; and L = (I;){_,
multiindices, and let w € AP(Ad E) and £ € AY(Ad E) respectively. Then

(w, &) <H ghiti > WK(SgLﬂ

=1

Henceforth, we will suppress g notation and match indices. Considering the nonextended inner product, we
set V* to be the formal L? adjoint of V. For computational purposes, D} will denote a rescaled version of

the formal L? adjoint of Dy, satisfying for w € AP(Ad F) and v € AP~}(Ad E),

/M (D, ) dV, = L /M (w, Do) dV,

In coordinates, this is given simply by (D*v‘w)ﬁ

i1 0ppt

B

i1 dp

= —gJ“V W The rough and Hodge Laplacian are

10



given respectively by

A AP(E) — AP(E)
tw —ViVw,
Ap, : AP(E) = AP(E)

cw (DYDy + Dy DY)w.

Note that with this convention, the Bochner formula yields that the two Laplacian operators differ by a sign

and lower order terms (cf. Proposition 3.7.1).

Operations.

Let w,( € AP(E). Let w * ¢ express any normal-valued multilinear form depending on w and ¢ in a universal

bilinear way. Furthermore by the Cauchy-Schwartz inequality there exists some C > 0 such that
jw ] < Clwl¢]-

Let J := (ji)liill and K := (kl)yﬂ be multiindices and let j, k be a distinct indices from those in J and K

respectively. The operation pound is given by

#: (T M)+ @ (End E) x (T*M)®EH @ (End E) — (T*M)/HEl @ (End B),

(WHC) (D s Dy Ok ooy Okpre)) = D w (04,0505 00s 011 ) € (Bis Oy oo O, ) -

i=1

In coordinates this is written in the form (w#()gKa = gjkwa(;CgKa. Roughly speaking, # is matrix
multiplication with respect to the bundle combined with contraction of the first two base manifold indices.

The corresponding pound bracket is

W, €I (0jys -2 05y Ok s e Ok ) ) = (WHC) (Dgys s 0y s Oty s Ok, )

_ (C#w) (8j1, . @-m,akl, . &W(l) .
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Derivatives.

When not performing coordinate computations, for Vv € Ag, we reserve upper indices without parentheses

for indexing sequences and with parentheses for iterations of differentiation. That is,
{(Vilien={v,v% - Yand vD =v... v,
% times

We utilize the P notation introduced in [KS86]. Let s,v € N and let R represent a generic background tensor

dependent only on g, so that

P w] == Z (V(wl)w) * ook (V(w’”)w> * R. (1.7)

w1t Wy =5
Notation.

Many quantities are one-parameter families, and we will often call this parameter the ‘temporal’ parameter.
This parametrization will be denoted with ¢ parameter, however when understood, particularly in compu-
tations, the ¢ subscript will be dropped. Differentiation with respect to ¢ will sometimes be indicated with
‘> for notational convenience. A geodesic ball centered at a point x € M with radius r will be denoted by

B, (x).

There is a simple but interesting fact regarding multiplication over Ad E. In particular, if we denote the

product

(A1) - (An—1)pn = (An) g7

Pn pP1?

then we have two simple identities. First, the cyclic property:

(A2 - (An)r = (A () (An)r (A8 - (A )i,

P1 Pn P1 P2 Pi

and the flipping property, specifically using the fact we are working in Ad E,

(Al)g; . (Anil)ﬂn—l (An)Pn — (_1)”(A1)P2 . (Anil)Pn (An)pl

Pn P1 P1 Pn—1 Pn

= (=" (An), (An—1)p7 - (Ad)g7

12



Note that these manipulations are completely independent of the relationship of each A; to the base manifold

(roughly speaking, the ‘base manifold indices get dragged along’). To reduce notation, we often write

b, [Ay -+ An] = (A7)P2 - (Ap)Pr.

P1
P2 P1

Connection Sobolev spaces
The space of connections is an affine space of the form
Ap (M) ={V =V, +A: Ac AN'(AdE)}.

Definition 1.4.1. Fix V, a background connection on E. The space W'P(A?(Ad E)) is the completion of

the space of smooth sections of A(Ad E) with respect to the norm

1/p
vfff)AHp ) <o, AeN(AdE).
Lp

l
141l = (Z]
k=0

We will say A is of Sobolev class W'P. This space is preserved (up to equivalent norms) regardless of choice
of reference connections. In Part 3, we will be using the SO(4)-invariant ADHM connection as our reference

connection.

13



Chapter 2

Limits of Yang-Mills k-connections

2.1 Introduction to Chapter 2

In this portion of the dissertation we investigate the higher order Yang-Mills k-energy and its corresponding

flow with and eye towards proving Theorem A, B and C.

2.1.1 General variations

The variations of one-parameter families will be computed in preparation for the work of §2.2. For the

remainder of this paper set Z to denote a simply connected parametrization subset of R.

Lemma 2.1.1. Suppose Vi and w; are smooth one-parameter families of connections and elements of

; ¥ ARG
AP(End E) respectively. Then for £ € N, if I := 57,

~
—

2 [vgf)wt} — (vg”n) % (vff”"”wt) + (vg%t) . (2.1)

~
Il
=]

Proof. The proof follows by induction on ¢ € N satisfying (2.1). Let J := ( jw)lu‘,]l:1 be a multiindex and set

je ifrAw,
J(w,s) =

s if r=w.

14



Roughly speaking J(w, s) substitutes the wth element of the J multiindex with an s. For ¢ = 1 applying

normal coordinates yields

[P
e} . * L . -0 . ) i ) "
ot [viwga} = D] — Z (ijwwﬁ(w,s>a + ijwwﬁ(w,s)a) — whsily — @5sT2, + Diwhy + T,
w=1
(2.2)
Hence the base case holds, giving
% [Vw] = Ve + T s w. (2.3)

Now assume the hypothesis (2.1) is satisfied for £ € N and let L be a multiindex with |L| = ¢. We compute

B B
2] £+1 _ o (¢ ls] B £), 6 £, B 1)
(a |:v< ! )w:|)jLPa o aj [EV( )W} LP«a + It [Fpé(V( )WLPOC) B (V( )wLPd)Fja:|
B

=0 [v(i)f w vy 4 v“)w}
LP«o

ad 14 B £), 6
- Fja(v( Jwips) + F?s(v( Wi pa)-
Or, written coordinate invariantly,

% [v(eﬂ)w} — gD 4 gD, 1 gD 4 gDy 1 gD 1T v©y

= v 5 yUl—i—Dy, 4 gD

Hence ¢ + 1 satisfies the induction hypothesis, so the result follows. O

Corollary 2.1.2. Suppose Vi is a smooth one-parameter family of connections. Then for £ € N

-1
2 [VEZ)FW] =3 v v TV Ry, + 9 Dy T (2.4)
=0

OF, .
Furthermore, —5;+ = D3 T'y.

2.1.2 Flow specific variations

We first compute the Euler Lagrange equation of the Yang-Mills k-energy to determine the corresponding

Yang-Mills k-flow, and introduce a generalized version of the flow to expand the scope of our results. We

15



then demonstrate that this flow is a weakly parabolic system.

Proposition 2.1.3. The variation of the Yang-Mills k-energy is given by

4 VM) = [ (GrdY M), ) av,

M

where

2k—1
Grad VM (V) := (-1)" D5 A" By + 37 P [Fy] + PV [Fy).
v=0

Proof. Differentiating the Yang-Mills k-energy with respect to ¢ yields

43 [ wwwrpay) = [ (& [v0F].99F) v,

Appealing to Corollary 2.1.2 for the variation of V(¥ Fy yields

k—1
4 {5 /M (v 2 dvg] — /M <<Z VO s« yh—i-Up 4 V“”DI“) ,v(k)F> v,

i=0
k71 . . . .
:/ <<Z vOT « v“‘“”F) ,v(’“)F> dv, +/ <v<k>Dr,v<k>F> dv,.
M i—0 M
(2.5)

For the first integral of (2.5) integration by parts yields

k—1
/ S v@psytmi-hp) y®p dng/ <F,P2<2’“*1)[F]> dv,.
M M

=0

The second integral of (2.5) is addressed with Lemma 3.7.4 to recursively integrate by parts,

2k—2 v
/M <V(k)Df, V(k)F> dv, = /M <DI"7 Z Z v(®) R «v(kF—2-w) p 4 p2(2k‘—2) [F]> dv,

v=1 w=0

+/ <Df,(—1)k A®) F> dv,
y |
2k—2

:/ <DF, ST PR+ PP [F]> dv, +/ <D1'“,(71)’“ AK) F> dv,
M v=0 M
2k—1

:/ <f, 3 PO F] + PPV [F}> dv, +2/ <F, (=1)*D* A®) F> dv,.
M =0 M

Combining the integrands we conclude the result. O
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Given V; a smooth one-parameter family of connections define Yang-Mills k-flow by
2k—1
9t = — Grad YM(V¢) = (-1)F1D5 AP Fo, + 3 P Ry, + P [Fy ). (YMKf)

v=0

Setting k£ = 0 in (YMkf) and omitting the lower order terms immediately yields Yang-Mills flow,

OV __ *
o = — Dy, Fy,.

For future work it is advantageous to perform a more general analysis of these flows. For k € N set,

k i+1
OR(V) =Y N PETE ), (2.6)
=1

J

T

I|
N

We additionally set Uy = 0. Define generalized Yang-Mills k-flow by

B = (—1)*1D%, AP Py, + U(9y). (gYMKf)

Next we demonstrate the weak ellipticity of generalized Yang-Mills k-flow, which is a result of the gauge

invariance of the Yang-Mills k-energy (cf. Corollary 3.8.8) from which the flow is constructed.

Proposition 2.1.4. Set

Py, : Ap — AY(End E)

(V= (—1D)FIDy AW Fy.

Then @y, is a weakly elliptic operator.

Remark 2.1.5. Note that @y is the highest order term of generalized Yang-Mills k-flow and thus the symbol

of the flow is completely determined by this.

Proof. Let I = (i,)*_; be some multiindex. Given some one-parameter family V; € Ag x Z and appealing

2k+1) o
Vi

to Corollary 2.1.2 for the variation of V,g yields,

% {(@k(vt))fa] = (_1)k% [vpvilil‘“ikikaﬂTOé]

k—1 p
(—1)k vpvhir--ikikDpra + <Z V(i)F * V(k_i_l)F>
1=0

pilil---ikikaOt
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The left hand term is of dominating order and thus determines the symbol, which is given by, for B €
AY(End E),
(0[] (B))} o = (=1 Opiis-iis, (0Bl — 0 Bp)

Lge?

and thus

B

(£5.(3))

rTQ

k
= (—1)%, (H @-5@-5> (& Bl — & Bpa)
s=1
= (—=DMEP* (1EPBL, — &(B,€)5) -
Therefore it follows that

(15,(B),B) = (~)** e (Ie1B - (B, ).

This term is nonnegative by the Cauchy Schwartz inequality. This completes the proof. Let us proceed and
identify the kernel of Lg,k. After changing bases (via rotation and dilation of the space of ) one can take

€ := (6Y)7_,. Evaluating at such ¢ gives that
(1§,(B),B) = (—)"' (1B - B}, B)
Therefore the kernel of the operator

£5,  AY(EndE) —» R

: B (L, (B),B).

is sections B € S(T*M ® End E) of the form B = (5{“B,€a). Thus dim (ker £¢) = dim (End E). O

2.2 Existence and regularity results

2.2.1 Short time existence

We next demonstrate the short time existence of generalized Yang-Mills k-flow. Despite the weak ellipticity

of the operator ®; demonstrated in Proposition 2.1.4, one may construct a ‘moving gauge’ which actively
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shifts the flow to an equivalent parabolic system, thus ensuring short time existence.

The active shift of gauge transformations within the gauge group G is achieved by solving the one-parameter
family of gauge transformations which satisfy the following ordinary differential equation. A one-parameter
family of connections V; and a one-parameter family ¢; of gauge transformations satisfy this flow if
k *
Gt = (-t (A,E )th(vt - Vo)) Sty (2.8)
with the initial condition ¢y := Id. The corresponding parabolic system will be written with respect to the

following operator:

U, (v,V): Ap x Ag — AY(End E) )
W

S(V,9) = (—D)FDE AW By 4 U,(V) + (=1)* Dy AW DE (v - 7).

Definition 2.2.1 ((V, k)-flow). A smooth one-parameter family Vv, with initial condition V satisfies (¥, k)-

flow if

9t = Wy (Ve, Vo).

Lemma 2.2.2. For a fized connection Vo € Ag, Ui(-, Vo) is an elliptic operator.

Proof. The symbol of ¥ will be computed as follows: since the variation of the first term, which is @, was

computed in Proposition 2.1.4, it is sufficient to first consider the variation of the latter quantities. Set

(O (v, ¥))2, = (~1)* (Dv AW D (T - f))ﬁ

po

=\ 8
= (—1)kH! (vpvilil,,_ikikvq (r— F)qa) .

Then set V = Vg, and consider a one-parameter family V;. We differentiate temporally and appeal to Lemma

2.1.1 to observe that there is only one term of highest order (specifically order 2k + 3).

% [(@k (Vt, VO))ga] = (_1)k+1 (vpvilir“ikik quqﬂa) :
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Therefore for B € A'(End E),
(0[Ok](B))pe = (=1)"8,(Di, 0y, -+~ 03,01, 04 By,
and so
£ o k 2k Jé;
(£6.(B) = (-1\gle™€.B)2. (2.9)

Then by combining (2.7) and (2.9) and noting they have the same orders we conclude that

B

(prk(B)) = (prk(B) + L%’“(B)Xja = (_1)k+1|5|2k+235a~

po
So

(1§,(B), B) = (—1)!¢)*+2| B2

Thus (L?I,k()7 -} is either strictly positive definite or negative definite depending on the parity of k. We

conclude that Uy is an elliptic operator and the result follows. O

We now develop some necessary identities regarding the action of gauge transformations on various quantities.
The majority are included within the appendix in the gauge transformations section (§3.8), though the most

relevant will be stated here.

Remark 2.2.3. For ¢ € S(Gg) and V € Ag, set
Let w € AP(End F). With this notation, the action of ¢ on A is given by

S[A] (W) =TT A (s[w]) = Ag(s [w]).

Additionally an analogous statement of Lemma 3.8.7 applies where A replaces V,
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To understand the intuition behind the proof of short time existence of the flow, we recall its primary
inspiration and most basic case (Yang-Mills flow, k£ = 0) given in ([DK90], pp. 233-235), though we have
simplified the strategy. The short time existence is not immediately clear since Yang-Mills flow itself fails
to be parabolic due to the infinite-dimensional gauge symmetry group. One correctly expects, given a
solution V4, that its the geometric content should be preserved in its projection [V within Ag/Gg, the
space of connections modulo gauge transformation. One chooses another family within [V,;] which is not
gauge invariant but moves smoothly and transversely to the action of the gauge group. This ensures that
the degeneracy is removed and thus the family is parabolic and so exists for short time. This new flow can

be represented uniquely by a family of gauge transformations ¢; applied to the initial flow.

Before continuing we define a notational convention which will condense more complicated terms produced

from the lower order terms in differentation.

|L]
3

Definition 2.2.4 (Partition strings). Let L := (;);_, denote some multiindex, P,(L) denote the partition

strings of L, that is, the collection of multiindices of length r» < |L| which contains entries ordered with

respect to L,
Pr(L) :={(ls,)p=1 : 50 € [1,m], 8, < Sp41} -
For example,
Pr(L) =A{(s):s€[l,m]NN} and Po(L) = {(ls,,1s,) : 51,52 € [L,m] NN, 51 < s2}.

Given P € P,.(L) of the form P := (I,,)_; we let P® denote the complimentary string, where P¢ € P,,_,.(L)

and, roughly speaking as sets, (P UP¢) = L.

We next define the following operator which is formulated for notational convenience. Its construction is

motivated by the following Lemma 2.2.5, and is purely a technical quantity in terms of the lower order
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objects. This is utilized in in demonstrating uniqueness of the flow.

ag : S(QE) X .AEQ — S(EndE),

(6, v, ) = VB (Dy (D =T) +¢7<? AW v, ((¢THT) (Dys)Sa

_|_gij§f A(k) (gfl)z A (g)i (210)
.. k . . kil
+9”<§< 9”“) > (ve(sTH) (VPG(A) (C)i)'
=0 r=1PeP,(L)
Lemma 2.2.5. Let V,V € Ag and s € S(Gg). The following equality holds
(A(k) (D% (T — f))) c=—AFY ¢ty (6,[V],V). (2.11)

Remark 2.2.6. The equality given in (2.11) is the key to establishing uniqueness of the generalized Yang-
Mills k-flow by establishing the correspondence between this flow and the (¥, k)-flow. This relationship lies
in this miraculous ‘dictionary’ equality between the flows. On the left side of (2.11) is an algebraic interaction
of tensors on the gauge transformation. On the right is an act of differentiation of the gauge transformation

plus lower order terms.

Proof. First an expression for the difference of the connection coefficient matrices I' and T’ with respect
to Iy will be attained through first forming ‘c-conjugations’ of I' and the coordinate expansion of T'([g

(Lemma 3.8.2).

Do = Tio = LEG ()% - T

P T @ 1
_ _ _ =B
= (D)) (s™HL = <5 (H50:<)) (N2 — Tpyy

— — =8
=6 (Caep) = (70(0:6)) (92 = T
Using one more identity,

(De9]9)in = 0ish + (Tg91)5555 — (Tfo))2ass
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one sees that

=B — T T - 7
Fiﬁa - Fia = g(ISB ((( [v])f’y - (< 1)2 ((DC[V]g)lefy - (FC[V])?‘rgy + CE(FC[V])Z’Y)) (§ l)l - Fia
— T ¢
= (=3 (Do)t = (Cgo)fes]) = (HIT5?) (7102

_ =8
= (D)5, (s THL+ (Tee))in — Trae

We apply this to the following computation.

ABDYT =T)Jsh = (s7') [AW Dy = T) | <4
_ . - =B
= —(c79) [6® D3 (Do)}, (13 = (Cage)ls + o) <2

=~ [(2) WDy (<<*1>?<D<m<>§6)} <

= =< (A )(k)Dg[ 9] (( 1)Z(Dg[v]§)g) + CE [(A<)(k)Dz[V] (g [(Fg[v])g‘ _f;}>:|T1 ’

Expanding the left side term

(80 [Die) (67 Dgor9)]|
=~ ()P (s [9); [T (Dypers)a]
= g7 (A)® [ 19D [ ()] (Pepma + (T 17D [ TDOIS]
=~ [9720® |19 [ (] @amelial ], — 9729 (TN DO, -

We further expand the term on the right, with the intent of drawing out the ¢~! term. Using Lemma 3.8.9

applied to ¢~ € S(Gg) we have

k k—1
- (ng) > (€ 9p™?) (€ Phpe (2O 1S
=0 r=1PeP,(L) Ty
Therefore
A8 (D30 =T)7) 63 = ~(AFH9] + (anls,< 7). V)2,
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B

[

where ay, (5,5 [V], V). = & (T4 + To + T3 + Ty)7,. Note that ay (s,s[V], V) is lower order than (A¢)*+Yg.

The result follows. O

We now demonstrate the short time existence and uniqueness of the flow.

Proposition 2.2.7. Let (E,h) — (M™,g) be a vector bundle over a compact manifold. Given some metric
compatible connection Vo on E, there exists some € > 0 such that the generalized Yang-Mills k-flow with

initial condition Vo has a unique solution Vy for t € [0,¢).

Proof. We first prove existence and then uniqueness. Let Vo € Ag and consider the following two flows.

First, a one-parameter family of connections V; over Z given by

P = Uy(Vy, Vo)

k t; VO
o (2.12)
Vilieg = Vo.

Next, a flow of gauge transformations ¢; over Z satisfying
%t = (—1)"1 (A® DT, —Ty))
t\Lt 0)) st

ot (2.13)

So =1d.

Existence. Consider the flow V; with initial condition V. Since ¥ is an elliptic operator by Lemma 2.2.2,
a solution V; to the parabolic system (2.12), the (U, k)-flow, exists on some ¢ € [0, €) for € > 0. Choose the
unique solution ¢; to the system (2.13) and consider ¢;Vv,. This is a solution to the generalized Yang-Mills

k-system with initial condition Vg as seen through the following computation which utilizes (3.83),

()" = (Do () + (DR
= (=DM Dy ((HFA)W (DT = To)2) <§) + (=D (s (D4 (20 M Fo)i,)
+ (=D OR()) — (Do) (A)® (D3 (T = To)¢) o5

= (1 (D (2P E) .+ Ol [

T

Therefore ¢, [V,] is a solution to the generalized Yang-Mills k-system. The first result follows.

Uniqueness. Suppose that V( is some connection with two solutions V; and V; to the generalized Yang-Mills
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k-flow. Let o; be the solution to the following system of gauge transformations over Z:

9ot — (1) (Ay,)*HV g + (—1)kag(0, V4, Vo)

00 =1d.

Similarly let g, be the solution to the following flow over Z:

g, _ o
5 = (_1)k(AEt)UH1)Qt + (=1)*ax. (2, V1, Vo)
EO = Id .

These are strictly parabolic and lower order hence the solutions exists for all time. The next task is to verify

that with the initial condition Vg, the one-parameter family (o; ') [V,] is a solution to (2.12). Observe that

by the equivalence demonstrated by Lemma 2.2.5,

(%)” = 020 (D sy (@) -T)) b

With this in mind and utilizing the expression for the derivative of a gauge acting on a connection (3.83),

8
o((e~)1v] - v
( (gat )> = (Do) (5003 + 6] T3 (071

(D) (85075 + 0 (-0 D3 (A) By +05u(9)) (o)

i
= (1D s ((Be)® (Do (DI -T)))

* B - B
+ (‘UkHD(g—l)[v](Agfl)(k) (Flo-1y91) 5, + (Or((o D))
This is precisely ¥ ((o; ') [V¢], Vo). The computation could be done identically with (g; ') [V;] instead,
giving that (g; ') [V] and (o; ) [V4] are both solutions to the flow (2.12) with the same initial condition.
Since solutions to the flow (2.12) are unique, (o; *)[V¢] = (2; ') [V¢]. Hence g; and g, must satisfy the
flow (2.13), but since this is a linear ordinary differential equation (2.13) on a compact manifold with no

boundary, ¢+ = p,, which implies that vV, = V,;. Therefore uniqueness follows, and the proof is complete. [
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2.2.2 Smoothing estimates

In this section our goal is to compute, assuming a supremal bound on |Fy, |, the associated local bounds on

the L? norms of covariant derivatives of Fy,. To accomplish this we first compute variational identities.

Lemma 2.2.8. Suppose Vy is solution to generalized Yang-Mills k-flow. For £ € N the following holds,

042k
2 [vOF = (-0F oY [0, | + P IRy ]+ Z POFy,]
(2.14)
k 1 k 1
s (0+2i+4— 2]) as (0+2i+2— 23)
+2 D P [Fo ]+ P [Fo,),
i=1 j=2 =1 j=2
and for £ =0,
5 kit
Fy k k k 2i+4—25
st = ()P APV Fo, 4+ PP [Fy )+ PPV [Fo ]+ 30 Y PR (R, ). (2.15)
i=1 j=2

Proof. To vary Fy,, we differentiate and then apply the Bochner formula (Proposition 3.7.1) to obtain

9 — pr
= D((=1)*'D* A®) F 4 5,(V))
= (=) Ap ABF 4 D(UL(V))

= (=) AFTD Py (1) Rm +F) « (AP F) + D(UL(V))

k i+1
— (_1)k+1 A(k-{-l) F+ P]_(Zk) [F] +P2(2k‘) [F] + ZZPJZZ+472J [F]
=1 j=2

To vary VEZ)FW we apply (2.1.2) and then insert the equation of generalized Yang-Mills k-flow,

-1
v IE — yOpp 4+ (v(i)l'“ x v“‘i‘l)F)
=0

- (5D (apotor 2 )

/—

1

+ |3 (v (-0 D AR P4 By(9)] £ vEF)

1
i=0 Ts
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We manipulate T} first. Using the Bochner formula (Proposition 3.7.1) to decompose the first quantity,

Tl = (_1)k)+1v(z) AD A(k?)F_’_ V(Z)Dzjk(v)

—v® [A(k“)F] +v® [(Rm +F) x v(2k>F] + VD [0(V)]

4 k i+l
—v® [A(kH)F} 4 Zpl(zk+q) [F] + P2(2k+e) [F] + Z ZPJ‘(H%H_%) IF].
q=0 i=1j=2
Using Corollary 3.7.6 yields
0—1 2k+1
v® {Awmp} = (kA gOp L33 (v<v+j> [Rm +F] * (v<e—v+2k—j>F))
v=0 j=0

0+2k
— (—1)* A+ B [V(Z)F} i Z P1(S) IF] +P2(£+2k) IF].
s=0

Which gives that

£+2k ¢
T = (=1)% A+D [V(E)F} n Z Pl(s) IF] +P2(Z+2k) ] + Zpl(2k+q) 7]
s=0 q=0
koitl A ‘
+ Z Z P]'(€+2'L+472]) [F]
i=1 j=2

Next we manipulate T5,

~

-1

=Y (v ((-)*'D* 40 F 4 04(v)) + 7¢I F)
i=0
£—1 ‘ ‘ k vtl o .
_ (v(z+2k+1)F) " (V(Z—Z—I)F) + Z Z P](2v+3—23+1) [F] % (v(é—z—l)F)
i=0 v=1j=2
k v+1
2k4£ £420+42—2j
= PO+ Y (ijl v+2-2j) [F]).
v=1j=2
Combining 77 and T5 yields the result. O

We next begin the discussion of our local smoothing estimates. While the inclusion of a bump function forces
the computations to be significantly more involved, they are highly necessary. During the blowup analysis in
Proposition 2.2.23, while working within a coordinate chart, we will require these local estimates to address

that the domains of the connections under consideration are restricted to open subsets of R"™.

Definition 2.2.9. Let B := {n € C*(M) : 0 <n < 1}, that is, the family of ‘bump’ functions. Let £ € N
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and set, for a given V € Ag,
¢
) ._ va) H ,
5 qgo M| ean

We first prove the following lemma, which will be essential in the manipulations of Lemma 2.2.11. This is a
technical result demonstrating how to shift derivatives within the integrands terms which will be commonly
featured. This relies primarily on integration by parts while taking the interaction of the bump function into

account.

Lemma 2.2.10. Let p,q,7,s € N, V € Ag and n € B. Then if s € N\{1},

r—1
[ (P Fa P () v, < 3200 [ (P ) P ) gt
M j=0 M (2.16)

+ / (Pf”” [F] + P [F}) e dv,.
M

Proof. The proof follows by induction on r. For the base case, observe that by integration by parts,

/M (P (F]+ PLD [F]) v, < 50 /M (P [F]« PO [F]) *~ v,
+ / (Pl(”+ U [F] « P@ [F}) e dv,.
M

The base case follows, now we assume the induction hypothesis (2.16) holds for . Then by instead applying

the identity with p replaced by p + 1 and ¢,

[ (P e P ) avy < [ (P ) P ) a,
M M
+45) /M (Pf” [F]  Pat) [F]) n* v,
_ /M (P (]« PO [F]) mia,,

+ ngll) /M <P1(P+j) [F] * Pl(Q+(T_j)) [F]) nsfld‘/g.
7=0

The result follows. O

Lemma 2.2.11. Let £ € N, n € B, and suppose Vi a solution to generalized Yang-Mills k-flow over T with

supxz |Fv,| < 0o. Set ¢ := Vie)th and choose K > max {supy;z |Fv,|,1}. Then for s > 2(k+{+ 1)
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there exists C := C (dim M,Rank E, k, S,E,g,j%ﬁ)> such that
s s k+1
e B2y <~ (800l 22 ary + CE™ 2| Fo, |72y 50

Proof. We differentiate ||n®/2¢,||2, using the variation computation in Lemma 2.2.8,

4 UM 773|@2dvg] = /M2<% [¥],7°0) dV,
= [(—1)’“2/M <A(k+”%nssﬂ> dVg]T1 + UM <P2(Mk) [F] ,nsw> dVg}

[e+2k

+ 13 [ (PR )y,
M
L ¢g=0

T

Ts
[k i+l ,
+2i4+4—25 s
+ ZZ/M<P]»( DF) <p>dVg
i=1 j=2

Ty

k +1
042i+4+2—25 .
¥ §:§:</MP§:1 + ”[F1,w>dvg
i=1 j=2

Ts

We address each labelled term separately. Note that the analysis of the constraint on s contributed by each

term requires two main considerations. Let a, 3,(,r € N and (z'j);:l be some multiindex. First, an appli-

cation of Corollary 3.6.5 requires that, if applied to Hna/QV(va ‘ ’, we must have o > 28. The application

of Lemma 3.7.4 requires that to estimate [,, n®v(Fy ... v FydV, with > j=11j = 2¢, then a > 2(. The

constant C' € R to appear in the following manipulations will be updated, increasing through computations.

We manipulate 77 using Lemma 3.7.4 to shift vV across the inner product.
(—1)’“2/ <A(k+1)<p7nsgo> vy,
M

2k—2 gq
_ _2/ <v(k+1)% v (k+1) [775<P]> v, + < >y (v(w) [Rm +F] * V(Qk’%w)@) ’<P>
M

qg=1 w=0

[_2/ <v(k+1)% g (k+1) [775%0]>qu} + [/ (P3(2k72+22) [F]) nstg}
M T11 M

20—2

> [, () ray

T

T2

+

T3

We address each term above separately. For 771, we differentiate, resulting in a summation, draw out one
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term to ‘absorb’ the others and address the rest of the indices.

k+1
T = —22/ v [n°] % <V(k+1*j)<p, V(k+1)<p> av,
j=0"M

k+1
< —2||773/2V(k+1)<p||%2 + Z <]7(7k+1)/ NI <v(k+1—j)(p,v(k+1)(p> dVg) _
M

j=1

We manipulate each term in the summation on the right, first by a weighted Holder’s inequality and then

applying Corollary 3.6.5,

]%k+1>/ ns_j<v(k+1_j)<p7v(k+l)<p> av,
M

2 ) . 2
”S/Qv(kﬂ)@HLz . Hn(s’r“”/z‘v(’““’%‘

Se‘

L2

2 _ T
. ns/ZV(kJrl)saHLz+CH77(372J)/2V(16+1+Z7J)F

L2

2 e 2
<e ns/Qv(kJrl)wHLz Te n(5*21+23)/2v(’“““)F"LZ +C||F|32

,n>0

2
< 2¢ nS/QV(k+1)<,0HL2 +C ||F||iZ,n>0'

Therefore we conclude, by summing over all terms,

2
T < —2‘ nS/QV(’““)wHL? + (k+1) (2e

S 2
n /2v(k+1)<pH +C ||F||L27,7>0)

2
S 2
0 /QV(M)@HLQ + O |IF[F 2,50 -

< (=24 2e(k + 1)) ’

T1; bump function constraints. Now we analyze the maximum power of the bump function in this
setting. Corollary 3.6.5 requires that s —2j > 2(k+ 1+ ¢ — j), namely s > 2(k + 1+ ¢). There are no other

constraints on the bump function.

Next we estimate T2 by applying Lemma 3.6.6 and then Corollary 3.6.5.

Tys < / (PP2520 1) mav,
M

S Qer-1+0K (||778/2V(k71)¢||%2 A HFH%vaO)
— CK <|‘ns/2v(k+é+1—2)F||%2 + |\F\|2L2,n>0)
< e||n(s+2)/2V(k+1)4p||QLz + CK?||F||3»

,n>0

< elln*2vE Vol Le + CK?||F[72 50-
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T12 bump function constraints. The application of Lemma 3.6.6 and Corollary 3.6.5 require that

s> 2(k —1+¢), giving the restraint here.

Next we estimate Ti3. We divide up the summation into cases when the index ¢ is either odd or even and

apply Lemma 2.2.10 to ‘balance out’ the order of the connection application across terms,

20—3

Tiz = / (PR mrav, + > / (P 1Y) nav,

q: q€2NU{O} q:q€2N—1

/ <P2(2k+q) [F]) jgl)nsfldvg

q:q€2NU{0} M

20—2

Ti3,E

263 k+q 2k+gq
f| X [ (AN )

q:q€2N—-1

T13,0

For each index ¢ of T13 g we apply Lemma 3.6.6 and then Corollary 3.6.5, noting that we maximize ¢ at

2¢ — 2 to obtain the final line,

2k s— s— 44
| (PO 004, < Qo) (120D 4 1P 0

= C (lInt 02U+l 2, 1|32 0 )
2

+C||FIIZ
L2

2
o||., +CIFIE:

s—1+20—q
<elln 2 vy

,n>0

s—1420—(20—2)
<e I E— V(k+l)

;n>0

2
_ st (k1 2
= e|[nF v E 0G|+ Ol 0

2
s (k+1 2
<ellpiv®t )<PHL2 + ClIFIZz 50-

Therefore we conclude that

T35 < Le (‘

s/2g (k+1) H >+C|F|L2n>0.

T13 g bump function constraints. The application of Lemma 3.6.6 and Corollary 3.6.5 require that

s — 1> 2k + g, which is at worst when ¢ is maximized (¢ = 2¢ — 2). Thus s > 2(k + ¢) — 1.

Next we address T13,0. For each term in the summation we apply Holder’s inequality followed by an
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application of Lemma 3.6.6 to each term, then lastly and application of Corollary 3.6.5.

[2kta] [ 25 |
/ (P1 1)« P [F]) pav,
2k+q 2k+q
<t [ AV Epav [ PP gy,
M M
3Q(2, 2884 ) ((

* 29 2) (‘

<l

2k+q

2
s/2 2
/2w (%5 J)FHLQJFHF”L?,WO)

IN

2k+q

2
s/2 2
/2y (1% W)FHL2+|F|L2M>O>

ns/zv(kHH—(z—LgJ))F’ ‘; n ‘

2
ns/zv(k+1+£—(f—f%1))FH > +C||F||2
L2

n>0
9 2
s+(e-141) (=141
<elln = vEll tellpT = vE el 4 CYIFIZe s
L2 L
9 2
e (e-3) e (1))
<ellp—=z vty +ellpT =z vty +C||F||2L2,n>0
L2 L2

< 2¢

2
5/2 (k+1 2
/29 )FHL2 +CIF|[72 50 -

T13,0 bump function constraints. The applications of both Lemma 3.6.6 and Corollary 3.6.5 require
that s > 2 (k+ [Z]). We note that ¢ < 2¢ — 3, so we conclude that s > 2 (k+¢—[3]) = 2(k+(—1).

Therefore we conclude that

2
Ty < (<2+e(540) |[r/2v® || +CoK?(IPIE

n>0"

T, bump function constraints. Based on the above computations we conclude the cumulative constraint

across all subterms Ty; that s > 2 (k+ ¢+ 1).
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For T; we apply Lemma 3.6.6 and then Corollary 3.6.5,

142k s
7= [ (B ree) v,
M
{42k s
= [ (B ) av,
M
/2 (o (k+0) 2 2
< Q@+ K (‘ n* (V F) HL2 + ||F||L2,77>0>
2
~ CK (\ p /2 (v |+ ||F|%z,n>o)

2
€ n(erl)/2v(k+1)soHL2 +CK2HF||%2,7;>O

2
<e nS/QV(k+1)@"L2+CK2HF||%2J]>O‘

T2 bump function constraints. For the application of Lemma 3.6.6 and Corollary 3.6.5 we required

s> 20+ k).

For T3 we divide up terms between an even and odd number of derivatives and have, via

integration by parts and collecting up derivatives of 1 accordingly, noting that s > k + ¢ > {%‘g}

0+2k

T3 = Z / (q) 1, n <p> avy
- Z/ qH nstg

2k+£—1

q:q+£€2N q:q+¢€2N—-1
2k+-£ 2k+4—1

IN

q:q+0€2N q:q+0€2N—-1

Ts.E

3y / PWH AV + Yy / PyHOF nstg

> <”/< SR L I I A G

el *Pl(“;ﬂ)[F]> v,

For T3  we have that by Lemma 3.6.6 and then Corollary 3.6.5, noting that since ¢ < 2k + ¢, then we have

that k + &4 9 > (, each term of the summation becomes

s— s— 3
el / (B 21E)) 7V, < Qo agey (I~ 9UFV PG + 1Pl 50)
M

= C (|- 0/2e = (D) B2, 4 ([FI 00

s £t—q
< e||nt (s+ht 53 2t o|2, + C|IF|3 >0

< elln*2vF |3, + ClF|[72 -
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T3 g bump function constraints. The applications of Lemma 3.6.6 and Corollary 3.6.5 required s >
g + ¢ + 1. Maximizing the right side of the inequality with respect to ¢ we conclude that s > 2 (k + ¢) + 1.
For the second term we manipulate with Hoélder’s inequality, apply Lemma 3.6.6 and then Corollary 3.6.5,

noting that since ¢ < 2k + ¢ — 1, then we have that [‘%ﬁ <k+/{, 50

[ (P Dy P ) ra,

< [ (A v, [ (R )y,

520 (| 2L s/20 ([ LLL
< Qe agey (In?TCEDFIa 4 111 0) + Qe pageyy (10729 TFVFI: + 1111310
s _ ekt s _ ekt
:CHU /2v(k+5+1 (k++1—- 43 J))FHQL? +C||F||2L2,77>0+C||7’ /2v(k+£+1 (k+He+1-[43 ]))FH%2

< el AN GG |13, 4 C|F| 2 0 + el It L D29 (D0 2,

< 2¢||n* 29" D g| |3, + C||F|[32 -

We explain the manipulation of the bump function power from the second to last line. Note here that since
the maximum value of ¢ is 2k + ¢ — 1, then we have k+ ¢+ 1 — (qTM} > 1, which implies that the powers of

7 are always larger than s.

T30 bump function constraint. The applications of Lemma 3.6.6 and then Corollary 3.6.5 require that
s> [qTH]. Maximizing ¢ at the value 2k + ¢ — 1, we have s > 2(k + £).

We thus conclude that

Ty < 3e||ln*/? v+ o3, + C||F||2L2,n>0-

T3 bump function constraint. We combine the cumulative lower bounds of T3 p and T3 o with the

constraint that s > 2(k + £).
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For T, we apply Lemma 3.6.6 and then Corollary 3.6.5.

k i+1

Ty=Y %" / (Pﬁﬂ””“‘%[F]) n*dv,

i=1 j=2"M
koitl

< Z Z Qjs1,e41—p K77 (HWS/QV(HHI_j)FH%? + ||F||i2,n>0)
i=1 j=2
k i+1

- Z Z CKIi—1! (||n5/2v(k+l+17(k+jfi))p||%2 4 ‘|F|‘%2m>0>
i=1 j=2
koitl

< SOS eflyHEHD2GEDG|2, 4 CRAD|F|Ra
i=1 j=2

< M el 29 B 0|2, + CK(| P[22 ,50-

Note that the second to last line results from the fact that we must consider the minimizing bump function
power by implementing the bounds on ¢ and j: with k—i+j > k — k+ 2 = 2, and thus the lowest power of

7 is s + 2, strictly greater than s.

T4 bump function constraint. For the application of Lemma 3.6.6 and Corollary 3.6.5 we require
$>2(+1i4+1—j). The right hand side of this inequality is maximized when ¢ = k and j = 2, that is when
s>2(k+¢-1).

For T5 we apply Lemma 3.6.6 and then Corollary 3.6.5,

k i+1
20+2i4+2—275 S
<> /M (PEE-)]) yrav,

i=1 j=2
k itl ‘ A )

< Z Z Qjt2,0+it1—5) K’ <||778/2V(£+l+17j)F|\%2 + |‘F||2L2,n>0>
i=1 j=2
koitl o

e < (||ns/2v(’f“““’“"“”F|Iiz + HFH2L2,77>0)
i=1 j=2
koid1 o ]

<SS (cllnH DG, 4 CR||F| )
i=1 j=2
k i+l .

<SON (A 2v Vgl + CKP| s 0 )
i=1 j=2

< MER ||/ 2v D] 32 + CR* 2| F| [z -
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Note that the second to last line results from the fact that we must consider the minimizing bump function

power by implementing the bounds on ¢ and j, as done for T previously.

Ts bump function constraint. The application of Lemma 3.6.6 and Corollary 3.6.5 require s > 2 (¢ +i + 1 — j).
Using the bounds on the ¢ and j the right side is maximized when ¢ = k£ and 5 = 2, that is, when

s>2(k+0-1).

‘ Final estimate. ‘NOW we combine everything. Summing up the T; estimates and combining the constraints

on s we conclude that

5
= U |90|2775/2dVg} <>T
M i=1

2
< -2 ‘ ns/Qv(’f+1)<pHL2 + (k(k+1)+£4+9)¢

2
s 2
R (e s

n>0"

where s > 2(k + £+ 1). Taking € = (k(k + 1) + £+ 9)"" yields the desired result. O

Remark 2.2.12. The bounds on [v® Rm| for i € [0,4,] NN (where i, is an index dependent on its
subscripts) contribute to the coefficient C' in the above estimates, though these are undisplayed and incor-
porated into the Pv(w) notation. In the later blowup analysis (Proposition 2.2.23), although the manifold M
is changing, the bounds on Rm are actually decreasing since the base manifold is tending toward R™ in the

blowup sequence.

Theorem 2.2.13. Let g € N, n € B, and suppose V. is a solution to generalized Yang-Mills k-flow on T with
sup«z |Fv,| < 00. Choose s > (k+q+1) and K > max{sup,;.z |Fv,|,1}. Then fort € [0,T) C T with
T < K—264Y) there exists C, =0y (dim M,Rank E, k, s, q7g,j7(75)) € R<g, such that the following estimates
hold.

nstQ)FVt

Proof. Set g :=1, and let {ag}z;é C R be coefficients to be determined. Then set

< C t*%ﬂ F 2 . 2].7
2o = 71 (EJH:/P)H Vt||L2(M),T]>0> ( )

2
nSvE(’““)”Fm

q
O(t) =Y ot ‘
{=0

L2
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Then differentiating, reindexing and applying Lemma 2.2.11 yields

q q
= 3 tagt T OO By (2, 4 3 gt 4 [Hnsv((kﬂ)e)pvt”%Z]
4 £=0
q

—

< ((f‘*‘ 1)a€+1t2||7ISV((kH)(H1))th||2L2)

£=0
q
+ Z (Oégte (— ‘ n°®

£=0

2
2
(vrnem )|+ o2 R, |L2m>0>>

= —tq

n° (v((k+1)(qu1 )

qg—1
+Z apr(£+1) _az)tz (v((k+1)(é+1))FVt>
£=0

L2

q
+ ORI S |1 Fa i 50
£=0

Using the initial condition oy = 1, we choose constants satisfying the recursion relation

OzeJrl(f + 1) —ay <0,

so in particular, we choose constants which satisfy ay > %: Then incorporating the fact that t is bounded

above by K~2(**1) and choosing C(y41y, > C(31_ o),

(gf = OK(+Y ZO‘E#HFWHL? n>0 = C(kJrl)qK2 k+1)||FVtHL2
=0

,n>0

integrating both sides with respect to the temporal variable yields that

t
B(t) — B(0) < C<k+1>qK2(’““>/O |Ev, 122,50 dT

therefore

t¢1||nsv((k+1)(I)th||%2 < C(k+1)th—2(k+1) ( S[up i ||th||L2 n>0> + &(0)
te|o,

< Clrt1)g (tes[%%“} |th|%2,,,>0> + @ 1Fooll 2 50 -

We conclude

v DDy |13, < Clit1)qt ™ ( sup |FVt|%2m>0> :
te[0,T

To complete the proof we consider remaining derivative types (that is, ||n*v((FFDEHw) Fo (12, where m €
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NU {0} and w € [1,k] NN). We observe that by Corollary 3.6.5 combined with the fact that T' < 1, then

9 2
Hv((kJrl)éer)th HL2 < ellv@nern g HL2 + C. Hth||2L27,7>0

- —— 2
< Clrgryeant 1 (Su% ||va,||%2,n>o> + Ct™ | Fo |72 50

)

B+ (E+D+w

< Csup |Fo, |72 50t D
[0,T) '
We have established the inequality for all ¢ € N, and the result follows. O

Corollary 2.2.14. Suppose V; is a solution to generalized Yang-Mills k-flow on [0,7] and n € B. Set
7 = min{7,1} and K > supy;yjo 7 |Fv,|. Then for s,t € N with s > (k + €+ 1) there ezists Q =
Qr (K,s,f,g%s),RankE,g,dim M, 7") € Ry such that

2
n*v® Fv;’ g@( sup )|th||§2(M),n>0>. (2.18)

sup
M Mx[0,7

Remark 2.2.15. Note that the corollary results have no dependency on the initial connection V.

Proof. By the smoothing estimates of Theorem 2.2.13 we have that

14
s;{pnnsv;)vaniz <Qc sup [[Fy,|[32 0

x[0,7

Since |7°V® F|? is a real valued function on M x [0,00), and any j > 5, we use Kato’s Inequality combined
with the second Sobolev Imbedding Theorem, which gives that HJ2 C C%, yielding the Sobolev constant S,

so that

J J
VO] <8319 (I o) e <S¢ Y Iy 98 P lpe.
w=0

sup
M w=0

Therefore, combining the two above inequalities,

J

Op |? > 2
sup [n°VZ'Fy. | <S E Cl4w sup ||Fy, <S ( max C w) sup ||Fv,]||7: .
i Y fe [o,f)H vellzza>0 “\welogin M><[077’—)|| lliea>o
Setting Q¢ := Sy (maxw€[07j]mN Ce+w), the result follows. O

Corollary 2.2.16. Suppose V; is a solution to generalized Yang-Mills k-flow on [0,T) for T € [0,00) and
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that n € B. Furthermore suppose that

maX{SUp HFVtHLZ(M) » SUp |FVt|L°°(M)} < K € [1,00).
[0,7) [0,7)

Then fort € [0,T), s, € N with s > 2(k + £ + 1) there, exists some
Qr = Oy (vO,T, K, Y, s,g,Rank(E),dim(M),],(f)) € Rog
such that
2
< Qe

sup [n* i Fy,

Mx[0,T)

T

Proof. Since V; exists and is smooth on the compact interval [O, 5] over M, which is also compact, then for

each ¢ € N there exists a constant By > 0 dependent on V such that

2
nSVEZ)FVt

sup < Bqy.

0.7]

Let 7 := min{m, %} Then if we consider any time ¢ > % we can consider the estimate given on the
interval [t — 7,t] by applying Corollary 2.2.14 to obtain a local pointwise bound. However, since this bound
is independent of each ¢ (only relying on the time %), then we in fact have a uniform bound over [%,T).

Taking the maximum of this and By we achieve the desired result. O

2.2.3 Long time existence obstruction

We first prove two general lemmas which are in fact independent of the flow. The first is a completely general

manipulation, and the second only relies on the bounds on |V£K)F v, | for £ € N for a given solution V; over Z.

Lemma 2.2.17. Let V,V € Ag and set T :=V — V. Then for all { in some tensor product of TM, E, and

their corresponding duals,
TO=vO L]+ > Y (PO 11 P [€))
i=0

901+ 30 (P PV ).
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Proof. The first summation follows simply from direct computation, so we address the second. Note that

any quantity in P [T] has the form

P Y] = Z VO[] % v ) 1]
r1++ry=v

Then replacing Vv =V + T yields

P = Z VO[] % - v ) [7)
r1++ry=v

= D (THTHO X5 (V4 To) ) [0]

ri4-+ry=v

S (S5 (P, m)) e (S5 (0, m))

r1++rw=v \q=0 p=0 q=0p=0

The result follows. O

For the following proof, given V; a one-parameter family over [0,T") for some T < oo, and set

s
Ts = / aavtt dt.
0

Note that for all s < T, we have Y5 = V4 — V.

Proposition 2.2.18. Let V; be a solution to generalized Yang-Mills k-flow over [0,T) for some T < oo.

Suppose further that for all £ € N there exists Cy € R such that

sup ‘V ]
M x[0,T)
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Then lim;_,7 V; =: V7 exists and is smooth.

Proof. We first demonstrate that V1 as defined above exists in C°(M). For all s < T we have

IT,| = ‘/ Oavtfdt‘ < TCo. (2.19)
0

This implies, since Vg is continuous, that V is continuous.

Next we demonstrate smoothness of V1. The proof proceeds by induction on the ¢ € N satisfying ‘V TT]‘

0. Let s < T. For the base case,

Vo Yl =] vo[%2] dt\

[z 9)
< [ (ou%) + o 5] a

=Tk (%

where C' = C' (dim M, Rank F) € R>(. Applying this to the above computations,

2 [‘rs]|§/ (19 [22]| + CIT4| |222]) dt < TC) + CTCR < oo

Since T, is continuous and the bound above is uniform across s € [0,T) then |V [Y]| < oo, completing the

proof of the base case.

Now let £ € N and suppose the induction hypothesis is satisfied for {1,...,¢ — 1}. Expanding V( ) [Ts] and

applying Lemma 2.2.17,

¢ .7 s
vm]:/o v (23] at
-1 J

:/0 ( 01— *P(J 2 [85;]) dt.
7=0 =0

Where here the derivatives within P are taken with respect to V;. Taking the norm of the quantities gives,

for C' > 0,
s -1 J
4 14 t % .
o (] = [ {70 1354+ 230 (PO e« PP 25]) |
7=0 =0
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Each term is bounded by assumption, and in particular, all terms on the right are bounded by the induction

hypothesis, Vée) [Ts]| < co. Since our choice of bounds are uniform for all ¢ € [0,7") and Y is continuous,

it follows that ’Vée) [TT]‘ < 00, so the induction hypothesis is satisfied by ¢. Thus Tp is smooth, so since
TT = lim Tt = lim (FO — Ft) = FO — lim Ft,
t—T t—T t—=T
then V; may be extended to Vp := lim;_,7 V¢, which is smooth. The result follows. O

Using the previous results we demonstrate that the only obstruction to long time existence of the flow is a

lack of supremal bound on the curvature tensor.

Theorem 2.2.19. Suppose V; is a solution to generalized Yang-Mills k-flow for some maximal T < oo.

Then sup sy o0,1y [Fv,| = o0.

Proof. Suppose to the contrary that sup,, o7y [Fv,| < K < oo. Then by Corollary 2.2.16 for all ¢ € [0,7)
and ¢ € N, we have sup,, |V¥) Fy,| is uniformly bounded and so by Proposition 2.2.18, vy := lim;_,7 V;
exists and is a smooth solution to generalized Yang-Mills k-flow for such ¢t. However, by Proposition 2.2.7,
there exists € > 0 such that V; exists over the extended temporal domain [0,T + €), which contradicts the

assumption that 7" was maximal. Thus sup,;. (0,1 |Fy,| = oo, and the result follows. O

2.2.4 Blowup analysis

We now address the possibility of Yang-Mills k-flow singularities given no bound on the spatial supremum of
curvature. To do so we require the Coulomb gauge theorem of Uhlenbeck [Uhl82a] (located in the Appendix,
cf. Theorem 3.8.12). For our setting we will need to extend this choice of gauges over a large region- this
will be accomplished via the gauge patching theorem (located in the Appendix, Theorem 3.8.13). Now we
establish some preliminary scaling laws of Yang-Mills k-flow, and discuss the effect that this scaling has on

the generalized flow, which will be key in the proceeding blowup analysis argument.

Lemma 2.2.20. Suppose V; is a solution to Yang-Mills k-flow with local coefficient matrices I'y. Define the

one-parameter family V7 with coefficient matrices given by
FZ\((L') = /\I‘/\2<k+1>t()\x). (220)

Then V3 is also a solution to Yang-Mills k-flow.
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Proof. Using the scaling as in (2.20) we set F}' := vx and D} = Dga. Then we insert V7 into the

Yang-Mills k-flow equation. First, we take the temporal derivative.

0y _ OTY _ \2k+30T, _ \2k+30v,
ot~ o ot ot

Thus the desired scaling law holds through the Yang-Mills k-flow equation. O

Remark 2.2.21. Now we compare this to the scaling of Grad Y M. If we revisit the proof of Proposition
2.1.3, rather than commute connections and perform integration by parts (in order to get clean Laplacian

pairings), if we instead just directly integrate by parts, one confirms that
2k+1 2k—1
Crad VM (V) = PRV [Fo )+ PR [F

where here Pv(u_) p Dotation is that of Definition 1.4 with the added constraint that the quantities are written

entirely in terms of derivatives of Fy. Thus,
Grad Y M, (v}) = A?*+3 Grad Y M, (V).

Remark 2.2.22. While the proof of Lemma 2.2.20 only applies in the case of Yang-Mills k-flow, we may
utilize the result on the generalized flow in the subsequent blow up analysis. To see this we must verify that
the order of U) works favorably with respect to the scaling law (that is, if we send A — 0). Rescaling with

M) := AT y2(e41);(Ax) we have,

k i+l k i+l
2i+3—2j i 2i+3—2j
Ou(72) = YD (PP [y | = DTN AR Ry
i=1j=2 i=1j=2

where here Py means P with respect to V; derivatives. We have that 5 < 2i +3 < 2k +3. As A — 0 we

have that all terms are dominated except those of the form
k+1
2k+3 p(2k+3—-27
> Az pf D [Fy].

j=2
These are the dominant quantities of U in the context of rescaling for small A and agree with the scaling
law of Yang-Mills k-flow, thus ultimately preserving the behavior of the blowup limit.
We now demonstrate the construction of a generalized Yang-Mills k-flow blowup limit in the following

proposition.
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Proposition 2.2.23. Suppose there exists a maximal T € [0,00] such that V; is a solution to generalized
Yang-Mills k-flow over [0,T) and limy— ||Fy, || pry = 00. Then a blowup sequence {Vi} eists and con-
verges pointwise to a smooth solution V to generalized Yang-Mills k-flow with domain R" xR<q. Additionally

for each q € N there exists Cy = Cq (K, q, 9, Rank E dim M) such that

ng)FVt

sup
(z,t)€ER™ xR<o

< Cq,

and furthermore |Fy,(0)| = 1.

Proof. Choose a sequence 7; T within [0,T). For each 7;, there exists a point (z;,t;) € M x [0,T) so that

’thi ($1)| = Sup |th($(})|
(z,t)eM x[0,7;]

Choose a subsequence so that {z;} converges to some x,, € M. There exists some chart about the blowup
center Zo, so that the tail of the sequence {z;} is contained within the single chart mapping into B;. We
will only consider the sequence tail, so it is therefore sufficient to utilize the coordinate chart and assume
that the sequence is contained in R™. Thus we may identify connections with their coefficient matrices in

this argument.

Let {\;} C Rs¢ be constants to be determined, and set
Fi(z) — A;/(2k+2)r)\it+ti(A;/(2k+2)x +z).

Note the corresponding curvatures F; := Fy, is scaled in the following manner,

\1/ (2k+2)

th(:c) = )\;/(kH)FAthi( i T+ x;).

By Lemma 2.2.20 all corresponding Vi are also solutions to the generalized Yang-Mills k-flow (though with
different initial conditions and scaled lower order terms). The domain for each Vi is B((/\i),l/mﬂ)) X

[Sh T)\;t] We will choose \; to mitigate the ‘blowing up’ of the sequence curvatures Fy by observing the

X
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following:

(3
] el 755)

i i

sup |F§(m)‘ = [\V/CHD sup ‘FAthi ()\;/(QIHQ)LC + ;)

= [A/FI sup | Fy(a)]
te(0,t;]

= A/EVNE, (2:).

Setting \; = |F}, (x;)|~**+1 gives that

1= [F0)] = MV Fopr (04 2) = sup  |Fi(x)]. (2.21)

Note that we have no information on the behavior of the F} for ¢ > 0, so this bound (2.21) induced by the

choices of \; is only guaranteed on R<g.

Next we construct smoothing estimates for the sequence {Vi}. Let y € R", 7 € R<g and henceforth consider
only sequence indices i € N such that the domain of V} contains By (y) x [r—1,7]. Let n,, € C°(M) be chosen
so that 0 <n, <1, suppn, = B (y), and on B (y), ny = 1. For any s € N note that supj,_; s Fi| < 1.
Since each 73 FY is smooth on [r — 1, 7] then by Corollary 2.2.14 for all ¢ € N one may choose s > 2(k+q+1)

so that there exists @); € R such that

sup (Vi)(q) Fi (@) Fi

{r}xB1(y)
2

< sup
{T}xBi(y)

My (V;) < Qq
Utilizing the same bump function and recentering it at each point, we establish uniform smoothing estimates

across all of R”. Therefore, we obtain uniform pointwise bounds for |(vi)(@ F}| for all ¢,i € N.

Let €, R € Ryp and 7 € R<g. For any m € N we consider the compact time interval [7 —m, —%] and all
i € N such that the domain of V} contains [T —m, — =] X Brym+e. Since the F} are all pointwise uniformly
bounded by 1, then there exists some § > 0 so that for any y € R", we have HFtiHLn/ZB{S(y) < Kp, where K,
is as defined in the Coulomb Gauge Theorem (Theorem 3.8.12). We rescale coordinates of the sequence of

connections V! restricted to Bs(y) (so that Bs(y) — B1), again using the scalings laws to preserve that Vi

is a solution to Yang-Mills k-flow up to highest order terms, by setting

7

Ty(x) := a%ria% (%y) :
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We apply the Coulomb Gauge Theorem (Theorem 3.8.12) for t = §%(7 —m) to obtain a sequence of connec-

tions Ti which are gauge equivalent to fi on B; and some ¢, > 0 satisfying, for all 7 € N,

[Th6%(r = m))|

<cp.
crl T

Note that for t = §2(7 — m) the curvatures corresponding to Ti coincide with the curvatures corresponding
to T';. We will denote these by F,. As a result of Lemma 2.2.20 the curvatures scale with the coefficient
matrices and so the derivatives of curvatures are also uniformly bounded, that is, for all ¢ € N there exists
Cy € Ry such that

— —1
(V)T

sup < Cy.

_52
le[(SQ(Tfm),T]
Consequently, as demonstrated in Proposition 2.2.18, given the short time existence of W by Proposition

2.2.7, it follows that it exists for t € [§%(7 —m), %2] such that for some C(,_,,) € Rxo,

i
s Tillens < 0°Clrm,
By x[62(r—m),=2"]
We redilate and shift the coordinates to recover the domain Bj;(y) and thus obtain a new sequence of

connections Y; defined on Bj(y) by
Ti(x) = 0* Ty (62 + ),
which satisfies

< C'(7'77n) .

w0

Bs (y)x[r—m, 3]
Again, we emphasize that in fact each Y! is a solution to generalized Yang-Mills k-flow by virtue of the steps
used to construct it, and furthermore Y? is gauge equivalent to I':. Taking a countable covering of these balls
for y € Brym, we apply the Gauge Patching Theorem (Theorem 3.8.13) and obtain sequence of connection

matrices {Y%} defined over all of Bry,.

Recursively consider p € N starting with m = 1 and choose a,a’ € (0,1) with o/ < a. Given {Yi}, with
bounds of this sequence in C**, by the Arzela-Ascoli Theorem there exists some subsequence {Tij } which

converges with respect to C” to some (T,)2°. Note that for any p1, p2 € N with p1 < pa, (T,,)2° = (T ,,)5°
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since P2 is a topological subspace of cre’ o convergence coincides. Relabel the subsequence terms
Tij + T¢ and repeat this refinement through all p € N. We observe that as p — oo, the resulting sequence,
{Ti} converges with respect to C* to some limit term Y$° on Bry,(y). We perform the above construction
for all m € N and take a diagonal subsequence of coefficient matrices which converge on any compact subset
of Ry x R™ to a connection coefficient matrix I';. The connection V; with I'; as its coefficient matrix is a

solution to generalized Yang-Mills k-flow, in particular, given by

aavtt — (71)k+1D§t A]Ek) FVt +P22k_2 [FVJ )

Furthermore, note that V; inherits all supremal bounds on the derivatives, as desired. O

Remark 2.2.24. Throughout the blowup procedure each connection satisfied a different generalized Yang-
Mills k-flow since the lower order terms of Uy scaled differently than the highest order term (cf. Remark

2.2.22).

2.3 Long time existence results

We now hone in our attention to specifically the Yang-Mills k-flow rather than its generalization. The explicit
form allows for properties necessary to prove the main two parts of Theorem A. We now demonstrate that

for finite times the Yang-Mills k-flow yields control over the Yang-Mills energy of the curvature.

Lemma 2.3.1. Suppose that V; is a solution to Yang-Mills k-flow over [0,T). Then for all T < T with

T € T we have that supg 1y [|Fv, || L2 (ar) < 00.

Proof. Let V¢ be a solution to the Yang-Mills k-flow. Then differentiating the Yang-Mills k-energy with such

V¢ as the argument yields (referring to the proof of Proposition 2.1.3)

% D}Mk(vt)] = —2/ <Grady./\/lk(vt), 36Vtt>d‘/g = —2|| Grad yMk(Vt)||2L2.
M

This, unsurprisingly, indicates that the flow monotonically decreases the Yang-Mills k-energy. With the

above computation in mind we will estimate ||F}||3, on [0,T]. Differentiating with respect to the temporal
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parameter gives

4 YM(7,)] = / (25 F)av,
M

- /M (Dify, Fy ) av,
=2 /M <Ft,D2‘Ft> dv,

= —2/ (Grad Y M (Vy), Df Fy) dV,.
M

Integrating both sides with respect to ¢ and manipulating with Young’s Inequality followed by the weighted

interpolation identity of Corollary 3.6.5, for any € > 0, we obtain

T
yM(VT)fyM(VO):fQ/ (/ <GradyMk(Vt),D§tht>dVg> it
0 M
T
<c / (1| Grad YMy(70)[ 25 + || D%, o, |[2) dt
0
T T 9
g—c/ %[yMk(vt)]dHc/ 174 Fo, |2 dt
0 0

*)

T
C Y Mu(T0) - VM) + | ( e

0

2 2
RAAY

< CT (YMy (Vo)) + €T sup YM(Vy).

t€[0,T]

We thus have that

sup (VM (V) < £ (PMy(Vo) + YM(Vo)).

t€(0,T]
Thus, choosing e sufficiently small yields the desired result. O

Theorem 2.3.2. Suppose dim M < 2p and V; a solution to generalized Yang-Mills k-flow over [0,T) and

suppo, 1y [[Fv, | o (ary < 00- Then supp py [|[Fv, || oo (ar) < 00-

Proof. Set dim M = n < 2p. We suppose to the contrary lim;_,r || F}||p~ = co and construct a blowup limit
{Vi} with limit V; as described in Proposition 2.2.23. Since ||F}(z)||p=~ = 1 < oo, by Fatou’s Lemma and

natural scaling law,

Fw |70 (o0,1)%m) < hmlnf |Fé < lim /\2’“+2 1Fw 1 e

Mooy )

Since lim;_,, A\; = 0 then whenever 2p > n the right hand side of the inequality converges to zero, which is
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a contradiction since the blowup limit is constructed for nontrivial curvatures. The result follows. O

Utilizing this we may prove the complete long time existence of the Yang-Mills k-flow for subcritical dimen-

sions.

Proof of Theorem A (S). Set dim M = n. By the Sobolev embedding theorem, we solve for p such that
(k

% ;O). We additionally impose that p > g to utilize

HY c HJ, namely one satisfying the formula % =
Theorem 2.3.2 and solve to obtain that 2(k+2) > n. In this case, then we have that, using the interpolation
identities of Corollary 3.6.5, where Sy, ;, is the Sobolev constant and C' is the constant induced by interpolation

of these derivatives via Corollary 3.6.5,

= Sy, (\/yMk(vt) + JyM(vt)) . (2.22)

k
F <s Hv(j)F
H VtHLP(M)— k,Pj:ZO Vi LQ(M)

Referring to Lemma 2.3.1, since Y M (V,) is decreasing along Yang-Mills k-flow and we have control over

YM(V,) for any finite time, we conclude that the flow exhibits smooth long time existence. O

Remark 2.3.3. Note that this proof does not conclude that the flow exists at ¢ = oo, so it may be the case

that the Yang-Mills k-flow admits singularities at infinite time.

We now state a theorem which generalizes the characterization of energy concentration of Yang-Mills flow
in dimension 4 introduced by Struwe [Str94]. First we characterize bubbling of LP norms in relation to the

base manifold dimension. With this proposition we then may conclude the bubbling in critical dimensions.

Proposition 2.3.4. Let p € N and suppose dim M = 2p and V, is a solution to generalized Yang-Mills
k-flow for t € [0,T) with T mazimal. Then there exists some € > 0 such that if {(x;,t;)} € M x [0,T) with
(4,t;) = (X, T) has the property that lim;_, |thi (2;)| = oo, then for allr > 0, lim;_,o 1Fy, LB, (x)) =

€.
Proof. Choose a corresponding blowup sequence {V:} as described in Proposition 2.2.23 with limit V,.

Then by construction |Fy,(0)] = 1. By the derivative bounds on V. of Proposition 2.2.23, since |V.FYy,| is

bounded, combined with the smoothness of V; over time, one has that that for (y,t) € Bs x (—4,0] we have
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|Fy,(y)| > 3. Observing this we have

. p 1 p Vol[Bs]
fm sup | e, 5, = imsup [ 1B av, = Yejpl,

Bs

Conversely, using the computations in Theorem 2.3.2 yields,

L ML
Bs

:/ hm |F i pdvg
Bj o0 t

2p—n
lim A7 |[Fy, |7
i—00

D .
L (BM}/(%‘*'Q) (%))

= lim [|Fy, [|” '
1—00 Lp (Békl/(2k+2) ($1)>

1/(2k+2)

7

Since lim;_,o0 A = 0 then for any r > 0 and ¢ large enough so that max {|T" — #;|} < J,

VollBs] < i sup || F: P < lims F p
< p , < limsup 5 .
2 i—00 H = Le (Béz\l/<2k+2<z.>)> i—o0 H Ve ‘ |LP(BT(X))
Taking € = % yields the result. O

Proof of Theorem A (C). Note that the lower bound on the amount of energy at a singularity location given
in Proposition 2.3.4 is € is independent of the point about which the blowup procedure occurred, and yields

the conclusion of the theorem. O

2.3.1 Extensions

Here we state the proof of our second main result, Theorem B, and reflect on possible extensions of the flow.

Regularized flow

As stated in the introduction, we study the Yang-Mills (p, k)-energy and corresponding gradient flow (cf.
Definition YMpkE). Utilizing the work of the previous sections combined with the presence of the Yang-Mills

energy, we demonstrate subcritical long time existence and convergence.

50



Proof of Theorem B. The corresponding flow of this particular functional is given by the weighted sums of

the negative gradient flows of the two participating functionals.

aavtf, =p ((_1)k+1D§t Agk) FVt +P2(2k_1) [th]> _ D?v{tFVt

(2.23)
= —(pGrad YMy(Vs) + YM(Vy)) .

As in the work of [HTY15], one would hope to apply a regularization argument on the Yang-Mills (p, k)-flow
by sending p N\, 0 to identify Yang-Mills connections. The advantage to using this flow over that of the Yang-
Mills a-flow is that the Yang-Mills (p, k)-flow has long time existence and convergence in dimensions less than
2(k + 2). This follows from simply temporally rescaling the gradient flow of (2.23) to shift the dependence
of p on the highest order term to the others. Since these lower order terms satisfy the requirements of
possible quantities represented by Ug(V) (cf. (2.6)), then we can simply apply the arguments of §2.2 to
obtain short time existence and uniqueness, necessary smoothing estimates, and construct blowup limits as
desired. However, since this is the negative gradient flow of the weighted sum of the Yang-Mills k-energy and
the Yang-Mills energy, we have that each individual energy is bounded over time above by a scaled multiple
of pY My, (Vo) +YM(Vy) for all time. Therefore we obtain a subsequential limit at ¢ = oo since a singularity

cannot occur, and we conclude the result. O]

As in the case of the Yang-Mills a-flow, one could pursue further results as in the works of [HTY15] and
[HS13], such as verifying the Yang-Mills k-energy satisfies the Palais-Smale condition, which will guarantee

the existence of minimizers, or proving an energy identity as in [HS13].

Yang-Mills 1-flow versus bi-Yang-Mills

In particular we now turn to the study of the Yang-Mills 1-energy, given by
YM, (V) = %/ |V Fy|* dV,. (YM1E)
M

The Yang-Mills 1-energy is closely tied to the bi-Yang-Mills energy (cf. (BYME)) studied in [ITU09]. While
the bi-Yang-Mills energy is arguably more ‘natural’ to study (with reference to the gradient flow of Yang-
Mills), so far only we are only able to make statements about the existence of the Yang-Mills 1-flow in its
critical dimension (cf. Remark 2.3.7). Roughly speaking, this is due to the fact that the Yang-Mills 1-energy

measures ‘all’ of VFy, while the bi-Yang-Mills energy only measures a portion (since D* is a scaled trace
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over V). The relationship between the two energies is displayed in the following lemma. We omit the proof,

as it is simply reshuffling of terms.

Lemma 2.3.5. For V € Ag,

ByM(v):%yMl(v)—i/M (Rcﬁ’kaa—Rc” F? —Rmf, FP ) s dVg—/MFB F,

k ~ pia ilq © qpo piy~ pla

Fs dV,.

With this in mind, it is natural that the actual bi-Yang-Mills flow will only differ by lower order terms.
One may compute the variation of the bi-Yang-Mills energy as in ([IIU09] Theorem 26) and conclude that

bi- Yang-Mills flow is given by

9% — — Grad BYM(V;) = AyD3 Fy, + Dy Fy,, Fy,]% . (BYM)

Lemma 2.3.6. Suppose that V, is a solution to bi-Yang-Mills flow on Z. Then for all T < oo with T € T

we have that supyg 7y |[Fy,||L2(ar) < 0.

Proof. In a similar vein of thought to Lemma 2.3.1, we have that for bi-Yang-Mills flow,

T
VM) = YM(Ty) = —2/ (/ <GradByM(vt),D:Ft>dvg) dt
0 M
T
< 0/ (IIGrad BYM(9,)| 2. + BYM(9,)) di
0
0
<c / 4 (BYM(v,)] dt + CTBYM(70)
T

Thus the Yang-Mills energy is bounded in L?(M) for all finite times along bi-Yang-Mills flow. O
With this result and the identity of Lemma 2.3.5 we may at last prove Theorem C.

Proof of Theorem C. By the manipulations of the proof of Theorem A (S), is enough to show that we

may bound ||V;Fy, |, for t < oo to apply the Sobolev embedding theorem. Here we have that, by the
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computations of Lemma 2.3.5,

YM;(Vy) < 2BYM(Vy) —i—/

(PR B [F)) < 28YM(90) + O (1wl + 115,12 )

(2.24)

where here C' is some constant depending on the manifold. For n € [2,5] we have that HY C HS for q

satisfying ¢ = n?’—& If we differentiate with respect to n one obtains

d [B8n]_ _ 9
n {Tfs} = mrz > 0,
so ¢ monotonically increases with respect to n, implying that

3n _6< 15 _ 3n
Sl =fcg<is Sl <o
n+3 |, _o 5 8 n+3|, _5

Thus for all n € [2,5] NN, this implies that, where S denotes the necessary Sobolev constant,
3
1Fo,llzs < SUIFw7e +1IVeFo, |l70) -

Since M is compact and we have control over Y M (V) for all finite times, then by the containment L?(M) C
L(M) for ¢ < 2 we know that the term || Fy||?, is bounded. For the second term we apply Young’s inequality

(weighting accordingly),

Vi Fg,|" = (eqﬂ (3 Ith|2)q/2> (%),q/z

2¢\—(2/0)%q/2
q

S 6|Vtht|2 + W,

*

where here (a)* is the number satisfying % + (al)* = 1. Integrating these over the manifold yields

2
1VeFo, T < el VeFy, |2 + SV (2.25)

Therefore we conclude that, combining the results into (2.24) and compiling the lingering constant term of

(2.25) in with the C'||Fy,||7, of (2.24),

YMi (V) < (1= 8) 7 (SCYM(,) + 2BYM(V,)).
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Thus, for finite time, the Yang-Mills 1-energy is controlled, so we may apply the Sobolev Embedding Theorem

to conclude that for finite time, we have smooth long time existence. O

Remark 2.3.7. Note that for dim M = 6 we cannot apply the necessary weighted Young’s inequality
manipulation to redistribute weight on ||Vtht||iz. This is why, given the work above, a statement about
the critical dimension of the bi-Yang-Mills functional cannot be made. This represents the delicate distinction

between (BYME) and (YMIE).

Bi-Yang-Mills flow admits an isolation phenomena displayed in [ITU09], which was in turn inspired by the
work of [BL81]. One would hope that an analogous isolation phenomena can be demonstrated for Yang-Mills
1-flow. However, it appears that this trade off for properties discussed above by measuring the full energy

calls for more thought in demonstrating (if possible) an isolation phenomena in the case of Yang-Mills 1-flow.
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Chapter 3

Limits of Yang-Mills a-connections

3.1 Introduction to Chapter 3

We now investigate the Yang-Mills a-energy with the goal of proving Theorem D and Theorem E. For this,

we restrict to a very canonical setting of Yang-Mills theory.

Henceforth E denotes the adjoint bundle associated to the Hopf fibration SU(2) < S” — S*. Here

the second Chern class (or charge) of E is 1, and only antiself dual connections exist.

We begin reminding the reader of the notion of Chern classes and how they play in to four dimensional

Yang-Mills theory.

Definition 3.1.1 (Chern classes). The Chern classes of a bundle E are defined as
¢ [E) = [Pj (ng)} e H% (M),

where P7 is the jth elementary symmetric polynomial and Fy is the curvature of an arbitrary connection

vV € Ag (M). We define the bundle’s jth Chern number C; [E] € N by

C, [E] = /M ¢; [E] V.
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It is known for E — M, with E an SU-type bundle (see [J11]) that since the curvature is traceless,

a[E] =0, [E]— %=tei[E] A ci[E] = gty (Fy A Fy).

2m

Consequently we have that
us

Cy2lE — M) = 8%/ try, (Fy A Fy), invariant for all v € Ag (M). (3.1)
M

Remark 3.1.2. For v € Ag(M*) by decomposing the curvature tensor Fy = FJ + Fy , where FJ denotes

the (anti)self dual pieces of Fy, we obtain the equality

tra (Fy A Fo) = (= [FS 2, + [Fe [} ) aVi

The first fundamental observation is a universal lower bound on the Yang-Mills a-energy.

Proposition 3.1.3. For all v € Wh2e (.AE (84)),

VM (V) > 6%57% (3.2)

Proof. Recalling the general formula for the second Chern class combined with the decomposition of the

curvature tensor Fy = Fi + Fy (where FJ denotes the (anti)self dual pieces of Fyy) we have the following

Co[E—S =gk [ trp(Fo AFy) = 8%/ (— vaﬂ; + \F;yz) V. (3.3)
S4 S4
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From this we derive the following inequality

672 = Vol(S*) + En2Cs[E — S]

3
:/ dVge+§/ try (Fy A Fy)
4 S4

S
—12 2
:/ (1+ 2 (1Fc |2~ |F 1)) avg
sS4
< [ (1+31ReE) v (1)
3.4
o (3.4)
- e,
< ||t S1mel2]] e (%)

_ 21;1 (; /84 (3+|Fv|§)advg)l/a (¥)(a71)/a

/e a 32 (a=1)/a
= 250 M) (55)

)

where a* appearing in (x3) denotes the dual of « in the sense of Holder’s inequality. Raising both sides of

the resultant inequality of (3.4) to the o power and rearranging accordingly yields the result. O

We introduce a special class of connections, the ADHM instantons. However, we withhold discussion of

quaternionic coordinate system over which these are defined (cf. [Nabl0], §6.3 pp.353-361).
Definition 3.1.4 (ADHM instanton). Let £ € H! and A € R. Then the (£, \)-ADHM instanton is the

connection V& := 9 4 I'é where I'é* is the ImH' valued 1-form given by, with curvature

Q) =9 [IC*C;I% dC} . FNQ) = W;Az)dg/\dC

For A\ = 1 define the basic connection V := V%! (invariant under choice of ¢). Regarded as a connection
on the sphere via Uhlenbeck’s Removeable Singularities Theorem of [Uhl82b], the curvature has constant

pointwise norm (|Fs |§ = 3). Recall the following result of Atiyah, Drinfeld, Hitchin and Manin.

Theorem 3.1.5 ([ADHMT78]). Every Yang-Mills energy minimizer is an ADHM instanton.

In contrast to the Yang-Mills energy, the Yang-Mills a-energy differentiates the basic connection from other

members of the ADHM family. This provides the guiding intuition for our main result, Theorem D.

Proposition 3.1.6. V is the only Yang-Mills a-energy minimizer.

57



Proof. We compute the a-energy of ¥V by recalling the formulas introduced above

Mo () =4 [ (3+17eL)" av;
-/ 3+116(|<|2+1)4|Fe|2)a16(<|2+1)_4dv

=z (3+ 15 (ICI2+1)4(<;‘?Hy1>a16 (1c/* + 1)74dV

Comparing against (3.2), above, we see that only in the case of antiself dual connections (%;) with pointwise

curvature norm precisely 3 (x2) the inequalities are in fact equalities, that is, when vV = V. O

Quaternionic coordinates

The most convenient way to describe and work with our setup is to identify four dimensional Euclidean
space with the linear space of quaternions, H! := {z"k, : 2 € R}, where the elements {“i}ie{1,2,3,4} span

the algebra of quaternions:
ki=1,kp=1k3=j,ra=k, wherei’?=j=k>=-1, ij=-ji=k

The space H! a four dimensional real vector space on which is defined a multiplication (x,y) + 2y which

satisfies the following laws for z,y, 2 € H' and a € R,
(xy)z =x(yz), z(y+z2)=zy+rz (z+y)z=zz+yz, alzy)= (ax)y = z(ay),
and in which there exists a distinguished basis satisfying the quaternionic relations

i’ =j°k*=-1, ij=-ji=k, jk=-kj=i, ki=-ik=]
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A representation for the spanning set of the quaternions is given by

1= Ji= j= k= . (3.5)
0 1 0 —v—I 10 V=1 0

The distinguished basis {k;} has the group structure of the algebraic group of quaternions and forms the

standard set of generators. We can summarize the multiplication above via
Kpky = 01Ky + 01vky — Ok + 6i‘w,/<,\ 1< p,v <4, (3.6)
where here ¢ is the generalized Kronecker delta given

1 if (ppv A) is an even 4-cycle,
ng ‘=9-1 if (ppr)isan odd 4-cycle,

0 otherwise.

For ¢ = (*k, € H*, complex conjugation is given by
4
Ci=Ch =Y (Php
p=2

The unit sphere in H* is given by U := {( cH*: (¢ = 1}. Under the quaternionic product of (3.6), we
have that SU(2) is isomorphic to S?. Since H! is isomorphic to C2?, we may apply stereographic projection
in terms of the latter setting. Via Uhlenbeck’s Removable Singularity theorem in [Uhl82b], a connection
Ve Ag (84, g) may be identified as a connection on the compactified complex 2-plane, (((/3\2, g) with standard

metric. We will convert the Yang-Mills a-energy to the latter context using stereographic projection

Hster : S4 — C2

; j
: (017...,0"7§) — ((1,...,(") , = -
With this in mind we have that the metric transforms as follows

% —2
(H5k) g = (41al® +1) g,
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where ¢ is the Euclidean metric and g is the spherical metric. Then the volume form changes in the following

way:

(gh)” (dVy) = y/det((c=1)" ) dV

- \/det [4 (1o + 1)_2 g} v

=16 (jof +1) v,

Now we must compute how the curvature is effected by this transformation. Note that
1 s 2 1 2 e
(Wser)™ [1F9l3| = 76 (2" + 1) [Fe[".
It is an elementary computation to show the Yang-Mills a-energy translates to

/W (3+ 35 (1o 1) IFvg)a 16 (Jof> +1) " av.

or if we convert to quaternionic coordinates (identifying H' with C?),
1 2 42\ 2 -4
3+ 15 LIC]"+1) |Fyl 16 (|¢]"+1 dv.
Hl

3.1.1 Gauge group and enlargement

Many of the main complications and interesting properties of Yang-Mills theory stem from the interactions
of the gauge group with the connections. For four dimensional manifolds, the gauge group can be naturally
extended to a larger class of objects which will be key for our upcoming analysis. We discuss the interactions
of connections, conformal automorphisms and gauge transformations as well as define key quantities which

identify their action on the a-energy.

Gauge group

We refer the reader to §3.8 in the appendix for an overview of basic aspects of gauge theory.
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Conformal automorphisms enlarging the group

Given a connection, we are interested in how various pointwise and L2-norms as well as the a-energy depends
on actions by conformal automorphisms of the four sphere. The special indefinite orthogonal group SO(5, 1)
is isomorphic to the space of conformal automorphisms of the four sphere (a detailed summary of this

isomorphism is outlined in pages pp.49-52 in [Sl092]).

For any ¢ € SO(5,1), considered the centered dilation of magnitude 1/A € R\ {0}, denoted by A~!, chosen
specifically so that A=% : ¢©(0) + 0. This composition produces an action is the same as a pure rotation

centered at the origin, we will denote this Ry, giving that
(AW 'op) =Ry) = (p=AoRy).

In particular, we have that |¢| = |mx| |Ro| = A, and call X as the dilation factor of .

The gauge group Gg is the group of automorphisms in each fiber, and thus projects onto the base manifold
as the identity map on M. Since for four dimensional base manifolds, the Yang-Mills energy depends only
on the conformal class of the base metric, we can enlarge the gauge group by considering automorphisms
of E which project onto M as conformal automorphisms (cf. [BL81] pp.198). We call the enlarged gauge
group Gg. For ¢ : S* — §* a conformal automorphism, we may lift to a uniquely determined corresponding

element @ € S (_C’TE) by lifting with respect to V which satisfies the following:

p:Ap (S*) — Ag (SY)

(@) (P*p) =¢" (Vw(v)ﬂ) for V e S(TS4),u € S(E).

that is, given any ¢ € SO(5,1) and V € Ag (84) with local expression V. =0 + T,
("V) 1= 0+ §'T, where (3'T)S, := (9;")T5,. (3.7)

i =

The curvature of p*V is

Faeo = (0;9") (017, ) = (06") (0117, ) + (0" ) 036 )T, = (950%) (D ITL TS, (3.8)
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A Coulomb-type projection

We will be considering a specific type of Coulomb gauge that is ‘centered’ with respect to V. This particular

transformation is key to our argument and naturally interacts with the enlarged gauge group.

Definition 3.1.7. A gauge transformation ¢ € S (Gg) puts V € Ag (S*) in (global) V-Coulomb gauge if

D% [¢[v] - V] =0. (3.9)

Call ¢ satisfying (3.9) the V-Coulomb gauge transformation (associated to V). Define the V-Coulomb gauge

projection by

I: Ag (S*) — Ag (%)

1V = g[V].

The action of these V-Coulomb gauges commutes with that of conformal automorphisms.

Proposition 3.1.8. For any ¢ € SO(5,1), one has 1 [$*V] = $*I1[V].

Proof. This result can be confirmed by considering dilations and rotations individually since every element
of SO(5,1) is the composition of these two types. The first follows immediately from natural commutation
of dilations with gauge transformations (cf. (3.7)), and the second from the rotational invariance of ¥V, which
we describe now. By the definition of our V-Coulomb projection, and application of appropriate pullback

gauge transformations, given a rotation g : S* — S%,

—

0=D [0V~ 9] = 0Dy [v— (1) 9] =3 [v - 7).

Thus, the V-Coulomb gauge for p*V coincides with the V-Coulomb gauge for V. O

Behavior of energies

We explore the behavior of energy quantities undergoing conformal dilation and propose a modified energy

which distinguishes the dilations’ effects. When considering the dilation ¢ — A{ we abuse notation by
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referring to the dilation map as \. Using (3.8),

4
[P O = X35 1Fo (O (6 +1)

4
Fr 012 = 35 (1A +1) 101

Combining these yields

2 4
|Fx*v(C)|j = >‘4 <1|i|\;2|12) |FV()‘C)‘§ .

Then setting

o\ 4
Q) = 4 (T (3.10)

it follows that for A > 0,

YMo(@) =} [ (3+1F08) avi(©
2 o
=3 [ (3+1P008)" av;00
=5 [ (1 b0l 1B ) e av
= %/Hl (1 + 200 (Q) | B g (C)’;) de
Set
YMa (V) = %/34 (3+x,\ |Fv|§)a X%dVg (3.11)

resulting in a natural relationship and symmetry, where for ¢ € SO(5, 1) with |p| = A,
YMa(V) = Y Mo (37) = YMas ((¢71) 7). (3.12)

Thus V is a critical point of Y M, if and only if NV is a critical point of YM,, . By utilizing this symmetry

of Y M, » with respect to A about 1, it suffices to consider A > 1.

Remark 3.1.9. Henceforth we refer to ¥ when discussing critical points of Y M, » to help notify the reader

that these connections are A-dilations of a-critical points (rather than a-critical points).
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Proposition 3.1.10. With x» is as in (3.10), the gradient equation of Y Mg, x is

(Grady yMa,A) = D:Fv + @1(') + @2('),

where

01(v)? =20l (v ) (Fy)S s(Fy)?
( 1( ))zu (3+XA‘FV‘§)( J pq()( ')pqﬁ( v)’L]M (313)
OV = Gy (Yalog ) IFvl; (Fe)l,

Proof. Let ¥, be a one parameter family of smooth connections, and consider

d B 5 N O
a1 Y Man(Ve)] = %/S4 1B+ alm) | v
=3 [ a(3r0lF IQ)Q_1 2 [1PnL2] av,
2 St XX v lg ot Vilg g
a—1
@ (3 + X2 Ith\f;) (Dy, [5¢] JFv,), dVy
a—1
:2/S4OL(3+X)\‘FVt|,2}) <Vt[

a—2
+2 /S ala=1) (34 xalFwl3) W Pl 3] e [(Fr )i (5] 4.

ori], Fy,), dVy

t g

The result follows. O

3.2 General closeness to SO(5,1) pullbacks

Initially we will prove a general result on connections with sufficiently controlled Y M,, energy (not necessarily
a-critical) which asserts existence of and characterizes the magnitude of a conformal automorphism required

to ‘pull’ the connection sufficiently close to V.

Proposition 3.2.1. There exists some dg > 0 so that for any 6 € (0,00), there exists some € > 0 so that if

a € [1,2] and Y Mo (V) < 6“372 + ¢, then there exists ¢ € SO(5,1) such that

Fsl| <3

— )

| R | PV

[@*v] ~ 2 (3.14)
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furthermore there is some fixed constant C > 0 such that if A > 1 is the dilation factor of v, then

(v — 1) (log A) min {log A, 1} < Co. (3.15)

Remark 3.2.2. The proof of this result relies on the following

Lemma 3.2.3. The smallness in terms of curvature difference in (3.14) is shown.

e Theorem 3.2.6. A Poincaré inequality (Proposition 3.2.5) is used to establish a property of V-Coulomb

gauges with an eye toward concluding the complete smallness of (3.14).

Lemma 3.2.7. The Yang-Mills a-energy of an arbitrary connection is compared to that of V.

e Lemma 3.2.8. The gap between Y M, energy and Y M, is characterized on V as a function of a and

A

The proof of Proposition 3.2.1 tying together these results will be concluded at end of this section.

This first lemma proves a result similar to Proposition 3.2.1 above, though here we will fix one value of §
rather than a range of values. It requires a concentration compactness result for a-connections (Theorem
3.9.4) which follows quickly from results of [HTY15]. We state this result the appendix and supply a sketch
of the proof (cf. Theorem 3.9.4).

Lemma 3.2.3. Given § > 0 there exists € > 0 sufficiently small with the following property: for all a > 1,

if v.e Wh2(Ag(SY) and YMqo < 6“372 + €, then there exists ¢ € SO(5,1) so that

<. (3.16)

HFﬁ[@v] — 5|

Proof. Suppose YMq(V) < 6372 + €. As a consequence of (3.4) we have that

yMl(v):%/S4 (3+|Fv|§,) v,
< (yMa(V) <473T2>(041)>1/a
< ((1 + 6%”2) 6> 47 (47?1)-2)(04—1)>1/0‘
= () ())

< 8n% +e.
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Suppose to the contrary that the statement were not true. This would imply that the Coulomb gauge may
not actually exist (as in Theorem 3.2.6) and thus no gauge transformation could get the curvature ‘close’ to
that of V. More precisely, if the contrary statement holds, then there is a sequence ¢, \, 0, and a sequence

{vr} c Wh2(Ap(S*)) with YM (V") < 6%37 + €, some § > 0 so that
HFon[@ZV"] — F§HL2 > § for all {Qﬁn} - SO(5, 1), {O'n} C S(QE) (317)

For each {V"}, let £ € $* be a point such that |Fyn (£)| = sup¢cgs | Fyn|. For each n there exists a conformal
automorphism §,, which consists of a translation of ¢ to the north pole N € S*, combined with a dilation so
that |Fz:vn (V)| = 3. Via the Removable Singularities Theorem of [Uhl82b], we can argue via a standard
gauge patching argument that there exists a sequence of gauge transformations {0, } such that the sequences
{on [P V™]} converges to some connection V, and furthermore due to the assumed energy bounds of these
quantities we know that V is antiself dual (to see this in more detail, see our argument in Theorem 3.9.4).

This implies, in particular that V = ¢*V for ¢ € SO(5,1). Thus
(971) onlgiv") = ¥
We note in particular the enlarged gauge group G, g acts naturally on G by conjugation, giving
N\ * . ~_4 PR — \ *
(071) onlg vl = (0 %0nd) [(9779) v7].

Indeed, this is of the form of a gauge transformation applied to a pullback. Therefore there exists {v,} C

S (Gg) and {¢,,} C SO(5,1) so that

In turn, as a result of Theorem 3.2.6,

F

v [B2[97] — 0.

[l | P

— 0,

H%mﬂ—%Lz

which contradictions (3.17), and so the result follows. O

Next we will show the implications of this smallness of L? in terms of curvature difference directly on the

norm of connection difference itself. This is a proof in the spirit of Theorem 1.3 of [Uhl82b], where the
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fundamental difference is that it is given on a global scale and bounds the difference of connections in terms
of the difference of curvatures. As of now, there is no such proof present in the literature. This will be highly
necessary in the following section. To do so we first establish a fundamental Poincaré inequality. The proof,
which is stated in the appendix (§3.9.3), relies on the following result (Lemma 3.2.4), which gives crucial
control over commutator type terms which is used regularly in our arguments. The result was inspired by
Lemma 2.30 of [BL81], and the proof is included in the appendix (cf. §3.9.3). Combining these estimates
with the geometry of the setup at play is a crucial technique used multiple times through our remaining

arguments within this paper.

Lemma 3.2.4. Let A€ A' (AdE) and B € (A' (Ad E))®2. Then

(Fi, [Ai,Aj]>§ < |4f}, and (Fy, [Bki,Bkj]>g <4(B2. (3.18)

One of the many consequences of this result is the following

Proposition 3.2.5 (Global V-Poincaré inequalities). Given A € A' (Ad E) there exists Cp > 0 such that

Al < Cp||FA||,2 and |[FA][7, < Cp|[7@4]| . (3.19)

A proof of a localized version of these Poincaré inequalities is given in the appendix, with a simple gluing
argument one can construct this global argument over S* (a rough constant will do for our purposes). With

this we characterize a norm-controlling behavior of our V-Coulomb gauge.

Theorem 3.2.6. If § € (0,1) is sufficiently small, then every connection V such that there exists a < € Gg

so that
||Fop) — Fl[ . < 6 (3.20)
in fact admits a V-Coulomb projection Il [V] which obeys the bounds

<. (3.21)

|91 - 9|, < ©|Fige ~ F2

) HFﬁ[v]fFé

L2 L2

Through the next two lemmata we will put a bound on the dilation factor A of ¢ in Lemma 3.2.1. To obtain

it we will use the fact that due to the closeness characterized in (3.16) we expect that Y M, x(¢*V) should

67



be close to Y M, (V). We will compute explicitly how Y M, (V) grows with A (that is, how the a-energy

of pullbacks of the basic connection grow).

Lemma 3.2.7. If A>1 and a € [1, 2]

YMar(V) = YMar(7) 2 —a (357) (14 2) " || 1742 (3.22)

Proof. As a result of the mean value theorem, there exists some positive function f : S§* — [0,00) whose

value at £ € S* lies between |Fv|§ and 3 = |F5|§ and satisfies

YMar (1) = IMax(@) = 3 [ +x00)" (Frls = 3) b, (3.23)
Now, set

Ap={cest Ry (QF 23}, A ={cest: R (Ol <3}.

Then f >3 on A4, and f < 3 on A_. Considering integration on these individual sets we have

a-1 2 _ -~ ga-1 a-1 2 _ -
[ Gron T (R =) avizet [ @ (15 -3) av,

+

It follows that over the entire region

/S4 B+ (1B - 3) avy = 307! /S (140 (1P} - 3) av;. (3.24)

Now since supgs x» = A%,

a—1 _ % 4
/S4 1+x)"  (@—1) (\F,|g ) vy < (14 M) H|Fv 3‘ e (3.25)
Combining the estimates, (3.23), (3.24), (3.25) we obtain the result (3.22). O
Lemma 3.2.8. One has
YMap (7) =IMa (W) 7) = 9Mo (W7). (3.26)
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By setting
U(a, ) i= Y M, (X*%) —6%4n2,
there exists a fized constant C' > 0 such that for a € (1,2],

C)ta—4 if (a—1)logA>5
O(a,A) 2 4 C(a—1)log A if (a—1)<(a—1)logA <5 (3.27)

C(a—1)(ogA)? if0<logh<1.

Furthermore Y M, (X*V) is increasing in A and for 0 < (a—1)log A < 2,

e ~ 1o )\|5

siex [PMa (V)] = 51z PMan(D)] 2 Cla— 1) i (3.28)
Proof. First observe that

YMan(@) =5 [ (140" Lav. (3.29)

We will apply change of variables to the integrand of Y M, (X*%) First we convert (3.29) to a radial integral;

let r := |¢| and then, akin to the computations in §3.1.1,

2 )4 2 2 e+t
[Brsly = 35 1R 008 (1K +1) = it = 5o
and thus
TS 3o 802 [ A (r241)” “ r3
yMa ()\ v) = EEER o 1 + (1+)\27‘2)4 (1+’I‘2)4 d?ﬂ. (3.30)

We will next change variables, gathering up ‘(x ,\)1/ 4 type quantities:
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B

Observing that r? = /\(i‘\;l_“)l), we update (3.30) and obtain

A

2qa—1 —w)(w=A"1

s | ) B (3:31)
1/

It is now clear that the symmetry between A and % is preserved since
YMa (A7) = IMa (V7).
Combining this with (3.12) yields (3.26). We apply the change of variables w = e’ and A = e” to (3.31),

(e —e )7

2r23>~! /T (1 + e4t)a et(eT—etE)él(tet—efT) dt

-7

-

2qa—1 2at (T t\(t_ _—T

_ w237 -2t 2ty e”* (eT—e')(ef—eT)

" 4(sinh7)® / (6 te ) e3t dt
-7

x2oaga—1 T a (a— e"—el)(ef—e™ T
— e [ e

200qa-1 [ o (c— e —el)(et—e 7
— T / (cosh 2t)ela-12t (Lmele e 1) gy
—r —_—————

We compute out the underbraced term

(67_6)6(# =e ' (e —1—¢e* +€'"7) =2(coshT — cosht),
and observe the following symmetry identity

T 0
/ (cosh 2t)* €@~ D2 (cosh T — cosh t) dt = / (cosh 2(—1))* @~ D2(=1 (cosh T — cosh(—t)) dt.
0
Applying this symmetry yields
(sinh )3

VM (A7) = 222321 / (cosh 2t)® cosh [(ow — 1)2t] (cosh T — cosh t) dt.
0

The idea of the next portion of the proof is to provide lower bounds depending on A and « for the gap

function U measuring the difference of the a-energy of A*V from the a-energy of V. We set

YMa ((¢7)'7) = 647G (o). (3.32)
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We will solve for GG, and apply the change of variables

o= (a-1),
s = pt,

o =pr=(a—1)logA.
Now, applying the change of variables (denoted ‘c.0.v’ below),

G(o) = m / (cosh 2t)* cosh [2(av — 1)] (cosh T — cosh t) dt
0

L 0 (cosh §>ﬂ+l (cosh 2s) (cosh & — cosh i) ds )

sinh 2)3 0 A b p '

With this new formulation we address the various cases of (3.27).

‘ (a—1)logA>5 ‘ Noting that

3 2
% [(sinh %) ] = % (sinh %) cosh%,

we rewrite (3.33) (and decrease the region of integration) as follows

o—1 3 B+1 cosh Z —cosh &
G(o) > %/ 2 {(sinh %) } (cosh %“’) cosh2$( v /)32) ds.

12(Slnh %) _9 cosh % (sm} %

We estimate the underbraced part, which we call Q(s) on the interval [0 — 1, 0],

. s —2 2s A+l COSh%
Q(s) = cosh 2s (smh E) <cosh ?) (Cosh == 1)

B cosh £
3)’), (255 1),
|:(COS B :|T3 cosh'ﬁ T

—2
= [cosh 2s], {cosh % (sinh %) ] .
2

For the T}, we estimate that

For the Ts, using the hyperbolic sine additive angle identity,
-2
7> (sinh %) (sinh 3) =2,
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For T35 we have that

2\ B _ (c—2)
T > e ﬁ o—1 B e2(0—2)+2T > 62(0—2) . £20
3= 2 = |28 = 37 2 T5F = 354
o—2
For Ty, we estimate
cosh § e B 5o F 1.2 —2p41 L1
coshg > == +e, - > € t—l > 2 es +e > 5@5 > %a
B e B +e B 2¢ B
and so we conclude that
o—1 _ 74 o—1  io
Q(s)|g'—2 - Hi:lTi g—9 — 2a¢8 (6 - 2) .

Now, we compute, noting that for z >y > 0, we have 23 — 33 > (z — y)°, giving

iy [ [ (om5) = g (a5 (s 52

3
>_—1 7 (Sinh 7(0;1) — sinh —(052))

-1 _o-1 o=2 _o=2\3
_ e B —e B —e B 4e B
- g — g
eB—e B

z—1
72

Note that the last line follows from the monotonicity of f(z) = . Now we combine everything together,

Glo) > b (12U > oo (Le2Ue 1)
> %) >

24314

Taking o > 5, we conclude that

G(g)flzeﬁla(w,L)ZO’

24314 edo

which concludes the first estimate.
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Now we make some necessary preparations for the remaining two cases. We start with

o B+
— 1 2s g _ s
G(o) = e /0 (cosh ﬁ) (cosh 2s) (cosh % — cosh 5) ds.

We differentiate, and obtain

/ — 1 7 ~§ﬁ+1 . h Z coch £ h2 & inh2 2
G' (o) = ) cosh 3 (cosh2s) (3 (cosh 3 cosh 5 — cosh® % ) + sinh” g ) ds.
g 0

B
Now we set g(s,0) = (cosh %) (cosh 2s) and observe that

B
%(S,U) =2 (cosh %) (sinh 2%) .
Next, set h(s) to be the function
h(s) = —psinh 3 (cosh% — cosh %) (2 cosh & cosh & — 1) ,
which is negative and satisfies h(0) = h(o) = 0. Differentiating this, we obtain the familiar quantity

%(s) = (cosh %) (3 (cosh 3 cosh% — cosh? %) + sinh? %) .

From this we can observe the following identity and apply an appropriate integration by parts,

G'(0) = ﬁ /Ogg(s,a) (8*,(;@) ds

o 432 (sinh%
_ 1 7 89(5’0)) his)d
4p2 (sinh %)4 /0 ( s (5) ds
=1 0 (cosh §>5_1 (sinh 23—") sinh £ (cosh Z — cosh i) (2 cosh € cosh & — 1) ds
" 2s(mg) o ] B ] 5 ] ] 5 :

(3.34)

We estimate G’ from below in the two different cases.

‘(a —1)<(a—1)logr < 5‘ This is equivalent to considering 0 < 8 < o < 5. For this, we show that

G’ is bounded below by a positive constant which is independent of 5. To do so we apply the following:

cosh & sinh &2
E ] as
SR g >1, —5= s > tanh T
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Then for 6 € (0,1) and 8 < o, utilizing further the fact that tanh af > tanh 6 and cosh% > 1,

S 2sa
sinh 5

7 B
G'(0) = W/o (cosh f) (m) (B sinh %) (cosh% — cosh %) (2 cosh % cosh 5 — 1) ds

[\~]

g B
> M/ (cosh %) (tanh 2%) (ﬁ sinh %) (cosh% — cosh %) (cosh % cosh %) ds
26 ( sinh %
B Bo
[ea
tanh 206 1 o s o s s
> 2(sinh%)3 //30 ([3 sinh ,8) (cosh 5 cosh B) cosh 5 ds
o o 2
> _tanh2ab coshg/ lsinhicoshﬁds—/ L sinh £ cosh? £ ds
= 2(sinn g)’ N ] B 07 B ]
__ tanh2af 1 30 _ 1 o 2 1 3
= 72(sinh%)3 (6 cosh 53 cosh 7 cosh” 6 + 3 cosh 9)
tanh 260 1 o 20 2
> W (g coshE (cosh g - 3 cosh 9)) )

Choose 0 so that cosh @ < % cosh 1, then we can conclude that there is some constant C > 0 independent

of anything such that if & > 1 and A > ¢, that is, 7 > 1 and 0 < 8 < ¢ then

3
G'(0) > %3 (cosh ;) >C>0.
Sin E

Therefore, we have that for 0 < 8 < o we have

G(o) > G (B)+C(o—p). (3.35)

‘ 0<(a—1)logh<(a—1)<1 ‘Next let’s consider the lower bound for G’ in this setting, which is equivalent

to 0 < 0 < B < 1. Beginning again from the inequality (3.34), we apply the identities

i 2sa
sin =3%*
[E]

B
(cosh %) <1, cosh I > tanh %, (2 cosh % cosh% — 1) > cosh % cosh %
Applying them in, we have
G'(0) > m /0 (tanh 2‘%) sinh 5 (cosh% — cosh %) cosh & cosh 5 ds. (3.36)

Then we apply three more identities:

2
sinhx >x, coshx>1+4+ %, tanhx >

2 > otz for x €[0,2],  sinhz < zcosha,
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and update (3.36) to obtain

/ s T 1 s okl o _ s
G'(0) > 2504(%8}1;)4/0 LR (1 + 252) (coshﬁ coshﬁ) ds

2

B 7 1 2 fed fed s
Z 20‘4(COSh 1)4(cosh2)2 /0 (COSh 2)25 (1 + W) (COSh B — COSh E) dS.

Lastly, we implement an identity from standard ODE theory that
2
(coshx — coshy) > 3 (z —y)~.

Applying this to (3.37) we can finally conclude that

. o
G/(O—) = 2B0%(cosh i)“(cosh 2)2 (1 + 20?) /0 s* (J o 8)2 ds

o o? 3.38
= 60(cosh 1)*(cosh 2)23 (1 + W) ( )

> ag
= 60(cosh 1)*(cosh 2)23°’

so for 0 <o < 3,

o? (a=1)(log 1)
G(o) —G(0) 2 60(cosh 1)?(cosh 2)28 z 60(cosh 1)?(cosh 2)2 " (3.39)

Now we can establish the last two estimates. In the event that (o« — 1) < (o — 1) log A < 5, then by rescaling

(3.35) and applying the identities of 8 and o we have
U(a,A) > 6%37° (Gla—1) = 1) + C(a —1) (log A — 1)) > C (o — 1) log A.
If log A < 1 (the latter case) we again obtain from rescaling from (3.39) that
U, A) > 6% 2m? (o — 1) (log \)°.

Now we prove the last two claims. We know that Y M, » is monotonically increasing with respect to A since

G’ is positive (cf. (3.34)). To show the final expression, (3.28), we note that from (3.32) that

F1agx [YMap (V)] 2C(a—1)2C(a—1) 1£T1i§&y

[0)



For 0 < log A <1 we use (3.38) to conclude

Fies [YMan (V)] > Ca—1)log A > C (o — 1) 282

This concludes the argument. O

Proof of Proposition 3.2.1. Since we have Lemma 3.2.3 and thus appropriate control over connection and
curvature differences, it remains to prove (3.15), the resultant control over A (though dependent on «). To do
so we will apply Lemma 3.2.7 to ¢*V, where ¢ a conformal automorphism which enforces curvature difference

smallness in the sense of (3.16), and A > 1 its corresponding dilation factor. Obtaining the inequality

2
[

1 S By = Fall o 1Faeo + Foll < 8y/(372 + () < 3(30),

we apply this to (3.22) to obtain

67372 + € > VMo (V) = YMo A (B7V) > Y My (V) — ab¥dx2rHe7Ds, (3.40)
Additionally, from Lemma 3.2.8,

YMar (V) = VM (NT) = 72 4 5(a, \), (3.41)
and note that € in Lemma 3.2.3 is always bounded above by 0. Then we rewrite (3.40) as,

§(1+C'2\*%) > U(a, A) for some C’ € R. (3.42)

Now we need to consider the regions mentioned in Lemma 3.2.8. In the case that (o — 1)log A > 5, that
is (multiplying both sides by 5 and exponentiating) A\>(@=1) > ¢10 (i.e. A\(@=1) > ¢8) Then by (3.27) we
have deduced the lower bound U(a, A) > CA* >~ which implies that (3.42) is false when 0 < § < &y =

min{2€,, , %68}. Therefore A*@~1) < ¢% and thus, combining the latter two cases of (3.27) and (3.42), we

have
§(1+C'e®) > C(a—1) (log A) min {log A, 1},

yielding the result. O
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3.3 Closeness of a-connections in the W2P-norm

Now we prove a refinement of Proposition 3.14 which demonstrates closeness between ¢*V and ¥V in W?2? for
p € (2, %], with the further restriction that Vv is a Yang-Mills a-connection. The determination of this range
will be clarified in Proposition 3.4.3 (the fundamental reason being to apply necessary Sobolev embeddings).
At this point in the proof we reach a key fundamental difference between the arguments of [LMM15] and
ours. Since we are working in the four rather than two dimensional setting, our Sobolev embeddings are not
as favorable in that we require more degrees of differentiability. To address this we introduce the notion of

Morrey space of maps.

Definition 3.3.1. Take Q C S* and set Q (o, p) := 2N B, (o) and for every p € [1,+00], A > 0 set,

ME(Q):=Cue L (Q): sup p”‘/ lul” dVy < oo ¢,
2(Co,p)

Co€Q
p>0
with associated norm defined by

1/p

[ul| oo == | sup p_)‘/ lul” dVy < 0.
* GoED Q(Co-p)

Using this space we intend to use the following result of Morrey.

Theorem 1.1 of [Gia83]. Assume p > n and let u € W2, Du € MP""P* for some ¢ > 0. Then
0,£

ue C,r.

Remark 3.3.2 (Notational conventions). For the proofs of this following proposition as well as that of

Lemma 3.9.10, we will indicate applications of either Sobolev embeddings or Poincaré inequality with a

subscript .S or P on constants. This is nonstandard but will help the reader follow manipulations.

Proposition 3.3.3. There exists g > 1, 69,C = C (ap,09) > 0 depending on only oy and &y such that
for every a € (1, ), every & € (0,80] and for every critical point ¥ € W12*(Ag(SY)) of Y M. satisfying
(3.14) and (3.15) then for p € (2, 2] sufficiently small,

[T =9+ [|F — 55,

SO0+ (a-1). (3.43)

Proof. We summarize the proof. Via Proposition 3.2.1 we have that the difference of curvatures is small in

L2, i.e. (3.20). For notational convenience and without loss of generality we may set ¥ = I1[¥]. Initially, we
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will demonstrate
Y = V|| e T 1Py = Fsllyo < C (64 (@ —1)). (3.44)

Using this, we will apply a hole-filling argument to obtain the necessary Morrey type estimates, and apply
appropriate embeddings to obtain the main result. We will first conclude (3.44) by obtaining bounds on
the first derivative of Fy — Fs, and second derivative of ¥ — V (in fact, the curvature bounds follow from
the polarization of curvature). Now, recall that the Yang-Mills a-energy is also preserved under gauge
transformation, so using Proposition 3.1.10, since ¥ is a critical point of Y M,  and ¥V is a critical point of

YM we take the difference of the corresponding equations,
0= [DyFy — DiF5]| +01(¥) 4 O5(V). (3.45)

Our goal is to first estimate T := ¥ — ¥ in the W22 sense. To do so we first identify key pointwise estimates

on O, for i € {1,2}.

oy VPl Fe R
191 (Wl < b (0= D) Brimg]
[V Ey|,|Fy|?
< — L T9l" 7§
<dn(a-1) Al Fe 2]
<Cla—1)[VEy|, (3.46)

<Cla—1) (|$Fv|§+ I[T»Fv]\.&)

<C(a—1) (‘%@)T‘é + [V, 7] + |T|§> .

2xx (a—1 2
02 (V)] < Zola )2 [V log xaly [Fwly [ Fvl;
|‘3+X’\‘F"g‘

2xx(a—1)

3
AN |V10gX>\|g ‘Fv|q

(3.47)
< C(a—1)|vlogxal, [Fvl,

<C(a—1)[viegxal, <1+ |§T|§+ |T|§)

78



Via integration by parts combined with (3.18) and applying the formula of the curvature tensor,

7o

; = —/S4 <$T,£%T>gdvg

’ v v v/ VA fad ~ ~ 7 ~
Lz /84 <V1Ti, Vi [Vk-, Vl] Ti>§ dVs */ <VzTi, [vk,vl] VkTi>§ dvj

_ H&T‘
S4

2

L2

- 2/S4 <6m, [Fkl, %Timd‘/@ (3.48)

2 - ~ o~
A _2/ ([70,7] ToT1), v
L2 s4

~ ~ 4 4 ~ 4 ~
_ /S (005, T [Ronf, ] + R, 90 + Ry vaS>§ av;

IN
>
~

—||&x|[ +11||%T||2LQ—2/ (R, T, + [, 1] 1) v
L2 g4 g

<[|&7| 4 1)o7, + 81702
= 12 L2 L2

~ 2
<co+ a7,
L2
We will estimate the latter term. Recall from Proposition 3.9.2 in the appendix combined with (3.45),

ATE = 378 — 2T§Mﬁ,g;9 +2FP

n
k:i;LTkG

= YRR iy + 200, T Ty = T TGy + (01 + O2)L, (3.49)

- (%Tfu) Tie + Tfu (ViThe) — QTQM (VeYly) +2 (ngiﬁu) Theo-
With this in mind we compute each term of the following

o= L (o) e [Aon] ), ) e [ (Eres),

+ /S (ﬂ %5 T %5 AT) dVy + /S <(®1 +65) ,£T>§ v

o

For the first term we apply integration by parts combined with (3.18), noting Fy is V-parallel

/84 (3 <T,&T>é +2 ([ Fiis T ,&T%) v, = /S 3[9[] +2 (75700, B ,%ﬂ% av;

<C((a=1)+9),
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For the second term, via integration by parts, Holder’s inequality and Sobolev embedding

A *3 : Sv|2 2 :
/S4 (Ax,r >§, v, < C/S4 92 1) av;

. 1/2 1/2
<C ( ] dV;]) (/ | dV§>
st st (3.50)

gC((a—1)+5)<C((a—1)+6)+/ §(2)deV§)

S4 9

SC((a—l)—i—&)/ %<2>r‘fd%+0((a—1)+5).
S4 g9

Likewise we have that, using a weighted Holder’s inequality and then applying the same equation as above

in (3.50),

/54 (%T*gT*éﬁT) dVgSl//S‘L

g(}(u+(a—1)+6)/
S4

~ 2 ~
AY| avy+ %/ 29T av;
. M (3.51)
mr‘c AV, + C (o — 1) +6).
g

Decomposing

/<5T,@1> vy < C(a—1) U 72| dV§+/ ¢, 11, [ 7| dVng/ 71, | 2| dVg}
S4 é g4 g g4 g g é g4 g é

—l—C’(oz—l)/S‘L

4

&T‘g Y3 av;,

For the second term,

~ 2 ~
ngu/ @Y dV§+%/ 1972172 av;
§4 g §4 g

B 9 . 1/2 1/2
,,/ VAT av, + (/ VY dVg) (/ hap dv§>
s4 g s4 g s

V/S4 6<2>T2d1@+0(5+(a—1)) <0(6+(a—1))+/

S4

IN

IN

~ 2
7| dVé’;)
g

SC’((H—(a—l)—i—u)/ $(2)TE dVy+C (6 + (o —1)).

sS4
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For the third term,

ng/ |T|§‘$(2)T’Dd‘/§
S4 g

) 1/2 1/2
< c< a1 dVg) </ hF dv_;,>
st g se 7

gcp/ VY2 dv.
st g

T, follows exactly as in (3.50) and (3.51) above.

/54 <ﬁ‘f,®2>§ v, < (a —1)

2
=Y Q.
i=1

= = X = = 2
/S4 [T log xal, |97, ‘Ar‘g dvy + /S T 10g xa |, [97], 171 v

We estimate these two terms. First we estimate

Q1 < C’/ <|5logx)\|§ |$T|§ + ‘ﬁTr) dvy
s4 g

2\ 12 2\ 12
<C(/ |§logx>\|§> (/ WT|§> +C
st s¢ s4

2
gC’log)\(C(a1+5)+/ %%f]q dv§> +C/
sS4 g $4

_ 2
7| av,
g

~ 2
v(2)“f’ av;.

g
Next we estimate

Q2§/ by dVg]—l—/ [T log xa; |97 dV;
s4 s4
1/2 1/2
30(a—1+5)+c(/ 19 log xa ! dvg) (/ K23k dvg)
S g s4 9

2
<C(a—1+5)+Clog)\(C’(a—1+5)+/ %Q)T‘D dvé).
S 9

Therefore we have that, combining everything
~ 2 . 2
Hv@THLZ <C(a—1+4) Hv<2>THL2 Y C(a—144).

Thus provided &g, (g — 1) are sufficiently small, we may absorb the V(2T type terms into the left side of

(3.48), allowing us to conclude the control
HWWHH <C@+(a—1)). (3.52)
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It is not difficult to believe that derivatives of curvature differences are intrinsically related to derivatives of

Y. Consider the case for the L? control of the V derivative of (Fy — F5). Applying Proposition 3.85,
¥ [Fy - )|, <C (‘g(zwlq + |7 x ﬂ”\g) :
g

Consequently the estimates in L? on this term follow directly from those above.

Our next goal is to demonstrate that VY € M‘é for some B > 0. To do so we use the Sobolev embedding
./\/lé’2 — ./\/l% and focus our attention on demonstrating containment in M;f (for the sake of brevity we
include this step in the appendix, Lemma 3.9.10). Provided the estimate ||THM% < C(a—1+9) we will
translate our setting to a functional perspective to apply Theorem 1.1 of [Gia83]. In a V-adapted frame we
note the control ‘f‘ < CR. Therefore using the coordinate decomposition %Tfa = &-Tfa + {fi, TJ} i,

4
R—B/ dv; gR—ﬁ/ (
BR BR

<R7# |%T|§ dvg,,,+R4—ﬂ/ Y[5 AV
Br B

R

4
B S B 4 |[y8
;Y% ViTi,| +CR ’Tja

4
) i,

<C((@—1)+46).

Applying Theorem 1.1 of [Gia83] to each coefficient function of Y, with p = n = 4 we thus have desired

Holder continuity for all coefficients of T, and so
Il oz < C((a=1)+3).

This is a particularly strong and immediately implies that ||T||; . < C (o — 1+ 6). Furthermore, as discussed
on [GM12] pp.76-78 (combining Proposition 5.4 and Theorem 5.5 of the text) we have COT is equivalent to
M? in the sense of functions, where v := g + 4. Applying these results to the coefficient functions of V on

a local level as above in a V-adapted frame, we obtain that
1Tl pz < C((@=1) +9).
Via polarization of Fy — F5 in terms of T it follows that

|| Fy — F$||M,1;2 <C((a—1)+6), where y:=min{y,S}.
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Lastly, we use the fact that for e sufficiently small (in particular ¢ < 42%),
“w

[Py — F5llpp24e < C|[Fy = F5l[ 2, where y < p(l+5) —2e.

Provided « is chosen sufficiently small so that the range of p values lies in 2 + ¢, in particular, o < (22€j82)
(cf. (3.57) for the reasoning for such choice) then we finally attain

1Py — Fsllyr, <C((@=1)+9),
and thus concluding (3.43). O

3.4 Bound on A\

We next demonstrate how the estimates (3.15) and (3.43) imply small growth of ﬁagA [Y Mo A (V)] which,
when coupled with (3.28), yields a bound on A (which is independent of how close « is to 1). We compute
ﬁagA [Y Mo\ (V)] directly from (3.10) and (3.11).

Lemma 3.4.1. We have the following equalities:

(@ =00 (S )

. 2\ 4
Proof. Recalling that x(¢) = % (ﬁy;‘ﬂ ) , we have
(log x2) (¢) = 4log (1+ A2 [¢[*) — 4log A — 41og (|¢* +1)

9lo. 4(N2|¢1?-1
logbxall () — (A2\<|2+1)

Ollog xx]
Olog \ ’

Remanipulating this accordingly, one obtains 6?3)(@? 1 = XA

giving the result. O
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Proposition 3.4.2. The following inequality holds.

S [YMax (V)] = 5155 VMo (V)]

<Cla=1) (142 || Py - By,

)

F5 "lyﬁ[v]

2 (HF%HH + HFﬁ[v]

L2a+2) ’

2

+C(a—1)7 (1 + )\4(a_1)> (HF$||L2&+2 + HFﬁ[v]

Fﬁ[v] L2a+2

(3.53)

L2cx+2

Proof. Again, via gauge invariance of Y M, » we can assume that ¥ = II [v]. We differentiate and obtain

2 «
alng [YMa(V)] = %mfgx [/54 (?’JFXA |F'|é) xlxd%]
a—1
— 1 2 2 2 o) 1 -
= 5/84 BalmE) " (@-DIFE-2) (H2) & v

2\ ! 2 A2[¢[2—
:2/S4(3+XA|F,\§) (=11l - ) (G5 avs.

For computational ease, set u(¢) := (Eﬁﬁ) € [-1,1) so that the underlined quantity is p(A(). Then

T1egx [YMaa (V)] = g1 P Ma (V)]
a—1
— [ (B30 = (salml) ) 20y (3.5
St
a—1
o= [ (36+300 - InE (34 0 lBE) ) w0 v

Similar to the proof of Lemma 3.2.7, there exists some f : S* — [0,00) whose value at ¢ € S* lies between

|Fy (C)|3 and 3 = |Fy (C)li such that

(3“ (1+x0)" " = (34 m) ) = (=1 B+ /)"0 (3- 1R

Then multiplying through by |Fv|§ and remanipulating,

a-1 2 2\t
33+ 30" — P2 (34 B )

= (34 3)* (3 Py \g) Fa—1) B+ ) 2xa (3 - |F,|§) |Fyl2.
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Note for a < 2 one has (3 + fx)\)o‘*2 < 1. Furthermore

2 . 2
N AT A
3+fxx — 5
1 if [Fy[2 <3
2
<1+ |Fyly.

and furthermore,

(34300 =327 (14 3) " <IN 34 o) <60 (1 Ry

g

Then using the fact that |u| <1,

)

a—1 2\t 2p(A)
’((3+3X/\) - (3+X/\ |Fv|§> BTN

<2(a-1)[3- IR}

and

a—

1
]3(3 +30) ! = B} (34 B ) u(AC)‘ <oNe D3 R (14 (@~ )R (355)
Therefor, applying (??), (3.55) into (3.54)

roex YManx (V)] = 1oz VMa s (V)]
<Ca—1) (14 2C) /S 3R] (14 (@ = 1) [Fef2) av;
< {c (—1) (1 + )\4(0‘*1)> / ]3 - |Fv\§’ dv_;,}
st T

+ [C (a — 1)2 (1 + )\4(a_1)) / ‘3 — |Fv|!2]’ |Fv|§a dVgil .
S4 T>

For T we compute out, first applying Holder’s inequality followed by triangle inequality

2 2
/S |1 = 13| v < /S (176l = 1Bv1,) (1851, + 1Bl ) v
< [ 1B = Bl 1B+ Byl
§4
< \IPs = Fall o |1Fs + Pyl

< 1Fs = Fyllpz (1F5ll 2 + 1 Fvllz2) -
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For T; this follows in a similar fashion but rather than apply the standard Holder’s inequality we apply the

triple version, namely, for f,g,h € C*(S%),

[ ah v =11flls gl bl 3342 =1

[e3

where in our case we will take p = ¢ =2a+ 2 and r = Tar3

Now we compute

2 2 2c 2c
L s = B IFl avi < [ 1P+ Bl s = el [ av

<EG + Fyll ootz |Fy = Fyll 20+

2c
|Fvl;

a+1
L

2
< (1F5]| L2are + [|1Fwl L2as2) [1F5 — Fyll 20z ||yl f2042 -

Note that the manipulation of the last quantity follows from the fact that

TN A
gl = </s4 (|Fv‘§a) dVé) = ((/|Fv|§a+2 dV§> ) = ||Fv|‘i%a+2~

Combining these estimates we conclude (3.53). O

|

Proposition 3.4.3. There exist ag > 1, §g > 0 possibly smaller than those in Proposition 3.3.3 such that
if ¥ € Wh2 (Ag(SY)) is a critical point of YMa, s satisfying (3.14) and (3.15), with o € (1,0] and
d € (0,00], then

logA<C(0+a-1). (3.56)

Proof. As in Proposition 3.4.3 we will be considering the relationship between the connections V and V.

Then we can apply a Sobolev embedding to obtain that

., where p := iatl)

< Cs,a Wi i3

F

v

v Fﬁ[v] -

L2a+2

This choice is explained as follows: we have that W < LP" | so if we desire p* = 2o + 2 we compute

(=51 =), @

Since we can assume that ap < 2, we have that p € (2, %], as in Proposition 3.3.3. Then Cg, can in fact

then be chosen independent of «, so by taking «g and §y as in Proposition 3.3.3, we obtain that, from (3.43),
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7

fi[v] - Fs <Cs(0+a-1). (3.58)

L2o+2 —

Consequently, we have that,

1 Ev|l 20t = HFﬁ[v] P— HFﬁ[v] = 5| e T Il 202 < C. (3.59)
Furthermore by (3.15)
)\4((1—1) < max {6406, e4a0—4} ) (360)

Since V is a critical point of Y M, » we claim that WZT VM (V)] _, = 0. To see this, first note that,

via (3.12),

/-_\1

VMo (¥) = YMo (7)) = Y Mo (A GE DY),

and thus
C - YMar (M)],y = (T2 Y Ma (M), = VM, A (V)(E), (3.61)

Olog T

where = € A'(Ad E) is given by

- (4 (7))

But, ¥ is a critical point of Y Mg,y and thus YM;, ,(¥) = 0, which forces (3.61) to vanish. Consequently

(1]

T=A ’

it follows from combining (3.28) (for a lower bound), (3.53), (3.58), (3.59) and (3.60) (for the upper bound)

that
(Q&I) 1flié\x < Blng [YMar(V)] <Cla=1)(0+a—1). (3.62)
We obtain the estimate (3.56) by taking «g and § sufficiently close to 1 and 0 respectively. O
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3.5 Proof of Main Result

Ultimately our goal is to prove the dilation factor of the conformal automorphism is precisely 1, though at
this point in our argument, we cannot to better than (3.56); a bound dependent on the closeness in curvature

and a-value. Proposition 3.2.1 hints to choose a ¢ € SO(5,1) minimizing

2 2 2

L2,(5%,9)

HFﬁ[m] o (3.63)

|Fmym0 = Fores L26E ) e = Figs L2,849)

For our purposes, however, we will be even more selective in our choice of minimizer to help ourselves in
later computations. Noting the relationship of Theorem 3.2.6 between connection and curvature difference,

for a fixed vV € Ag (S*) we may instead choose to minimize

2 2

(3.64)

+||ierv) - 7|

zv (@) = HFﬁ[{ﬁ*V] _F§

L2,(54,§) L2,(84,9)

To justify that this minimization is possible within SO(5, 1), we prove the following.

Lemma 3.5.1. It is sufficient to minimize Z¥ () over a compact subset of SO(5,1).

Proof. To do this, we first note that minimizing ZV (¢) is equivalent to minimizing (3.63). We make the
key observation that (up to rotations), ¢ goes to infinity only if it approaches a dilation from the south
pole towards the north pole by large A > 0, so that the energy of the dilation portion of ¢, given by A, is
concentrating on a small disk B centered at the south pole. Since we will be working in various regions of

integration we will denote these in our subscripts.

Consider B so small that || Fy | |2LZ ®) <€ We separate out and divide up the equality, applying the conformal

and gauge invariance of the norm,

2 2
HFﬁ[V] ~Femys|| . = HFﬁ[V] ‘L2+2<Fﬁ[v1’F<ﬁ>*s>L2

2
= |[Fvllz +2<Fﬁ[v]vF(ﬁ)*5>L2 + [1F5 7z -

L (3.65)
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Furthermore, we can decompose the middle term into their corresponding parts on or outside of B:

2 2
<Fﬁ[v]’F(W71)*$>L2 = ||FVHL27(§) HanLQ’(E) * '<Fﬁ[v]’F(<p/\1)*€>L2,(s4B)

< 872 + (A71)?

<Fﬁ[v] ’ FA*(P)*$>L27(S4_§)
< Ce.

This implies that <Fﬁ[v]7 F(;\_l)*$> , 18 small, and so in particular we can update (3.65),
L

[

2
~ —_— 2 p—
fiy) ~ Flmyeg| . 2 16™ — Ce>0,

concluding that the minimization of (3.64) occurs on a compact subset of SO(5,1), away from conformal

infinity, as desired. O

Recall the Yang-Mills energy Jacobi operator given by

—\\ B * —_ _ _ 5
(77(2));, = —(DsDeE);), — (Fy)is Zay + Zies (Fo)i, - (3.66)

i "
This can be derived as follows. Varying the Euler-Lagrange equation for Yang-Mills energy,

£ (D3 Fy,] == L ViFilly _y = (D% DyT); + {Fkiafk} :

i|v5:v

Using the the Bochner formula, which we substitute into (3.66),
ApE; = — AE; 4+ 35; + [Fri, Zi)

we can write the Jacobi operator in the form

(77 (2)), = OZ; + (DD*E), — 3%; — 2 [Fii, Za) -

We will consider J 6, the Jacobi operator based at the identity. The kernel this operator is precisely the
tangent space to the moduli space of instantons (this follows from Proposition 4.2.23 of [DK90]), which in
turn is precisely the tangent space of the orbit of V under the action of SO(5,1). Let A denote the orthogonal

projection of the 1-form A onto the kernel of J v (the Jacobi operator based at V) with respect to the L2
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inner product. Then from ellipticity of the system, we have
HAllwan <€ (||774]| | +11AllL) - (3.67)

Now, assume that ¢ minimizes Z7 (¢), and again set ¥ = I [3*V] with |¢| = A\. We now estimate the two

terms on the right side of the inequality in the case A = T (= ¥ — V), keeping in mind two main identities:
DY =0 (due to V-Coulomb gauge), TV (T) =0 (due to T in Ker jg).
Proposition 3.5.2. Assuming the results above

Hﬁ v — %HWM < C(a—1)log A (3.68)

Proof. We first estimate the L norm of Y. From the minimizing property of ZV (¢) we have that,

0= | (Fy—F5VT), dV; +/ (T.7), dvy
S4 S4
i

— [ (B = B T [1T)), avy+ [ (1), av
S4 S4

= (Fy — F5,VY)_ dVy| + (Fy — F5,[Y,X]), dVj
st g T st g

+/ (1. T), av;,
sS4 -

2

Using the polarization identity of the curvature, Proposition 3.9.1, we break the terms 77 and 75 apart into

four labelled integrals:

916 = [ [, (ee) (7a5) avi] [ [ (Beri) rrow)g )

+U 1517 (%ﬁjﬁ) dVg} +U 1517 [Ti,rj]fgdvg}
s4 Tis s4

To2

Let’s manipulate these each separately. We have that

= [ (D) (3:75) vy = [ (905 (BT5s) avi= [ 12 ~*~*)4 :
T /S (DZTJ.C) (v,T]ﬁ v, /S (vxjg) (DJJB) v, /S T4 (D DY) dv;.
Next we approach T5;. Here we have
— D.Y? 6 gy = TP TS gV — B (57 N? ave
Ty = /S (Dol ) o 1505 v = 2/S4 (7.5 [ T3] avy = 2/84 515, (9:75)]] dv;.
If we apply the fact that D*Y = 0 we quickly obtain that To; = —%T 12. For Tho, we use the skew symmetry
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with respect to the bundle indices,

Ty, = /S (03,0002 [0, 05] dVy = 2/84 TS5 [0, T5] 5 dvy.

Combining these together, we have that

2
—1 2 ~ A H ~ — B8 —
1Tl =D Ty = /S4 5, (D DT)J.B + 05, [ 15, (VL)) , + 20505, [T T3]
ij=1

Applying (3.66) noting that J v (T) =0 to the first term on the right, we have that

=112 ~ K ~ 1B .
IT][2 = /84 -1, {ijkah + 05, (15, (L)), + 20505, (10 T3]
< CNTl e |[T]] o+ 1N (19T 2+ (1] 2 1072 (3.69)

< O3 (|7l + 11971 2)

Now, we claim furthermore that ||$Y| |L2 <C | |T| ’LQ. To see this, consider the ratio ||§T| ’LQ HT‘ |;21 This
is scale invariant in T and when restricted to {4 € A (AdE) : |A] 5 = 1} has a maximum and minimum,
and is thus bounded. So we can update (3.69) by applying this estimate and dividing through by ||T| |L2 to

conclude that HT} |W112 < (4, and using the Sobolev embedding W12 < LP, we conclude ||T| |2Lp < Cgd.

Now, we estimate the Jacobi operator term, by observing that, by subtracting ©; and ©5 from both sides
of (3.45) and inserting in (3.49), and then finally observing the presence of the terms of the ¥ (this is the

first line of the right hand side of (3.49)), with rearrangement we obtain

- B

(Jv (T)) = (%Tfu) Tge - Tgu (giﬂrge) +2 (§kaH) ng

0

— LG Thg + T Th T + (01 (V)5 + (02 (V) -

In fact, we actually obtained all of these term types from the proof of Proposition 3.3.3. Therefore

77| L, <@+ @—1)1+1ogh).

w12

Applying the Sobolev embedding, LP — W2 by taking dy and (ag — 1) both sufficiently small, we may
conclude that by inserting our estimates into (3.67) and absorbing proper terms across the inequality, we

obtain (3.68). 0
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Proof of Theorem D. We refer back to the proof of Proposition 3.4.3 using the improved estimate in (3.68)

obtain

< C(a—1)logA.

L2o+2

HFﬁ[v] — Iy

Then the inequalities in (3.62) transform to

(a&n 1?1%2,\ < algg,\ [YMax (V)] < C(a— 1)*log A,

By taking « sufficiently close to (but not equal to 1) and knowing that A is greater than 1 and bounded, we

conclude that A = 1. However, using (3.68) we conclude that T vanishes, that is, V = V, as desired. O

92



Bibliography

[ABS2]

[ADHM7S]

[AS53]

[Aub9s]
[BL81]

[DK90]

[ES64]

[Feeld)

[Gas02]

[Gia83)]

[GM12]

[Gro00]

[GS15]

[HS13]

[HTO04]

[HTY15]

Michael Atiyah and Raoul Bott. The Yang-Mills equations over Riemann surfaces. Phil. Trans.
R. Soc Lond., 308:523-615, 1982.

Michael Atiyah, Vladimir Drinfeld, Nigel Hitchin, and Yuri I. Manin. Construction of instantons.
Phys. Lett., 65:185-187, 1978.

Warren Ambrose and Isadore Singer. A theorem on holonomy. Trans. Amer. Math. Soc.,
75(3):428-443, 1953.

Thierry Aubin. Some Nonlinear Problems in Riemannian Geometry. Springer, 1998.

Jean-Pierre Bourguignon and H. Blaine Lawson. Stability and isolation phenomena for Yang-
Mills fields. Comm. Math. Phys., 79(2):189-230, 1981.

Simon Donaldson and Peter Kronheimer. The geometry of four-manifolds. Oxford Mathematical
Monographs. Oxford Science Publications, 1990.

James Eells, Jr. and Joseph Sampson. Harmonic maps of riemannian manifolds. Am. J. Math.,
86:109-160, 1964.

Paul Feehan, N. Global existence and convergence of smooth solutions to Yang-Mills gradient
flow over compact four-manifolds. arXiv, 2014.

Andrea Gastel. Singularities of a first kind in the harmonic map and Yang-Mills heat flow.
Mathematische Zeitschrift, 242(1):47-62, February 2002.

Mariano Giaquinta. Multiple Integrals in the Calculus of Variations and Nonlinear Elliptic
Systems. Annals of Mathematics Studies. Princeton University Press, 1983.

Mariano Giaquinta and Luca Martinazzi. An Introduction to the Regularity Theory for Elliptic
Systems, Harmonic Maps and Minimal Graphs. Publications of the Scuola Normale Superiore,
2012.

Joseph Grotowski, F. Finite time blow-up for the Yang-Mills flow in higher dimensions. Mathe-
matishe Zeitschrift, 237(2), January 2000.

Andrea Gastel and Christoph Scheven. Minimizers of higher order gauge invariant functionals.
J. Geom. Anal., 2015.

Min-Chun Hong and Lorenz Schabrun. The energy identity for a sequence of Yang-Mills a-
connections. arXiv, August 2013.

Min-Chun Hong and Gang Tian. Asymptotical behaviour of the Yang-Mills flow and singular
Yang-Mills connections. Math. Ann., 330(3):441-472, November 2004.

Min-Chun Hong, Gang Tian, and Hao Yin. The Yang-Mills a-flow in vector bundles over four
manifold and its applications. Commentarii Mathematici Helvetici, (90):75-120, 2015.

93



[11U09]
[Iso08]

[J11]
[Kell4]
[Kel16]
[KSS6]

[LMM15]
[Nab10]
[Nai94]
[Rad92]
[S1092]
[SSTZ98]
[Str94]
[SUS1|
[Tau8?7]
[TT04]
[Uh182al

[UhI82b)

Toshiyuki Ichiyama, Jun-ichi Inoguchi, and Hajime Urakawa. Biharmonic maps and bi-Yang-
Mills fields. Note di Matematica, 28:233-275, 2009.

Takeshi Isobe. A regularity result for a class of degenerate Yang-Mills connections in critical
dimensions. Forum Math., 20:1109-1139, 2008.

Jurgen Jost. Riemannian Geometry and Geometric Analysis. Springer, 6 edition, 2011.
Casey Kelleher. Higher order Yang-Mills flow. arXiv, 2014.
Casey Kelleher. Limits of Yang-Mills a-connections. T.B.A., 2016.

Ernst Kuwert and Reiner Schéatzle. Gradient flow for the Willmore functional. Comm. Anal.
Geom., 10(2), 1986.

Tobias Lamm, Andrea Malchiodi, and Mario Micallef. Limits of a-harmonic maps. arXiv, 08
2015.

Gregory Naber. Topology, Geometry and Gauge Fields: Foundations. Number 25 in Texts in
Applied Mathematics. Springer, 2 edition, 2010.

Hisashi Naito. Finite time blowing-up for the Yang-Mills gradient flow in higher dimensions.
Hokkaido Math. J., 23(3):451-464, 1994.

Johan Rade. On the Yang-Mills heat equation in two and three dimensions. J. reine angew.
Math., 431:123-163, 1992.

Jan Slovak. Natural operators on conformal manifolds. Proceedings of the Conference on Dif-
ferential Geometry and its Applications, pages 335-349, 1992.

Andreas Schlatter, Michael Struwe, and Shadi Abolre Tahvildar-Zadeh. Global existence of the
equivariant Yang-Mills heat flow in four space dimensions. American Journal of Mathematics,
120(1):117-128, February 1998.

Michael Struwe. The Yang-Mills flow in four dimensions. Calc. Var. 2, pages 123-150, 1994.

Jonathan Sacks and Karen Uhlenbeck. The existence of minimal immersions of 2-spheres. Annals
of Mathematics, 113(1):1-24, January 1981.

Clifford Taubes. Self-dual Yang-Mills connections on non-self-dual 4-manifolds. Journal of
Differential Geometry, 17(1):139-170, 1987.

Terrence Tao and Gang Tian. A singularity removal theorem for Yang-Mills fields in higher
dimensions. Journal of the American Mathematical Society, 17(3):557-593, 2004.

Karen Uhlenbeck. Connections with [P-bounds on curvature. Comm. Math. Phys., 83:31-42,
1982.

Karen Uhlenbeck. Removable singularities in Yang-Mills fields. Comm. Math. Phys., 83:11-29,
1982.

94



Appendix

3.6 Analytic background

We begin by recalling key analytical theorems used throughout our work.

Theorem 3.6.1 (Arzela-Ascoli Theorem). Let M = R™. Let o € (0,1] and R € Rsg. Given some K > 0,

o < a and a sequence {f;} such that

fillcew(Bg) < K

there exists a subsequence { fi} and some fo, € C@* (BR) such that fy — fso with respect to the C¢ (Bg)

norm.

Theorem 3.6.2 (Sobolev Imbedding Theorems, pp.35 of [Aub98]). Set M = R™. Let i,j € NU {0} with

S ; 11 (=) q p ; ; ;
1< j, and p,q € [1,00) with 1 < g < p such that 5= - Then Hj C H; and the identity operator is

continuous, and the following holds.

1. (First Sobolev Imbedding Theorem) If there exists o € NU{0} such that @ > % then HY C C?% and

the identity operator is continuous.
2. (Second Sobolev Imbedding Theorem) If there exists o € NU{0} such that W < %, then H C Co.

Lemma 3.6.3 (Kato’s inequality). Suppose L is some multiinder and w € (TM)®E. Then if |w| # 0,

[VIwe|] < [Vewrl.
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Convexity estimates

We next extend two convexity estimates (Corollary 5.3 and 5.5) of [KS86] to be applied to L¢ norms of
elements of A?(End F) for ¢ € N (rather than elements of C°°(M)). The resulting corollary (cf. Corollary
3.6.5) of the first result mentioned combined with the second result (cf. Lemma 3.6.6) are key in the
smoothing estimates of §2.2.2. For a given n € B, recall the definition of 7, which is a constant bounding

the L (M) norms of n (cf. Definition 2.2.9). We now state an analogue of Corollary 5.3 of [KS86]

Lemma 3.6.4. Let V € Ag andn € B. For2 <p<oo, L €N, s > lp, there exists
Ce = Oe (dlmMa RankEapatbsagaga]s]l)) S R>07

such that for ¢ € C°(M) we have,

p 1/p » 1/p 1/p
(L o) so( [ oot o) (oo
M M supp n

Proof. Note that this is simply Corollary 5.3 of [KS86] applied to ‘V(Z)(b’. O

An immediate consequence of this lemma is an interpolation identity obtained via iterating the inequality is

the following corollary.

Corollary 3.6.5. Let V € Ag andn € B. For 2 < p < oo, £ € N, s > {p, there exists some C¢ =
C. (dim M, RankE,p,q7s,£,g,]£,1)> € Ry such that for ¢ € C°(M),

In particular for p =2 and some constant K > 1,

s+ijp

”TV(ZH)QZ’HLP + Cellll Loy - (3.70)

590 H <
nr aﬁLp_e

s+

2; . 2
NG|+ CK2[6l1ysg (3.71)

2
e, <«
L2

Proof. This simply follows by induction. The base case is given by Lemma 3.6.4. Now assume that for j € N
that (3.70) holds. Without loss of generality, we consider the equality with e replaced by y/e. Manipulating

the first term on the right we have, applying Lemma 3.6.4,

s+ip

nor V““W)H < e
p

stp(it1)
p

Ui

(L+5+1)
VG| 4 Cel|ll o
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Inserting this into (3.70) with e replaced with /e, we conclude the result. Consequently we have the case

for 7 + 1, so inductively the result holds for all N.

The second identity (3.71) is essentially representing the direct application of this lemma in §2.2.2, which
is strictly in the setting where p = 2 and the computations feature quantities with their L? norm squared.
Therefore we note one more manipulation where we square both sides of the inequality and apply Holder’s

inequality. Given a,b,c € R>¢, if a < b+ ¢, then

a? < (b+¢)® = b+ 2bc + ¢ §62+2<§+§) +c2 <2 +%).
Therefore if we are using the weighted versions of the inequality then they hold for the squared norms too.
This is a minor manipulation but should be noted. Additionally, note that the shift of the ‘weight’ K
featured in (3.71) is merely a consequence of weighted Holder’s inequality being featured through each of

these iterated computations. O

Lemma 3.6.6 (Analogue of Corollary 5.5 of [KS86]). Let Vv € Ag and n € B. Let ryw,s € N and
¢ € AP(End E) with s > 2w and 0 < 41,...,4, < w, so that E;:1 i; = 2w. Then there exists some

Quw,r) = Q (dim M,Rank F, p, s,g,g%l),w,r) € Ryg such that

/M 0t (70 x e v0)6) dVy < Quumliolli=2 (Im729 ™ $l13 sy + 11132 a1y 50

3.7 Connection identities

We next provide some key identities regarding manipulations applied to the connections throughout various
identities. We first state standard elementary manipulations and key formulas such as Bochner formula
(cf. Proposition 3.7.1) in the preliminary identities section (§3.7), then state some basic scaling laws of
connections and curvatures (§3.7) and then introduce manipulations to address the higher order differential

operators which appear within the various studied flows.

Preliminary identities

We first begin with a statement of the main Bochner formulas which are utilized through our various

arguments.
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Proposition 3.7.1 (Bochner formula). Let V € Ag and w € AP(End E). Then the following equality holds.

Apw = —Aw+Rm*w + Fy * w. (3.72)
In particular, for p=1,
(B0w)f = =VH(Tusll) + Rl wfy + 7 (Fo)pasols = (F) ) (373)

given invariantly by Apw = — A w + Re(wh, ) + [Fy,w]#. Forp=2,

B
(ADw)zéa = 7vkvsz@la ( RC;Z 5101 + ch wp@oc qu Rmf@q wfpa) ([w FV] )zéa - ([w7FV]#)éia :
(3.74)

The Bochner formula can be seen as a consequence of the following technical lemma which states the
terms that appear when commuting connections. We state this result in terms of explicit coordinates and

demonstrate the proof for future use. We then follow with a generalized Bochner formula statement.

Lemma 3.7.2. For K = (k,)/%| be a multiindez and w € S (T*M)®Kl @ End E),

[Vi, v ]WKa Rm”k, (wK(z p)a) (FV)?jawf(é + (Fv)fjéw(;{a' (3.75)

Where ‘K (s,p)’ means replacing ks with p in the multiindex K.

Proof. Use of normal coordinates in the computation of the commutator of connections yields

Vi, V5lwka = Vi(ViWia) = Vi (Vi)
=0, (31"*)?(04 - G?kgw?((l,p)a - F?awié + Fféw}s(a>
—0; (&wKa Gfkgwf{(z’p)a e wK(; +F15WK04)
= (aijk — 0 G]ke) WK () (6]»1“? —0; Fé )WKa
+ (—OTl + Oy ) whea

_ B B
Rm”kz(wK(gp) ) — FmawKé—i—F]éwKa

The result follows. O
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Higher order identities

The following identities are key in manipulating higher order terms which appear in generalized Yang-Mills

k-flow and are primarily results of recursive integration by parts and commuting of connections.

This next technical lemma prepares an expression to draw out iterations of the Laplacian after integrating

by parts, which is performed in the following result (cf. Lemma 3.7.4).

[7]

v=

Lemma 3.7.3. Suppose V € Ag and & in the domain of V. Let I = (Z'U)LI:‘1 and J = (Jy)yaq be two

multiindices with |I| = |J| = k. Let S and Q be two multiindices consisting of entries corresponding to both

bundle and base manifold. The following identity holds.

4
(Vie - Vir Vi - V3 €d) = (Vi Vi Vies - Vi Vi kd) + 3 (V(w)(Rm +Fy) * V(’FQ*”)&S) :

(3.76)

Proof. For notational simplicity, given a multiindex I = (iv)lvlzll, set V;,. = V4, - Vy,,. lterating

Lemma 3.7.2 as covariant derivatives are interchanged one obtains
s s
(Vie Vi Vi V5,€0) = (Vie Vi Vie_yoia Va1 €0)
-1
s
+ Z (vi[“iv—1 [viw vje]viu-uwiz vjl“‘j@—l) EQ
v=1

-1
Y (VirioVinogos V500 V5ol Ve o) €0
v=1

S
= (vie Vj[ Vl-[fl...il le.“j(ilfQ)
20—2 S

+ (V(”) ( Rm +F)  v(2¢-2-0 ))

1; ( ) § i1-rieg1eJe@Q

_ S

- (vié VieVig_q o Vi vjng)
20—2 v

+ Z Z (V(“’)(Rm +F) * V(%_Q_“’)S)

v=1 w=0

S

SRRV SRR 11 )

The result follows. O
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Lemma 3.7.4. Let V € Ag, and (,& in the domain of V. Then for { € N,

/M <v(e)c,v(£)€> dv, = /M (, (_1)k A(L’ YV, + << Mi zU: ( (w) [Rm +Fy] * v(2£—2—w)£>>.

v=1 w=0

(3.77)

Proof. Let P, @, S represent multiindices consisting of base manifold and bundle indices (roman and greek
letters respectively), and let g denote products of the bundle metric A and the manifold metric g corresponding

to such multiindices. Integrating by parts yields

L
/M (v0¢,90¢) av, = /M (H g“f‘v) 07005 (VirieCP) (Vi1-3060) dVy

v=0
4
- )é /M (H givjrv> gPQgRSQ}; (viIZ"'il vjl"'jzﬁé) qu
v=0

Using Lemma 3.7.3 to manipulate the quantity yields

20— v
/ (v¢,vO¢)av, = / ) A© g)av, +< Z Z (v<w> [Rm +Fy] * v(Z‘v’—Q—W>§)>.

The result follows. O

The next two lemmas are formal manipulations of commuting connections and Laplacians in order to keep

track of the lower order terms which appear when these are performed.

Lemma 3.7.5. For V€ Ag, { € N and w € AP(End E),

20—1
vAO w=AOvw+ Z v [Rm +Fy] * v@-1-9)y, (3.78)

Proof. The proof follows by induction over £ € N satisfying (3.78). For the following computations we will
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excise the indices from w for computational ease. For the base case, computing VA using Lemma 3.7.2 gives

Vi Aw=g"*v,Vv,;Vw
= ¢?* (V9 Viw + [V, V] Viw)
= ¢" (VY Viw + V5 ([V4, Vilw) + [Vi, V] Vw)

= AViw+ (V[(Rm+F) *w]), + (Rm+F) * Vw),

1
= AViw+ [ Y v Rm+F]« vy

Jj=0

The base case follows. Now let £ € N and suppose (3.78) is satisfied by ¢ — 1. Applying this to the ¢ case

yields

vA® Gy =vAED (Aw)

20-3 _ (3.79)
=AY Aw+ > 99 Rm+F)« v A,
=0

Expanding and manipulating the left term gives

1
AV Aw=AED [ Ave + Z v [Rm +F] x« vi=9y

Jj=0

1
= AOgy+ A Z VO Rm+F]« v3=9)y
§=0
1 . .
= AOvy+ Z v(26-2) (V(J) [Rm +F] * V(l_J)w)
§=0

1
= Ay + Z Z (V(p+j) [Rm +F1] % V(l_j+Q)w)
7=0 (p+q=2¢(-2)

Updating (3.79) we obtain

20-1
v A(e) W= A(Z)Vw + Z v(j) [Rm +FV] % v(%—l—j)w_
=0
The result follows. O
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Corollary 3.7.6. Let V € Ag, take v,w € N and w € AP(End E). Then

v—12w—1
v AW = AWTOL L3S (vwﬂ') [Rim +Fy] + v<ffb+2wf2fj>w).
b=0 j=0

Scaling laws

We introduce key scaling properties of connections and corresponding quantities. This determines the critical
dimension of Yang-Mills k-flow, and is applied primarily in the blowup analysis (§2.2.4) and flow long time

existence results (§2.3). We first show how iterations of a scaled connection act on a similarly scaled 1-form.

Lemma 3.7.7. Suppose V is a connection and let x € M such that in a coordinate chart containing x the

coefficient matriz of V is T'. Let w € S(F) and set
I'z) := AT(A\z) and wy(z) := w(\z).

Let v* denote the connection with coefficient matriz I'*. Then for all € N,
Vg\g)w)\ = \vy.

Proof. We observe that in the case £ =1,
(V)\)i(fﬂ)\)a = 0;(wr)* + (FA)%(WA)‘S = \O;w®™ + )\F%w‘s.

Iterating this operation of V yields the desired result. O

Remark 3.7.8. Since Fy = Dy o Dy, then it follows that for V* as defined above over the appropriate

vector bundles, Fyx = \2Fy.

We now demonstrate how the above scaling effects the LP norm of the curvature. This is key in determining
the critical dimension of the Yang-Mills k-energies as well as performing their blowup analyses. In preparation

for this, we consider the scaling of the LP norm of rescaled curvature.

Proposition 3.7.9. For A € R, set F*(x) := AN F(\"z). Then it follows that

IEMNE, 5,y = AP |||

P
By LP(Bxr)"
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Proof. Expressing the LP norm of Fy in terms of F', with condensed notation dz!"™ = dz' A--- Ada™ yields
|F, = / [FAPdat ™ = / AP|F (N ) [Pdat ",
Bl Bl
We change variables by to y* = A"z, giving dy*" ™ = A\""dx!"™. Applying this to the above equality,
1P, = [ OO ey = X0 |y
N

The result follows. O

3.8 Connections and gauge transformations

The main complications and interesting properties of the Yang-Mills flow stem from the interactions with
the gauge group with the connections. We provide multiple identities which characterize these interactions

and their consequences.

Definition 3.8.1 (Gauge transformation). A gauge transformation ¢ is a section of Aut E. The group of
gauge transformations is called the gauge group of the metric bundle E, denoted by Gg. The action of a

gauge transformation ¢ on a connection V is denoted by ¢ [V] and given by

s: Agp — Ag

:Vl—>§[V] ::§_10Vog7

that is, for some p € S(E) we have ¢ [V] = ¢~V (su). Furthermore, for ¢ € S(End E), define the action of ¢

on ¢ by

That is, a gauge transformation simply conjugates an endomorphism. Similarly for any w € AP(End E) for

p € N set
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The following results demonstrate the action of gauges on various objects besides those mentioned above.
To obtain these, we first perform some explicit coordinate computations regarding these actions. The
following lemma demonstrates how the connection coefficient matrix transforms under the action of gauge

transformation.

Lemma 3.8.2. Let ¢ € S(Awt E) and vV € Ag, and set v = vPug € S(E). The coordinate expression of

¢[V] is
(s [V]v)] =0 + (Do)’
where
(Cao)ip = (5715 (@is0) + (s7HITL (s7)-

Remark 3.8.3. We emphasize that I'c+y is not equivalent to ¢ [['] = ¢~ T,

Proof. Simply computing yields

(s [V]), v* = (s™H)E (Vilsgr®))
= (O] [0:0v? + G (0v?) + T (0]

= 0P + (HJ (@)’ + (HET (g v?).
The result follows. O

We next compute the curvature of a gauge transformed connection in coordinates, and demonstrate that the
curvature of a gauge transformed connection is equal to the conjugation of the connection’s curvature by
gauge transformation. Note that this agrees with the declaration of the action of the gauge transformation

on a 1-form.

Lemma 3.8.4. Suppose that V € Ag and ¢ € S (Aut E). Then

(FC[V])z‘ﬁja = (gfl)g(FV)?jagg-
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Proof. Observe that, by carefully matching terms yields

(Fio))ia = 0i(Teo) e = 05 (Cejo)in + Coio)is Teio) e = Cape))ja(Cee))ia
=0, (3 @50 + (%) =05 (O3 @) + (FTs2)
+ (71509 + (T ) (@S + (7S,
— (5@ + (HITHG ) ((THE0E) + (HIrS,l)
= (77 (O, = 0,0, + TGTS, T30, ) o

= (¢ (Fy)lise.

The result follows. O

The following lemma demonstrates the action of a gauge on a commutation bracket.

Lemma 3.8.5. For w,¢ € AP(E) and ¢ € S (Aut E),

§ [lw, 9)*] = [s @], s 1™ (3.80)
Proof. Let K and L be multiindices of length p and ¢ respectively, with K = (kl)yﬁl and L = (li)Lill. Then
computing yields

<l ¥llfesa = < [WhsWha — Viswhal

= () 2uwhestil st — (O skt
= () 2wessd (DT 8 — (T ssd (™ wic, sk
= (") s (s [¥D2a — ("9 1s(s [WDka)
= ([l WDz
The result follows. O

Remark 3.8.6. Note that since contraction occurs across base indices and the gauge transformation acts
on the bundle, a consequence of this computation is that the gauge transformation also respects the pound

bracket (cf. Definition (1.6)), that is,

< [lw,ul®] = [ lol < *.
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The next lemma demonstrates the action of gauge on a connection applied to endomorphism, and how the

action distributes between the two objects.

Lemma 3.8.7. Let V € Ag, ¢ € S(End E) and < € S (Aut E). Then
< [Vo] = (¢ [V)(s [9])-
Proof. Expanding ¢ [V¢)] yields

< [(7)0f] = |5 — [« il

2

+ [( *1)5F ¢>5€a . =T+ Ty +T3.

3

Now observe that

(s[VD)(s ™ s) = Dul(s ™ 0%s2) + ()5 (Dus) + (7 1)gToss) (s )
— (BT ((pDick + (T hysl)
= (0™ 897 + (715 (3i6)sT + (s 1)p bl (9is7)
+ (g @isd) (s )p0ss + (< HTY, 606
— («H5030is8 — (s 93 T sa
::4*[(c’l)g(é%gf)(<’1)2¢§<2}ql +*[(€’1)§(6%¢3)€l]ql
S R G | R G HE R G e

R (O A B (O K T P (K S 4

T

=T, +Ts+Ts.

The equality holds and the result follows. O

A key property of gauges with respect to the Yang-Mills k-energy, which determines the nonellipticity of the
flow (cf. Proposition 2.1.4) is demonstrated in the following lemma. Namely, that the Yang-Mills k-energy

is invariant under gauge transformation.

Corollary 3.8.8. For¢ € S(AutFE) and vV € Ag,

YMi(V) = Y M (s [V]).

Proof. This is a consequence of Lemma 3.8.4 and the definition of the action of gauge on a connection and
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on a 2-form (cf. Definition 3.8.1). O

Lemma 3.8.9. Let L := (i1, 1, ik, jk), s € S(Aw E), and ¢ some element of a tensor product of T*M

and E and their corresponding duals. Then

k
AW [cﬁcg]A<k>[g]£<§+<ngmv> S Y @ed) (vpecR) | #2207 @8
v=0

r=1PeP,(L)

where the quantity P, (L) is defined in Definition 2.2.4

Proof. This is simply an application of the Leibniz rule and being aware of the distribution of connection

pairings (coming from each Laplacian). O

In the following lemma we investigate the action of this particular connection with a one-parameter family

of gauge transformation and is essential in the following result.

Lemma 3.8.10. Let V € Ag and ¢t € S (Aut E) x Z. Then
—1.1\B - . — . —1.\8
(st [V] [si "6t g = (55 @ic)d + () (D ()2 = Coupon)ia (071 - (3.82)

Proof. Note that despite the assumed time dependence of ¢; the notational dependency will be omitted.

Simply computing yields

= (Y@ (TN + (THF @i + (R[v})fg(fléﬂ

= (<T@ (T + (THF @05 + (TN @i0)5 (I

The result follows. O

In the following lemma both the connection and the gauge transformation are one-parameter families, though
the gauge transformation does not necessarily determine how the family of connections varies, as was the

case in the prior lemma.
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Lemma 3.8.11. Let g, and V¢ be one-parameter families of gauge transformations and connections respec-

tively. The linearized gauge action of ¢ on V¢ is given in coordinates by
B . _ .\O
(5 [V = (e 175 050 + (705 (1) ()8 (3.89)

Proof. As in the previous lemma, note that despite the assumed time dependence of ¢; and Vv, the notational

dependency will be omitted. Differentiating ¢ [['] with respect to ¢ gives

(25191, = 0u((sH)IT8ps8) + Bul(s )5 0ish)
= 0(s T2l + (s R)el + (HETE ()
+ 075 (0i2) + (5715 (i)
= = ((THEEDETS) Thost + (5 0hs0 + ()3Tt

— (NS (@rd) + (1 O5).
Applying the computations of Lemma 3.8.10 and then Lemma 3.8.2,

(5 5191 = = ((5EDET5) Thosh + (3 Thpsh + (13 ThesE
~ (NS @il + (T (0)
= [(€50ke) + (TR0 — (T)als )]
[ (2ED6HE) Thast = (D2 @rsd)]
+ (S NRalsTH5 + (75 (sl

= ([T e + (7HF (T9)s2

+

The result follows. O

Key results

Theorem 3.8.12 ([Uhl82a] Theorem 1.3 ‘Coulomb gauge’). Let E — M = By CR"”,2p > n, and V = 0+T

for T'€ LY (S(AAE) ® A'(By)). Then there exists some fin, ¢y, > 0 so that if ||Fy < Kp, then V is

HL”“(B)
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gauge equivalent via some gauge in LY (S(Gg)) to a connection V = 0+ T satisfying

d*T =0,
(3.84)

ITlle sy < enllFollpe-

Theorem 3.8.13 (Gauge patching theorem, Corollary 4.4.8, pp.159 of [DK90]). Suppose {V'} is a sequence
of connections on E over M with the following property: for each x € M there is a neighborhood U,
and a subsequence {V'} with corresponding sequence of gauge transformations si; defined over M such
that s;; [Vﬂ converges over U,. Then there is a single subsubsequence {V'r} defined over M such that
[V”k] converges over all of M.

57’11@

Theorem 3.8.14 ([DK90] Lemma 2.3.11, pp.61). For all V and £ € N, set

e’

L
Qu(¥) = IFell e + Y |79
=1

There is a constant n > 0 such that if the connection V on the trivial bundle over S* in Coulomb gauge
relative to the product connection (i.e. with DET' =0, as described in Theorem 3.8.12) satisfies ||T'|| 2 < n,

then for each ¢ € N we have some universal continuous function fy, independent of T, such that

IT[l2 < fe(Qe(V)).

+1

3.9 Chapter 3 supportive material

We supplement Chapter 3 by stating a variety of key polarization identities, which require elementary
computations to show. For the following let v, v € C? (Ag(M)), and T := V — ¥v. We record Proposition

3.9.1 and 3.9.2 in terms of more general formulas; not assuming M = S*.

Proposition 3.9.1 (Curvature polarization). We have

(Fy = Fo)lyg = (vi55) = (W50 ) + 1004 = 15,1, (3.85)

ip
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Proposition 3.9.2 (D% Fy polarization). We have that

— (D Fo = Dy Fe)iy = (Veva Tl ) = (VavaTly) = Ry oo + 27, (Fa)li — 2 (Fe), Thy
+ TfCTiuT‘,:g - 2T£#T§2Ti9 + TguTZgnge
+ (Vi) Ty = X0 (VaThy) + 2007, (vixhy) — 2 (viX),) T

+ (AT, ) Ty = X0, (V).

3.9.1 Various technical computations

Lemma 3.9.3 (Estimate for x»). There is a constant C > 0 which is independent of A > 1 so that

Clog A when A € [1,¢€]
< . (3.86)

C (log )\)1/2 when X € [e, 00)

||V 1log x|l + HV@) 10g><x‘

2

Proof. To apply spherical coordinates we use the appropriate change of variables

(1 =rsind; sints cos s, (o =rsintysindosinds, (3 =rsind;costy, (4 =rcostly

o — 2 o — 2202 o 22 i 02
grr =1, G11 = g9,9, =77, G22 1= G0, =T SIN" V1, @33 := gys9, = 1 sin” Jy sin” Ja.
Inserting these into the formula for the Levi Civita connection, we have

L =00@#4), Tih=r Isp= rsin?dy, T4, = rsin®v; sin? ¥y, (3.87)

4
Recalling the formula for x»(¢) = ¢ (IIJCF‘IQ/\ff) via (3.10), take r = |(]. Observe that

3
Viogxy = Z[logxa] and P logxy = Zylogya — (Z FZ) 2 llog xal - (3.88)

i=1

First we compute

8r(A2—1 2 8(A2—1)(3AZrt 4 (A241)r2 -1
% [log xx] = Wa % [log xx] = — ( (22(+1)2()\25“2+1)2 )
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Thus we have that, for the first derivative of log x»,

27 T T oo
2
ol = ([ [ [ dondondon) ([ i (3 o) ar )
5 /X 1 9] 3 o 2
=27 / +/ +/ e (g logxa])” dr
0 /A 1
L 1/X 1 1/A
=2"r% (A —1) / 7"5d7"+/ )\%dr—i—/ xapr dr
0 1/ 0

=2 (31 21 (3 - b
7 _1\2 2
=57 (55" (%)

Now we approach the second derivative of log y. Utilizing (3.88) above, we note that

2 52 2 2
v om0 [, <[ bogc [}, + 2 log

In this case we have that

2

2
| £ ogxal||

. " " e 3 52 2
_</O /0/0 d191d192d193> (/0 ey (2 log ) dr)
1/A 1 o ,

= 27° _r (2
- </0 +/1/)\+‘/1 ) (14r2)* (8r2 [IOgXA]) dr
A

1/
<2773 (N - 1)2/ (r'POAt 4+ 77 (6AT 4+ 6X%) + 17 (AT —4N* + 1)) dr
0

1/

+ 2728 (A2 — 1) (r° (=202 = 2) +#%) dr
1

+277% (A% - 1)

A

—= S~

+ 27 =1 [ e (P (=222 —2) +47) dr
4278 (A2 - 1)

+27m (V2= 1)? [ e (P (<202 = 2) + %) dr

_1\2 2
=27 (55)° () (-3 - B+ 39)
2

-2 ()" ()

111

s (PO 7 (AT 4+ 607) + 7T (X — 4N + 1)) dr

s (PO 77 (6A* + 60%) + 7 (AT — 4N 1)) dr

(3.89)



For the second component of (3.89), we have

27 T T e}
2
/ /// ﬁ(w%[logm]) dr d¥; dds d9s
0 0 0 0
2m g ™ o0 2_1)2,0
:</ /‘/ O+ﬂm%%+$ﬁﬁwm%%fd%d%d%)(/ Ojﬂgékﬂyda
0 0 0
91742  ea(a2-1)%r0
oo (]£ e A

1/)\ 1 s 0o
<2.21772 rdr+ A4dr+/ 7 dr
/A 1

=227 (331)" (41" (3 — 13w)

= 32 (1) (42"
Using (3.87) above we have that
\I‘T('?TX)\\Q =72 (1 + sin? ¥, + sin? ¥4 sin? 192)2 ‘%XAF .
With this we compute

HF’”@T.XAHQLQ =27 (/ / (1 + sin? ¥ + sin? ¥, sin? 192)2 dd, d192> (/ P |X>\|2 dr)
0

= &/ —68 cosh (293) + 3 cosh(4) + 217) dis (/ 0 [xal? dr)
0
—az [T ar
0
_ 27042 > r’

/A 1 oo
= 217r%(\* — 1)? / rldr + 35 rdr + 34 r? dr)
0 1

To all of these estimates, we note that ( ) <1 + < 2. It is a standard fact that

A—1 (logA) when X € [1,00),
<

(log /\)1/2 when \ € [e, 00).

Applying these, we conclude (3.88). The result follows.
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3.9.2 «-connection concentration compactness result

Theorem 3.9.4. Let {a;} C [1,2) with lim; oo o; = 1. Given corresponding Yang-Mills c;-energy min-
imizing connections {V'}, there exists sequences {p;} C SO(5,1) and {o;} C S(Gg) such that there is a

subsequence {aij [@\J*Vﬂ} which converges strongly in C'°° to a antiself dual connection V.

Proof. First, assume that the pointwise curvature norms |Fy: p do not concentrate as i — co. If so, then the
derivatives of curvature are also controlled via the e-regularity and derivative estimates results of [HTY15]
(Lemmata 3.5 and 3.6) (note that these results are for the Yang-Mills a-flow, but for our purposes we can

apply them assuming the stationary setting). Thus up to gauge transformation, the sequence {aij [@\J * Vﬂ }

converges to a minimal energy critical value of the Yang-Mills energy, which implies antiself duality.

If the pointwise curvature norms concentrate as ¢ — 0o, then we do a maximal blowup along the sequence,
to identify a sequence of points {¢; } with {;; admitting supremal pointwise curvature norm for all k& < i’.
There exists a further subsequence {(;} converging to (. € S%, so that

lim |F i’ (Cz”)l = OQ.

i =00 g

Stereographically projecting S* onto H', with (., as the center point, we see that on H', dilation centered
at the origin is equivalent to performing a conformal automorphism on S*. We normalize the curvature via
dilations in the blowup so that one has (identifying back to the corresponding setting on S*),

lim F@/\/*VW (Ci") =1.

i’ —00 g

This modified sequence satisfies the initial case, above, namely that the pointwise norms do not concentrate,

which concludes the result. O

3.9.3 Poincaré Inequalities

In this section we will compute global and localized V-Poincaré inequalities which rely heavily on the strong
structure of the V and its corresponding curvature. To do so, we first need to establish Lemma 3.2.4, namely,

pointwise bounds on commutator type terms.
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Proof of Lemma 3.2.4. Using the formula for Ej written out in coordinates, identifying Ad E with SH* (as

discussed in [Nab10]), we see that on H*,

Fy = (1+\2<|2)‘2 ((d¢™ = d¢®*) i+ (d¢™ +d¢**) j+ (d¢* — d¢*) k),

where here d¢¥ := d¢* A d¢?. We aim to compute
<Ej> [4i, Aj]> = F [Ai, A1 + F [AG AP + Fls [A, A<
Computing strictly in coordinates of H!, we compute the following:
[A;, A}l =2 (AJ;A;‘ - A?AJ;) .

Then we have that

B 14 A = s (4041 - 43a0) — (44— 40a0))

2
, so we have

We have that for I, m € SH then 2 [A1A™| < |4} 4 |A™

ﬁl‘] [Ala AJ]I

|2 2 i 2 2 P 9 (2 9
< g (0] 107 [ sl ] | ).
Consequently it follows that (applying the round metric)

’<ﬁij,[Ai,Aj]> \s A5 -

g

The second inequality of (3.18) follows similarly (noting the contraction within the commutator adds an

extra dimensional factor of 4). O

Proposition 3.9.5 (Localized V-Poincaré inequalities). For R > 0, £ € N, and A € (A' (Bg) ® AdE)

where Br C S* there exists Cp > 0 such that
~ _ ~ ¢
/ A} dv; gchf/ VA[C av;, and/ 7A|¢ av; chRf/ ’V(Q)A‘ dvj. (3.90)
Br Br g Br g Br g

Proof. We provide a proof by contradiction. If the inequality above were false, we can find a normalized
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sequence {Ai} satisfying

/ A dvy — 0, / AT dvy = 1.
BR BR

Via theorems of Rellich and Banach-Alaoglu, we choose a normalized subsequence {Ai/} satisfying

. TP . 1,p ~
AT B A AT Aand so VA =0, and [JA|l Lo msadm) = 1

It follows from the Ambrose-Singer Theorem ([AS53] Theorem 2) that this cannot hold. Implicitly the
theorem relates the curvature of the connection to its holonomy. Thus, if one finds a local parallel section
of A (Br) ® Ad E in a neighborhood of some point, the holonomy is reduced, which is a contradiction since

¥V has full holonomy. This concludes the first inequality of (3.90).

For the second inequality of (3.90), we again perform a proof by contradiction and construct a normalizing

sequence {A;}, this time satisfying

Jh

Again by Rellich’s and Banach-Alaoglu’s theorems there is a further subsequence {A;/} such that

~ 2 ~
V@] avy o, / FA[Z v, = 1.
g Br g

A4y "4, A = Aand 5o TP A=0, and [[74]| . )=t

(A1(Br))®2®AdE

In particular V@ A = 0. Since this is true on the coordinate level, we also have
0= T:7,Ac — V%A = [74, 9] Ar.

In particular, this implies that (using (3.2.4))

0= ([%:,9,] 45, 45), = =314} + ([ Fiy, 4] ,Aj>g <0,

an obvious contradiction. O

Note that Proposition 3.2.5 follows naturally from a simple covering argument over S*.
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3.9.4 Properties of V-Coulomb gauge

Here we include a proof of Theorem 3.2.6, an global adaptation of Tao and Tian’s local result ([TT04]
Theorem 4.6) which in turn was inspired by Theorem 1.3 of [Uhl82b]. Set K > 1 to be an absolute constant

we to be chosen later, and define two sets

Uﬁ{VGAE®ﬂ:£iHEMPHh2S%

ur .= {V cU. (84) : Hﬁ[v] - %HWLZ < Ke}.

Our goal is to show U} = U, thus establishing Theorem 3.2.6. The preliminary step needed in the proof is
a bootstrap estimate. Throughout the proof, we warn the reader to be cautious of the meaning of T, as it

changes periodically throughout the argument (it will either be v — V or II [V] — V).

Lemma 3.9.6 (Bootstrap estimate). For any V € UF, the following estimate may be bootstrapped

)

-5

< Ke
L2
to instead obtain

o -

€
12 SK§7

additionally, (3.21) holds.

Proof. Set Y :=1I [V] — V. Via Proposition 3.2.5 and Proposition 3.9.1,

[Tz < Cl[DgY|| 2
:qmm—@+mnm2

SCHFﬁ[v] - F5

2
ed e[

< Ce+CTJ2,.

Applying the estimates yields the desired results. O
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Now take V € U, and consider the one-parameter family of connections for s € [0,1] by

One can see that for s =0, Vg = V and V; = V. We next verify this entire family lies inside of U,.

Proposition 3.9.7. Using the notation above V4 € U..

Proof. Take T, := V, — V and observe that

[Fy, = F5l, = [Dg (Ts) + [Ts, Tsl,

x

=s[Dg (1) + [T, 1],

S[Fv _F’@’Lx

Consequently ||Fy, — Fgl|;. = s||[Fy — Fg|[;2 < % as desired. O

Proposition 3.9.8 (Continuity of the Coulomb gauge construction in smooth norms). Let X € (0,00),

p € (2,4) and let V € U, be such that
7 = V|| < X (3.91)
Then there exists a quantity 6x > 0 depending only on X,Gg,p, €, such that

{V+AcU : ||Allprr <0x} CU].

Proof. Fix p (all constants are allowed to depend on p), and let Cx > 0 denote quantities dependent on X,

which can be updated as necessary. As in [TT04], the argument consists of three steps.

Step 1. Estimation of the V-Coulomb gauge in smooth norms. Note that via Proposition 3.9.1

combined with Hdélder’s inequality, there exists a constant C'x > 0 such that

HFV _F5||Lp SCX
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This constant C'x can be updated as necessary to bound above

HFﬁ[v] —Fg < Cy.

Manipulating as in the lemma above,

-1, < v - 5

p+CH(ﬁ[V]—§) A (H[v]—v)HWl’p < Cx.

wip L

Let ¢ denote the gauge transformation such that ¢ [v] = II[V] = & 4+ ¥. Then
—1\B 5 —1\B 16
S = (1) (0is) + (715 Tl sy
Remanipulating, and setting ¥ :=¢[V] — V and Y := V — V yields

(9isf) = <420y — T7.65

., — ,PyB p TH TP M _ PyB P M
(vige) =2 — LSy =il + 15,5 = </3Tia — Y5,

7

Now we note that

Vit = (s) Ty + 4 (9575) = (F5Y0,) b = Y4, (Fash)

_ B S B S ¢ ¢
= (05 = Y03) Yoo+ <4 (F5T5) = (F5Y05) b = Y0, (4T — Yiess ) -
We thus have that

700 < el (1T, + 11, 1) + 1o, (971, + (91,

2 = 2|
< Cld, (|T|§ + 0+ (9T, + Y] |vY|§) .
Consequently we have
= = 2 s 2 IS
sl + [l + ‘v@)g‘é < Clely (1, + 108, + |97, + Y], + Y2+ [7Y],) -

Combining these all together we conclude that ||<||};2,, < Cx, concluding the first step.

Step 2. Pass to the V-Coulomb gauge. As a consequence of Step 1, it follows that the action of
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a V-Coulomb gauge transformation is uniformly continuous in the sense of the W?2P-topology in a small
neighborhood of V. Furthermore, since both U, and U} are in fact invariant under gauge transformation
(the V-projection always overrides any gauge action) we can prove Proposition 3.9.8 specifically in the setting

v =II[v].

Step 3. Apply perturbation theory to the Coulomb gauge. Fix the perturbation parameter A as in

Proposition 3.9.8. To show V + A € U, we must construct a gauge transformation ¢ satisfying
D:(s[v+A—-V)=0. (3.92)

To do so, we give a perturbative argument. Set ¢ := e, recall the formula of a gauge action on a connection.

We have that ¢ [V + A] — V is given by

(c[v+ A1 = 9)0 = (] (0i) + (NI — A2 —T%,

¢ ) I% o+ (<71)5B[F+A]§ g

Converting this to be in terms of ¢ (and simultaneously defining our term W) we have

W(0,V + A) = (s [V + A - V) — Violh
= (e™); (T+A)7, () 5.93)
1] —of + ) (T + 4, (1d] +0] + )

= (T + Ay — 0 (T+ Ay + (T + Ay 08 + 0 (T + A)505 + .

Expanding out 0 = D% (W (0,V + A) + Vo) gives

0= % [() @)+ () 0+ 472, ()]
= -V [(g‘l)f ( isg —Ths5 +<7ng) + (57N @+ A), (<3)}
== (I AG + (YD (Tist) (TN (Tusd) + (I (Tss ) = (72 (a2 TG

(T (Tist) (7 O+ A6 = () T D+ A2 ) — (7)) T+ A (Vi)

m
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Inserting the fact that ¢ = e, we have that

0= ~Ac) + (Ti0] ) (Tioh) + (exp(=0))3 T () (Fiog) — (Fiod ) T,
+ (Ti0h) ()5 (0 + A () = (7)) Ta (0 + A)2, ()]
()] 0+ AL () (Fiof)

= —Aa) + (Vi0}) (Viod) + (Vi) [(e77)s (T + A)L, (e7)f — %]

— () T 0+ A ()] = ()5 A% ()] (Tio)
Therefore we have that,

Boj = (Faok ) (Fuoh) + (Fol) [(7)5 (T + )L (€N + () Ty () ~ T 5.94)
= () FeAL ()] = (e77); (T + A, () (Vio§)

By combining (3.93) and (3.92), and noting that here, D% [W (a(j), v+ A)} is precisely the right hand side
of (3.94), we conclude

Ao = D% W (0,7 + A)].
Consider the following iteration scheme, with initial condition ¢(®) = 0,
Ag*) .= Dz [W (a“), v+ Aﬂ .

Note o“*1) is uniquely defined by standard elliptic regularity. We will derive bounds on o“*t1). First, based

off of the system above, we have

[0y, sl W (o 7+ )], + 0 (2.7 +4))

wz.p W2.p Wi

We estimate each term on the right hand side. For both terms, we apply the exponential power series

expansion for some C' > 0 depending on V. First by (3.93),

]w (00,7 + 4) \g <Cl4|, (1 n \gu)‘é) .
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From this we can deduce, using Holder’s inequality, that

e, <0 (0], + 1ol

Using (3.94) above, we see that

‘D% W (o9, v +4)] ‘ <C ()%a“)‘z + (1 + ‘o“)‘é) (’%“)‘g (I +4),+1) + W“%)) '

g

Therefore we can expand out with Holder’s inequality, noting that Vv € U and conclude that

o (0,02, <

2
wtrp w2

e H
wW2.p

Thus, as long as dx is sufficiently small, we can obtain inductively that
e @] ., < Cox.
Ww2.p
We adapt this iteration scheme to conclude that o) converges in W?2? to a solution o satisfying
llollwz, < Cox.

As a result of standard Sobolev embeddings, o has some Holder regularity, which, when elliptic regularity is
applied, can be bootstrapped to conclude that o is in fact smooth. If we exponentiate o and apply Holder’s

inequality we obtain a smooth V-Coulomb gauge < [V + A] satisfying

H§ - Id”W?«P ) |§_1 - Idez,p S 06)(
As a consequence of the gauge transformation action and (3.91) of the assumptions on A,
<[V + A] = V|1 < Cxdx.

therefore since p € (2,4) we have

[V + Al = V12 < Cxdx.
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If 6 x is sufficiently small, as a consequence of our bootstrapping estimate of Lemma 3.9.6 we have
s [V 4+ A] = V|| 12 < Ke.

which is precisely the desired result. O

3.9.5 Morrey-type Inequalities

Let R > 0 and n € C'*° be a nonnegative function, where

1 when x € Bg/s,
n(z) =
0 when z ¢ Bp.

Remark 3.9.9 (More notational conventions). We will be using an unusual convention when working with
cutoff functions in this argument. Our notation simply notifies the reader that some power of the cutoff is
present. Ultimately this makes the proof easier to read; the choice of power of the cutoff is not necessary to

the argument, but it is clear it is finite. Take
AV = anVg, where K € N is sufficiently large.

Refer to Remark 3.3.2 regarding our notation for scaling coefficients.

Lemma 3.9.10. Given the assumptions of Proposition 3.3.3, (3.44), and (3.52) there exists 8 > 0 such that

||$THM;2 <C((a—1)+4).

Proof. We will compute the Morrey inequalities for VY and V(®) T separately. We also point out that due

to the estimate (3.15) of Proposition 3.2.1 combined with Lemma 3.9.3 give that
I
(a = 1)[[7logxallfz + (= 1)||[7P1ogxa| |, < €8 e {12}

We show below that VY € M2 and VT € ./\/l%, to conclude VY € ME’Q with necessary bounds.
For this, we simply have the following by applying Holder’s inequality followed by applying
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our global estimates on V*)Y for k € {0,1,2},

1/2
/ 97> dVy, < ( / dVg,n> ( / kask dVg,n>
Br Br Br
1/2 1/2
< (/ de) (/ 7|} dV_gj)
Bgr st 7

< Cs(0+ (a—1)) R

1/2

Therefore VY € M3.

vAT e ./\/l% We perform a hole-filling argument. To begin,

A

For the first term we have that, using a weighted Young’s inequality for v > 0 to be chosen and applying

» 2 " - _— o~
v(2>T’§ dVy, < {C/ v<2>T‘§ |vT|§|vn\§ dvf;,,,} + [— /84 <vT,AvT>§ dvgw,,,} . (3.95)

S4 T: T>

the local Poincaré inequality (Proposition 3.9.5)

Tlgl//
S4
SV/
§4

We next manipulate T, commuting derivatives and applying (3.49),

~ 2 ~
v@)r‘c AV, + %/ VY2 av;
Y Br\BRr/2 g

- 2
V(Q)T‘e AV, + Cp/
g BR\BR/2

_ 2
’V(Q)T’ . dVé.
g

T = —/4 (97,A9T) av;,
S

g

_ [_ JRCEAARS Tj>§dV§77,}
4 T21

; [— [ (515 77 mr%dvgﬂ,} ; [— [ (e waT), dng]
g4 Too S4

T23

Note that the estimates of T»; and T5o follow in suit with the manipulations of (3.48), and thus

Ty + Tag < 11/ 97> dVy, +8/
Br B

. 2
|3 dVy, < Cp <R4/ v(2>T‘Q AV + R? ((a — 1) + 5))
B g

R R

< C((a—1)+0) R
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Now we approach Th3. Applying (3.49) coming from the a-critical equation,

Ths = [— /S (VY,397), vy, - /S (.|, 5T]>§ dVg,n}

+ [/ (1) dV_;M] +
Sk T232

; [_ [ @r.5en, dVg,n} + {_ [ (@56, dvgm]
S T34 st

T231

/84 VAT % VT % TdV_gm]

T233
T235

For the first term, note that using (3.18) once more,
Tyt < / 9% Vs < C((a—1) +0) B2,
§4

Next we have that, applying Holder’s inequality, then global Sobolev embedding W12 — L*, and localized

Poincaré inequality and finally incorporating the global L2-estimate for V(2.

ng/ 19Y[2 vy,
s4 g

o 1/2 . 1/2
< (/S vl dVM) (/S VT, dVg’n>

< 0ot ([ 191 v+ [ 17 9012 v
S4 S4
~2 =) 2 12 (a2
<o ([ o) avy+ [ [5Ot] v+ [ 190l 9T) avi,
Br g 54 g 5t g

2
<Cs | |7 dvy, +Cs / 9|2 av; + RA/ VY av;
s4 g Br g Br\Br/2 g

2
<Cs | |VAT| avy, + Cpd <R2 /
S 9 Bpr

. 2
v(2)T‘Q vy, + /
g Br\Br»

‘W)T)Z dVg)

- 2
V(Q)T‘ " dV,+C ((a— 1)+ 6) R
g

- 2
<Cs [ |VAT| avy, +Cs
g

s4 Br\Br/2

Next, applying a weighted Young’s inequality, Holder’s inequality, applying the global L*-bound on Y, and
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Sobolev embedding W12 < L* and then applying the localized Poincaré inequality,

ngggc/ F@1| (9], 171, av;.,
54 g g

IN

~ 2 ~
y/ vy dvg,,,+§/ \VT\§|T|§ AV,
g S4

S4
_ 2 o 1/2 1/2
< u/ VY| avg, +C (/ |V dVg’n> (/ s dvg,n>
s4 § §4 g 4 g
~ 2 ~ ~ ~
§1// vAT| avy, +Csé (/ kaik dvgm+/ 7 [97]|? dvgm>
s4 g s4 9 s4 g
<

. 2
y/ vAY| dv,
4 g
~ ~ 2 ~
+ 09 / haik dvg,ﬁ/ ’v@)T‘ dvgm+§/ V7|2 av;,,
st g st 9 Br\B/2 g
< V/
S4
+ Cgd (Rz/
Br

Sl//
§4

+Cs(5+(a71))R2+C’5/
S4

22}

. 2
7| av,
g

~ 2
V(Q)T’ AV, + /
g Bgr\B/2

‘%@)Tﬁ dVg)

g

_ 2
V(Q)T’D v, +/
g S4

_ 2
7| v,
g

. 2
7| av,.
g

2
%@)T}D AV + C (
g Br\B/2

We now approach the first term with a dependence,

Tops = [/ (Ar01) dv_@m] + [/ VY % O * vndV_@n}
s g T2341 st

T2342
We compute these separately. We have that
Th341 S/ ‘6(2)1“’ |©1] dVy.,
S4
~ 2 ~ ~
<Cla- 1)/ FOY| vy, +Cfa- 1)/ FO1| (9, 7], v, (3.96)
S4 9 S 9
L O (a— 1)/ 5(2)T‘0 T, Vi + C (o — 1)/ 5(2)"{‘0 Y2 V.-
S4 g S4 g

The first term can be absorbed, and the second is precisely Th33. For the third term of (3.96) we apply a
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weighted Young’s inequality, localized Poincaré inequality twice, and the global estimate to V(2.

A

2
$<2>T’Q Y| dVy., < 1// AT avg, + %/ |2 AV,
g g s

sS4
4

IN

v

- 2
VAT AV, +C [ |TI3 AV
g ’ Br

IN
S

J
J

- 2 - 2
Y| dv,, + Cp (R4/ 7| av, + 325)
g Br g

4

0

IN

2
y/ VAT dVy, + CR*((a—1) +4).
S g

=

For the last integral in (3.96) we have

A

N ) 1/3 2/3
<o [ [ v € ([ el an,)" ([ g av,)
s4 g sS4 S
1/3

. 2
< y/ VAT dVy, + O ((a—1) +6) (/ hsH dVg,n)
g4 g S4

v@r

3
|T‘§ AV

g

. 2
gu/ vAY| dvy,
S g
. . 2
+Cs ((a=1)+0) | 10 dVyy+ [ [0S Vo + [ |7 71| Vi
st 7 54 g 4 g

SV/S4
+C((a—1)+6)(/s4

~ 2 ~
< y/ V(Q)T‘o dVyy +C ((a—1)+9) (/ |T|§ dvj +/ |v”r]% dVy + %/
S4 g Br Br g B

+C((a—1)+6)</g4
SV/S4

We now address the next term

~ 2 ~ 2
v<2>r‘§ AV + C (0= 1) +6) (/S | dV_@,n+/S4 VY[, V., +/S4 |3 |9l dVM)

s@y| STI2 (9|2 2|g@,
v T‘., AV + ‘VT{= ng AV + |T|g ‘V n‘w dVi.n
g 54 g 5 g

r\BRr/2

) dVé)

_ 2
V(Z)T)u AV, + %/
9 Br\Bg/2

2 ~
V., +/ 7@
9 Br\Br/2

Y[ dv,
Br\Br/2

2
vy | .
g

9 vy + 4 [

v

_ 2
w)r‘a dVyy + Cp (a0 — 1) + ) (/
g S4

Thsas = / VY %O % Vn aVy
S4

SC(a—l)/
S4
+c(a—1)/g4\ﬂ|§m§|vn|§ dV,;,n+C(oz—1)/S4 9, 1T 1], V.

~ ~ ~nnl2
v(2)~r’§ ]vT|g V|, dVgy +C(a—1) /§,4 \vT}g 1|, |Vl dVin (3.97)

The first term is exactly 71, so we can apply the same estimate. Now we approach the second term of (3.97),
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applying Young’s inequality, Holder’s inequality, a global Sobolev embedding of W12 < L4, and localized

Poincaré inequalities, and global L? control of V2T,

~12
LTIy 90, v,

<C [ 7] dvy, + RQ/ T2 v
§4 Br\Br/2

1/2 5
<C@6+(a—1)) ( v} dV(}m) + R“‘Cp/ (6(%‘0 dv;
S4 B g

r\BR/2
< Cs((a—1)+0) (/ 9} Vi + [ (7 [197]]; dvg,n) OB (- 1)+ 6)
S4 S4

2
<C ]WW‘B dV§+CP((OZ—1)+5)/
g

Br\Br/2 S4

2
WWL AV, + CR? ((a — 1) +6) .
g

For the third term, applying weighted Young’s Inequality in preparation for an application of Poincaré

inequality, then a Holder’s inequality followed by applying global L* control of T,
~ a2 2
vT°T|DvnedVv,§%/ vTedV°+%/ T2 dv
/84 ‘ ‘g| ’ | |g e ort Br\Br/» ‘ ‘g ! Y Br\Bpg/2 |g !

1/2 1/2

. 2

< u/ Fer] av; + o (/ dvg) / p av,,
Br\Br/2 9 S Br\Bg/2

_ 2
Su/ ‘V(Q)T‘Q dV, + COR.
Br\Br/2 9

For the fourth integral we apply weighted Young’s inequality followed by localized Poincaré inequality and

Holder’s inequality, using the global Sobolev embedding W22 < L8 and applying localized Poincaré,

S 3
LTI 90, v,

2 =An|2 4
< 1T, dVg +/ ‘VT‘!} YTy AV
Br\Br/2 st

2
gch?/ ‘%@)T( dv,
Br\Bg/2 g

A 1/2 . 1/2
+ C( » V], dVM) (/3 Tl dvg,,,>

2
<cC 9] av; + g0 (/S Y2 Vi + /S % 9] 2 dvf,m)

Br\Br/2

2
< Cps (/ vEr| v, +/
sS4 g

Br\BR/2

2
‘ﬁ””f‘g dVg) +COR? ((a—1)+0).
g
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Next we have that

To3s = [/ (AT, 02), dVé,n} + L/ VT %Oy % VndVyy
S4 T2351 s#

T2352

Then we expand out
T2351 < C(Oé — 1)/ ‘6(2)T’ |®2|§ dng
S 9

<Cla— 1)/
84
+Cla— 1)/ 57| TP 71081, Vi

S4 g9

FOY| [T, [Tlogxal; dVin + Olo - 1)/
g - S§4

Ww‘o 7 log xal, dVyy  (3.98)
g

For the first term of (3.98), applying a weighted Young’s inequality and Hoélder’s inequality, followed by
global Sobolev embedding W12 — L4

C’(a—l)/S4

§(2)T‘u VY] |V1og xal; Vi
g

< (0471)1//
S4
< (a-— 1)y/
S4
1/2 .
+C(a—1) (/ |V log Xl dvg,,,> (/ kask dvg,n)
sS4 S

g(a—l)y/ g1 dvgmwsa(/ EasH dVg,n—i—/ % o) dvg,n)
s4 g S§4 §4

SV/
S4
S4

Next we have that, for the second term of (3.98), using weighted Young’s inequality followed by Holder’s

~ 2 ~
V(2)T’Q AV + C(ayil) / |V10gx>\|£2~, |VT|?, AV
g s4

2

vAY| avy,
g

1/2

- 2
VY| v,
g

~ 2
V(Q)T’a AV +/
g

. 2
‘v(”T’Q AV, + R (a—1+0) .
BR\BR/2 4

inequality and applying the global bounds to log x type terms,

C(a—l)/s4

5(2)T‘° |V 1og xal, dVy,y
g

- 2
<=V [ [797] v+ S la=1) [ [vopxal? dvi,
q4 g sS4

2 1/2 1/2
<(a- 1)y/ T v, +C (0 -1) (/ 19 log xal dvg,n) (/ dvg,,,>
S4 g S4 S4

_ 2
< u/ VY| vy, + CR.
S g

Lastly for the third term of (3.98), we apply a weighted Young’s inequality, Holder’s inequality, a global
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Sobolev embedding and then localized Poincaré to the remaining pieces,

C(a—l)/ F@T| (710 xal, Vi
sS4 g

<(a-1) 1//
Sél
<(a—-1) 1//
S4
1/2 1/2
+(a—1)C )5 dVy, |V 1og xal; dVi
4 s4

. 2
<(a- 1)y/ 7| av,
S4 9

+Csd ( L0 i+ [ T 0TS v+ [ [520) dvg,n)

SV/
S4

. 2
+ Opo? / 77| dVé—l—/
Br\BRr/2 g S

_ 2
YOI i+ (@-0 ¢ [ M IvIogral} dVi,
g st

. 2
VY| v,
g

~ 2
7| v,
g

_ 2

v<2)r‘o dVyy+ R? (a— 1+ 5)) :
g

We next expand out

To352 < C/S4 |VT’§ ©2], [Vnl, dViy
- 2
<C(a-1) /S4 |VT|§ |V10gx>\|g |V77|§ dVen +C(a—1) /84 |VT|§ |V10gx>\|§ \V?]|§ dVg, (3.99)
= 2
—I—C(a—l)/s4‘VT|§\T|§|V10gx,\|§\Vn|§ Vi,

For the first term of (3.99), applying a weighted Young’s inequality in preparation for a Poincaré inequality,

then Holder’s inequality and applying the global bounds of log x type terms,

Cla— 1)/S4 |97, [V log xal, V7], dVi.,

v = 2 2
< CT%/ yvryg dV§+(a—1)C%/ [V log xal, dV;
Br\BRr/2 S4

N 5 1/2
< u/ ‘v@)T dVy+C(a—1) (/ dVg,n> (/ |V10gx>\\g dVg,n>
BR\BR/2 ‘;ﬂ? S4 s4

2
< 1// 9| av; + Csor2.
Br\Br/2 9

1/2

For the second term of (3.99) we apply Holder’s inequality twice followed by global L* bounds of ¥V log xx,
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a global Sobolev embedding W12 < L* and the localized Poincaré inequality

~ 2
Cla— 1>/S4 77| 17 log xal, |70l 4V,

y 1/2 1/2
- 2
(a—1) < S4|VT|§ dvg’m) </S4|V10g)(>\g dvs}m)

y 1/2 1/4 \ 1/4
(a—1) < |VT|§ dVg,n) (/ dVg) (/ |V10gx)\\§ d‘/j,;,n)
S4 Br St

< cos ([ 19T avi+ [ 1900 avi, )
S4 S4

IN
3IQ

IA
=Q

. 2
< Cp(5+(a—1))R2+Cpd \v@w(g v,
Br\Brg/2 g

For the third term of (3.99), applying weighted Young’s inequality (‘preparing’ for the application of the
Poincaré inequality with our choice of weight), then Poincaré inequality and Holder’s inequality, then apply-

ing Sobolev embedding W22 — L® and Poincaré inequalities once more

Cla— 1)/S4 9], 171219 1og Xaly 171l Vi

y ~n 2 Cla—1)C 4 2
< —CPRQ/ |VT|§ dng—f—i(ay) L / |T\§|Vlogx)\|g AV
Br\Br/2 S4

SV/

§4

<v
S4

+Cyo (/S P2 Vg, + /S % [} vy, + /S ’v@) [m(é dvg,n)

-
s4

_ 2
+Cpd / @] dv§+/
Br\BRr/2 9 S4

Take v < 1—10 so that the terms scaled by v may be absorbed into the left hand side of (3.95). Furthermore,

1/2

N ) 1/2
IO dVy+Cla-1) (/S e dvg,,,> (/S 1 log o dvg,,,>

_ 2
vOT| av;,
g

_ 2
v(2)T’0 V.,
g

. 2
TOY| vV + R (0= 1) +5>> :
g

choose 9§, « sufficiently small so that remaining terms may be absorbed over,

/BR
2

Define

- 2
7| av, <c /
g

_ 2
V(Q)T‘e dVy + R* ((a — 1)+ ) | . (3.100)
BR\B% g9

2
f(R) ::/ WW\B dVi+ R*((a — 1) +9).
BR\B% g
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Remanipulating (3.100) above, we have that f (g) < CLH]‘(R)7 and therefore for all k£ > 1,

k o k
F(&) < (c%l) </B v, dV§+R2((a—1)+5)> < (c%l) C((a=1)+9).
This implies that there exists some g > 0 such that
/B WT\; dVy < C (o —1+46) R*,
R

which yields the desired Morrey bound.
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