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Abstract
We introduce purely visual paradigms that convey the logical
structure of illusory inferences from disjunction: (a∧b)∨ c, a
`? b. Although the logical information was conveyed entirely
via non-linguistic means, we found that the visual paradigms
induce reasoning fallacies, though less attractive than their lin-
guistic counterparts. The visual paradigms highlight the role of
alternative-based reasoning, or question-answer dynamics, as
they control for narrowly interpretive processes that confound
the study of their linguistic counterparts. To our knowledge,
this is the first work to develop visual paradigms that represent
reasoning fallacies committed by adults and involve multiple
logical operators non-trivially embedded. Previous studies fo-
cused on pre-verbal children or non-human animals, and for
this reason limited the scope of research to visually represent-
ing logically simple, valid inferences.
Keywords: reasoning; illusory inferences; disjunction

Introduction
Experimental investigations into the reasoning faculties of
human adults are almost invariably conducted by means of
linguistically presented stimuli. For example, in their sem-
inal article on the conjunction fallacy, Tversky and Kahne-
man (1983) presented participants with a descriptive para-
graph about a person named Linda, mentioning among other
things her involvement in various activist movements while
in college. When asked to judge which of (A) “Linda is a
bank teller” or (B) “Linda is a bank teller and she is active in
the feminist movement” was more likely, participants over-
whelmingly chose option (B), in apparent violation of the
classical probability calculus.

Yet, when reasoning based on linguistically presented in-
formation, we expect human adults to engage in interpretive
semantic and pragmatic processes, which can confound our
interpretation of their reasoning and decision-making behav-
ior (Stenning & van Lambalgen, 2008). Continuing with the
same example, the conjunction “fallacy” might be no fallacy
at all if participants interpret option (A) as (A′) “Linda is a
bank teller and she is not active in the feminist movement,”

as any theory of pragmatics would predict. Participants might
still overestimate the probability that Linda is active in the
feminist movement, but to consider (B) more likely than (A′)
is no longer a violation of elementary probability theory. Ac-
cordingly, Tversky and Kahneman (1983) and later work took
care to control for this confound and attempt to block the alto-
gether rational but unintended interpretation of option (A). In
the original study, controlling for this pragmatic strengthen-
ing of option (A) had a mitigating effect in that fewer partici-
pants picked the conjunctive option (B) as the most likely, but
by no means did mistakes disappear. This prompted Tversky
and Kahneman (1983) to conclude that, while interpretive
confounds might conspire to create a particularly strong ef-
fect in certain conditions, there appears to be an irreducible
element of reasoning in this class of problems that does not
target the standard notion of probability, and is therefore in
need of an explanation.

Similar cases arise in the study of ostensibly deductive
problems. Illusory inferences from disjunction, discovered
by Walsh and Johnson-Laird (2004), are simple two-premise
problems as exemplified below.

(1) John speaks English and Mary speaks French, or Bill
speaks German.
John speaks English.

Mary speaks French.

Participants draw the conclusion about 85% of the time in be-
havioral experiments that have been replicated, and indepen-
dently of whether participants are given the proposed conclu-
sion and asked whether it follows, or instead are given only
the two premises and asked to volunteer a conclusion (Walsh
& Johnson-Laird, 2004; Koralus & Mascarenhas, 2018; Pi-
cat, 2019; Mascarenhas & Koralus, 2016). At first logical
blush though, the conclusion does not follow: it could be that
Bill speaks German (premise one is true), John speaks En-
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glish (premise two is true), but Mary does not speak French
(conclusion is false). Classical pragmatic considerations as
applied above to the conjunction fallacy won’t make a differ-
ence here, for the model just described is a counterexample
to the inference in (1) even if the “or” in the first premise is
interpreted exclusively. Yet, more modern theories of impli-
cature from linguistics do predict an absolving interpretation
for premise one. The theory of implicature due to Sauerland
(2004), to cite just one example, predicts that premise one of
(1) would be interpreted in an exhaustive way stronger than
simple exclusive disjunction, amounting to “[John speaks En-
glish, Mary speaks French, and Bill doesn’t speak German] or
[Bill speaks German, John doesn’t speak English, and Mary
doesn’t speak French]” (Mascarenhas, 2014).

If this is the interpretation of the first premise of (1), then
the conclusion does follow from the premises in standard
classical logic. Is the illusory inference in (1) no illusion at
all then? The facts here are suggestively analogous to those
for the conjunction fallacy outlined above. Research in psy-
cholinguistics has shown that the interpretive processes that
lead to such exhaustive meanings can be interfered with un-
der cognitive load, increasing the proportion of literal inter-
pretations. Picat (2019) used a dual-task design involving an
unrelated memory task to induce cognitive load on reason-
ers presented with a host of deductive problems, including
illusory inferences as in (1). He found that participants were
appreciably less likely to draw the proposed fallacious con-
clusion under cognitive load, precisely for those deductive
problems where linguistic theories predict that the “fallacy”
is no fallacy at all, and is instead the result of interpretive pro-
cesses like exhaustification. However, mistakes by no means
disappeared, and only a very mild mitigating effect was ob-
served. Much like the case of the conjunction fallacy, it seems
that, in illusory inferences from disjunction as in (1), two pro-
cesses conspire to create a very strong effect: one entirely ra-
tional and mistake-free, having to do with implicatures that
strengthen the literal meaning in predictable ways, the other
more mysterious and in need of an explanation.

There are two related accounts of the non-implicature as-
pect of these illusory inferences: the mental-model account
of Walsh and Johnson-Laird (2004), updated by Khemlani,
Byrne, and Johnson-Laird (2018), and the question-answer
dynamics of Koralus and Mascarenhas (2013). The two
classes of accounts agree on the central driver of the illusion:
the operator “or” in the first premise introduces two alterna-
tive possibilities, and human reasoners use the information in
the second premise to draw their attention onto one of those
possibilities. Specifically, the two alternative possibilities
introduced by the first premise are John speaks English
and Mary speaks French and Bill speaks German, and
the second premise John speaks English, by virtue of
sharing content with the first alternative, causes the sec-
ond alternative Bill speaks German to drop from attention.
The reasoner is left with only one alternative John speaks
English and Mary speaks French, whence the observed

conclusion follows straightforwardly.

Koralus and Mascarenhas (2013) cash out this shared cen-
tral idea in terms of question-answer dynamics. Scholarship
from linguistics has pointed out strong connections between
disjunction and questions, for example, many entirely unre-
lated languages of the world share morphemes for the dis-
junction and question-forming operators (Jayaseelan, 2008;
Szabolcsi, Whang, & Zu, 2014). More importantly, linguis-
tic semantics have provided powerful accounts of linguistic
phenomena by positing that disjunctions and questions share
a fundamental semantic core in that they both introduce al-
ternative possibilities that are available to later linguistic and
pragmatic computations (Mascarenhas, 2009; Kratzer & Shi-
moyama, 2002; Alonso-Ovalle, 2006). Koralus and Mas-
carenhas (2013) thus propose that the reason humans use in-
formation in the second premise of illusory inferences from
disjunction to choose one of the alternatives provided by the
first premise is that they are engaged in a question-answer
process. The first premise is akin to a question, and the sec-
ond premise provides a hint at an answer to that question,
as though uttered by an informative and cooperative speaker
trying to help the reasoner answer the question at hand.
Question-answer dynamics then offers an explanation for the
algorithm posited by the original mental-model account, en-
riching it with entirely independent and well-established ob-
servations and formal tools from linguistic semantics.

This entirely informal presentation of the theories is highly
incomplete, but it suffices to highlight the questions we in-
vestigate in this article. First, we wanted to find out whether
non-linguistic materials could trigger the kind of reasoning
with alternative possibilities, or question-answer dynamics as
we prefer to see it, that is operative in illusory inferences from
disjunction. In both the question-answer dynamic account
and its earlier mental-model inspiration, the little word “or”
and its ability to introduce alternatives are at the core of the
phenomenon. But representing questions or alternative pos-
sibilities must be an ability of the human mind even in the
absence of linguistic stimuli. So we set out to convey the rich
structure of (1) purely visually, without linguistic disjunction,
and check whether humans still found the fallacious conclu-
sion attractive, suggesting the availability of question-answer
dynamics even in the absence of linguistic materials. Second,
we tried to shed light on the line between the absolving in-
terpretation of the first premise we discussed earlier in terms
of scalar implicature, and the accounts based on processes
of reasoning proper. With visually presented premises, scalar
implicature is not a plausible mechanism. Thus, if we find any
mistakes, they cannot come from an absolving interpretation
of the first premise. Conversely, if we find fewer mistakes
than in the linguistic version, we can get a better grasp of the
extent of the original phenomenon that is due to purely inter-
pretive, linguistic mechanisms. Thirdly, we wanted to con-
tribute toward a paradigm that would allow testing complex
deductive problems in non-linguistic populations, that is in-
fants and potentially non-human animals. There is of course
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much work on these populations’ reasoning, but so far it has
exclusively focused on simple valid inferences, such as dis-
junctive syllogism (Cesana-Arlotti et al., 2018; Völter & Call,
2017). In order to advance our understanding of these popu-
lations’ reasoning faculties, we need to be able to test them
with the kind of more complex stimuli that are informative
about adult humans’ reasoning faculties. The study we report
on here makes first steps toward such a paradigm.

Finally, we point out that discovering visual versions of il-
lusory inferences from disjunction, as we do in this study, has
ramifications beyond these inferences or even deductive rea-
soning. Sablé-Meyer and Mascarenhas (2021) have shown
that the parallelism between illusory inferences from disjunc-
tion and probabilistic reasoning problems from the represen-
tativeness literature such as the conjunction fallacy runs much
deeper than we’ve let on in the early paragraphs of this in-
troduction. We cannot do justice to the argument by Sablé-
Meyer and Mascarenhas (2021) in this extremely short paper,
so we must leave this hopefully tantalizing point unmotivated
here, and simply point out that, if question-answer dynam-
ics and alternative possibilities are indeed at the core of the
conjunction fallacy as well, then our methodology here has
potential applications in the study of visual counterparts of a
rather diverse class of attractive fallacies.

Complex deduction from visually presented
premises

Design and materials
We investigated illusory inferences from disjunction as in (1),
schematized in (2) below.

(2) (a∧b)∨ c
a

b

We developed purely visual animations that depict a water-
based mechanism. Water flows from the basin at the top
through the pipes, and the flow can be blocked by gates that
are placed within the pipes. Each closure or opening of the
gates represents the truth value of a proposition. As an exam-
ple, consider the water-based mechanism in Figure 1. There
are two passages through which the water can flow from the
top to the bottom. If the water were to flow down the pipe,
either the left gate or the right gate should be open.

This particular configuration represents the logical struc-
ture a∨b in the following way. After showing that the gates
placed within each passage are blocking the water flow, a door
covers both gates. Shortly after, the water flows down the
pipe and a question mark appears. Given that at least one
gate needs to be open for the water to flow down the pipe,
this raises the question of whether the left gate opened, or the
right gate. Thus, if we assign to the proposition a the truth
value of ‘the left gate opened’ and to the proposition b the
truth value of ‘the right gate opened’, this visual paradigm
conveys a∨b (the left gate opened or the right gate opened).

Figure 1: Representing disjunction

We developed two familiarization trials that help the par-
ticipants get a grasp of how water-based mechanisms work.
The first familiarization trial teaches that water flows from
the basin at the top to the bottom, and that gates can block the
water flow, as depicted in Figure 2.

Figure 2: Familiarization trial 1

The second familiarization trial informs that gates can ro-
tate while under cover, and that windows placed within the
cover can open to reveal the state of the gates, as illustrated
in Figure 3.

Figure 3: Familiarization trial 2

Following the two familiarization trials, we presented a
critical trial, which is either a target trial or a baseline. The
target trial—which we call the Y scenario—conveys the same
content as the inference pattern in (2). As depicted in Figure
4, there are two passages through which the water can flow
down the pipe. Two gates were installed within the left pipe
and one gate within the right pipe. Initially, the water flow is
blocked by the gates in both paths. Then the gates are cov-
ered, and shortly after, the water flows down the pipe, raising
the question “Did the two gates on the left open or the right
gate?” This conveys that (a∧ b)∨ c is true. We then reveal
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that the top left gate (i.e., gate A) is open, conveying that a is
true. Lastly, we ask the participants “Can you conclude that
gate B is guaranteed to be open?” Logically, one should not
be able to conclude that gate B is open because the opening
of gate C alone allows the water to flow down the pipe. So if
a participant concluded that gate B is guaranteed to be open,
then they would be committing a fallacy—precisely the kind
attested in the inference pattern in (2).

Figure 4: Target trial: the Y scenario

The baseline trial is minimally different from the target trial
in that we do not reveal that gate A is open. The correspond-
ing logical structure is provided in (3). It lacks the second
premise of the classical illusory inferences from disjunction
case represented in (2). Since the second premise is necessary
to induce the fallacy, a ‘yes’ response in the baseline trial is
less likely an illusion caused by disjunctive inference. There-
fore, by comparing the fallacy rates of the target and baseline
trials, we can estimate to what extent the logical structure of
illusory inferences from disjunction makes the fallacy attrac-
tive. Moreover, by doing so, we expect to filter out biases (if
any) arsing from this particular visual setup.

(3) (a∧b)∨ c

b

In addition to the Y scenario, we developed another target trial
that conveys the same content in order to eliminate potential
confounds in the design: The visual proximity of gates A and
B in the Y scenario could contribute a low-level strategy as-
sociating these two. Moreover, the participants’ intuitive un-
derstanding of fluid dynamics might lead them to think that
gate A was opened by the water pressure’s being greater on
the left side, thereby making it more likely that gate B opened
as well.

The visual paradigm depicted in Figure 5—which we call
the Diamond scenario—aims to address the aforementioned
concerns by severing the connection between gates A and B.
One gate is installed within each path, and the third gate is
placed at the bottom, below the merging point. Initially, all
gates are open and the water can flow down the pipe. Then the

gates are covered, and the water flows again from the basin
at the top. But this time, the water flow is blocked at some
point, and raises the question “Did the top two gates close or
the bottom gate?” Just as in the Y scenario, the corresponding
logical structure is (a∧ b)∨ c. We then reveal that the upper
left gate (i.e., gate A) is closed and ask the participants “Can
you conclude that gate B is guaranteed to be closed?” The
logical answer is “no,” since the presented scenario is com-
patible with the situation in which gates A and C are closed
but gate B is not. The baseline trial for the Diamond scenario
minimally differs from the target trial in that we do not reveal
that gate A is closed.

Figure 5: Target trial: the Diamond scenario

The Diamond scenario notably differs from the Y scenario
in two respects. First, in the Diamond scenario we ask the
participants whether gate B is closed whereas in the Y sce-
nario, we ask whether gate B is open. Nevertheless, the two
scenarios convey the same logical structure due to the ways in
which they raise the question (a∧b)∨c. In the Diamond case,
the water flow is blocked and the question concerns which
gate is responsible for the blockage. In the Y case, all of the
gates were initially closed but then the water started to flow
down the pipe, and the question concerns which gate is re-
sponsible for the flow of water.

Second, gates A and B are not physically connected in the
Diamond scenario as they are installed within different paths,
preventing the aforementioned consideration of fluid dynam-
ics. Moreover, the three gates are equidistant from each other.
This likely prevents a low-level strategy associating gates A
and B.

Following the target or baseline trial, we presented anima-
tions that convey disjunctive syllogism or disjunctive syllo-
gism with an additional disjunct, each of which is illustrated
in Figure 6. We used the trials to verify that the participants
understood the visual paradigms conveying a simple logical
structure. In addition, we used the trial conveying disjunctive
syllogism with an additional disjunct (RHS of Figure 6; the
no-control) as a second baseline, since it should be clear to a
cooperative participant that the inference is not valid.

Lastly, the participants were presented with static images
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Yes-control
Premise 1: a∨b
Premise 2: ¬a
Conclusion: b?

No-control
Premise 1: a∨b∨ c

Premise 2: ¬a
Conclusion: b? c?

Figure 6: Control trials

of water-based mechanisms and were asked to assess whether
water can flow down the pipe when certain gates were closed.
Figure 7 exemplifies such trials. We used the answers to these
questions as the means to exclude confused participants.

Figure 7: Static controls

Participants and procedure
We recruited 401 participants on Prolific. 64% were female
and their mean age was 33. The participants were randomly
classified into four groups. All groups were presented with
two familiarization trials and three static controls. As for the
critical trial, each group was assigned either the Y target trial,
the Y baseline trial, the Diamond target trial, or the Diamond
baseline trial.

Predictions
We expect to observe a higher fallacy rate (i.e., the propor-
tion of yes-responses) in the target trials than in the baseline
trials or no-controls. Moreover, since our visual paradigms
minimize the effect of language, we predict that the fallacy
rate in the target trials to be relatively lower than in the clas-
sical illusory inferences from disjunction cases which involve
a linguistic disjunction.

We also speculate that the fallacy rate in the Y scenario
could be higher than in the Diamond scenario, because the
former is likely to facilitate the development of a low-level
strategy associating gates A and B due to their visual prox-
imity and the particpants’ intuitive understanding of fluid dy-
namics. However, we also find the Diamond scenario more
complex than the Y scenario (in the former, neither the gates
A and C nor the gates B and C form a logical formula despite

Figure 8: Proportion of yes-responses by scenario and condi-
tion; error bars indicate the standard error of the mean. The
target conditions of the Diamond and Y scenarios show 42%
and 19% fallacy rates, respectively.

Table 1: Responses to critical trials and no-controls were fit-
ted into a model with SCENARIO, CONDITION, and the inter-
action between the two as fixed effects, and random intercepts
for participants.

Coefficient Estimate Standard Error p-value

Intercept 0.5509 0.3887 0.1564
Baseline 1.6719 0.5676 0.0032
No-control 2.5563 0.5948 <0.0001
Y 1.9276 0.6155 0.0017
Baseline:Y -0.8452 0.7939 0.2870
No-control:Y -0.8998 0.6788 0.1850

being physically connected), which could potentially induce
more reasoning mistakes across the board.

Results
We excluded from our analysis the participants who did not
properly answer the static control questions. This left us with
373 participants (7% excluded). We analyzed the data using a
generalized linear mixed-effects model with the glmer func-
tion in R (Bates, Kliegl, Vasishth, & Baayen, 2015).

We fitted the participants’ answers to critical trials and
no-controls into a binomial linear mixed-effects model with
two predictors: (i) CONDITION with the 3 levels target/base-
line/no-control (reference level: target) and (ii) SCENARIO
with the 2 levels y/diamond (reference level: diamond). The
largest converging model included random intercepts for par-
ticipants. Figure 8 plots the proportion of yes-responses by
scenario (Y vs. Diamond) and condition (target vs. baseline
vs. no-control) and Table 1 summarizes the fitted model.

We first looked at whether the two scenarios made attrac-
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Table 2: Details of the statistical analysis; all comparisons
were analyzed using the glmer function in R, with and random
intercepts for participants

Scen. Comparison Est. SE p-value

Dmd. target vs. baseline -1.672 0.568 0.0032
Dmd. target vs. no-ctrl. -2.556 0.595 <.0001
Dmd. baseline vs. no-ctr. -0.884 0.448 0.0481
Y target vs. baseline -0.827 0.558 0.1386
Y target vs. no-ctrl. -1.657 0.508 0.0011
Y baseline vs. no-ctrl. -0.830 0.564 0.1410

tive the fallacious inference akin to (2). We compared the
proportion of yes-responses in the target condition to those
in the baseline condition and the no-control condition. Our
analysis shows that the rate of fallacies (“yes” responses) in
the baseline and the no-control were both significantly lower
than in the target condition. The rate of fallacies in the Y sce-
nario was significantly lower than in the Diamond scenario,
although there was no significant interaction between the two
predictors SCENARIO and CONDITION.

Lastly, we calculated contrasts between conditions using
the emmeans package in R, as summarized in Table 2. We ob-
served that the effect is more pronounced in the Diamond sce-
nario than in the Y scenario: In the Diamond scenario, the dif-
ferences in target vs. baseline and target vs. no-control were
both significant, which is consistent with what we observed in
the fitted model. We calculated effect sizes for each contrast,
observing medium (Cohen’s W = 0.38) and high (W = 0.57)
effect sizes for target vs. baseline and target vs. no-control,
respectively. The difference in baseline vs. no-control was
marginally significant. Results were mixed for the Y sce-
nario. The rate of fallacies in the target condition was sig-
nificantly higher than in the no-control, and we observed a
medium effect size (W = 0.46). The difference in target vs.
baseline was not significant, although the corresponding ef-
fect size was close to medium (W = 0.24).

General discussion and conclusions
Our results constitute evidence that it is possible to convey
the logical structure in (2) via non-linguistic means. Both
in the Y scenario and Diamond scenario, participants made
more mistakes when a purely visual animation conveyed the
information in (2) than when an animation represented an in-
ference pattern whose linguistic counterpart is unattractive.
These results suggest an important role for interpretive pro-
cesses like implicature in the linguistic versions of this task,
while confirming that the phenomenon cannot be entirely due
to linguistic processes. Indeed, it is not difficult to make
sense of the lower fallacy rates in our experiments (42% in
the Diamond scenario and 19% in the Y scenario) compared
to what was reported for the classical cases of illusory infer-
ences from disjunction (Walsh & Johnson-Laird, 2004, over

80%). Granted that the linguistic interpretive confounds con-
spire to create a particularly strong effect in certain condi-
tions, we expect a lower endorsement rate when such con-
founds are eliminated.

Extant reasoning-based theories of the linguistic illu-
sory inference from disjunction identify the source of the
inference-making behavior in reasoning processes specific to
alternative possibilities. This idea is cashed out in terms
of question-answer dynamics by Koralus and Mascarenhas
(2013, 2018), incorporating independent insights from lin-
guistics and philosophical logic and providing a reason for
what in mental-model theory, the classical version or its
more recent revision, is an entirely stipulated mechanistic
process whereby certain operators like disjunction gener-
ate alternative possibilities, and later information is incor-
porated by dropping some alternatives from consideration.
The question-answer framing of the mental-models mecha-
nistic account has proven fruitful uncovering new illusory in-
ferences that share linguistic and logical properties with dis-
junctions and questions, such as indefinite expressions like
“some” (Mascarenhas & Koralus, 2017) and the modal op-
erator “might” (Mascarenhas & Picat, 2019; Bade, Picat,
Chung, & Mascarenhas, 2022). In sum, the question-answer
approach to these reasoning fallacies isn’t merely an exten-
sion of the original mental-model theory approach that uni-
fies it with linguistics, it is a properly stronger theory, making
novel predictions that do not follow from mental-model the-
ory in any of its incarnations past or present.

If this perspective is on the right track, then question-
answer dynamics are pervasive in human reasoning and by
no means depend on linguistic sources. But do they depend
on communicative contexts? While we believe we were suc-
cessful at factoring out language proper, we did nothing to
control for communicative processes: our animations were
still of course seen as communicative acts by our participants,
intended to impart some content, so that the behavior we ob-
served was plausibly the result of question-answer dynam-
ics being processed online, as the product of properly prag-
matic reasoning. Controlling for communicative contexts and
reasoning about communicative processes is a daunting task
indeed, but the question deserves attention. For the other
conceptual possibility is extremely intriguing in our view:
question-answer dynamics might be a tool intrinsically avail-
able in the human reasoning arsenal, triggered whenever a
question is being considered and information is found that
could be used to answer it, even absent any trace of commu-
nicative intentions.
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