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A B S T R A C T

Molecular hydrogen (H2) is found in a variety of settings on and in the Earth from low-temperature sediments to 
hydrothermal vents, and is actively being considered as an energy resource for the transition to a green energy 
future. The hydrogen isotopic composition of H2, given as D/H ratios or δD, varies in nature by hundreds of per 
mil from ~− 800 ‰ in hydrothermal and sedimentary systems to ~+450 ‰ in the stratosphere. This range 
reflects a variety of processes, including kinetic isotope effects associated with formation and destruction and 
equilibration with water, the latter proceeding at fast (order year) timescales at low temperatures (<100 ◦C). At 
isotopic equilibrium, the D/H fractionation factor between liquid water and hydrogen (DαH2O(l)-H2(g)) is a 
function of temperature and can thus be used as a geothermometer for H2 formation or re-equilibration tem-
peratures. Multiple studies have produced theoretical calculations for hydrogen isotopic equilibrium between H2 
and water vapor. However, only three published experimental calibrations used in geochemistry exist for the 
H2O-H2 system: two between 51 and 742 ◦C for H2O(g)-H2(g) (Suess, 1949; Cerrai et al., 1954), and one in the 
H2O(l)-H2(g) system for temperatures <100 ◦C (Rolston et al., 1976). Despite these calibrations existing, there is 
uncertainty on their accuracy at low temperatures (<100 ◦C; e.g., Horibe and Craig, 1995).

Here we present a new experimental calibration of the equilibrium hydrogen isotopic fractionation factor for 
liquid water and molecular hydrogen from 3 to 90 ◦C. Equilibration was achieved using platinum catalysts and 
verified via experimental bracketing by approaching final values of DαH2O(l)-H2(g) at a given temperature from 
both higher (top-bracket) and lower (bottom-bracket) initial Dα values. Our calibration yields the following 
equation:

1000×lnDαH2O(l)− H2(g) = − 526.48+ 559,316
T

Where T is in Kelvin. We find that our calibrations differ from prior experimental calibrations by, on average, 
up to 20 ‰ and prior theoretical results by up to, on average, 25 ‰. Good agreement with theoretical results 
(<11 ‰ differences) is found for calculations that consider both anharmonic effects and the Diagonal Born- 
Oppenheimer correction.

1. Introduction

Molecular hydrogen (H2) occurs in numerous environments on and 
in the Earth from low-temperature sediments to hydrothermal vents (e. 
g., Charlou et al., 2002; Lin et al., 2005; Sherwood Lollar et al., 2014; 
Milkov, 2022; Pester et al., 2018). It forms in the subsurface and reacts 
through the action of microbial metabolisms, via water–rock reactions 

(e.g., serpentinization), and from radiolysis of water (e.g., Zgonnik, 
2020). Beyond its role in many subsurface reactions, H2 has recently 
been identified as a potential energy resource that can extracted from 
subsurface deposits (e.g., Prinzhofer et al., 2018, 2019; Truche et al., 
2024) or generated from renewably produced energy sources and 
potentially stored underground for later use (Lord, 2009; Lord et al., 
2014; Tarkowski, 2019; Zivar et al., 2021; Aftab et al., 2022; Amirthan 
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and Perera, 2023; Taiwo et al., 2024).
Important to the study of environmental H2 is ascertaining the con-

ditions (e.g., temperature) and chemical pathways of formation and any 
later reactions during transport and storage. One way these can be 
constrained is based on the bulk (or average) stable isotopic composition 
of H2, given by its D/H ratio. This ratio is expressed using δD notation 
where δDsample = ([D/H]sample/[D/H]standard − 1) × 1000 (given in per 
mil) and where the standard is VSMOW. H2 displays a large isotopic 
range in nature, from ~− 800 ‰ to − 300 ‰ in sediments and seafloor 
hydrothermal systems (e.g., Proskurowski et al., 2006; Sherwood Lollar 
et al., 2007; Telling et al., 2018) to +440 ‰ in the stratosphere (e.g., 
Rahn et al., 2003).

In sediments and hydrothermal systems it is generally assumed that 
H2 is in hydrogen isotopic equilibrium with local waters such that the δD 
of H2 (δDH2) is set by δD of local waters (δDH2O(l)) and temperature of the 
system. This assumption is supported by the observation of rapid 
obtainment (weeks to years) of isotopic equilibration in experiments 
between H2 and liquid water at <100 ◦C (e.g., Pester et al., 2018).

Temperature plays a role as it sets the equilibrium distribution of D/ 
H between H2 and H2O, which is described by the hydrogen isotopic 
fractionation factor (DαH2O(l)-H2(g)) between H2O(l) and H2(g): 

DαH2O(l)− H2(g) =

[
D
H

]

H2O(l)
[

D
H

]

H2(g)

=
δDH2O(l) + 1000
δDH2(g) + 1000

(1) 

The temperature dependence of DαH2O(l)-H2(g) has been measured 
experimentally and calculated theoretically over the past 90 years in 
multiple studies, but there still exists disagreement on the precise tem-
perature dependence at low (<100 ◦C) temperatures. Here we create 
such a calibration experimentally using modern techniques and stan-
dardization at low temperatures (<100 ◦C). Before discussing this, we 
first provide a brief introduction to prior determinations of the tem-
perature dependence of DαH2O(l)-H2(g) in order to both provide the basis 
for the motivation of this study and place it into the context of past 
efforts.

Experimental and theoretical studies of the equilibrium hydrogen 
isotopic composition of H2(g) and water vapor H2O(v) (i.e., DαH2O(v)-H2(g)) 
were carried out within a few years of the discovery of deuterium (1931) 
and followed by additional studies through the 1940 s associated with 
the Manhattan Project (see Kirshenbaum et al. (1951). Though of his-
torical importance, these results (theoretical and experimental) are not 
in general usage.

The only experimental determination of DαH2O(l)-H2(g) used in isotope 
geochemistry in which H2O(l) and H2(g) were directly equilibrated is 
from Rolston et al. (1976). Equilibration was done from 6 to 95 ◦C using 
a catalytic Pt-impregnated Teflon sheet and deuterium enriched waters 
(~2.0 and ~3.5 mol % D vs. ~0.015 % in nature). Isotopic compositions 
were determined by mass spectrometry via peak-hopping where H2 and 
HD ion beams were measured separately. In contrast, modern mass 
spectrometric methods measure ion beams simultaneously on multiple 
collectors. H2 measurements were standardized using isotopically 
enriched waters converted to H2 over hot uranium. The isotopic com-
positions of waters were determined gravimetrically by diluting D2O 
(99.8 %) with unenriched waters. This differs from modern approaches 
in which community standards with agreed upon D/H ratios are used for 
standardization. We raise these details as inaccuracy in measured D/H 
ratios of H2O or H2, if they are not sufficiently well correlated with a 
slope of 1 for the different sample types (H2 vs. H2O), will lead to 
inaccurate measures of DαH2O(l)-H2(g).

Despite being the only direct experimental determination of DαH2O(l)- 

H2(g), the calibration of Rolston et al. (1976) is not in general usage. One 
possibility for this is based on an assessment by Horibe and Craig (1995)
who stated that a fit to the Rolston et al. (1976) data (DαH2O(l)-H2(g) vs. 1/ 
T) yielded a standard deviation too large (±45 ‰) to be useful for 

geochemical applications.
Calibrations of DαH2O(l)-H2(g) have also been determined indirectly by 

combining experimental calibrations between H2(g) and water vapor 
(DαH2O(v)-H2(g)) with those for liquid water and water vapor (DαH2O(l)-H2O 

(v)) (e.g., Pester et al., 2018; Wang et al., 2018; Mangenot et al., 2023). 
The two calibrations used for DαH2O(v)-H2(g) are from Suess (1949) and 
Cerrai et al. (1954). Today these experimental values are generally 
converted to DαH2O(l)-H2(g) using the calibration for DαH2O(l)-H2O(g) from 
Horita and Wesolowski (1994). We examine each of these in turn.

Suess (1949) experimentally equilibrated H2 gas with water vapor 
from 80 to 200 ◦C using Pt-catalysts and deuterium enriched waters (4 to 
60 mol % D). H2 was converted to water and the deuterium content 
measured by pycnometry (i.e., by density). Cerrai et al. (1954) equili-
brated H2 gas with water vapor from 51–742 ◦C using a Pt-catalyst 
supported on either charcoal or silica gel and with isotopically 
enriched water (2.5 mol % D). They cite Kirshenbaum et al. (1951) to 
describe their isotopic methodology wherein H2 is converted to H2O and 
deuterium contents determined by measuring the index of refraction of 
water (which is sensitive to D content). Importantly, the work of Cerrai 
et al. (1954) and Suess (1949), both in terms of standardization and 
measurement, are not those used today for D/H determinations of H2 or 
H2O.

An alternative to using experimental calibrations is to instead 
employ theoretical calculations. To our knowledge, direct calculations 
of DαH2O(l)-H2(g) do not exist, presumably due to the difficulty of treating 
water as a liquid in theoretical calculations. Instead, theoretical calcu-
lations of DαH2O(g)-H2(g) (i.e., all gas phase molecules) can be combined 
with experimental determinations of DαH2O(l)-H2O(g) to create an estimate 
of DαH2O(l)-H2(g). We are aware of five theoretical estimations of DαH2O(g)- 

H2(g) done using modern approaches: Bottinga (1968), Bardo and 
Wolfsberg (1976), Richet et al. (1977), Gropp et al. (2021), and Turner 
et al. (2021). These postdate the initial papers from Urey (1947) and 
Bigeleisen and Mayer (1947) that established the common methodology 
for doing such calculations. In detail, these studies differ in approach. 
For example, Gropp et al. (2021) performed calculations following the 
harmonic approximations of Urey (1947) and Bigeleisen and Mayer 
(1947). Bottinga (1968), Bardo and Wolfsberg (1976), and Richet et al. 
(1977) incorporated anharmonic effects via secondary corrections to 
harmonic calculations. Turner et al. (2021) included anharmonicity 
using a path integral approach. Additionally, Bardo and Wolfsberg 
(1976) and Turner et al. (2021) incorporated a correction for the Born- 
Oppenheimer approximation (termed the Diagonal Born-Oppenheimer 
Correction, or DBOC).

In Fig. 1A we summarize these results with a compilation of DαH2O(l)- 

H2(g) from 0 to 374 ◦C (freezing to critical point of pure water). Studies 
that determined values of DαH2O(g)-H2(g) (i.e. all except Rolston et al. 
(1976)) are converted to DαH2O(l)-H2(g) using values of DαH2O(l)-H2O(g) 
from Horita and Wesolowksi (1994). The large range of DαH2O(l)-H2(g) 
over this temperature range (~1100 ‰) makes it difficult to see dif-
ferences between studies. We address this in Fig. 1B by displaying the 
deviation in DαH2O(l)-H2O(g) relative to the study of Turner et al. (2021). 
We use this study as our reference as it uses both high-level approaches 
to calculate partition function ratios that include anharmonicity and 
uses high-accuracy potential energies. We observe a total range of about 
±60 ‰ relative to the reference curve, with typical differences around 
±25 ‰.

A strong motivation for the work presented here is that there is 
currently no agreement on which calibration to use in a given study. 
Some recent studies have used prior experimental calibrations such as 
Wang et al. (2015) who used the calibration of Cerrai et al. (1954) and 
Mangenot et al. (2023) who used the calibration from Suess (1949). 
However most prior work we have examined employed theoretical 
calculations of DαH2(g)-H2O(g) from Bardo and Wolfsberg (1976) com-
bined with a calibration of DαH2O(l)-H2O(g). This usage likely stems from 
the study of Horibe and Craig (1995) that provides an equation for DαH2O 

(l)-H2(g) (their equation 8) that is based on the combination of DαH2O(v)-H2 
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(g) from Bardo and Wolfsberg (1976) and DαH2O(l)-H2O(g) of Horita and 
Wesolowski (1994) (e.g., Proskurowski et al., 2006; Bradley et al., 2010; 
Kawagucci et al., 2010; Foustoukos et al., 2012; Suda et al., 2014; Etiope 
et al., 2017; Pester et al., 2018; Ricci et al., 2022).

As it stands, we consider it unclear which, if any, of these prior 
calibrations (theoretical or experimental) is the best to use. The choice 
matters given deviations of up to around ±60 ‰ (Fig. 1B) between 
studies. Such deviations lead to ~10 ◦C differences in estimated tem-
peratures from 0–100 ◦C and up to 35 ◦C up to the critical point of water. 
With the renewed interest in studying molecular H2 due to its increasing 
importance as an energy resource, we consider it important to resolve 
these issues. To this end, we present a direct calibration DαH2O(l)-H2(g) 
from 3 to 90 ◦C using modern stable isotopic techniques.

2. Materials and methods

2.1. Experimental setup and sampling

We isotopically equilibrated liquid water and molecular hydrogen 
using platinum catalysts over a temperature range of 3 to 90 ◦C. We 
employed two different platinum catalysts: catalytic rods used for H2/ 
H2O equilibration in Thermo Scientific Gas Bench systems (Thermo 
Fisher Scientific no. 1091831) and pellets of platinum on alumina (Pt-Al; 
Sigma Aldrich 232114-25G). We note that Pt-based catalysts have been 
used for decades to promote H2O(l)-H2(g) and H2O(g)-H2(g) hydrogen 
isotope equilibration (e.g., Suess, 1949; Kirshenbaum et al., 1951; Cerrai 
et al., 1954; Rolston et al., 1976; Horita, 1988; Ohba and Hirabayashi, 
1996).

Fig. 1. A) Previous experimental and theoretical calculations of 1000 × lnDαH2O(l)-H2(g) versus 1000/T (K− 1). B) Difference of 1000 × lnDαH2O(l)-H2(g) values from 
experimental and theoretical calculations minus the theoretical fit from Turner et al. (2021). Error bars for data from Suess (1949), Cerrai et al. (1954) and Rolston 
et al. (1976) are ±1σ as reported in the original study. Data from Suess (1949), Cerrai et al. (1954), and the theoretical studies are given in the studies as DαH2O(v)-H2 

(g). We converted them to DαH2O(l)-H2(g) using the calibration for DαH2O(l)-H2O(g) from Horita and Wesolowski (1994). We only interpolate best-fit lines over the range of 
either the theoretical or experimental data from which they were derived.
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Experiments were carried out by placing either one Pt-catalyst rod or 
~2 g of Pt-Al pellets inside a 20 mL Wheaton glass vial (Fig. 2). We 
sealed the vial with a crimped blue chlorobutyl stopper and pumped 
away atmospheric gas using a vacuum line (to a baseline pressure of 
10–20 mTorr). We next added water to the vials. For experiments using 
Pt-catalyst rods, ~8 mL of water at room temperature (~20 ◦C) and 
pressure were injected into the vial with a syringe such that the water 
level was at the approximate mid-point of the Pt surface on the catalytic 
rod (Fig. 2A). For experiments with Pt-Al pellets, ~1.5 mL of water (at 
room temperature and pressure) was added such that some of the pellets 
were above the fill line (Fig. 2B).

Vials were then again exposed to vacuum for ~15 min to remove any 
air added in this process. We verified that this step did not alter the 
isotopic composition of the water beyond uncertainty (see Appendix 
Table S1 for additional details). Finally, ~21 mL (at room temperature 
and pressure) of H2 (99.999 %, δDH2 = –235 ‰) were injected into the 
20 mL vial, pressurizing the head space above atmospheric pressure.

Vials were sampled by removing 0.3 mL of gas with a gas-tight sy-
ringe and injecting the sample into a 6 mL Wheaton glass vial pre-sealed 
with a crimped blue chlorobutyl stopper and pre-purged with helium 
(99.9 %). Finally, samples were stored at room temperature until later 
mass spectrometric analysis. Such analyses always took place within 8 
days of sampling (Appendix Table S2). We verified that isotopic com-
positions of H2 do not change during storage via replicate isotopic 
measurements as a function of storage time (see Appendix A.1 of Sup-
plementary Material for more details).

Most (41/46) experiments employed milli-Q water (18.2 MΩ/cm 
H2O) that was taken from a 1L glass bottle filled at the beginning of the 
study, sealed when not in use with parafilm, and sub-sampled as needed. 
In other experiments (5/46), we created waters with higher δDH2O by 
adding deuterium enriched water (99.9 % D2O) to milli-Q water and 
stored as above.

We tested and verified that both Pt-rods and Pt-Al catalysts yield the 
same values for DαH2O(l)-H2O(g) by conducting experiments with both 
catalysts (but in separate vials) with the same initial water composition 
and at the same temperature (specifically 15, 20, 25, 30, 35, 60 and 70 
◦C).

2.2. Bracketing experiments

Equilibration experiments were conducted following a bracketing 
methodology (O’Neil, 1986) in which equilibrium isotopic compositions 
are approached from two different directions. Specifically, initial δDH2 
and δDH2O values were chosen or experimentally set such they created 
initial DαH2O(l)-H2(g) values higher (top bracket) or lower (bottom 
bracket) than the final equilibrium DαH2O(l)-H2(g) value. In this approach, 
experimentally determined DαH2O(l)-H2(g) values can be considered 

successfully bracketed and thus represent the equilibrium compositions 
when both top and bottom bracketing experiments yield the same DαH2O 

(l)-H2(g) value (within some nominal uncertainty) at a given experimental 
temperature.

For our experiments, all vials started as bottom-brackets because the 
initial δD of the hydrogen (δDH2 = –235 ‰) and waters (δDH2O = − 94.6 
‰ and +349.0 ‰) result in values of DαH2O(l)-H2(g) = 1.184 and 1.763, 
both of which are significantly less than all prior theoretical and 
experimentally derived values for DαH2O(l)-H2(g) (~4.5 to 2.7) over the 
3–90 ◦C studied temperature range.

We created top brackets by pre-equilibrating vials at lower temper-
atures than the final desired temperature (either 3 or 10 ◦C depending on 
the final temperature). Based on prior work, DαH2O(l)-H2(g) is expected to 
monotonically decrease with increasing temperature (e.g., Rolston et al., 
1976; Horibe and Craig, 1995; Turner et al., 2021) such that an initial 
exposure to and equilibration at colder temperatures will create DαH2O 

(l)-H2(g) higher than expected final values once the vial is heated to final 
experimental temperatures. For completeness, we also verified that all 
top brackets started with higher-than-final DαH2O(l)-H2(g) values. We did 
this by sampling an aliquot of gas prior to heating the experiment to the 
final desired temperature and analyzing its isotopic composition.

2.3. Temperatures of experiments

Experiments were conducted at 3, 10, 15, 20, 22, 25, 30, 35, 40, 50, 
60, 70, and 90 ◦C (given as round numbers — precise temperatures are 
given in Appendix Table S2 and used in all calculations and figures). For 
the 10 and 15 ◦C experiments, top brackets were created by pre- 
equilibrating at 3 ◦C. For all other temperatures, pre-equilibration was 
done at 10 ◦C. Experiments at 3, 10, 15 and 20 ◦C were conducted in 
recirculating cooling baths (Thermo Neslab RTE-111 and Cole-Parmer 
AD 7LR-20) with digital temperature set points. The top bracket ex-
periments at 20, 25, 30, 40, 70 ◦C and the bottom bracket experiments at 
22, 25, 30, 35, 40, 70 ◦C were conducted in three non-recirculating 
water baths (Cole Parmer StableTemp, models GH-14576–04 5L and 
WB-400 2L) with digital temperature set points. In all water bath sys-
tems, vials were fully immersed in the water. During sampling, vials 
were removed from the bath, exposing them to air temperature for ~2 
min.

For top bracket experiments at 35, 50, 60 and 90 ◦C and bottom 
bracket experiments at 50, 60 and 90 ◦C, we used a dry-block heater 
with a digital temperature controller (VMR no. 75838–270). These 
heaters have 8 pre-drilled positions for vials. The vials are taller than the 
pre-drilled holes such that the top of vials where the septum is located 
are exposed to room temperature during the experiment. In order to 
limit the temperature gradient across the vial we placed an identical 
aluminum block over the one being heated, covering the vials. This 

Fig. 2. Schematic of the experimental setups used in the hydrogen-water isotope equilibration experiments. On the left: platinum catalytic rods. On the right: 
platinum-on-alumina pellets.
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limited the vertical gradient in the heated block to <0.5 ◦C.
The temperature reported for every experiment is based on the 

temperature measured using an external Type K Chromed/Alumel 
thermocouple (the same for all experiments). We observed good 
agreement (<0.2 ◦C) between the temperature measured in water baths 
and heating blocks with the external thermocouple vs. that given by the 
digital readout. This thermocouple yields accurate temperatures (<0.5 
◦C deviation) for boiling water. Temperatures were observed to vary by 
≤0.2 ◦C in the water baths and within ±0.5 ◦C in the dry-block heaters. 
These temperatures variations are equivalent to approximately ±1 to 
±3 ‰ in expected values of 1000 × lnDαH2O(l)-H2(g) respectively.

2.4. Isotopic measurements

The isotopic composition of H2(g) was analyzed at the Center for 
Isotope Geochemistry in the Lawrence Berkeley National Laboratory 
(LBNL) using a gas-chromatograph (GC) Thermo Scientific GC Trace Gas 
Ultra system instrument connected to a Thermo Scientific Delta V Plus 
Isotope Ratio Mass Spectrometer (IRMS). The H2 was separated via 
chromatography on an HP-mole sieve fused silica capillary column (30 
m x 0.32 mm) using helium as carrier gas. After GC separation, any 
traces of water were removed with a liquid nitrogen trap and then the 
hydrogen isotope ratio of the H2 was measured in the IRMS. Samples 
were measured in three different analytical sessions (October 2023, 
November 2023, January-February 2024).

Measured δDH2 were first corrected for instrument linearity as 
described by Turner et al. (2021). To limit the size of the linearity 
correction, we injected samples such that peak areas for the mass 2 ion 
beam were between 30 and 70 Vs. Following the linearity correction, δD 
values were placed onto the VSMOW-SLAP scale using three calibrated 
H2 gas standards from Oztech Trading Corp. (δDH2 (VSMOW) = –762.6, 
− 364.1 and − 124.8 ‰). All individual measurements of standards are 
given in Appendix Table S3. To check for accuracy, we also measured 
three other calibrated H2 gas standards with declared values from ATG 
(δDH2 (VSMOW) = –758.7, − 362.8 and − 123.6 ‰) at both the Center for 
Isotope Geochemistry (Lawrence Berkeley National Laboratory (LBNL)) 
as well as using a 253 Ultra high-resolution gas source isotope ratio mass 
spectrometer (Thermo Scientific 253) in the Division of Geological and 
Planetary Sciences at Caltech following the method described by Man-
genot et al. (2023).

The isotopic composition of H2O(l) was measured using a Los Gatos 
Research (LGR) liquid water analyzer IWA-35-EP instrument at the 
Center for Isotope Geochemistry (LBNL). The measurements were 
standardized against at least three LGR standards that had a range of 
δDH2O that spanned the sample range (i.e., corrections for samples were 
always interpolations of standards). Different standards were used in 
different measurement sessions depending on the range of expected 
values of water samples. See Appendix Table S4 for additional infor-
mation. To verify the accuracy of measurements, several USGS standards 
(USGS49, USGS47, W43152, and USGS48 with δDH2 (VSMOW) = –396.5, 
− 151.1, − 110.3, and − 1.8 ‰ respectively) were also analyzed in the 
June 2024 session (Appendix Table S4) and they were all within 2.8 ‰ 
of expected values. The δD of liquid water was measured before the 
experiments as well as after some experiments where Pt-catalyst rods 
were used (water could not be extracted from experiments using Pt-Al 
pellets; see Appendix Table S1).

2.5. Accounting for changes in δDH2O following equilibration

Based on the experimental conditions used, the exchange of 
hydrogen isotopes between H2(g) and H2O(l) will result in an increase in 
δDH2O. One way to correct for this would be to measure the δDH2O of 
samples following equilibration. However, we could not do this for ex-
periments using pellets as we could not extract the water. Instead, we 
calculated the final δDH2O for each experiment using a mass balance 
approach where: 

nH2i × δDH2i + nH2Oi × δDH2Oi = nH2f × δDH2f + nH2Of × δDH2Of (2) 

In equation (2), n is the number of moles of hydrogen at the initial (i) or 
final equilibrium (f) point.

The values for n for H2O and H2 are known based on the volumes 
injected. For molecular hydrogen, samples are always at 1 atm prior to 
injection and we assume a room temperature of 22 ◦C to calculate the 
number of moles. We assume n does not change for H2 or H2O over the 
experiment (i.e., ni = nf). The δD of the initial water, initial molecular 
hydrogen, and final molecular hydrogen are all known allowing us to 
solve for the final δDH2O value. This correction results in changes from 
initial to final values of ~1 ‰ for catalytic rods (unreacted milli-Q water 
− 94.6 ‰ vs. corrected values = –93.6 ‰) and ~5 ‰ for pellets (cor-
rected value = –89.0 ‰). The correction is larger for the experiments 
using pellets as the water/gas ratio is significantly lower than for the 
experiments using Pt-rods (96 vs 538, respectively). In terms of 1000 ×
lnDαH2O(l)-H2(g) values these corrections yield changes in the water iso-
topic composition of ~1 ‰ for catalytic rods and ~6 ‰ for pellets.

3. Results

We present the results as follows. First, we present the precision and 
accuracy of our measurements and then we present the results of the 
experiments. We describe our reproducibility and accuracy at length as 
the values for these set our overall ability to compare and differentiate 
our results from past studies.

3.1. Results Part 1: Precision and Accuracy of measurement

3.1.1. Precision of δD measurements and 1000 × lnDαH2O(l)-H2(g)
We estimated the analytical reproducibility (i.e., external precision) 

of our δDH2 measurements by measuring an in-house H2 standard across 
all sessions. This exercise yielded a standard deviation (1σ) of 3.2 ‰ (n 
= 102, δDH2 = –187.7 ‰; see Appendix Table S3 for details). As such, we 
estimate that our external precision for δDH2 is about ±3 ‰ (1σ).

We estimated the external precision for δDH2O measurements via 
replicate measurements of the initial waters used in our experiments: 
milli-Q water (δDH2O = − 94.5 ‰, ±1.74 (1σ), n = 26) and the enriched 
water (δDH2O = +349.0 ‰ ±1.13 (1σ), n = 4). We also measured the 
isotopic composition of water following equilibration with H2 from 
some Pt-rod experiments (milli-Q water: δDH2O = − 95.3 ‰, ±0.90 (1σ), 
n = 23, heavy water: δDH2O = +348.1 ‰ ±1.79 (1σ), n = 6). All data 
used to calculate these numbers are given in Appendix Table S1. Based 
on these results, we estimate an external precision for δDH2O measure-
ments to typically be between ±0.9 and 1.8 ‰ (1σ).

We are ultimately interested in determining values of 1000 ×
lnDαH2O(l)-H2(g). Uncertainties for this parameter depend both on the 
uncertainties of δDH2 and δDH2O as well as their magnitudes. We esti-
mated the minimum expected uncertainty for experimental measure-
ments of 1000 × lnDαH2O(l)-H2(g) with a Monte Carlo error propagation 
scheme based solely on the external precision of the isotopic measure-
ments detailed above (i.e., excluding additional uncertainties associated 
with experimental manipulations — this is dealt with separately below). 
For each experiment, we calculated one million simulations assuming 
that the milli-Q water has a δDH2O = –94.5 ‰ (unreacted milli-Q water 
value), and an associated uncertainty of ±0.34 ‰ (1 s.e.). We used the 
standard error for the water uncertainty as we assume all experiments 
using a given water source have the same initial value (and thus 
correlated uncertainty). We assumed the δDH2 has an uncertainty of 
±3.2 ‰ (1σ). The uncertainty estimated also depends on the value of 
1000 × lnDαH2O(l)-H2(g), which for our experimental temperature range 
(3–90 ◦C) has been estimated previously to range from 1484− 1012 ‰ 
(see Turner et al., 2021). Based on this, we calculated uncertainties of 
1000 × lnDαH2O(l)-H2(g) values ranging between 9.5–15.5 ‰ (1σ, see 
Appendix Table S5).
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We note that this significant increase for the uncertainty on 1000 ×
lnDαH2O(l)-H2(g) vs. the external precision of ±3.2 ‰ uncertainty (1σ) on 
the δDH2 and 0.34 ‰ (1 s.e.) for the δDH2O of milli-Q water and 0.56 ‰ 
(1 s.e.) for the δDH2O of the enriched water is due to the large (many 
hundreds of per mil) difference in the isotopic composition of water 
versus H2. As such, the uncertainty on a given experiment using the 
milli-Q water (which are the majority of experiments; ~90 %) will 
generally not be better than 9.5 ‰. However, this can be improved upon 
by replicating experiments at a given temperature.

The uncertainty estimates above are minimum estimates as they are 
based solely on the reproducibility of our isotopic measurements. We 
now compare this to an estimate of our experimental reproducibility 
based on 15 experiments conducted at 10 ◦C, using both types of cata-
lysts (i.e., Pt rods and Pt-Al pellets), 12 with the milli-Q water (− 94.6 ‰) 
and 3 with heavy water (+349.0 ‰), all of which are bottom brackets. 
We consider this set of experiments to provide a representative test of 
our true experimental reproducibility given it involves multiple exper-
iments at the same temperature with variations in many of the experi-
mental variables involved (i.e., different catalyst types and water 
compositions). We first compare reproducibility of δDH2 measured at the 
end of experiments for those conducted with the same initial δDH2O. The 
δDH2 reproducibility of the 12 experiments made with milli-Q water is 
±1.9 ‰ (1σ) while for the 3 experiments with heavy water it is ±1.4 ‰ 
(1σ). As such, reproducibility of δDH2 is similar to that of our internal H2 
standard (±3.2 ‰) indicating that the experiments do not increase un-
certainty markedly compared to replicate measurements of pure H2. 
Once converted to values of 1000 × lnDαH2O(l)-H2(g), the uncertainty for 
all bottom-bracket (i.e., n = 15) experiments at 10 ◦C (regardless of 
initial water compositions) is ±8.04 ‰ (1σ). We consider this number to 
be a conservative estimate of the standard deviation for experimental 
reproducibility (though recall this can be decreased via replication of 
experiments). This number is similar to that expected based on the 
Monte Carlo calculations (between about 9.5–15.5 ‰, ±1σ) and, as 
such, we conclude that our experiments do not, on average, introduce 
additional uncertainty beyond that based solely and measurement 
reproducibility.

3.1.2. Accuracy of δDH2 measurements
Here we present our analysis of the accuracy of our δDH2 de-

terminations. We examine this in detail as there are no internationally 
accepted isotopic reference standards available for molecular hydrogen 
that are themselves distributed as molecular hydrogen. Rather, δDH2 
determinations are typically standardized using water standards con-
verted to H2. It has previously been observed that a lack of interna-
tionally available and agreed upon H2 isotopic standards can create 
significant (order 10 s of per mil) uncertainties in the accuracy of re-
ported values of molecular hydrogen (Brand and Coplen, 2001). For all 
measurements sessions, we standardized vs. three H2 standards with 
declared δDH2 values purchased from Oztech (δDH2(VSMOW) = –762.6, 
− 364.1 and − 124.8 ‰). Use of these standards ensures internal repro-
ducibility and linearity across the different measurement sessions 
(Brand and Coplen, 2001).

However, our measurements are only as accurate as the values given 
for the standards. This is an issue for two reasons: First, when using 
typical laboratory water compositions (usually 0 ‰ or less in δD), 
hydrogen in equilibrium with these waters at room temperature will be 
hundreds of per mil lower in δD vs. the lowest water available with 
known δD (SLAP with a δDH2 = –428 ‰). Second, even if samples of H2 
are normalized against H2 gases generated from waters with defined 
values (as was done for the standards used here), measured δDH2 of the 
same gas with an isotopic composition of ~700 ‰ can vary by up to 
~50 ‰ between laboratories with a standard deviation between labo-
ratories of ~13 ‰ (Brand and Coplen, 2001). As such, standardization to 
H2 gases isotopically calibrated using water standards with defined 
compositions is not itself sufficient for accurate isotopic determinations 
of pure H2. The reasons for this are potentially due to non-quantitative 

generation of H2 such that gases are fractionated vs. the source waters 
— this is discussed in Brand and Coplen (2001) and we refer readers to 
that study for an overview of these standardization issues. Regardless, 
there is real potential for inaccuracy in our measured δDH2 and some-
thing that must be evaluated. Below we present two approaches we took 
to evaluate this issue.

First, we purchased a second set of H2 standards from the company 
ATG (which has now replaced Oztech in providing these standards) with 
declared δDH2 values close to those from Oztech (δDH2 (VSMOW) =

–758.7, − 362.8 and − 123.6 ‰). Both the Oztech and ATG standards 
were standardized and placed on the VSMOW-SLAP scale via measure-
ment of water standards with known isotopic compositions that were 
converted to H2 via reduction over hot uranium. We analyzed these 
standards at LBNL following our standard practices as well as at Caltech 
using a high-resolution isotope ratio (Thermo Ultra) mass spectrometer 
that removes the contribution of the H3

+ adduct from the mass 3 mea-
surement, which should improve accuracy of measured values across 
large ranges in δD. Measurements at Caltech are standardized as 
described in Mangenot et al. (2023). Importantly, based on the study of 
Mangenot et al. (2023), measurements of water standards converted to 
H2 over hot uranium measured on the high-resolution mass spectrom-
eter at Caltech deviate by 0.46 ‰ vs. declared values as a linear dif-
ference in δDH2 values and 0.02 ‰ in terms of differences in terms of 
relative D/H ratios over a range of ~1200 ‰ in δD (− 428 to +800 ‰). 
As such, we consider the measurements at Caltech to likely be accurate 
to <0.5 ‰.

Results of this test between LBNL and Caltech are given in Table 3. 
The difference between our measurements made at LBNL and Caltech vs. 
the declared ATG value (measured minus ATG) are as follows: +6.2 and 
+2.18 ‰ for δDH2 = –758.7 ‰; − 2.1 and +1.02 ‰ for δDH2 = –362.8 ‰; 
and − 4.3 and − 0.11 ‰ for δDH2 = –123.6 ‰. The average difference 
between the different laboratories is 1.1 ‰, which we take to indicate 
good agreement and, thus accuracy, of measurement techniques given 
the different methods and standardization procedures.

However, one concern is that the deviations between the laboratories 
are not random but instead a function of the δD of the gases, with the 
LBNL measurements lower for δDH2 = –362.8 and − 123.6 ‰ and higher 
for δDH2 = –758.7 ‰ (i.e., the LBNL measurements are not linear with a 
slope = 1). This makes a testable prediction. Specifically, it predicts that 
H2 equilibrated at the same temperature with water ranging by multiple 
hundred per mil will exhibit differences in 1000 × lnDαH2O(l)-H2(g) with a 
positive relationship between δDH2O and 1000 × lnDαH2O(l)-H2(g).

We did this exact test and equilibrated H2 at the same temperature 
(specifically 3, 10, 22, 25, 30 and 60 ◦C) in waters spanning a range of 
444 ‰ (− 94.6 vs 349.0 ‰; Fig. 3). Given this water δD range our 
measured 1000 × lnDαH2O(l)-H2(g) from 3 to 60 ◦C, we would predict the 
differences between measured vs. declared ATG (with measured values 
at LBNL) would induce differences of between 11 to 16 ‰ in 1000 ×
lnDαH2O(l)-H2(g) with water with higher δDH2O higher in 1000 × lnDαH2O 

(l)-H2(g). We observe, on average, the opposite. We observe that the final 
averaged 1000 × lnDαH2O(l)-H2(g) values of the heavy water minus lighter 
water differ between − 17.4 to +4.82 ‰, with half having positive slopes 
and half negative slopes vs. δDH2O. The average difference (heavy water 
minus light water experiments) is − 3.94 ±3.58 (1 s.e.) and thus within 
2 s.e. uncertainty of zero difference. Based on this, we assume that our 
measurements are effectively linear with a slope = 1 vs. the correct 
value. This however does not preclude small (few per mil) constant 
offsets between labs, which is discussed below. Additionally, based on 
this test, we consider that the final 1000 × lnDαH2O(l)-H2(g) values are 
independent of the δDH2O of the water used. As such, we averaged 1000 
× lnDαH2O(l)-H2(g) of a given experiment regardless of the δDH2O value 
used.
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3.2. Results Part 2: Data from experimental equilibrations

3.2.1. Bracketed experimental results
Final top and bottom bracket values are presented in Fig. 4 and 

Table 1. If multiple top or bottom experiments were conducted at a given 
temperature, the value given represents the average of these experi-
ments. Data for individual experiments are given in Appendix Table S2. 
We now evaluate the success of these experiments in terms of yielding 
values for hydrogen isotopic equilibrium between H2 and liquid water.

As noted above, a successfully bracketed experiment is obtained 
when (i) the initial DαH2O(l)-H2(g) is smaller (bottom bracket) or higher 
(top bracket) than the final DαH2O(l)-H2(g) value and (ii) top and bottom 
bracketing experiments yield the same value for DαH2O(l)-H2(g) value 
within a defined uncertainty (O’Neil, 1986). Condition (i) was satisfied 
for all experiments as starting bottom values of DαH2O(l)-H2(g) were al-
ways between 1.184 and 1.763 (depending of the water used, see section 
2.2) and less than the lowest measured DαH2O(l)-H2(g) (~2.7 at 90 ◦C). 
Additionally, we verified that top brackets always started above the final 
desired temperature (see Appendix Table S2).

We evaluate the second condition by examining if any experiments 
yielded differences between the top and bottom brackets that deviate 
more than expected given our typical reproducibility for experiments. 
Such could indicate a failure of the two brackets to both reach equilib-
rium. We use a typical experimental reproducibility of ±8.04 ‰ (1σ) 
estimated from bottom experiments at 10 ◦C (see section 3.1.1). We 
consider that any pairs of averaged final top and bottom bracket 1000 ×
lnDαH2O(l)-H2(g) values that yield two standard deviations less than 16.1 
‰ (i.e., ±2σ where 1σ = 8.04 ‰) were successfully bracketed. Using this 
cutoff, all experiments can be considered successfully bracketed with 
experiments at 10, 15, 20, 25, 30, 35, 40, 60 and 70 ◦C all yielding 
standard deviations <1σ (8.04 ‰) and the experiments at 3, 50, and 90 
◦C yielding standard deviations <2σ (16.1 ‰) (Table 2). We note that 
the results at 3 ◦C are bottom experiments only (n = 5), including 4 with 

milli-Q water and one with heavy water. This is because this is the 
lowest temperature we used to create top brackets from other experi-
mental temperatures. We use this value in our calibration despite it not 
being bracketed as it yields results consistent with the temperature 
dependence determined from other bracketed experiments and was 
constrained in multiple different experiments. Its inclusion does not 
influence the values of our calibration for 1000 × lnDαH2O(l)-H2(g) values 
vs. 1/T (presented below) beyond 1 s.e..

3.2.2. Calculation of 1000 × lnDαH2(g)-H2O(l) values at equilibrium as a 
function of temperature

We present our estimates for equilibrium 1000 × lnDαH2O(l)-H2(g) 
values and associated experimental temperatures in Table 2 and Fig. 5A. 
These were calculated by taking the average value of already averaged 
top and bottom bracket experiments at a given temperature.

We created a calibration of 1000 × lnDαH2O(l)-H2(g) vs. temperature by 
regressing the values of 1000 × lnDαH2O(l)-H2(g) values vs. 1/T (in Kelvin) 
for 3–90 ◦C temperature range. We do this as a weighted least squares 
(WLS) regression as the standard error varies between experiments. This 
yields the following equation (R2 = 0.999): 

1000×lnDαH2O(l)− H2(g) = − 526.48 +
559,316

T
(3) 

The residuals of our final averaged 1000 × lnDαH2O(l)-H2(g) values and 
our WLS fit range from − 18.1 to +15.0 ‰ with an average of 1.2 ±7.9 ‰ 
(1σ). We observe no pattern of the residuals vs. 1/T (Fig. 5B) indicating 
that over this temperature range, a linear fit of 1000 × lnDαH2O(l)-H2(g) vs. 
1/T is appropriate. The uncertainties on the slope and intercept are 
±8,97097 and ±30.52 (1s.e.) respectively.

4. Discussion

We now compare our calibration to prior experimental and 

Fig. 3. Average 1000 × lnDαH2O(l)-H2(g) values for top and bottom bracket experiments versus the δD of the water (‰). Error bars are ±1 s.e.. If an error bar is not 
visible, it is smaller than the size of the point.
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theoretical calculations of equilibrium values of 1000 × lnDαH2O(l)-H2(g). 
These comparisons are given in Fig. 6 (experimental) and Fig. 7 (theo-
retical). Following these comparisons, we provide a recommended set of 
equations for the temperature dependence of 1000 × lnDαH2O(l)-H2(g) for 
use in future geochemical studies.

4.1. Comparison to previous experimental studies and the implications for 
our understanding of the accuracy of experimental determinations of 
lnDαH2O(l)-H2(g)

We first compare our experimental data and calibration to prior 
experimental work of Suess (1949), Cerrai et al. (1954), and Rolston 

Fig. 4. A) Final values of 1000 × lnDαH2O(l)-H2(g) for top-bracket (downward purple triangles) and for final bottom-bracket (upward pink triangles) experiments 
versus 1000/T (K− 1). B) Same as A) but zoomed in. Light blue lines indicate pre-equilibrations conducted at 3 ◦C while dark blue lines indicate pre-equilibrations at 
10 ◦C. Green lines represent the initial gas composition value for bottom experiments. Error bars correspond to ±1 s.e. when experiments included multiple top or 
bottom experiments. If only one top or bottom experiment was conducted, error bars are ±1σ as calculated via the Monte Carlo error propagation scheme described 
in the main text. If an error bar is not visible, it is smaller than the size of the point.
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et al. (1976). We do this comparison by always taking the difference 
between the 1000 × lnDαH2O(l)-H2(g) experimental values of these studies 
minus our WLS fit. As mentioned above, only Rolston et al. (1976)
experimentally measured 1000 × lnDαH2O(l)-H2(g) values directly. The 
experiments of Suess (1949) and Cerrai et al. (1954) were done in the 
gas phase (i.e., 1000 × lnDαH2O(g)-H2(g)). We have converted these values 
to 1000 × lnDαH2O(l)-H2(g) using the experimental calibration of DαH2O 

(l)-H2O(g) from Horita and Wesolowski (1994).

Only one experimental value from Suess (1949) is comparable (at 80 
◦C) as they provide experimental data mainly for T>100 ◦C. This point 
agrees within 6.9 ‰ of our calibration (WLS fit). The experimental data 
of Cerrai et al. (1954) for the 51–97 ◦C temperature range differ from our 
WLS fit from − 68.2 to − 6.9 ‰, with an average difference of − 30.5 
±23.9 ‰ (1σ). Much of this disagreement stems from two experiments 
from their work at 59 and 64 ◦C (Fig. 6). These experiments have been 
assumed to be erroneous by later studies and excluded from any com-
parisons (e.g., Rolston et al., 1976; Bardo and Wolfsberg, 1976; Turner 
et al., 2021) — though we note there is not a specific reason for 
excluding these beyond them differing by tens of per mil from other 
nearby (in terms of temperature) points in Cerrai et al. (1954). 
Regardless, if these two points are excluded from the comparison, the 
average difference of the Cerrai et al. (1954) data vs. our WLS fit is 
− 18.4 ±10.1 ‰ (1σ).

The experimental data of Suess (1949) and Cerrai et al. (1954), when 
used in geochemical studies, are not used directly. Rather, polynomial 

Table 1 
Initial and final averaged DαH2O(l)-H2(g) and 1000 × lnDαH2O(l)-H2(g) values of top bracket experiments and of bottom bracket experiments.

Bracket type n measure n experiment Starting T (◦C) Final T (◦C) Equilibration time (days) Final. 1000 × lnDαH2O(l)-H2(g) ±1σ ±1s.e. DαH2O(l)-H2(g)

Bottom* 11 5 n/a 3.0 11–24 1502.05 11.54 5.16 4.491
Top 4 2 3.0 10.0 15 1467.63 4.61 5.69 4.339
Bottom* 21 15 n/a 10.0 14–28 1460.11 8.04 2.08 4.307
Top 2 2 10.0 15.0 14 1413.35 3.65 5.69 4.110
Top 1 1 3.0 15.0 14 1416.73 8.04 8.04 4.124
Bottom 4 1 n/a 15.1 8 1413.45 3.78 4.02 4.110
Top 3 1 10.0 20.1 8 1389.42 3.24 4.64 4.013
Bottom 3 1 n/a 20.0 8 1380.16 2.08 4.64 3.976
Top 1 1 10.0 22.0 4 1365.28 8.04 8.04 3.917
Bottom* 6 2 n/a 22.0 5 1374.76 8.83 6.24 3.954
Top* 8 2 10.0 25.0 8 1345.95 7.62 5.69 3.842
Bottom 3 1 n/a 25.2 8 1344.09 8.02 4.63 3.835
Top 4 1 10.0 30.2 4 1326.39 2.97 4.64 3.767
Top* 6 2 22.0 30.3 4 1320.90 13.8 9.76 3.747
Bottom 3 1 n/a 30.4 4 1320.75 4.65 4.64 3.746
Top 3 1 10.0 35.2 4 1292.72 7.13 5.69 3.643
Bottom 3 1 n/a 35.4 4 1286.49 7.88 4.64 3.620
Top 2 1 10.0 40.7 4 1264.54 2.63 5.69 3.542
Bottom 19 5 n/a 40.1 5 1272.27 4.51 3.60 3.569
Top 6 2 10.0 50.5 3 1209.80 5.69 5.69 3.353
Bottom 4 1 n/a 50.6 3–5 1196.01 2.98 4.02 3.307
Top* 8 3 10.0 61.4 5 1146.14 7.60 4.64 3.141
Bottom 4 1 n/a 60.4 4 1141.06 5.40 4.02 3.130
Top 6 2 10.0 69.8 2 1115.47 1.38 5.69 3.051
Bottom 7 2 n/a 70.7 4 1107.21 2.23 5.69 3.026
Top 3 1 10.0 89.7 2 985.61 2.17 4.64 2.679
Bottom 5 1 n/a 89.7 52 h 1005.58 5.57 3.60 2.733

n/a: no starting temperature, initial value corresponds to the starting gas composition
*average values including heavy water experiments (δDH2O = +349.0 ‰).
a: If the measured standard deviation measured is less than our typical uncertainty (8.04‰), then we use the typical uncertainty to calculate the standard error.
For experiments where n ≥ 1, we used n experiments to calculate the standard error, for n experiment = 1, we used n measures.

Table 2 
Final averaged 1000 × lnDαH2O(l)-H2(g) values of experiments. More significant digits are provide in the Mendeley Data bank at https://doi.org/10.17632/63b 
mz2z8v9.1 and such are needed to match our provided fits.

T (◦C) DαH2O(l)-H2(g) ±1σ ±1s.e. 1000 × lnDαH2O(l)-H2(g) ±1σ ±1s.e.

3* 4.491 0.052 0.052 1502.05 11.54 5.16
10.0 4.323 0.023 0.016 1463.87 5.32 3.76
15.0 4.113 0.005 0.003 1414.25 1.12 0.56
20.1 3.994 0.026 0.018 1384.79 6.55 4.63
22.0 3.936 0.027 0.019 1370.02 6.71 4.74
25.1 3.838 0.005 0.004 1345.02 1.32 0.93
30.3 3.752 0.008 0.005 1322.20 2.04 1.44
35.3 3.631 0.016 0.011 1289.61 4.41 3.12
40.4 3.555 0.019 0.014 1268.41 5.46 3.86
50.6 3.330 0.033 0.023 1202.91 9.75 6.90
60.9 3.138 0.011 0.008 1143.60 3.59 2.54
70.3 3.038 0.018 0.013 1111.34 5.84 4.13
89.7 2.706 0.038 0.027 995.59 14.12 9.98

*only bottom-bracket experiments.

Table 3 
Averaged isotopic composition of H2(g) from ATG standards measured at the 
LBNL and Caltech.

δDH2 labelled value δDH2 meas. LBNL ±1σ δDH2 meas. Caltech ±1s.e.

− 123.6 − 127.9 1.96 − 123.71 0.25
− 362.8 − 364.9 2.45 − 361.78 0.26
− 758.7 − 752.5 1.18 − 756.52 0.12
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regressions of the dependence of DαH2O(l)-H2(g) on temperature are used. 
It is our understanding that most recent studies have used the re-
gressions provided in Horibe and Craig (1995). These regressions are 
given as a linear dependence of DαH2O(g)-H2(g) on 1/T (as opposed to the 
logarithm of DαH2O(g)-H2(g)) and, in some cases, extrapolate them outside 
of the calibrated range to lower temperatures (Fig. 6). Although such an 
extrapolation can be problematic, we provide and compare to these lines 
from 90–3 ◦C for completeness as such extrapolations are used in various 
geochemical studies. To do this, we apply the calibration of DαH2O(l)-H2O 

(g) from Horita and Wesolowski (1994) to convert calibrations to DαH2O 

(l)-H2(g). From 3–90 ◦C, at 1 ◦C increments, the fit to the Suess (1949) data 
by Horibe and Craig (1994) differs from the WLS by on average − 11.4 
±9.9 (1σ) (range of − 29.9 to +3.9 ‰) while those of Cerrai et al. (1954)
(excluding the two potentially erroneous points indicated above) differ 

from the WLS by on average − 31.5 ±14.6 ‰ (1σ) (range of − 58.1 to 
− 8.2 ‰).

We next compare our results to those from Rolston et al. (1976), 
which we consider most similar both in temperature range and approach 
of equilibrating molecular hydrogen with liquid water. We observe that 
the experimental data of Rolston et al. (1976) (temperature range of 
6–95 ◦C) differ from our WLS fit from − 36.5 to +27.3 with an average of 
− 6.1 ±13.7 ‰ (1σ). Similar to some of the data from Cerrai et al. 
(1954), a few experiments (18, 24 and 30 ◦C) from Rolston et al. (1976)
differ more than 20 ‰ compared to our WLS fit (Fig. 6B). Five of our 
experiments (15, 22, 30, 40 and 61 ◦C) were conducted at the same 
temperatures (i.e., within 1 ◦C) as Rolston et al. (1976). For these spe-
cific temperatures, we observe that experimental data from Rolston et al. 
(1976) are typically lower than our experimental 1000 × lnDαH2O(l)-H2(g) 

Fig. 5. A) Average of final top and bottom 1000 × lnDαH2O(l)-H2(g) experimental values versus 1000/T (K− 1) and the associated weighted last squares (WLS) linear fit 
(1000 × lnDαH2O(l)-H2(g) = –526.48 + 559,316/T). Error bars are ±1 s.e. or are smaller than the point size if not shown. B) Difference in per mil (‰) between final 
averaged top and bottom 1000 × lnDαH2O(l)-H2(g) values and the weighted last squares linear fit versus 1000/T (K− 1) with error bars ±1 s.e. If not shown, they are 
smaller than the size of the point.
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values, with differences ranging from − 24.6 to − 2.10 ‰ and with an 
average difference of − 10.1 ±8.6 ‰ (1σ).

A key question is whether the experiments presented here differ 
significantly from prior experimental results and thus justify a separate 
calibration vs. combining some or all of the previous studies with the 
results presented to form a unified calibration. We only address this here 
for temperatures from 3-90 ◦C, i.e., within our calibrated range. Given 
that data from Suess (1949) only overlap at one temperature (80 ◦C), we 
do not conduct this comparison for this study.

We determine if the calibrations are significantly different between 
our experiments and that of Cerrai et al. (1954) and Rolston et al. (1976)
by examining whether the slopes and intercepts of the calibrations solely 

for overlapping temperatures (i.e., 3–90 ◦C) are within 2 s.e. uncer-
tainty. This is done using an interaction term and multivariate linear 
regression (see Appendix A.2 of the Supplementary Material). We find 
that the slopes and intercepts derived for our data differ beyond 2 s.e. vs. 
those from Cerrai et al. (1954) and Rolston et al. (1976). We note that in 
doing this, we are not doing a weighted regression as we do not have 
good estimates of uncertainty for individual experiments from these 
prior experiments. Regardless, based on this analysis, we consider our 
experiments to be sufficiently different from prior work to justify a 
separate calibration that does not include the prior data.

Despite considering the data to be different, it is important to note 
that these differences are relatively small, typically <20 ‰ (− 18.4 ‰ on 

Fig. 6. A) Comparison of the averaged top and bottom bracket 1000 × lnDαH2O(l)-H2(g) values from this study (purple diamonds) and our WLS fit (purple line) vs. data 
from previous experimental studies. Error bars for our data are ±1 s.e. and error bars for data from Suess (1949), Cerrai et al. (1954) and Rolston et al. (1976) are 
±1σ as reported in the original studies. B) Difference in per mil (‰) relative to the WLS fit (extrapolated at T < 3◦C and T > 90 ◦C). Fits for experimental data from 
Suess (1949) and Cerrai et al. (1954) are taken from Horibe and Craig, (1995) as given in Fig. 6 from their paper. The fit from experimental data for Rolston et al. 
(1976) is from equation (10) given in that study. Note the data from Suess (1949) and Cerrai et al. (1954) were given in the original studies as DαH2O(v)-H2(g). We 
converted them to DαH2O(l)-H2(g) using the calibration for DαH2O(l)-H2O(g) from Horita and Wesolowski (1994). If an error bar is not visible, it is smaller than the size of 
the point.
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average for Cerrai et al., 1954, excluding points at 59 and 64 ◦C, and 
− 6.1 ‰ on average for Rolston et al., 1976). We consider this agreement 
quite remarkable given the long time span these experiments cover 
(~75 years), different techniques used for equilibrations, and different 
techniques for measurements. As such, another way to describe the data 
is to state that within about 20 ‰ from 0–100 ◦C, the values of 1000 ×
lnDαH2O(l)-H2(g) are well constrained experimentally. It is only once 
smaller (<20 ‰) differences are examined that deviations appear.

4.2. Comparison to previous theoretical calculations and the associated 
implications for future theoretical studies

We now turn to a comparison of our experimental data vs. previous 

theoretical calculations (Fig. 7). A question is whether the experiments 
described here agree with the theoretical calculations presented in the 
past few years and if various corrections such as the Diagonal Born- 
Oppenheimer correction (DBOC) are necessary to achieve agreement 
between theory and experiment. Critical to this comparison is an un-
derstanding of the accuracy of our measurements — i.e., how different 
must a theoretical calculation be vs. our experiments to be considered 
distinct? We consider this first before discussing the theoretical 
treatments.

Based on our analysis of the ATG standards, we consider it typical 
that δDH2 measurements between laboratories will differ up to ~±4‰ 
(based on the differences in individual standard values measured at the 
LBNL and Caltech (Table 3). For the range of DαH2O(l)-H2(g) measured 

Fig. 7. A) Comparison of the averaged top and bottom bracket 1000 × lnDαH2O(l)-H2(g) values from this study (purple diamonds) and our WLS fit (purple line) vs. 
values from previous theoretical studies. Error bars for our data are ±1 s.e. and error bars for data from Suess (1949), Cerrai et al. (1954) and Rolston et al. (1976) are 
±1σ as reported in the original studies. B) Difference in per mil (‰) relative to the WLS fit for the experimental data (points) and theoretical calculations (curves). 
Note the data from Suess (1949) and Cerrai et al. (1954) and all theoretical studies were originally given as DαH2O(v)-H2(g). We converted them to DαH2O(l)-H2(g) using 
the calibration for DαH2O(l)-H2O(g) from Horita and Wesolowski (1994). If an error bar is not visible, it is smaller than the size of the point.
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here from 3–90 ◦C (~4.5 to 2.7) and using a water δD of ~–100 ‰, a 
difference of 4 ‰ in δDH2 translates to differences in 1000 × lnDαH2O 

(l)-H2(g) of 12–20 ‰. As such, we consider differences between experi-
mental results and theory to within ~10 to 20 ‰ to not be distin-
guishable given current abilities to standardize and accurately measure 
δDH2 to within a ~5 per mil.

With this in mind, we now compare our 1000 × lnDαH2O(l)-H2(g) 
calibration (WLS fit from 3 to 90 ◦C) to various published theoretical 
calculations (Fig. 7). We do this comparison by computing the value of 
1000 × lnDαH2O(l)-H2(g) at 1 ◦C increments for both our calibration and 
the given theoretical calibration (generally based on a polynomial fit 
given in the study or that we calculated) and then taking the difference 
(1000 × lnDαH2O(l)-H2(g) theoretical values minus WLS fit) over that 
range. In doing this, as above, we convert theoretical calculations of 
1000 × lnDαH2O(g)-H2(g) to 1000 × lnDαH2O(l)-H2(g) using the experimental 
calibration of 1000 × lnDαH2O(l)-H2O(g) from Horita and Wesolowski 
(1994). We observe the following average (and 1σ) differences: –22.1 
±3.1 ‰ (min: − 25.3, max: − 14.5 ‰) for Bottinga (1968), − 9.6 ±4.4 ‰ 
(min: − 14.0, max: − 0.1 ‰) for Bardo and Wolfsberg (1976), − 25.4 
±5.2 ‰ (min: − 30.8, max: − 14.3 ‰) for Richet et al. (1977), +21.2 
±2.4 ‰ (min: +18.7, max: +27.0 ‰) and +7.4 ±3.4 ‰ (min: +4.1, max: 
+14.9 ‰) for M06-L and HCTH fits from Gropp et al. (2021) and − 11.0 
±4.6 ‰ (min: − 15.9, max: − 1.3 ‰) for Turner et al. (2021).

To summarize these results, the theoretical studies generally agree 
within ±20 to 25 ‰ of the experimental results, and most are within or 
close to the 12–20 ‰ accuracy range of our experimental calibration 
based on δDH2 accuracy. The three studies that agree most closely (i.e., 
within ±11 ‰) are those from Gropp et al., (2021) based on the HCTH 
model and those Bardo and Wolfsberg (1976) and Turner et al. (2021)
which incorporated both corrections for anharmonicity and the Diago-
nal Born-Oppenheimer Correction. In the study of Gropp et al. (2021), 
the HCTH model was used only for evaluation purposes of another DFT- 
based model and we consider the agreement here likely fortuitous. There 
is also good agreement between the experimental work presented vs. 
those from Bardo and Wolfsberg (1976) and Turner et al. (2021) with 
average differences of − 9.6 and − 11.0 ‰ respectively vs. our experi-
mental calibration. These are the only studies to include both correc-
tions for anharmonicity and the Diagonal Born-Oppenheimer 
Correction. We take this to indicate that such corrections are critical for 
getting theory and experiment to consistently agree at the ~10 ‰ level 
for studies involving isotopic fractionations of hydrogen.

4.3. Recommended calibrations for DαH2O(l)-H2(g) from 0 to 374 ◦C and 
associated implications in environmental systems

The final point we take up is what calibration should be used to 
calculate DαH2O(l)-H2(g) in future geochemical studies. From 3–90 ◦C, we 
propose that the fit provided in equation (3) based on our experiments 
only is appropriate to use and preferrable to prior experimental results 
as it is based on experiments and measurements that involve modern 
isotopic techniques and standardization practices. For temperatures 
from 0–3 ◦C and above 90 ◦C and up to the critical point of water, we 
recommend using calibration of Turner et al. (2021) based on PIMC 
calculations with the DBO correction and adding an offset term to 
incorporate constraints based on our experimental data. This approach 
follows that of Clayton and Kieffer (1991) and allows us to use our 
experimental calibration to offset the theoretically expected curvature of 
1000 × lnDαH2O(l)-H2(g) vs. 1/T to higher temperatures. We do this 
following the approach outlined in Turner et al. (2021) in which we do 
not modify the terms in the polynomial that modify a temperature 
dependence and instead only offset the constant additive term. This 
results in a constant additive offset of 15.79 ‰ vs. theory alone such that 
the equation is: 

1000 × lnDαH2O(l)− H2(g) =
7.9443 × 1012

T4 −
8.7772 × 1010

T3

+
3.8504 × 108

T2 −
2.6650 × 105

T
+ 217.87

(4) 

The residuals of the 1000 × lnDαH2O(l)-H2(g) values given by our WLS 
fit (equation (3)) and equation (4) for the overlapping temperature 
range (3–90 ◦C) vary from − 14.0 to +0.56 ‰ with an average of − 4.30 
±4.61 ‰ (1σ). This average and range were found by calculating the 
value of 1000 × lnDαH2O(l)-H2(g) at 1 ◦C increments from 3-90 ◦C and 
calculating these statistics on these points.

As discussed in the introduction, significant differences exist be-
tween previously published experimental and theoretical calibrations of 
1000 × lnDαH2O(l)-H2(g). We close here with an examination of how much 
the calibrations presented here differ from prior calibrations in terms of 
estimated temperatures or isotopic compositions. I.e., what differences 
would one find if this calibration is used in a given study vs. using a 
previously published calibrations and would it influence one’s in-
terpretations? At low temperatures (~0◦C), deviations using other cal-
ibrations vs. this study (equation (3)) are as large as 10 ◦C at 0 ◦C vs. 5 ◦C 
at 100 ◦C. If we apply equation (4), differences increase up to ~30 ◦C 
around the critical point of water. As such, these deviations are sufficient 
to change interpretations of depths of H2 equilibration in the subsurface 
of 200 m to a kilometer for a typical geotherm of ~25 ◦C/km. An 
alternative way to look at this is as follows. If, for example, an inde-
pendent estimate of equilibration temperature and δDH2 was determined 
(such as via clumped isotopic studies of D2; e.g., Popa et al., 2019; 
Mangenot et al., 2023), estimates of the isotopic composition of the 
water with which it equilibrated would vary by up to 60 ‰ at 0 ◦C, 40 ‰ 
at 100 ◦C, and 35 ‰ at the critical point of water. These are all signif-
icantly beyond measurement precision and would influence in-
terpretations of the origin of fluids that equilibrated with the H2. For 
example, it would one’s interpretation of whether samples of H2 formed 
or equilibrated at the sediment–water interface in the ocean vs. hun-
dreds of meters below the seafloor, equilibrated with meteoric or 
seawater-derived fluids, or equilibrated in a supercritical or subcritical 
fluid in hydrothermal systems.

5. Summary and conclusion

We presented an experimental calibration of equilibrium values of 
DαH2O(l)-H2(g) from 3 to 90 ◦C. Experiments were accelerated using 
platinum catalysts and bracketed to verify equilibrium was reached. 
Unlike past experimental efforts, isotopic measurements were made 
using standard stable isotopic techniques and measured relative to 
internationally traceable standards. Results agree within ~20 ‰ on 
average of prior experimental results of Suess (1949), Cerrai et al. 
(1954) and Rolston et al. (1976) but are statistically different. The re-
sults typically agree within 25 ‰ of prior theoretical calculations with 
consistently better agreement observed (<11 ‰) with prior theoretical 
results that incorporate both anharmonic corrections and the Diagonal 
Born-Oppenheimer correction, indicating that these may be needed in 
order for theoretical calculations to achieve the highest-level agreement 
with experiments for hydrogen isotope equilibrium. We presented two 
calibrations of DαH2O(l)-H2(g) vs. temperature based on our experimental 
results, one for 3–90 ◦C based solely on the experiments, and one for 
temperatures from 0–374 ◦C that incorporates both the theoretically 
expected dependence of DαH2O(l)-H2(g) on temperature and our experi-
mental measurements.

We conclude that from 3–90 ◦C and at the ~±20–30 ‰ level, ex-
periments and theory that span the past 70 years are in general agree-
ment indicating that at this level (~3% relative), DαH2O(l)-H2(g) is well 
constrained. However, when accuracy at the <~10 ‰ level is needed, 
use of both the highest level of theory and/or experiments conducted 
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with modern techniques is likely necessary.
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Supplementary material to this article can be found online. The 
Appendix contains five supplementary tables (Table S1 – S5); The (py-
thon) script for the Monte Carlo simulation described in section 3.1.1; 
And one pdf file with the following subsections: A.1 demonstrates that 
sample storage does not modify the isotopic composition of H2; A.2 
provides details on how we determined whether various experimental 
studies differ at a statistically significant level. Table S1 presents the 
isotopic composition of H2O(l) measured before and after H2O(l)-H2(g) 
experiments. Table S2 presents the individual mass spectrometric 
measurements of all top and bottom bracket experiments of this study. 
Table S3 presents both in-house (internal) and certified δDH2 standards 
measured as part of this study. Table S4 presents both the in-house and 
certified δDH2O standards measured in this study. Table S5 contain 
estimated uncertainties from Monte Carlo simulation for various top and 
bottom-bracket experiments. Supplementary material to this article can 
be found online at https://doi.org/10.1016/j.gca.2025.02.029.
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