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ABSTRACT OF THE DISSERTATION

Strongly Correlated Electron Systems in Uranium-based Compounds

by

Noravee Kanchanavatee

Doctor of Philosophy in Physics

University of California, San Diego, 2012

Professor M. Brian Maple, Chair

The properties of UCoGe and URu2Si2 have been investigated by substitution

of Ni into the Co site and Fe and Os into the Ru site. Polycrystalline samples of

UCo1−xNixGe (0 ≤ x ≤ 1), URu2−xFexSi2 (0 ≤ x ≤ 2), and URu2−xOsxSi2 (0 ≤
x ≤ 1.2) were prepared by arc-melting and studied by x-ray diffraction, energy dis-

persive x-ray spectroscopy, electrical resistivity, specific heat, and magnetization mea-

surements. In the UCo1−xNixGe system, the material evolves from the ferromagnetic

state to the antiferromagnetic state with increasing Ni concentration. The supercon-

ducting state is destroyed by small amounts of Ni substitution and does not appear to

re-emerge in any other portion of the phase diagram. Measurements on URu2−xFexSi2
reveal a two-fold enhancement of the “hidden order” (HO)/large moment antiferromag-

netic (LMAFM) phase boundary T0(x). The T0(Pch) curve, obtained by converting x

xi



to “chemical pressure” Pch, is strikingly similar to the T0(P ) curve, where P is ap-

plied pressure, for URu2Si2 − both exhibit a “kink” at 1.5 GPa and a maximum at ∼
7 GPa. This similarity suggests that the HO-LMAFM transition at 1.5 GPa in URu2Si2
occurs at x ≈ 0.2 (Pch ≈ 1.5 GPa) in URu2−xFexSi2. The transition temperature in

URu2−xOsxSi2 is enhanced from 17.5 K at x = 0 to 50 K at x = 1. At x ≈ 0.2, the

samples seem to evolve to another ordered phase as indicated by the decreasing size of

the HO gap.
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Chapter 1

Introduction

1.1 Energy bands in metals

In metals, the valence electrons become conduction electrons traveling through

the lattice. The allowed energies of those itinerant electrons form a band of energy

levels referred to as energy bands. At T = 0, the states within the energy band are

occupied by electrons in increasing order of energy, and in a metal, there are only enough

valence electrons to partially fill the conduction band. Since there are many empty

states available, the electrons with the highest energy level (called the Fermi level, EF )

respond to low-energy thermal and electrical excitations as if they were a gas of free

particles.

Fig. 1.1 illustrates the formation of energy bands in solids. When two atoms

are brought together to form a diatomic molecule, their wave functions overlap. The

single atomic energy level splits into two new states, one lower in energy and one higher

in energy. The lowered state, which is the sum of the two atomic wave functions, is

called a bonding state because occupying it lowers the energy and stabilizes the system,

while the raised state, which is the difference between those wave functions, is called

an antibonding state because occupying it raises the energy and destabilizes the system.

Similarly, when more atoms are brought together to form a crystal, the number of energy

levels increases, and the levels evolve into a band of bonding and antibonding states.

Although the energy levels remain discrete, the number of levels is so large and the

spacing between them is so small that it is useful to consider the energy as a continuous

1
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3

variable and describe the number of energy levels per unit energy in terms of a density

of states at a given energy.

The width of the energy band is proportional to the amount of overlap of the two

atomic wave function. The smaller the interatomic distance, the larger the overlap of the

wave functions and the wider the bandwidth. Also, the s and p bands are always wider

than the d band, which is always wider than the f band [2].

1.2 Nature of actinide metals

Uranium belongs to a group called actinides, metals that have 5f valence elec-

trons. Actinide metal bondings can be divided into two different behaviors, localized

and itinerant [4, 5]. In the localized picture, the 5f electrons have little or no effect

on bonding whereas in itinerant picture, they strongly participate in bonding. Fig. 1.2

shows similarity of actinide (5f ) series to the transition metal (5d) series and the rare

earth (4f ) series. Since electrons fill energy bands in order of increasing energy, the

bonding states are filled increasing the bonding and decreasing the size of the atom,

then the antibonding states are filled inducing the opposite impact on the atomic size.

Thus, a parabolic-like behavior is indicative of itinerant nature of the 5d metal. In the

4f metals, the atomic radii are rather constant because the 4f electrons are localized.

Exceptions in the rare-earth series are Eu and Yb, since they are divalent and thus have

a larger volume. The actinide metals exhibit both behaviors, a parabolic-like decrease

in the first half of the series, and a constant behavior in the other half. This can also

be understood in terms of the bandwidth. Transition metals are more itinerant than the

actinides because the bandwidth of the d band is wider than that of the f band. Further-

more, since the wave function of 4f electrons has less radial extent than that of the 5f

electrons, it becomes more difficult to overlap and form a band, hence the rare earths

are more localized. In the first half of the actinide series, the 5f electrons still forms a

band while in the second half the Coulomb forces have become strong enough to local-

ize the f electrons, leaving the spd electrons to glue atoms together. Note that, as can

be seen in Fig. 1.2, the Wigner-Seitz radius of U compared to nearby elements is almost

intermediate between metallic and atomic behavior.
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Several elements have their electrons precariously balanced between itinerant

and localized states. A rearranged periodic table, which contains only d and f electron

elements is shown in Fig. 1.3. Metals in this table can be separated into two categories.

One where electrons are itinerant and tend to exhibit superconductivity as the ground

state, and the other one where electrons are localized, usually forming a magnetic ground

state at low temperatures. The diagonal white band indicates where electrons transition

from itinerant to localized. Thus, metals in this white band can be easily tuned via

temperature, pressure, magnetic field, or chemical substitutions. Note that U also lies in

the border between itinerant and localized wave functions.

The idea that the degree of overlap of the f -electron wave functions between

neighboring atoms determines whether a compound is localized (magnetic) or itiner-

ant (superconducting) is illustrated in Fig. 1.4. Most compounds behave as predicted.

The superconducting compounds occur at short spacings, while the magnetic com-

pounds appear at large spacings. However, there are a few exceptions, such as UPt3
and UBe13. This is due to the hybridization of localized d- or f -electron and conduction

electron states in compounds containing transition metal, lanthanide, or actinide ions

with partially-filled d- or f -electron shells (Fig. 1.5).

Across the actinide series, U is one of the most interesting elements. It is on

the border between localization and itineracy (Fig 1.3). The Wigner-Seitz radius of U is

almost exactly in the middle between a localized 5f wave function and an itinerant 5f

wave function. Moreover, the energy bands of s, p, d and f electrons of U can hybridize

with each other. Thus, U is a weakly radioactive element that can be tuned with pressure,

field, or chemical substitutions to produce novel electronic ground states such as heavy

fermion behavior, unconventional superconductivity, or hidden order.

1.3 Kondo effect

When a small amount of magnetic impurities are dissolved in a non-magnetic

host, a minimum in electrical resistivity as a function of temperature is sometimes ob-

served. At high temperatures, the magnetic moments of the impurities behave like free

paramagnetic moments, but below a characteristic temperature TK , the interaction be-
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tween impurity moments and the conduction electrons screen the moments through an

antiferromagnetic exchange interaction, resulting in the impurity spin becoming non-

magnetic. This process of magnetic screening is known as the “Kondo effect” [8]. An

enhancement of resistivity at low temperatures is also due to this interaction since it

strongly enhances the electron cross-section.

1.4 Heavy fermions

Heavy fermion compounds are metallic materials in which conduction electrons

behave as if they had extremely heavy masses. The electron effective mass, which can

be estimated from the electronic specific heat coefficient γ0, in heavy fermion com-

pounds can be hundreds of times larger than that in normal metals. Several relations

can be utilized to characterize materials as heavy fermion compounds. For example, the

Wilson-Sommerfeld scaling ratio [9],

R =
π2k2

Bχ0

µ2
effγ0

(1.1)

where χ0 is the magnetic susceptibility at zero temperature, and µeff is the effective

magnetic moment. The ratio R is usually on the order of unity for heavy fermion mate-

rials. Another useful ratio is the Kadowaki-Woods relation [10],

A

γ2
0

= 10−5 µΩcm
molK

mJ

2

, (1.2)

where A is the coeffient of the T 2 term in resistivity from an equation,

ρ(T ) = ρ0 + AT 2. (1.3)

At high temperatures, heavy fermion compounds behave like systems with localized

magnetic moments obeying the Curie-Weiss law while, at low temperatures, the mag-

netic susceptibility becomes temperature independent. The electrical resistivity not only

exhibits a local minimum, it also goes through a broad hump at≈ 50-100 K, and then de-

creases rapidly with decreasing temperature to a regime where it acts like a conventional



7

metal or varies as T 2, indicative of electron-electron scattering. These phenomena are

typically elucidated as an extension of the single-ion Kondo effect with small concen-

trations of magnetic impurities to the case of a lattice of magnetic impurities, “Kondo

lattice”. At high temperatures, the highly-concentrated magnetic ions act as indepen-

dent local moments, while at lower temperatures the conduction electrons screen the

magnetic moments, inducing a non-magnetic ground state and large electron effective

masses. Since the formation of these electron clouds enhance scattering, the screen-

ing can be observed as an increase in electrical resistivity with decreasing temperature.

However, in heavy fermion systems, the moments are not impurities so the electron

clouds are formed symmetrically across the lattice leading to phase coherence and a

rapid drop in resistivity below a coherence temperature Tcoh.

1.5 Superconductivity

Superconductivity was first discovered in 1911 when H. Kamerlingh Onnes cooled

a mercury wire with liquid helium and found that the electrical resistivity of the mercury

wire dropped abruptly to an immeasurably small value below a certain temperature, 4.2

K [11]. This temperature is now called the superconducting critical temperature, Tsc.

Soon after the initial discovery, Onnes found an upper limit for the current that would

flow in superconducting state. This is known as the critical current, Ic. He also found

superconductivity in lead and tin, and that the Ic of a superconducting coil was lower

than that of a superconducting wire. This was shortly understood after he discovered

that a magnetic field in excess of a certain value, Hc, forces superconductors back to the

normal state. Above Tsc, the resistivity acts as a normal metal. The resistivity becomes

zero; i.e., perfect DC conductivity below Tsc. In fact, zero resistance is not accessible

to direct measurement. The impossibility still remains for measurement of the inverse

quantity, conductivity, since no technique is available to measure infinity. However, zero

resistance can be inferred from experiments using a magnetic field to induce electrical

currents. The currents have been observed to flow without decay for more than a year

[12]. The decay time of such currents is calculated to be of the order of 100,000 years.

For AC, superconductors behave as normal conductors at high frequency, and super-
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conducting transition appears at low frequency. This suggests that there may be a gap

between energy levels. Experiments of optical transmission on superconducting films

of lead and tin indicated that the gap width is on order 4 kBTsc [13]. For many years

after the discovery of superconductivity, scientists believed that zero electrical resistiv-

ity is the only difference from normal metals. It was not until Meissner and Ochsenfeld

found, in 1933, that magnetic flux is expelled from the specimen cooled below critical

temperature, leading to vanishing magnetic field inside except for a very thin layer, the

thickness of which is called the penetration depth, that the assumption was shattered.

This phenomenon is called the “Meissner effect”. Since there is no magnetic field in-

side of superconductors, the susceptibility has the ideal value of a perfect diamagnet. At

low temperature, the thermal conductivity of a superconductor is much lower than that

of same metal in the normal state. Below Tsc, the specific heat rises to a higher value

and then slowly decreases to below the value of a normal metal. The linear term of the

normal state is replaced by an exponential term, exp(−∆/kBT ), which is characteristic

of a system with an energy gap. It was also observed that the transition into the super-

conducting state involves no latent heat; thus, the gap width must depend on temperature

and must reach zero as T approaches Tsc [13]. In 1950, an important discovery that the

isotopic mass influences the critical temperature was made. In the so-called “isotope

effect”, Tsc is proportional to M−1/2, where M is isotopic mass [13]. This suggested

that phonons may be involved in the mechanism of superconductivity.

The phenomenon of superconductivity in a conventional superconducting ma-

terial is accurately explained by the Bardeen-Cooper-Schrieffer (BCS) theory [14]. In

a simplified model, as an electron moves through a lattice, if the ion cores are not in-

finitely heavy, they will be pulled toward the electron, creating a region with excess

positive charge. Another nearby electron is attracted by this region, which creates a

Cooper pair. The amount of energy required to take two electrons from paired states to

unpaired or normal states is equal to the energy gap. Zero DC resistance is a result of

sufficient binding energy in a Cooper pair to prevent breaking of the pair by scattering.

However, at high temperatures, thermal energy will cause some electrond in Cooper

pairs to be unpaired, and thus a transition back to a normal conductor will occur. The

achievements of the theory include
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- The gap at 0 K is 3.5 kBTsc which is of the same order as that found in experi-

ments.

- The gap approaches zero as T approach Tsc.

- The temperature dependence and magnitude of the critical magnetic field agree

very well with experiments.

- The magnitude and temperature dependence of the penetration depth are in agree-

ment with experimental data.

It is significant to note that the BCS theory explains the properties of superconductivity

arising from Cooper pairs, regardless of the pairing mechanisms.

The advent of heavy fermion superconductors in the 1980s [15] enhanced the in-

terest and development of the field. There are also many new phenomena to investigate

as well as the need for novel theories, since several properties of these materials cannot

be elucidated by the BCS theory [16]. Thus, superconductivity in these novel materi-

als is known as unconventional superconductivity. The heavy fermion superconductors

have attracted a great deal of attention as it is the heavy quasiparticles that contribute

to the superconductivity. Coexistence of magnetism and superconductivity is unantic-

ipated in conventional superconductors. It was expected that magnetic interactions of

electrons would break the Cooper pairs and suppress superconductivity. This means that

the pairing mechanism in heavy fermion superconductors is probably not driven by the

electron-phonon interactions.

1.6 Hidden order

The term “hidden order” (HO) phase was adopted for the exotic phase in the

heavy fermion compound URu2Si2 that occurs below T0 = 17.5 K and coexists with

superconductivity below Tsc = 1.5 K.[17, 18, 19] The specific-heat anomaly that ac-

companies the HO phase transition is reminiscent of a second order BCS-like mean

field transition that opens a gap ∆ ≈ 130 K over about 40 % of the Fermi surface(FS)

due to a charge or spin density wave.[18] However, the small antiferromagnetic mag-

netic moment of only∼ 0.03 µB/U derived from neutron scattering experiments [20, 21]
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cannot account for the entropy of∼ 0.2Rln(2) associated with the specific-heat anomaly

[20]. The magnetization measurement exhibits a maximum at 60 K indicating the co-

herence temperature and the formation of a heavy fermion phase. The HO transition

can be identified as a change in slope, which also occurs at 17.5 K [17]. The magneti-

zation of URu2Si2 is not reminiscent of that of a conventional bulk antiferromagnet [7].

In resistivity measurement, the onset of lattice coherence can be seen as a maximum

at around 75 K, and the HO transition is visible as a small but sharp peak at 17.5 K

[18]. Thermal expansion experiments which track the lattice constants a and c reveal

an increase of volume at the HO transition, indicating that the HO is coupled to the

lattice [22]. With the application of pressure, the magnetic structure in the HO phase

was found to be identical to that of a larger moment antiferromagnetic (LMAFM) phase

that emerges at critical pressures Pc ≥ 0.5-1.5 GPa [23]. It is widely accepted that the

magnetic structure in the HO phase is due to a small amount of LMAFM phase induced

by strain [21]. Far-infrared reflectance measurements confirm that the FS is being re-

constructed at the HO transition [24]. The opening of the gap in the HO phase was

affirmed by point-contact spectroscopy (PCS) measurements [25, 26, 27, 28]. However,

the pressure exerted to drive the point contact causes a shift in the HO transition tem-

perature [27]. More evidence of FS gap opening was found in thermal heat conductivity

experiments [29, 30]. Quantum oscillations in both de Haas-van Alphen (dHvA) and

Shubnikov de Haas (SdH) techniques were studied in order to probe the FS in the HO

phase. To date five FS pockets have been revealed from these measurements [31, 32, 33].

After nearly three decades of intense research, the nature of HO and its order

parameter (OP) have remained a mystery.
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Figure 1.3: The periodic table is rearranged with the rare-earth, or lanthanide, elements
in the top row, the actinides in the second row, and the d-electron transition elements
below them. Most metals have predictable ground states and become superconducting
(blue) or magnetic (red) as the temperature is lowered. But the low-temperature metallic
properties of the elements along the diagonal are difficult to explain because, in the
solid-state, their f or d valence electrons are poised between localization and itinerancy.
From [2, 4, 6].
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UCoGe
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Figure 1.4: A Hill plot for a large number of U compounds. The superconducting Tsc
or magnetic ordering TN or TC temperature for each compound plotted as a function of
U-U interatomic distance. The transition from superconductivity to magnetism occurs
around 3.5 Å, with only a few exceptions. From [7].
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Chapter 2

Experimental details

2.1 Sample preparation

Polycrystalline samples of UCo1−xNixGe (0 ≤ x ≤ 1), URu2−xFexSi2 (0 ≤
x ≤ 2), and URu2−xOsxSi2 (0 ≤ x ≤ 1.2) were prepared by arc melting high-purity

starting materials, in stoichiometric ratio, on a water-cooled copper hearth in a zirco-

nium gettered argon atmosphere. Elemental U (3N, New Brunwick Lab) was obtained

in ingot form and had to be sectioned with bolt cutters, after which selected pieces were

etched for 2 minutes in 1 : 1 HNO3/H2O to remove the oxide layer. Co (3N, Alfa Aesar),

Ni (4N5, Puratronic), Ge (6N, Puratronic), and Si (6N, Alfa Aesar) were cut to smaller

pieces from large solid chunks. Fe (4N, Alfa Aesar) was arc melted, and then brushed

to remove iron-oxide. Ru (3N5, ESPI) and Os (3N5, Alfa Aesar) were initially melted

into balls from powder in an arc furnace, which served to reduce their surface area, re-

move any oxide layer, and, by increasing their mass, make them easier to handle. After

arc melting, each sample was flipped over and remelted. This process was repeated

five times in order to ensure homogeneous mixing of the starting materials. This was

followed by annealing in vacuum at 900 °C for 5 days.

14
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2.2 Measurements

2.2.1 X-ray diffraction and energy dispersive x-ray

The crystal structure was verified by means of x-ray powder diffraction (XRD)

using a Bruker D8 Discover x-ray diffractometer with Cu-Kα radiation. X-ray slides

were prepared by mixing powdered samples with Petrolatum jelly. The resulting XRD

patterns were fitted via Rietveld refinement[34] using the GSAS+EXPGUI software

package [35]. The chemical composition was investigated by means of energy disper-

sive x-ray spectroscopy (EDX) using a FEI Quanta 600 scanning electron microscope

equipped with an INCA EDX detector from Oxford instruments.

2.2.2 Electrical resistivity

Electrical resistivity measurements were performed using a home-built probe

in a liquid 4He dewar for temperatures 1 K 6 T 6 300 K by means of a standard

four-wire technique at ∼ 16 Hz using a Linear Research LR700 AC resistance bridge.

The excitation current applied to the samples was 0.3 mA. For selected samples, ρ(T )

was also measured down to T ≈ 0.05 K in an Oxford Kelvinox-300 3He-4He dilution

refrigerator. Electrical resistance R was converted to electrical resistivity ρ by

ρ =
RA

L
, (2.1)

where A is the cross-sectional area and L is the distance between voltage leads.

2.2.3 Magnetization

Magnetization measurements were made for 2 K ≤ T ≤ 300 K and in magnetic

fields H = 0.001 T - 0.1 T using a Quantum Design SQUID magnetometer. Magnetiza-

tion samples were prepared by placing 10 - 20 mg of material in a cotton-filled gelcap,

preventing the sample from moving, which might cause errors in measurements. The

capsule was then placed in a straw, which can be attached to the probe. The magnetic

moment m, obtained from the measurement in units of emu, can be converted to mag-
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netization M , in units of µB/f.u. by

M =
1.79× 10−4m

n
, (2.2)

where n is number of moles of the sample.

2.2.4 Specific heat

Specific heat measurements were performed for 1.8 K 6 T 6 50 K in a Quantum

Design Physical Property Measurement System semiadiabatic calorimeter using a heat-

pulse technique. The total heat capacity, composed of the sample and addenda heat

capacity, was determined by fitting the decay of the temperature after a heat pulse was

sent through the temperature-stabilized sample. The addenda heat capacity, composed

of the additional signal from the platform, attached wires, and grease on the platform,

was measured using the same technique without a sample. The specific heat of the

sample was then calculated by subtracting the addenda from the total heat capacity, and

dividing by the number of moles of sample.



Chapter 3

UCo1−xNixGe

3.1 Introduction

Materials such as ErRh4B4 [36, 37, 38] and HoMo6S8 [39, 40], which display

the coexistence of superconductivity (SC) and ferromagnetism (FM), have been known

for over three decades. In these two compounds, the latter compounds TC lies below

Tsc and the superconductivity vanishes at a second, lower critical temperature T ′sc < TC .

Within the temperature interval between Tsc and TC , the ferromagnetism and supercon-

ductivity coexist macroscopically (in a spatially inhomogeneous manner), whereas a

new sinusoidally-modulated state with a wavelength 100 Å and superconductivity co-

exist microscopically (within the same volume element) [41]. In contrast, the recently

discovered uranium-based compounds UCoGe [42], UGe2 (under pressure) [43], UIr

(under pressure) [44], and URhGe [45] appear to exhibit the microscopic coexistence of

superconductivity and itinerant electron ferromagnetism. Such a coexistence is intrigu-

ing since, in a conventional superconductor, the large internal field generated by the

ferromagnetic order would be expected to destroy the superconducting state by break-

ing the spin-singlet Cooper pairs [46]. It is thus often suggested that the superconducting

electrons in such compounds may pair in triplet states, mediated by critical fluctuations

associated with a ferromagnetic quantum critical point (QCP) [42, 47, 48].

A key question for any magnetic superconductor is how changes in the magnetic

state effect the superconducting critical temperature. For UCoGe, both chemical sub-

stitution and pressure have been used to address this question. Upon isovalent doping

17
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of Si for Ge (UCoGe1−xSix), both Tsc and TC decrease until they both vanish simulta-

neously for x ≥ 0.12 [47]. This result strongly suggests an intimate link between the

two states, wherein the superconductivity is enhanced by the presence of ferromagnetic

order. In contrast, under pressure, TC decreases and Tsc initially increases [49, 50]. Near

1 GPa, TC is suppressed to zero temperature and Tsc passes through a broad maximum

of 1 K. A similar negative correlation between TC and Tsc was found for small (1% and

5%) replacements of Co with Fe, Ru, and Ni, where the magnetic ordering temperature

increased and the superconductivity was rapidly suppressed [51].

In this chapter, we report x-ray diffraction, electrical resistivity, and magnetiza-

tion measurements on polycrystalline UCo1−xNixGe samples for x spanning the en-

tire range from 0 - 1. The motivation for this study was to examine the evolution of

the superconducting and magnetic critical temperatures on tuning from weak itinerant

ferromagnet UCoGe to antiferromagnetic (AFM) UNiGe. Both UCoGe and UNiGe

crystallize in the orthorhombic TiNiSi structure [52]. UNiGe develops incommensurate

AFM below 50 K and, below 42 K, commensurate AFM order sets in [53]. Low temper-

ature measurements down to 0.4 K show no evidence for superconductivity in UNiGe

[54].

3.2 Results

3.2.1 Crystal structure and sample quality

In this chapter, data for the annealed UCo1−xNixGe was presented, although no

significant differences between annealed and unannealed samples could be found in the

diffraction patterns. The results for as-grown and annealed samples roughly agree for

all dopings except undoped UCoGe, in which the annealed sample seemed to enhance

the quality of the crystal.

Both UCoGe and UNiGe crystallize in orthorhombic TiNiSi structure (space

group Pnma) and, correspondingly, powder x-ray diffraction patterns indicated that for

the entire range of Ni substitutions 0 ≤ x ≤ 1, samples can be described by the same

space group and there are no indications of miscibility gaps. The typical goodness of

fit extracted from the Rietveld refinement indicated by χ2 ranged from 6 to 15. Fig. 3.1
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illustrates the quality of the refinement that was typically achieved. As shown in Fig. 3.2,

the lattice parameters a and b increase with increasing Ni concentration, while c decrease

with larger x. However, the shift of b and c are much smaller. Overall, the unit cell

volume of UCo1−xNixGe increases linearly with x (Fig. 3.3).

3.2.2 Electrical Resistivity

Electrical resistivity as a function of temperature can be divided into 3 regions:

a ferromagnetic region starting from x = 0 to 0.4 (Fig. 3.4 and Fig. 3.5), a crossover

region from x = 0.5 to 0.6 (Fig. 3.6), and an antiferromagnetic region from x = 0.7

to 1 (Fig. 3.7 and Fig. 3.8). For resistivity data, the Curie temperature TC of UCoGe is

usually marked by a small hump [42, 48, 55]. Nonetheless, for our sample, the transition

temperature is hard to define from resistivity data alone. A maximum, at T ≈ 2.3 K, in

the derivative of resistivity was used to identify TC (inset of Fig. 3.4). As illustrated in

Fig. 3.5, TC in ferromagnetic region is visible as a maximum in ρ(T ). TC increases with

x from ≈ 2 K at x = 0.05 to a maximum value of 25 K at x = 0.3, before decreasing to

23 K at x = 0.4. In the crossover region (Fig. 3.6), there is a broad minimum in each

of the samples below which the curvature becomes strongly negative. The minima are

so broad that it is difficult to determine the transition temperature. As will be discussed

in more detail in section 3.2.3 and section 3.3.1 of this chapter, our data indicates that

transitions in this region is neither ferromagnetic nor antiferromagnetic. For samples in

the antiferromagnetic region (Fig. 3.7), the antiferromagnetic transition temperature or

Néel temperature TN can be seen as a minimum in ρ(T ). TN increases with x from 39

K at x = 0.7 to a maximum value of 49 K at x = 0.9. Interestingly, x = 0.9 also shows a

maximum at 32 K and an upturn at low temperatures. Unlike the other samples in this

region, the TN of UNiGe is determined by a shoulder in ρ(T ), and has a value of 44 K.

Of all the UCo1−xNixGe samples studied in this project, only undoped UCoGe

(Tsc≈ 0.68 K) displayed superconductivity. The rapid suppression of Tsc is in agreement

with the results from [51].
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Figure 3.1: X-ray diffraction pattern of UCo1.95Ni0.05Ge. Black dots represent the data,
and the red solid line is the fit to the data.
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Figure 3.7: Electrical resistivity ρ vs. temperature T for, 0.7 ≤ x ≤ 0.9, UCo1−xNixGe.
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arrows mark the antiferromagnetic transition temperature TN .



27

0 20 40 60 80 100

0.1

0.2

0.3

0.4 UNiGe

ρ 
(m

Ω
-c

m
)

T (K)

TN

Figure 3.8: Electrical resistivity ρ vs. temperature T for UNiGe. The open arrow marks
the antiferromagnetic transition temperature TN .



28

3.2.3 Magnetization

Magnetization M(T ) as a function of temperature T was measured on cooling

from room temperature to 2 K in applied fields H of 0.001 T and 0.01 T. Similar to

electrical resistivity data, magnetization data can also be separated into ferromagnetic,

crossover, and antiferrmagnetic regions. Samples with x ≤ 0.4 (Fig. 3.9) show a clear

ferromagnetic characteristic. The transition temperature TC is defined by extrapolating

the magnetization near the transition to zero. TC increases with x from ≈ 3 K for

UCoGe to a maximum value of 26 K at x = 0.2, before it decreases to 23 K at x = 0.4.

For samples in the intermediate doping range (x = 0.5− 0.56) or the crossover region,

the exact nature of the magnetic order is difficult to unambiguously determine from

M(T ) alone. As illustrated in Fig. 3.10, the magnetization in 0.001 T saturates at low

temperatures, whereas in 0.01 T (Fig. 3.11), the magnetization passes through a weak

maximum suggesting possible AFM behavior. For samples with x ≥ 0.58 (Fig. 3.12),

M(T ) displays a peak that is typical of AFM order, and also can be used to determined

TN which has an initial value of 24 K at x = 0.58, and maximizes with a value of 44 K

at x = 0.9. Superconductivity is not observed in M(T ) for any samples down to 2 K.

The magnetic field dependence of magnetization M(H) was measured at 2 K in

applied fields up to 7 T. In samples with x ≤ 0.4 (Fig. 3.13), the measurement shows typ-

ical ferromagnetic behavior. The magnetization at high fields is enhanced as x increases,

until reaching a maximum at x = 0.3, which is in a good agreement with the enhance-

ment of TC with increasing x inM(T ). For 0.5≤ x ≤ 0.56 (Fig. 3.14),M(H) exhibits a

hysteresis loop, but a different curvature than that of ferromagnetism is observed. Thus,

magnetic order in this region might be different from that of low Ni concentrations. In

order to further investigate this problem, Arrott plots were prepared, which are discussed

in section 3.3.1. For x ≥ 0.58 (Fig. 3.15), M(H) displays exemplary antiferromagnetic

behavior without hysteresis.
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Figure 3.9: Magnetization M vs. temperature T for, 0 ≤ x ≤ 0.3, UCo1−xNixGe in a
magnetic field H = 0.001 T.
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Figure 3.10: Magnetization M vs. temperature T for, 0.5 ≤ x ≤ 0.56, UCo1−xNixGe
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Figure 3.11: Magnetization M vs. temperature T for, 0.5 ≤ x ≤ 0.56, UCo1−xNixGe
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Figure 3.13: Magnetization M vs. field H for, 0 ≤ x ≤ 0.4, UCo1−xNixGe at 2 K.
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Figure 3.14: Magnetization M vs. field H for, 0.5 ≤ x ≤ 0.56, UCo1−xNixGe at 2 K.
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3.3 Discussions

3.3.1 Arrott plot

The Arrott plot, a plot between the square of the magnetization in a field, and the

field divided by the magnetization (M2 vs. H/M ) at certain temperatures T [56], is one

of the experimental methods to establish ferromagnetism. The Curie temperature can be

determined by the isotherm that passes through the origin. This can be understood from

the equation [57],

M2 =
1

4b

H

M
+

a

2b
(TC − T ), (3.1)

where a and b are positive constants. A schematic plot of this equation is shown in

Fig. 3.16.

This method can be utilized to identify TC effectively for samples with low Ni

concentration. As illustrated in Fig. 3.17, TC = 2.4 K was extracted from the Arrott plot

for x = 0.05. However, the Arrott plots of samples in the crossover region do not be-

have in a similar fashion (Fig. 3.18 and Fig. 3.19). The slope is strongly enhanced, and

none of the isotherms can be extrapolated to intercept the origin. Furthermore, accord-

ing to Eq. 3.1 when linearly extrapolated, data with lower T would intercept the y-axis

at larger value than that with higher T . Nevertheless, Fig. 3.19 shows that the y-axis

interception for data with higher T would be larger than that with lower T . Since the

Arrott plot is based on a mean-field theory, that it failed to explain the system with com-

peting order might be due to the limitation of the theory. Mean-field theories assume

that all regions of the sample are identical, and hence ignore fluctuations [57], which is

of great importance for the crossover region since it is in the middle of transition be-

tween ferromagnetic phase and antiferromagnetic phase. Samples in the region between

x = 0.5 − 0.56 (crossover region) could exhibit magnetic phase separation, glassy be-

havior, or some other form of complex magnetism. Further measurements (e.g., neutron

diffraction) are necessary to distinguish between these possibilities.
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3.3.2 Itinerant ferromagnetism

One way to decide whether our sample exhibit itinerant ferromagnetism is to

calculate the ratio between effective magnetic moment µeff and saturation magnetic

moment µS . The criterion for itinerant ferromagnetism is [58, 59]

µeff
µs

>> 1. (3.2)

As illustrated in Fig. 3.20, the effective moment was determined by fitting the high

temperature region of the reciprocal magnetic susceptibility 1
χ

with the modified Curie-

Weiss law;
1

χ− χ0

=
T − TC
C

, (3.3)

where χ0 is a constant due to Pauli or Van Vleck paramagnetism [60], and

µeff = 2.82C
1
2 . (3.4)

µs was obtained by linearly extrapolating M(H) curve to zero field. A plot of µeff , µs,

and their ratio is displayed in Fig. 3.21. µeff peaks at x = 0.1, while µs maximizes at

x = 0.2, the concentration with highest value of Curie temperature. µeff

µs
drops rapidly

from almost 100 at x = 0 to less than 20 for the rest of the ferromagnetic samples. The

plummet of the ratio is consistent with the suppression of superconductivity since no

samples with x ≥ 0.05 showed superconducting transitions. This indicates that itinerant

ferromagnetism might play a significant role for superconductivity in UCoGe.

3.4 Conclusions

The phase diagram of UCo1−xNixGe is shown in Fig. 3.22. Magnetic order

starts as ferromagnetism for UCoGe with TC ≈ 2.4 K, increases with x, and reaches a

maximum value of 25 K at x = 0.2. For samples with x = 0.5 − 0.58, magnetic order

cannot be ambiguously determined by resistivity, magnetization, or conventional Arrott

plot analysis. Starting at x = 0.6, antiferromagnetism was detected. TN increases

to a maximum value of 44 K at x = 0.9, and slightly decreases to 41 K for UNiGe.
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Superconductivity was suppressed with the lowest Ni concentration, x = 0.05.
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Chapter 4

URu2−xFexSi2

4.1 Introduction

The strong electronic correlations that arise from the hybridization of local-

ized d- or f -electron and conduction electron states in compounds containing transi-

tion metal, lanthanide, or actinide ions with partially-filled d- or f -electron shells often

lead to the emergence of novel electronic ground states such as heavy fermion metals,

complex magnetic order, quadrupolar order, non-Fermi-liquid (NFL) behavior and un-

conventional superconductivity (SC) [61]. A prime example of such emergent behavior

is the “hidden order” phase in the heavy fermion compound URu2Si2 that occurs below

T0 = 17.5 K and coexists with SC below Tsc = 1.5 K [17, 18, 19]. The specific-heat

anomaly that accompanies the HO phase transition is reminiscent of a second order

BCS-like mean field transition that opens a gap ∆ ≈ 130 K over about 40 % of the

Fermi surface(FS) due to a charge or spin density wave [18]. However, the small an-

tiferromagnetic magnetic moment of only ∼ 0.03 µB/U derived from neutron scatter-

ing experiments [20, 21] cannot account for the entropy of ∼ 0.2Rln2 associated with

the specific-heat anomaly [20]. The terminology HO [62] refers to the ordered phase

responsible for the striking specific heat anomaly whose order parameter has eluded

identification for nearly three decades.

The search for the OP of the HO phase has attracted an enormous amount of

attention. A multitude of models for the HO have been proposed, which can be roughly

divided into two groups, one based on a local OP and another involving order that occurs

47
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in momentum space [63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74]. ARPES, [75] STM

[76, 77] and PCS [27] studies show that upon cooling into the HO phase, the electronic

structure is reorganized and a heavy quasiparticle band shifts below the Fermi level,

where the crossing with a light hole-like band at Q∗ = ±0.3π/a leads to the formation

of a hybridization gap ∆Q∗ = 5 meV. It was suggested that the HO may be a hybridization

wave where ∆Q∗ is the corresponding OP [63, 74]. The recent proposal of a modulated

spin liquid lies between the extremes of local and itinerant OPs [78].

The hybridization between localized f and conduction electron states may be

tuned by varying a control parameter such as composition x, pressure P or magnetic

fieldH , allowing information about the electronic ground state to be extracted from var-

ious measurements. This approach has been applied extensively to URu2Si2, revealing

rich T vs. x, P , and H phase diagrams with a plethora of competing electronic ground

states. Through the application of pressure, it has been shown that the magnetic struc-

ture in the HO phase is identical to that of a larger moment antiferromagnetic phase

that emerges at critical pressures Pc ≥ 0.5-1.5 GPa [23]. There is strong evidence that

the HO-LMAFM phase transition is of first order [79], leading to the widely held view

that the magnetic structure in the HO phase is due to a small amount of the LMAFM

phase induced by strain [21]. However, other researchers believe that the small magnetic

moment in the HO phase is intrinsic since its onset temperature coincides with that of

the HO, and it is present in samples with residual resistivities that vary by as much as

two orders of magnitude [80]. In fact, some models predict that antiferromagnetic order

in the HO phase is intrinsic [69]. Tuning with H revealed several high field quantum

phases that exhibit non Fermi liquid (NFL) behavior [81]. Finally, substitution of other

transition metals for Ru generally leads to suppression of the HO [82], and, for example,

yields a LMAFM phase for Rh substitution [83] and an itinerant ferromagnetic phase

for Mn, Tc, or Re substitutions [84, 85] , accompanied by NFL behavior deep in the

ferromagnetic state for Re [86, 87].

In this chapter, we demonstrate that substitution of the smaller Fe ions for Ru

ions in URu2Si2 provides a new approach for studying the properties of the HO phase.

Measurements of electrical resistivity ρ, specific heat C, and magnetization M on a se-

ries of polycrystalline samples of URu2−xFexSi2 with Fe concentrations x ranging from
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x = 0 to 2 reveal a remarkable phase diagram. The most salient characteristics of this

phase diagram are (1) the striking shape of the T − x phase boundary T0(x) separating

the paramagnetic phase from the ordered phases (HO and/or LMAFM) with a more than

two-fold enhancement of T0; (2) features in T0(x), similar to those in the T − P phase

diagram of pure URu2Si2, that appear to be generated by “chemical pressure” (reduction

in the unit cell volume) arising from the substitution of the smaller isoelectronic Fe ions

for Ru ions, particularly the kink at x = 0.2 that maybe related to a HO-LMAFM transi-

tion; (3) increase of the energy gap ∆ of the HO phase and the amount of the FS gapped

by the HO phase with increasing x, inferred from fits of a theoretical model with gapped

excitations to the low temperature electrical resistivity and specific heat; (4) coexistence

of SC and HO for x . 0.075; and (5) the possible existence of a quantum critical point

at x ≈ 1.3 where the HO and/or LMAFM are suppressed to 0 K. This phase diagram

may provide new opportunities for establishing the identity of the OP of the HO phase.

4.2 Results

4.2.1 Crystal structure and sample quality

UFe2Si2 is isostructural with URu2Si2 (space group I4/mmm) and, correspond-

ingly, we find that samples for the entire range of Fe substitutions 0 ≤ x ≤ 2 can be

described in the same space group and there are no indications of miscibility gaps. The

typical goodness of fit extracted from the Rietveld refinement indicated by χ2 ranged

from 4 to 10; Fig. 4.1(a) illustrates the quality of the refinement that was typically

achieved. As shown in Fig. 4.1(b), the lattice parameters a and c decrease with increas-

ing Fe concentration, although the decrease of c is much smaller. Overall, the unit cell

volume of URu2−xFexSi2 decreases linearly with x (Fig. 4.1(c)), as expected from the

smaller size of Fe relative to Ru ions. Furthermore, the combined EDX/XRD refinement

indicated correct composition within the accuracy of the measurement (see Fig. 4.1(d))

and no evidence of impurities, except for samples with x = 0.70, 0.80, and 1.00, where

we identified a small amount of UO impurity phase of only a few percent.
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Figure 4.1: Results of the Rietveld refinement and EDX analysis. (a) X-ray diffraction
pattern for URu2−xFexSi2 with Fe concentration x = 0.1. Black dots represent the data,
and the red solid line is the fit to the data. (b) Lattice parameters a and c vs. nominal Fe
concentration x. (c) Unit cell volume V vs. x. For the axis on the right side the unit cell
volume was converted to chemical pressure (see text, section 5.3) (d) Fe concentration
xmeas, determined from EDX measurements, vs. x. The shaded region is the error in
xmeas due the accuracy of the EDX measurement.
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4.2.2 Electrical resistivity

The measurements of the electrical resistivity ρ further emphasize that polycrys-

talline samples of high quality have been obtained. The residual resistivity ratio (RRR),

defined as ρ(300 K)/ρ(2 K), for the pure URu2Si2 and UFe2Si2 samples are 100 and

220, respectively. For increasing Fe concentration x, however, the RRR drops rapidly

to approximately 5, presumably due to the disorder introduced by the Fe substitution.

The superconducting critical temperature Tsc is rapidly suppressed by Fe substi-

tution and SC is not observed for x & 0.075 down to 50 mK. As illustrated in Fig. 4.2,

the transition at T0(x) into the HO in URu2−xFexSi2 is visible as a small peak in ρ(T )

or, alternatively, an inflection point in dρ/dT . T0(x) increases with x from 17.5 K at

x = 0 to a maximum value of 42 K at x ≈ 0.8. We note, that, as will be discussed in

more detail in section 5.3 of the manuscript, our data indicates a phase transition from

the HO into the LMAFM phase at x ≈ 0.2. For x > 0.8, T0(x) decreases with x and

disappears at x ≈ 1.3. Additionally, starting from x = 0.075, the peak in ρ(T ) that we

associate with T0 begins to broaden significantly. This broadening is more clearly visi-

ble in dρ/dT as shown in Fig. 4.2(e). We have identified the onset of the transition to the

HO phase, T ′0, as the upper inflection point in dρ/dT as marked with the empty arrows.

Starting from x = 0.8, ρ(T ) also develops a low T minimum that “tracks” T0, where the

corresponding low T upturn of ρ is most pronounced for x = 1 and disappears when T0

is suppressed to zero for x→ 1.3 (Fig. 4.2(c+f)).

4.2.3 Magnetization

The HO transition in M(T ) is manifested as a change of slope (Fig. 4.3(a))

that closely tracks T0(x), as observed in ρ(T ). Alternatively, the HO transition can be

identified as a peak in dM/dT (Fig. 4.3(b)). The signature of the onset of the HO at

T ′0 in M(T ) is weak and only discernible for x = 0.60 as a small kink that appears as

an inflection point in dM/dT . A low T upturn is observed in M(T ) for x ≤ 1.0 and

T < 5 K, which becomes more pronounced for x ≥ 1.0 as it moves to higher T .
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4.2.4 Specific heat

In Fig. 4.4, we show the electronic specific heat Ce(T ) that was determined for

all x by subtracting the phonon contribution Cph(T ) of UFe2Si2. This method should

yield a good estimate of the phonon contribution for all values of x, since the end mem-

ber compounds are isostructural, and UFe2Si2 is reported to be a Pauli paramagnet down

to 0.2 K.[88] Using only a Debye function, we were not able to account correctly for the

phonon contribution over the entire T -range measured.

For URu2Si2, the HO transition appears inCe(T )/T as a jump at T0 whose shape

is reminiscent of a second-order BCS-type mean-field transition. With increasing x, this

anomaly moves to higher temperatures, while the size of the jump ∆Ce/T decreases

and disappears at x ≈ 0.8. In agreement with ρ(T ) and M(T ) results, the transition

broadens significantly, leading to a shoulder in the C(T ) peak for x ≥ 0.075. Here, we

define the shoulder at T ′0 as the onset of the transition to the HO and LMAFM phases,

respectively.

4.3 Discussion

4.3.1 Phase diagram and HO-LMAFM phase transition

In Fig. 4.5(a), we have summarized the results of the ρ(T ), M(T ), and C(T )

measurements discussed in the previous section in a phase diagram showing the HO

transition temperature T0 vs. Fe concentration x. T0(x) increases linearly with x from

17.5 K at x = 0 to 21 K at x ≈ 0.2, exhibits a kink at x ≈ 0.2, and then increases

linearly with a larger slope to a maximum value of 42 K at x ≈ 0.8; thereafter, T0(x)

decreases with x and vanishes at x ≈ 1.3. This behavior is quite reminiscent of the T

vs P phase diagram observed for URu2Si2. Due to the differences in the atomic radii,

substitution of isoelectronic ions often induces a change in the unit cell volume that may

be interpreted as a “chemical pressure” Pch. The linear decrease of the unit cell volume

of URu2−xFexSi2 with increasing Fe concentration x (see Fig. 4.1(c)) established by our

XRD analysis is consistent with that view. We have therefore used the variation of the

unit cell volume with x to estimate the value of Pch corresponding to each concentration
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x according to the isothermal compressibility κT = 5.2·10−3 GPa−1 of URu2Si2 [90]

(see right axis of Fig. 4.1(c) and top horizontal axis in Fig. 4.5(a)). We note, however,

that the conversion depends on the value chosen for κT , and that literature values vary

from 2·10−3 GPa−1 to 7.3·10−3 GPa−1 ([22, 23, 90, 91, 92]). It is interesting that the

kink in the T −Pch phase boundary T0(Pch) at 1.5 GPa and the slopes of T0(Pch) of 2.1

K/GPa and 3.9 K/GPa below and above the kink are consistent with the values of the

T −P phase boundary T0(P ) of pure URu2Si2 (1.3 and 3.8 K/GPa, respectively), where

the kink occurs at the transition between the HO and LMAFM phases. This similarity

suggests that the kink in T0(Pch) (and, in turn, T0(x)) is associated with a transition from

the HO to the LMAFM phase as indicated by the thin dashed line in Fig. 4.5(a) that

marks the HO-LMAFM transition in URu2Si2, according to recent neutron scattering

studies under pressure.[89] In addition, the chemical pressure Pch ≈ 0.8 GPa at which

SC is suppressed to zero agrees well with previous high pressure studies,[89] while the

maximum value of T0 ≈ 42 K and the value of Pch ≈ 7-8 GPa at which it occurs, are

consistent with the high pressure study of URu2Si2 by Iki et al.[93]

The low T upturns that are observed in ρ(T ) and M(T ) for x→ 1.3 where T0

is suppressed to zero (Fig. 4.2(c+f) and Fig. 4.3) are reminiscent of the quantum critical

scenario recently reported for chromium where spin density wave order breaks down

at the critical pressure Pc = 9.71 GPa.[94] This suggests that a quantum critical point

(QCP) may be located at x ≈ 1.3 in URu2−xFexSi2 due to suppression of the LMAFM

phase.

The established T vs. Pch phase diagram also offers an explanation for the broad-

ening of the HO transition that is mainly manifested in the ρ(T ) and Ce(T ) data. We

believe that the broadening of the transition is due to small Fe concentration inhomo-

geneities that may generate appreciable internal strain. From high pressure studies on

URu2Si2, it is known that the HO transition is very sensitive to strain [21, 89]. This

scenario is corroborated by the residual resistivity ratio RRR that drops rapidly with

increasing x from 100 at x = 0, and then levels off at x = 0.075 where the broad-

ening of the HO transition first appears, indicating additional scattering due to disor-

der (Fig. 4.5(b)). It is noteworthy that the value of T ′0 saturates rapidly at ∼42 K cor-

responding to the maximum of T0(x). Accordingly, the width of the transition again
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decreases when T0 reaches its maximum at x = 0.8. The weak signature of the onset of

the HO/LMAFM phases, T ′0, in the M(T ) measurements indicates that the inhomoge-

neous regions occupy only a small volume fraction, as further corroborated by XRD and

EDX measurements, which show that the samples are formed with the correct compo-

sition. We therefore attribute the broadening of the transition to the extreme sensitivity

of URu2Si2 to strain [21, 89]. Preliminary results on single crystals of URu2−xFexSi2
show no broadening of the transition, supporting this interpretation.

4.3.2 Stabilization of the HO phase

In order to investigate the stabilization of the HO phase by the substitution of Fe

with Ru, manifested in the increase of T0 with x, in more detail, we have performed fits

of relevant theoretical models to the features in ρ(T ) and Ce(T ) that characterize the

HO phase. As demonstrated for URu2Si2 at ambient pressure,[95] under pressure,[96]

and substituted with other elements,[97] ρ(T ) in the HO phase is well described by the

expression

ρ(T ) = ρ0 + AT 2 +B∆T

(
1 + 2

T

∆

)
e−

∆
T , (4.1)

which includes the residual resistivity ρ0, a Fermi liquid term AT 2, and an electron-

magnon scattering contribution due to spin excitations with an energy gap ∆. We note,

however, that some ambiguity about the expression used to describe the electrical re-

sistivity in the HO phase exists in the literature. Eq. 4.1 was originally derived to de-

scribe electron-magnon scattering due to ferromagnetic magnons [98]. However, the

magnons observed in URu2Si2 are of antiferromagnetic nature and the following ex-

pression should, in principle, be used to fit the electrical resistivity [99]:

ρ(T ) = ρ0 + AT 2 +B∆2

√
T

∆

[
1 +

2

3

(
T

∆

)
+

2

15

(
T

∆

)2
]
e−

∆
T . (4.2)

The resulting fits of ρ(T ) using Eq. 4.2 are shown in Fig. 4.6(a-c). The differences in

the values extracted for ∆ via fits to the low temperature ρ(T ) data of Eqs. 4.1 and 4.2,

respectively, are small because the exponential term that contains the gap ∆ is the dom-
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inant term in both expressions, and thus qualitatively identical behavior is observed. In

order to facilitate the comparison to previously published data, we provide the values

of ∆ derived from both expressions in Fig. 4.7(a). We emphasize that the values for ∆

extracted by means of Eq. 4.2 also match much better with the values for the gap ob-

tained from fits of the low temperature specific heat (see below and Fig. 4.7(a)). Since

for x > 0.1, the low temperature electrical resistivity flattens considerably, it becomes

unreasonable to describe the ρ(T ) data with both the Fermi liquid and exponential con-

tributions; therefore, we have limited the fits to the ρ(T ) data for x ≤ 0.1. The extracted

size of the HO gap increases moderately with increasing x up to x = 0.075, after which

it saturates again (Fig. 4.7(a)), suggesting that the HO phase is at least initially stabilized

by introducing Fe into URu2Si2.

Below the HO transition, the Ce(T ) data can be described by the expresssion

Ce(T ) = A exp(−∆/T ), (4.3)

where ∆ is the gap that opens over the FS [18]. The fits of Eq. 4.3 to the Ce(T ) data

are displayed in Fig. 4.6(d-f) in the form of Ce(T )/T vs. T plots. Since the shape

of the HO anomaly in C/T deviates increasingly from a BCS form with increasing x,

we have limited this analysis to x ≤ 0.1, as well. As indicated in Fig. 4.7(a), the size

of ∆ increases with increasing x. At the same time, the jump in Ce at the transition

to the HO phase divided by T0 remains approximately constant with increasing x and

only decreases significantly for x ≥ 0.1. In order to approximate the fraction of the FS

that is gapped, we have estimated the electronic specific-heat coefficient γn by linearly

extrapolating Ce/T from above T0 and T ′0 to T = 0, and, accordingly, γ0 for the gapped

FS by linearly extrapolating theCe/T data from below the transition to T = 0, following

the method described in [18] In Fig. 4.7(c), both γn and γ0 are compared to γe− for the

ungapped state, calculated for conduction electrons with the free electron mass. At

x = 0, we find that 55% of the FS is gapped, in agreement with previous reports.[18]

With increasing x, γn increases, whereas γ0 decreases, leading to an increase of the

fraction of the FS that is gapped, which at x = 0.1 reaches a value of 0.8 (Fig. 4.7(d)).

It is noteworthy that the change of shape of the HO anomaly occurs at x = 0.2, where

T0(x) exhibits a kink. In addition, extrapolating the fraction of the FS that is gapped to



62

higher values of x suggests that the FS will be entirely gapped at x ≈ 0.2.

To further elucidate this point, we have calculated the entropy for URu2−xFexSi2as

a function of x. Shown in Fig. 4.8 is the difference of entropy between the normal state

and the hidden order state ∆S vs. x. Here, the entropy of the normal state was estimated

by linearly extrapolating Ce/T from above the HO transition to zero and computing the

area below that line, whereas the entropy in the HO state was calculated by integrating

Ce/T up to T0. ∆S peaks at x = 0.2, demonstrating that the largest amount of entropy

is removed from the system due to onset of the HO phase for x = 0.2, again indicating

that the HO state is stabilized with increasing Fe concentration for 0 ≤ x ≤ 0.2. The

decrease in ∆S for x > 0.2 provides further support for the possibility of a transition

from the HO to LMAFM state at x = 0.2.

4.4 Conclusions

In summary, we have established the phase diagram for URu2−xFexSi2 over the

entire range of Fe compositions from x = 0 to 2 (Fig. 4.5). Particularly noteworthy is

a more than two-fold increase of T0 from 17.5 K at x = 0 to 42 K at x = 0.8. Here

the striking similarities of the effect of “chemical pressure” and external pressure on

URu2Si2 suggest that for x ≥ 0.2 (corresponding to Pch = 1.5 GPa), T0(x) marks the

phase boundary to an ordered phase that is different from the HO phase and is presum-

ably similar to the LMAFM phase identified in URu2Si2 for pressures P ≥ 1.5 GPa.

However, in the experiments reported herein, it was not possible to determine the phase

boundary between the HO and LMAFM phases in the ordered region of the phase dia-

gram. This will require neutron diffraction measurements that are able to determine the

magnetic structure and ordered magnetic moment as a function of Fe concentration x.

Both the electrical-resistivity and the specific heat results demonstrate that, at least up to

x = 0.1, the HO is further stabilized as indicated by the increasing size of both the HO

gap and the fraction of gapped FS. Furthermore, circumstantial evidence suggests that

the HO is stabilized against thermal fluctuations even up to x≈ 0.2: (1) the shape of the

T0-anomaly in the specific heat changes at x = 0.2, (2) the extrapolated gapped fraction

of the FS approaches 1 as x → 0.2, (3) the difference of entropy between the normal
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state and the HO state ∆S peaks at x= 0.2, and (4) the similarity of T0(Pch) and T0(P ),

in conjunction with the kink in T0(x) at x = 0.2, indicates that the HO phase extends

to x = 0.2. We note that the application of “chemical pressure” to URu2Si2 extends

the range of experiments that may be used to study the HO to methods, such as STM,

ARPES and PCS, that are generally not available in combination with applied pressure,

but hold the promise of new insights into the HO. In particular, this will be important

for testing models for the HO based on an itinerant OP such as the recently proposed

hybridization wave [63, 74]. We note, however, that high quality single crystals are

required for these experiments. Using single crystal samples will also mitigate the prob-

lem of disorder that is observed for increasing Fe concentrations, thereby reducing the

broadening of the HO transition. This has been verified with preliminary experiments

on single crystals of URu2−xFexSi2 that will be published elsewhere. Finally, the appar-

ent QCP that is indicated by low temperature divergences in the electrical resistivity and

magnetization at x = 1.3, where T0 extrapolates to zero, may also shed some light onto

the delicate interplay between HO and the LMAFM phase.
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Chapter 5

URu2−xOsxSi2

5.1 Introduction

Several novel electronic ground states can emerge from the hybridization be-

tween localized d- or f -electron states and conduction electron states. The heavy fermion

compound URu2Si2 exhibits two of such ground states: the hidden order at T0 = 17.5 K

and superconductivity (SC) at Tsc = 1.5 K [17, 18, 19]. The term HO was adapted for the

unknown phase displaying a mean-field like transition in specific heat. The entropy lost

due to the transition is approximately 0.2Rln2 [18], which indicates a large magnetic

moment should be observed in neutron scattering experiments. However, only a 0.03

µB/U antiferromagnetic moment was detected [20, 21].

For nearly three decades, the search for the order parameter of the HO phase has

driven numerous research studies on this topic. Control parameters, such as pressure

P , magnetic field H , and chemical substitution x have been tuned to gather information

about the electronic ground state. Upon applying pressure P , T0 slightly increases, and

at critical pressures Pc ≥ 0.5-1.5 GPa, a large moment antiferromagnetic phase was

observed [89]. The magnetic structure in this phase is identical to that of the LMAFM

phase, and the transition is believed to be first order [79]. Thus, it is widely accepted that

the magnetic order in the HO phase is extrinsically triggered by strain in a small fraction

of the LMAFM phase, and that the LMAFM is caused by a stress field increasing the

c/a ratio over a critical value [100]. Alternatively, the small moment in the HO phase

might be intrinsic since its onset temperature coincides with that of the HO, and the

66
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moment is still detectable in samples with different residual resistivities [80]. Through

the application of magnetic field H , HO is suppressed at 35.9 T [81]. Several novel

phases exhibiting NFL behavior emerge at higher fields. Substitution of most elements

bordering Ru in the periodic table for Ru leads to suppression of the HO, and results in

other magnetic phases [82]; a LMAFM phase results from Rh substitution [83], and an

itinerant ferromagnetic phase arises with Mn, Tc, and Re substitution [84, 85]. On the

other hand, an enhancement of the HO transition temperature was found with Fe and Os

substitution [82, 101]. For Fe substitution, it is believed that the HO phase is enhanced

by the “chemical pressure” generated by substitution of smaller Fe ions into Ru ions.

Nevertheless, in a low Os concentration substitution study, it was found that the HO is

still enhanced even when Ru is replaced by larger Os ions. This raises an intriguing

question: how might the HO be enhanced without chemical pressure? By substituting

higher concentration of Os, we might be able to shed some light on this long-lasting

problem. In this chapter, results from x-ray, electrical resistivity ρ, magnetization M ,

and specific heat C measurements are discussed.

5.2 Results

5.2.1 Crystal structure and sample quality

UOs2Si2 is isostructural with URu2Si2 (space group I4/mmm) and, correspond-

ingly, we find that samples with the 0 ≤ x ≤ 1.2 range of Os substitutions can be

described by the same space group, though there might be a miscibility gap between

1.2 ≤ x < 2. The typical goodness of fit extracted from the Rietveld refinement, char-

acterized by χ2, ranged from 5 to 15; Fig. 5.1 illustrates the quality of the refinement that

was typically achieved. As shown in Fig. 5.2, the lattice parameter a decreases while c

increases with increasing Os concentration. The decrease of a is much smaller in over-

all magnitude than the increase of c. Hence, the ratio between lattice constants c and

a increases with x (Fig. 5.3). Overall, the unit cell volume of URu2−xOsxSi2 increases

with x (Fig. 5.4), as expected from the larger size of Os relative to Ru ions.
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5.2.2 Electrical Resistivity

From the substitution study with low Os concentration [82], the superconducting

critical temperature Tsc is rapidly suppressed by Os substitution and SC is not observed

for x & 0.05 down to 70 mK. As illustrated in Fig. 5.5(a), the transition at T0(x) into

the HO phase in URu2−xOsxSi2 is visible as a midpoint between a maximum and a

minimum in ρ(T ) or, alternatively, a minimum in dρ/dT (Fig. 5.5(b)). T0(x) increases

with x from 17.5 K at x = 0 to a maximum value of 50 K at x ≈ 1. We note, that, as is

discussed in more detail in section 5.3 of the manuscript, our data indicates a possible

phase transition from the HO phase to another order phase at x ≈ 0.2.

5.2.3 Magnetization

The HO transition in M(T ) is manifested as a change of slope (Fig. 5.6(a))

that closely tracks T0(x), as observed in ρ(T ). Alternatively, the HO transition can be

identified as a peak in dM/dT (Fig. 5.6(b)). A low T upturn is observed in M(T ) for

all x, which becomes more pronounced with increasing x as it moves to higher T .

5.2.4 Specific heat

In Fig. 5.7, we show the electronic specific heat Ce(T ) that was determined for

all x by subtracting the phonon contribution Cph(T ) of UOs2Si2. This method should

yield a good estimate of the phonon contribution for all values of x, since the end mem-

ber compounds are isostructural, and UOs2Si2 is reported to be a Pauli paramagnet down

to 1.5 K [102]. Using only a Debye function, we were not able to account correctly for

the phonon contribution over the entire T -range measured.

For URu2Si2, the HO transition appears inCe(T )/T as a jump at T0 whose shape

is reminiscent of a second-order BCS-type mean-field transition. With increasing x, this

anomaly moves to higher temperatures, while the size of the jump ∆Ce/T0 decreases

rapidly from x = 0 to x = 0.2, and slightly drops above that concentration. For sam-

ples wtih x > 0, the transition broadens and the shape is distinguishable from that of

URu2Si2.
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5.3 Discussion

5.3.1 Phase diagram

In Fig. 5.8, we have summarized the results of the ρ(T ), M(T ), and C(T ) mea-

surements discussed in the previous section in a phase diagram showing the HO transi-

tion temperature T0 vs. Os concentration x. T0(x) increases with x from 17.5 K at x =

0 to a maximum value of 50 K at x ≈ 1.

It is interesting to compare the phase diagram with that resulting from a Ge sub-

stitution study since Ge ions are larger than Si ions. The phase diagram of URu2−xOsxSi2
displays an opposite trend compared to that of URuSi2−xGex since the HO transition

temperature of URuSi2−xGex is suppressed with Ge substitution [97, 103].

5.3.2 Effect of Os substitution on the HO phase

To analyze the effect of Os substitution on the HO phase, the magnitude of the

anomaly in the resistivity measurement was studied. Fig. 5.9 displays the height of the

resistive anomaly, defined as ∆ρ = ρ2 − ρ1, where ρ1 and ρ2 are resistivities below

and above the transition, respectively. However, errors in measuring the dimensions of

resistivity samples might have an impact on ∆ρ. Thus, percent of the magnitude of the

jump ∆ρ(%) = 100ρ2−ρ1

ρ1
was calculated. ∆ρ(%) decreases rapidly to a minimum at

x = 0.2 (Fig. 5.10).

In order to investigate the stabilization of the HO phase by the substitution of

Os for Ru, manifested in the increase of T0 with x, in more detail, we have performed

fits of relevant theoretical models to the features in ρ(T ) and Ce(T ) that characterize

the HO phase. The resulting fits of ρ(T ) using Eq. 4.2 are shown in Fig. 5.11(a-c).

We emphasize that the values for ∆ extracted by means of Eq. 4.2 also match with the

values for the gap obtained from fits of the low temperature specific heat up to x ≈ 0.4

(see below and Fig. 5.12). The extracted size of the HO gap decreases moderately with

increasing x to a minimum at x = 0.3 (Fig. 5.12). This is consistent with the result

from URuSi2−xGex study where ∆, extracted from a similar method, decreases with

Ge substitution [97]. Since for URuSi2−xGex samples the HO transition temperature

is suppressed as the HO gap is reduced, the decrease of ∆ for URu2−xOsxSi2 might
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78

36 40 44 48
3.5

4.0

4.5

5.0

5.5

ρ2

ρ 
(1

02  μ
Ω

 -c
m

)

T (K)

URu1.4Os0.6Si2

ρ1

Figure 5.9: Jump or difference in resistivity at the transition for URu1.4Os0.6Si2. ρ1 and
ρ2 are resistivities above and below the transition, respectively.



79

0 0.2 0.4 0.6 0.8 1.0 1.2

8

12

16

20

24

Δρ
 (%

)

x
Figure 5.10: Percent of the magnitude of the jump in resistivity at the transition ∆R
(see text) vs. Os concentration x for URu2−xOsxSi2. Data at x = 0.1 was taken from
[82].



80

also be interpreted as a suppression of the HO phase. In other words, with increasing

x the samples evolve from the HO phase to another ordered phase. Neutron diffraction

measurements are required to confirm this. However, if there is a phase transition, then

it is possible that the transition is from the HO phase to LMAFM phase since LMAFM

phase is believed to be a result of increasing the c/a ratio beyond a critical value [100],

and as can be seen from Fig. 5.3, the the c/a ratio increases with Os concentration x. For

samples with higher concentrations, the constant and quadratic term of Eq. 4.2 becomes

more dominant than the exponential term. Thus, ∆ extracted by fitting Eq. 4.2 with

electrical resistivity is reliable up to x ≈ 0.4.

Below the HO transition, the Ce(T ) data can be described by Eq. 4.3. The fits of

Eq. 4.3 to the Ce(T ) data are displayed in Fig. 5.11(d-f). At the same time, the jump in

Ce at the transition to the HO phase divided by T0 (Fig. 5.13) plummets with the smallest

amount of Os substitution. In order to approximate the fraction of the FS that is gapped,

we have estimated the electronic specific-heat coefficient γn by linearly extrapolating

Ce/T from above T0 to T = 0, and, accordingly, γ0 for the gapped FS by linearly

extrapolating the Ce/T data from below the transition to T = 0, following the method

described in [18]. In Fig. 5.14, both γn and γ0 are compared to γe− for the ungapped

state, calculated for conduction electrons with the free electron mass. At x = 0, we find

that 65% of the FS is gapped, which is slightly larger than the value previously reported

[18]. With increasing x, γn increases, whereas γ0 decreases, leading to an increase of

the fraction of the FS that is gapped, which at x = 0.2 reaches a value of 0.85, and

slowly increases at higher x (Fig. 5.15).

5.4 Conclusions

In conclusion, the phase diagram for URu2−xOsxSi2 over the range of Os com-

positions from x = 0 to 1.2 has been established (Fig. 5.8). Interestingly, T0 is enhanced

from 17.5 K at x= 0 to 50 K at x= 1. Both the electrical resistivity and the specific heat

analysis demonstrate that the samples might be evolving from the HO phase to another

ordered phase as indicated by the decreasing size of the HO gap. However, in the exper-

iments reported herein, it was not possible to confirm or obtain more information on this
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matter. This will require neutron diffraction measurements that are able to determine the

magnetic structure and ordered magnetic moment as a function of Os concentration x.
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A portion of the text and data presented in this chapter are reprints of material

that appears in “Enhancement of hidden order transition temperature in the URu2−xOsxSi2
system”, N. Kanchanavatee and M. B. Maple in preparation. The dissertation author is

the first author of the article.
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