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ABSTRACT OF THE DISSERTATION 

 

High Speed ADC Design Methodology 

by 

He Tang 

Doctor of Philosophy, Graduate Program in Electrical Engineering 
University of California, Riverside, December, 2010 

Prof. Albert Wang, Chairperson 
 

 

Analog-to-digital converter (ADC) is a very fundamental and key part to nearly 

all kinds of electronics. The applications cover a wide range requiring different resolution 

to different sampling rate, including UWB systems, radar detection, wide band radio 

receivers, optical communication links, CCD imaging, ultrasonic medical imaging, 

digital receivers, base stations, digital video (for example, HDTV), xDSL, cable modems, 

and fast Ethernet. Among them, lower resolution very high speed ADC is a critical part 

for building UWB system, disk drive read channels and optical communication. 

This thesis consists of two parts. The first part focuses on the design of a high 

speed low resolution flash ADC in 90nm technology. Capacitive interpolation technique 

was used in this flash ADC in order to reduce the hardware requirement and input 

capacitance. No sample-and-hold (S/H) circuit is needed since the distributed capacitors 
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(including capacitors in the very front end and the interpolated capacitors) serve to  

sample and hold the signals. Offset cancellation and averaging techniques are also 

implemented to reduce the offsets and the non-linearity. The ADC design achieves a 

sampling speed of 2.3GSps with 4 bits resolution in 90nm CMOS technology. 

The second part describes a new comprehensive ADC design methodology for 

capacitive interpolated flash ADCs, aiming to provide a quantitative, yet handy design 

guideline for circuit designers to conduct practical ADC designs. This new ADC design 

methodology provides a quantitative and comprehensive mapping between ADC chip 

level performance specs and various design parameters at different levels, such as, 

interpolation factor, number of stages, pre-amplifier bandwidth, loading effects, transistor 

sizes, technology parameters and etc. It serves to allow IC designers to conduct quick and 

quantitative flash ADC designs for well-balanced overall chip performance in practices. 

A dynamic power consumption analysis technique for capacitive interpolated flash ADCs 

is also discussed. 

Index terms: flash ADC, high speed, interpolation, design methodology, conversion rate, 

resolution,  dynamic power dissipation. 
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CHAPTER 1 

INTRODUCTION 

1.1 Motivation of ADC 

Analog-to-digital converter (ADC) is mostly commonly used in nearly all kinds 

of electronics. In real world, signals such as voice, image and other information are 

analog, but in electronic devices, only digital signals can be processed, which means all 

analog signals needs to be converted into digital signals. An ADC is supposed to 

complete such conversions. It converts the analog signals (voltages, currents and etc.) 

into digital signals (normally binary), which will be processed by a DSP in electronic 

devices. On the other hand, a digital-to-analog converter (DAC) performs the opposite 

way (DAC is not discussed in this thesis). Digital signals processed by a DSP are sent to 

a DAC and converted to analog signals so that people can hear the music, see the image, 

and etc.  

Therefore, it is obvious that the AD/DA converter is an indispensable part and 

plays a key role. It is like a translator connecting the real world and the electronic devices. 

Whatever the electronics are evolving, since the real world is analog, the AD/DA 

converter can never be disappeared. This may be the only motivation of researching and 

designing AD/DA converters. Figure 1.1 shows how this AD/DA conversion process 

works. 
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Figure 1.1 AD/DA Conversion Process. 

There are many different types of AD converters which are used for quite distinct 

purposes. People design ADCs according to their specification requirements. Among all 

kinds of ADCs, high speed ADC is becoming more and more important and widely 

applied nowadays. For example, low-to-medium bit resolution very high speed (4-8 bits 

and over several GSps speed) ADCs have applications in UWB systems, disk driver, 

radar detection, wide band radio receivers and optical communication links, while 

medium-to-high bit resolution high speed ADCs (8-14 bits and hundreds of MSps to 1-2 

GSps speed) have application in CCD imaging, ultrasonic medical imaging, digital 

receivers, base stations, digital video (for example, HDTV), xDSL, cable modems, and 

fast Ethernet. 

This research mainly focuses on low resolution very high speed flash ADC (4-bit 

2GSps capacitive interpolated flash ADC) design and its methodology. The design 
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methodology is novel and creative work which has never been researched before, and 

finally exciting results are obtained. This new methodology builds up a quantitative 

mapping between ADC performance (sampling rate and resolution bits) and design 

parameters, such as, interpolation factor, number of stages, pre-amplifier bandwidth, 

loading effects, transistor size, etc. Thus it provides an accurate and quick bottom-up 

design method for capacitive interpolated flash ADC design and its optimization 

 

1.2 Principles of ADC Operation 

The principle of how an ADC is working is shown in Figure 1.2 [1]. The 

continuous-time input signal is first sampled by a sample-and-hold (S/H) circuit and 

transformed into a discrete-time signal. Then the sampled signal is quantized and given a 

quantization level approximately. The last step is encoding, each quantization level 

encoded into a binary number. This binary number is the final output for an ADC and 

will be sent to the next stage – DSP. 
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Figure 1.2 The Principle Operation of an ADC. 

During S/H operation, the input signal is sampled with a sampling frequency of fs, 

which means the S/H circuit is tracking the input signal in the first phase and held for a 

certain value in the second phase. According to Nyquist theorem, as long as the 

bandwidth of the input signal is less than fs/2, the input signal can be recovered without 

any information lost [1]. 

In the quantization, the full scale of the input range is divided into 2N steps by a 

quantizer, where each step is equal to VLSB=VFS/2N. Since the sampled signals will be 

mapped to the discrete quantization levels, it is obvious that irreversible errors, 

quantization errors, are introduces, which prevents the exact the reconstruction [1]. The 

transfer function of quantization errors is shown in Figure 1.3 [1]. From the Figure, the 

maximum quantization error is easily obtained as 2q LSBe V≤ . 
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Figure 1.3 The Transfer Function of Quantization Errors. 

 The binary outputs are encoded by an encoder. Normally, for suppressing sparkle 

code and metastability, a string of thermomteter codes (outputs of the quantization block) 

are first encoded into Grey codes, and then binary outputs. The overall transfer function 

of an ADC is illustrated in Figure 1.4 [1]. 

 

Figure 1.4 The Transfer Function of an ideal ADC. 
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1.3 Characterization of ADC 

Analog to digital converters are characterized in a number of different ways. 

Some of them are measured as static performance, and some are measured in frequency 

domain. 

1.3.1 Static Performance 

1.3.1.1 Differential Nonlinearity 

The step size in the non-ideal data converter deviates from the ideal size ∆ and 

this error is called the differential nonlinearity (DNL) error [1]. Simply speaking, it is the 

measure of the maximum deviation from the ideal step size of 1 LSB. 

For a DAC the DNL can be defined as the difference between two adjacent analog 

outputs minus the ideal step size; while for the ADC, it is the difference between 

transition points. The normalized expression is: 

, 1 ,

, 1 ,

( )

          ( )

t k t k
k

a k a k

x x
DNL ADC

x x
DAC

+

+

− − Δ
=

Δ
− − Δ

=
Δ

% %

% %
                                             (1.1) 

where , 1t kx +%  and ,t kx%  are the analog inputs for AD converters, and , 1a kx +%  and ,a kx%  are 

the analog outputs for DA converters. 

Figure 1.5 shows the DNL errors below [2]: 
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Figure 1.5 DNL Errors in ADC and DAC. 

1.3.1.2 Integral Nonlinearity 

The total deviation of an analog value from the ideal value is called integral 

nonlinearity (INL). It is the deviation of the entire transfer function from the ideal 

function. The normalized INL is expressed as [1]: 

, ,

1

1
        ( )      (For both  and )

a k a k
k

k

i

x x
INL

DNL i ADC DAC
−

=

−
=

Δ

=∑

%

                    (1.2) 

where ,a kx%  and ,a kx  are the actual and ideal outputs of the converter respectively. 

Figure 1.6 shows the INL errors below [2]: 
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Figure 1.6 INL Errors in ADC and DAC. 

 

1.3.1.3 Offset Errors 

The offset error is difference between the ideal LSB transition point to the actual 

transition point. It is calculated as [1]: 

2 1

, ,
0

1 ( )
2

N

offset a k a kN
k

X x x
−

=

= −∑ %                                                    (1.3) 

Figure 1.7 shows the offset errors below [2]: 
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Figure 1.7 Offset Errors in ADC and DAC. 

 

1.3.1.4 Gain Errors 

The gain error is the deviation from the slope of actual transfer function to the 

slope of ideal transfer function. It is calculated as [1]: 

~

~

, ,

2
,

a a offset

a k a k

a k

X AX X

X X
A

X

= +

⋅
=

                                                          (1.4) 

Figure 1.8 shows the gain errors below [2]: 
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Figure 1.8 Gain Errors in ADC and DAC. 

 

1.3.2 Frequency Domain Measures 

For data converters, the static performances (DNL, INL, offset and gain errors) 

are not sufficient to characterize the ADC. It is more convenient to characterize the ADC 

in frequency domain by measuring the SNR, SNDR, SFDR and ENOB etc. 

1.3.2.1 Signal-to-Noise Ratio (SNR) 

The SNR is the ratio of the ideal sinusoidal input signal power to the noise power. 

It is illustrated as [2]: 

1 2
2s

2
n

P ( 2 ) 2SNR 1.5 2
P 12

        =6.02 1.76 (dB)

N
N

N

−Δ ⋅
= = = ⋅

Δ
⋅ +

                                     (1.5) 
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From the equation above, it is noted that SNR(dB) is increased by 6 dB for every 

additional bit [2]. 

 

1.3.2.2 Spurious Free Dynamic Range (SFDR) 

The spurious free dynamic range (SFDR) is the ratio of the signal power to the 

strongest spurious signal within a certain frequency band. It is expressed in dBc as [2]: 

2

2

Signal PowerSFDR(dBc) 10 log
Largest Spurious Power

                   10 log if

s

A
A

⎛ ⎞
= ⋅ ⎜ ⎟

⎝ ⎠
⎛ ⎞

= ⋅ ⎜ ⎟⎜ ⎟
⎝ ⎠

                      (1.6) 

where Afi is the root-mean-square (rms) value of the fundamental input signal and As is 

the rms value of the largest spurious signal. 

In effect, SFDR indicates the lowest-energy input signal that can be distinguished 

from spurious signals. Any signal below the SFDR cannot be reliably identified as a true 

signal instead of as a spurious one.  
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1.3.2.3 Total Harmonic Distortion (THD) 

 The non-linearities of the ADC generate spectral components at frequencies 

multiple of fi (harmonics) [1]. The THD is the ratio between the power of all harmonics 

and the power of the input signals. It can be obtained as [1], 

1
2

2
2

Total Harmonics PowerTHD(dB) 10log
Input Signal Power

               10 log

H

i

i

N

nf
n

f

A

A

+

=

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

∑                                 (1.7) 

where 2
, in fA  is the power of the spectral component at nfi and NH is the number of 

harmonics. A reasonable number for NH is 9 [1]. 

 

1.3.2.4 Signal-to-Noise and Distortion Ratio (SNDR) 

The SNDR is the ratio of the fundamental input signal power to the total noise 

and distortion power within a certain frequency band [2]. It is defined as: 

Signal PowerSNDR=
Noise and Distortion Power

                                     (1.8) 

SNDR is more useful in the real world, since it takes into consideration of the 

harmonic distortion power. SNDR can also be expressed by SNR and THD,  
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THD(dB) SNR(dB)
10 10SNDR(dB) 10log 10 10

−⎛ ⎞
= − +⎜ ⎟

⎝ ⎠
                              (1.9) 

This could be easily proved as below. First consider the SNR, 

2

2
1

SNR(dB)
2 2 10
1

SNR(dB) 10log

10

i

i

f

n

n f

A
A

A A
−

=

= ⋅

                                                (1.10) 

where 2
1nA  is the noise power. And according to previous equation, the total harmonics 

are 
THD(dB)

2 2 10
, 10

in H fA A= ⋅ .  Therefore, the SNDR is calculated as, 

2

2 2
1 ,

SNR(dB) THD(dB)
10 10

SNR(dB) THD(dB)
10 10

SNDR(dB) 10log

1                 10log
10 10

                 10 log 10 10

if

n n H

A
A A

−

−

⎛ ⎞
= ⎜ ⎟⎜ ⎟+⎝ ⎠

⎛ ⎞
⎜ ⎟=
⎜ ⎟

+⎝ ⎠
⎛ ⎞

= − +⎜ ⎟
⎝ ⎠

                                    (1.11) 

 

1.3.2.5 Effective Number of Bits (ENOB) 

Another useful and straightforward parameter is the ENOB, which is related with 

SNDR. It is expressed as [2]: 

SNDR(dB) 1.76ENOB
6.02

−
=                                         (1.12) 
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 The ENOB indicates the effective number of bits which an ideal ADC could 

achieve according to its SNDR. As one may think, ENOB is definitely smaller than ideal 

bits. 

1.3.2.6 Dynamic Range (DR) 

The range from the full scale to the smallest detectable signal (SNDR=0) is called 

the dynamic range (DR) [2]. It is calculated as: 

Max Signal PowerDR
Min Signal Power (SNR=0dB)
Max Signal Power      

Noise Power

=

=
                             (1.13) 

Normally, it can be expressed as the ratio of maximum signal power to the noise floor 

power. 
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result in other issue, like how to design a fast enough and accurate enough sample-and-

hold circuit.  

 

2.2 Two-Step Flash ADC 

The exponential growth of power dissipation, area, and input capacitance of a 

flash convert makes it impractical for resolution above 5 bits. Therefore, trades-offs 

should be made between the resolution and the conversion rate. A two-step flash ADC is 

applied to trade speed for power dissipation and resolution. 

A two-step flash ADC consists of a coarse flash ADC stage, a DAC, a subtractor 

and a fine flash ADC stage. Normally, a front-end sample-and-hold circuit, an inter-stage 

gain amplifier between the subtractor and the fine flash ADC are necessary. The block 

diagram in Figure 2.4 [3] illustrates the structure of a two step flash ADC.  

 

Figure 2.4 A Two-Step Flash ADC. 
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In this type of ADC, the conversion does not happen all at once as in the flash 

ADC. Here, the conversion takes two steps. During the first step, the most significant bits 

of the digital output are determined by the first stage flash ADC. Then a DAC converts 

this digital result back to an analog signal to be subtracted from the input signal. This 

residue is amplified by the inter-stage gain amplifier and then sent to the second stage 

flash ADC. The second stage flash determines the least significant bits of the digital 

output. 

The key principle of a two-step flash ADC is to amplify the residue of the coarse 

ADC, and this will largely reduce the number of comparators. The number of 

comparators used in a two-step flash is only 2N1+2N2-2 instead of 2N1+N2-1 comparators 

used in a straight flash ADC. 

For example, a 4 bit two-step flash ADC is working as illustrated in Figure 2.5. 

 

Figure 2.5 Principle of a Two-Step Flash ADC. 
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2.3 Folding and Interpolation Converters 

2.3.1 Interpolation 

The large input capacitance, high power dissipation, stringent timing requirement, 

and large area of full-flash architectures have limited the applications. A number of 

circuit techniques have been proposed to alleviate these problems while maintaining the 

one-step nature of the architecture [4]. Among these techniques, interpolation is quite 

preferred. Figure 2.6 [6] shows a simple resistive interpolated flash ADC, where the 

highlighted part is the interpolation block. 

 

Figure 2.6 An Interpolated Flash ADC. 
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In order to reduce the number of the pre-amplifiers of the comparators at the input 

of the flash ADC, the difference between the analog input and each reference voltage can 

be quantized at the output of each pre-amplifier. This is illustrated by means of Figure 2.7 

[4]. 

 

Figure 2.7 Principle of Interpolation Technique. 

In Figure 2.7(a) we can see that pre-amplifier A1 and A2 compare the analog input 

with Vr1 and Vr2, respectively. In Figure 2.7(b), the input/output characteristics of A1 and 

A2 are shown. Assuming zero offset for both pre-amplifiers, it is noted that Vx1=Vy1 if 

Vin=Vr1 and Vx2=Vy2 if Vin=Vr2. More importantly, Vx2=Vy1 or Vx1=Vy2 if 

Vin=Vm=(Vr1+Vr2)/2; i.e., the polarity of the difference between Vx2 and Vy1 or Vx1 and Vy2 

is the same as that of the difference between Vm and Vin [4]. If Vin<Vm, then Vy1<Vx2 or 

Vy2<Vx1; if Vin>Vm, then Vy1>Vx2 or Vy2>Vx1. Therefore, it is doable to compare Vy1 with 

Vx2 (or Vy2 with Vx1) instead of comparing Vin with Vm (the middle value voltage). 

The above observation indicates that the equivalent resolution of a flash stage can 

be increased by interpolating between the outputs of two adjacent pre-amplifiers. Figure 
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Figure 2.9 An Interpolation with a Factor of 4. 

The outputs of two pre-amplifiers are interpolated using two uniform resistor 

strings. As illustrated in figure 2.9(b), since the input/output characteristics of the two 

pre-amplifiers are offset by Vr2-Vr1, as Vin goes from below Vr1 to above Vr2, the 

differential output voltages Vo1,…Vo5 cross zero at Vin=Vr1+k(Vr2-Vr1)/4, for k=0, … , 4, 

respectively. If latches are used to detect the polarity of Vo1,…,Vo5, this configuration 

provides an interpolation factor of 4. Thus, at least four times less reference voltages  and 

front pre-amplifiers (input pre-amplifiers) could be saved depending on the number of 

interpolated stages. Note that the number of latches is still the same as in a full flash 

architecture. 



 
 

 

A c

resistor str

constant in

proportiona

factor exce

 

2.3.2 Fo

Fold

discussed b

large hardw

On the oth

front-end S

advantage o

the flash ar

critical desig

rings and th

n the sign

al to the squ

eds around 

lding 

ding archite

before, a ful

ware require

her hand, a 

S/H circuit

of both stru

rchitecture. F

gn issue tha

he input c

nal path, t

uare of the i

4. Normally

ectures evo

ll-flash arch

ement, inpu

two-step a

t and anal

uctures, appl

Figure 2.10

Fig

2

at should b

apacitance 

thereby red

interpolation

y, the interp

olve from f

hitecture pr

ut capacitan

architecture 

log postpro

ly less hard

0 illustrates 

gure 2.10 A 

24 

be considere

of the fol

ducing the

n factor and

polation fac

full-flash an

rovides a on

nce, power 

largely red

ocessing. F

dware while

the block di

Folding AD

ed is the int

lowing latc

e bandwidt

d hence beco

ctor is rangin

nd two-step

ne-step oper

dissipation

duces the co

Folding arc

 maintainin

iagram of a

DC. 

terpolation 

ches introd

th. This re

omes substa

ng from 2 to

p flash top

ration but s

 and timing

omparators 

chitectures, 

ng the on-ste

a folding AD

factor. The

duce a time

eduction is

antial if this

o 4. 

ologies. As

suffers from

g problems

but adds a

taking the

ep nature of

DC. 

 

e 

e 

s 

s 

s 

m 

. 

a 

e 

f 



 
 

25 
 

The basic principle of folding is to generate a residue voltage through the folding 

circuit and subsequently digitize that residue to obtain the least significant bits (LSB). 

The MSB can be resolved using a coarse flash ADC operating in parallel with the folding 

circuit and hence samples the signal at approximately the same time that the residue is 

sampled. So the folding ADC is a one step ADC actually. A typical folding circuit is 

shown in Figure 2.11. 

 

Figure 2.11 A Typical Folding Circuit. 

The residue quantized by the fine flash ADC is generated by the folding circuit, 

which has the transfer function shown in Figure 2.11 [1]. 
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Figure 2.11 Transfer Function of Folding Circuits: 

(a) Conceptual; (b) Low Speed in Practical. 

  However, in a practical high speed scenario, the actual transfer function of a 

folding signal is shown in Figure 2.12 [1]. The comparison of actual and real function of 

a folding circuit and its non-linearity errors are also illustrated in Figure 2.13 [8]. 

 

Figure 2.12 Transfer Function of Practical High Speed Folding Circuits. 
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Figure 2.13 Outputs of Folding Circuit and Non-linearity Errors. 

From the figure above, it is noted that the linearity in the wave crest is poor. Only 

the zero cross points are accurate. In order to overcome this drawback, parallel folding 

circuit, also called distributed folding circuit, is implemented in the real design, shown in 

Figure 2.14 and 2.15 [8, 11]. 

 

Figure 2.14 A Block Diagram of a Parallel Folding Circuit. 
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Figure 2.15 Parallel Folder Using only Zero-crossings. 

It is manifested that more zero cross points are generated through the way that the 

input signals are feed into multi parallel folding amplifiers [11]. Only the zero cross 

points are used for the comparators to generate the output code. The codes come from the 

fine ADC is periodic circler codes which can be transfer to binary code while he output 

codes from the coarse ADC are just thermometer code. 

If higher bit resolution or more zero-crossings are required, resistive interpolation 

technique can be applied. Figure 2.16 [11] illustrates a folding ADC combined with 
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resistive interpolation technique. As discussed before, interpolation factor is normally 

equal to or less than 4 and resistive interpolation will decrease the gain.  

 

 

Figure 2.16 Folding Circuits Combined with Interpolation. 

Previously, folding circuits obtained all the desired folding signals in a single step. 

Because of the interpolation factor is usually less than 4, more parallel folders are need to 

get enough zero cross point. Generally there is no enough headroom for so many parallel 

folders. In this case, the cascade folding structure can be used. 
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Previous folding structure indeed increases the bit resolution while still 

maintaining relatively high sampling speed. But there are also several limitations [1]: 

1. The load capacitance rises with folding factor, due to the increasing number 

of differential pairs connected to the output, which limits the maximum 

sampling frequency; 

2. Zero-crossing deviations increase and gain decreases due to the large folding 

factor and the not completely unbalanced differential pairs; 

3. The common mode of the output voltage decreases if folding factor increases. 

Therefore, the cascaded folding technique is introduced to mitigate those issues, 

allowing reaching a bit resolution as high as 13 bits, while maintaining a reasonably 

small number of differential pairs [1]. Figure 2.17 [1] shows an example of a cascaded 

folding circuit, where the 1st stage folding circuit has a folding factor of 5 and the 2nd 

stage folding circuit has a folding factor of 3. Thus the overall cascaded folding circuit 

has a folding factor of 15. 

Cascaded folding technique makes it possible to generate larger folding factor 

with relative small interpolation factor because the folding factor can be distributed in 

different stages. More importantly, the interpolated resistor can be distributed in different 

stages. For example, a 2X interpolation in the pre-amplifier, a 2X interpolation in the 1st 

folding stage and a 2X interpolation in the 2nd folding stage will produce an 8X 

interpolation, where each of the folding factor is less than 4. 
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Figure 2.17 A Two-stage Cascaded Folding Circuit. 

 A more general N stage cascaded folding circuit is presented in Figure 2.18, 

where FF[k], FB[k] and IF[k] are folding factor, number of folding circuits and 

interpolation factor of kth folding stage [1]. 

 

Figure 2.18 An N-stage Cascaded Folding Circuit. 
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2.4 Pipelined ADC 

Pipelined ADCs are one of the most popular architectures for high resolution 

(over 10 bits up to 16 bits) and relative high speed (ranging from a few MSps to hundreds 

of MSps) applications. Pipelined ADCs have multiple cascades stages, compared to the 

two-step flash ADC which has just two stages. Each stage of the pipelined ADC consists 

of a sample-and-hold circuit, a sub-ADC, a DAC, a subtractor and an inter-stage gain 

amplifier. The block diagram of a pipelined ADC is illustrated in Figure 2.19. 

 

Figure 2.19 A Pipelined ADC. 

The first stage sample-and-hold circuit samples the analog input signal, and then 

the sub-ADC converts the analog signal to digital outputs, which are called the most 

significant bit (MSB); meanwhile, the DAC converts the digital outputs back to an analog 

signal to be subtracted from the input signal, and this residue is amplified by the inter-
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pipelined ADC is part of a feedback system [3]. In addition, the number of stages does 

have great impact on the noise performance, power dissipation, linearity and accuracy. 

As a matter of fact, the stage partition of a pipelined ADC is considered as the 

most important and critical job. Stage partition may vary depending on different 

considerations, like noise, power consumption and area etc. A proper stage partition can 

reach a good performance and vice versa. Therefore, to design a pipelined ADC is a 

trade-off job among noise performance, conversion rate, power dissipation and etc. 

 

2.5 Summary of ADCs 

The previous contents illustrate several different kinds of ADCs used in the 

industry. Each type of ADCs has its own advantages and disadvantages. It is very 

important to choose the proper ADC in practical designs. For examples, Ultra-Wide Band 

(UWB) systems are applying flash ADCs in order to reach high speed while image sensor 

systems are using pipelined ADCs because of the high resolution requirement.  

Table 2.1 shows the specification ranges of different ADCs. 

 Flash Folding and 

Interpolation 

Pipeline Sigma-Delta

Resolution Less than 6 bits 6-8 bits 8-14 bits Over 14 bits 
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Table 2.1 Summary of Different Types of ADCs. 

  

Sampling 

Rate 

Up to 5-6GSps 

in CMOS 

Up to 1GSps Up to 200MSps Up to 10MSps 

Power Hundreds mW 

to several W 

Hundreds mW Hundreds mW Tens of mW 

to hundreds 

mW  
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CHAPTER 3 

4-BIT 2.3 GSPS ADC DESIGN 

3.1 High Speed ADC Requirements 

For a MOSFET, the highest intrinsic frequency that can be obtained is called the 

characteristic frequency. This characteristic frequency is normally considered how fast a 

MOSFET can work ideally and is expressed as, 

( )2

3 if a MOSFET in saturation region.
2 4

or  if a MOSFET in velocity saturation.
2

m
T gs T

gs

sat
T

gf V V
C L

vf
L

μ
π π

π

= = −

=

           (3.1) 

 From the equations above, it is obvious that reducing the channel length or 

increasing the overdrive voltage will increase the characteristic frequency fT, and the 

channel length is having larger impact than the overdrive voltage. Another interesting 

thing is that for velocity saturation case, characteristic frequency fT has nothing to do with 

the overdrive voltage and is only inverse proportional to L instead of L2. 

 Those two phenomenon illustrates that technology scaling down is good for 

increasing the ADC speed since the channel length decreasing, although the overdrive 

voltage inevitably keeps going down. This is correct whatever a MOSFET is in saturation 

or velocity saturation. On the other hand, it is not comprehensive to think technology 

scaling down is absolutely good for high speed ADCs. Due to the scaling, the power 
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supply is also decreasing, which means the input and output ranges are decreasing. If the 

input/output ranges are smaller, as offsets, mismatches and noises in short channel 

technologies behaving more severely, it is harder to overcome the undesired factors and 

hence reduces the overall performances, such as SNDR, ENOB, INL, DNL and etc. 

 Therefore, it is very much trade-off work to design a high-speed ADC in short 

channel technology. Higher speed may result in relatively poorer performance. However, 

even though there are some defects, technology scaling down is definitely the trend for 

high speed ADC designs and the only way known so far to increase the speed. More and 

more extreme high speed ADCs are under 90nm, 65nm or even 45nm CMOS 

technologies with a sampling rate reaching up to 10GSps. 

3.2 Proposed Architecture 

As introduced in Chapter 2 before, the most used and proper architectures for high 

speed ADC (over GSps) are flash and interpolation/folding. This proposed low-resolution 

high-speed flash ADC (4 bit 2.3 GSamples/s) applies capacitive interpolation and offset 

cancellation, where offset cancellation is implemented by capacitive averaging technique 

since it has no edge effect. Besides, the averaging capacitors also function as 

interpolation devices. No S/H circuit is used, instead capacitors are applied and working 

with switched-capacitor circuits.  

The specification is shown in Table 3.1. 
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 Parameter Typical value 

DC Accuracy DNL +/- 0.5LSB 

 INL +/- 0.8LSB 

 No missing code  

Analog Input Voltage Range 0.6Vpp 

Digital Output Output voltage 1.2V 

 Coding  Binary 

Power Supply Analog part 1.2V 

 Digital part 1.2V 

Dynamic Performance SNDR 22dB 

 SNR 22dB 

 SFDR 27dB 

Conversion Rate  2.3GSps(90mW)   

S/H Circuit  No S/H Circuit 

 

Table 3.1 Specification of a 4-bit 2.3-GSps Flash ADC. 
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3.2.1 Differential Switched-Capacitor Pre-amplifier 

 Switched-Capacitor circuits are very often used in modern CMOS designs. 

Accurate S/H circuits, operational amplifiers with accurate amplification, differentiators, 

integrators and etc. all apply switched-capacitor circuits. 

 In this flash ADC, a specific switched-capacitor pre-amplifier is designed. There 

are many advantages of applying it, which will be discussed in this section and the 

following sections. For high speed flash ADC, it is not possible to apply a separate S/H 

circuit in the front since the S/H circuit can’t operate under high speed and will definitely 

reduce the overall speed. So normally, a simple capacitor is used as an S/H circuit in 

order to sample and hold the input signals. Combining the capacitor with pre-amplifier, a 

switched-capacitor pre-amplifier is constructed. It is not only for amplifying the signals 

(pre-amplifier) but also for sampling and holding input signals (S/H circuit). Other 

advantages, such as offset cancellation, averaging and capacitive interpolation, can also 

be provided by switched-capacitor pre-amplifiers. 

 Shown below is a differential switched-capacitor pre-amplifier, which is applied 

in the design. 
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Figure 3.1 A Differential Switched-Capacitor Pre-amplifier. 

where Cp and Cn (Cp=Cn) are sampling capacitors and ph1 and ph2 are two non-overlap 

control signals. The switched-capacitor pre-amplifier is working under two phases. First, 

take a look at the working mode in phase 1 as illustrated in Figure 3.2. 
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Figure 3.2 A Switched-Capacitor Pre-amplifier Working in Phase 1. 

During ph1, four switches (highlighted in red) are closed and the pre-amplifier 

forms a closed-loop circuit with its input and output connected together. It is easily 

obtained that, 

( ) _ _ _ _ and ,  

Therefore 
p n c o p o n o p n o n p

p n

V V A V V V V V V

V V V

− ⋅ = − = =

= =
                     (3.2) 

Also consider the charge stored on both capacitors, 

( ) ( )
( ) ( )

_ _

_ _

n r n n n r n

p r p p p r p

Q V V C V V C

Q V V C V V C

= − ⋅ = − ⋅

= − ⋅ = − ⋅
                                  (3.3) 
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This equation indicates that the differential reference voltages are applied and 

stored on both capacitors. 

During ph2, the switched-capacitor pre-amplifier will take the input signals and 

amplify the differences between inputs and references. The working mode is shown 

below. 

 

Figure 3.3 A Switched-Capacitor Pre-amplifier Working in Phase 2. 

During ph2, ph1 switches open and ph2 switches closed, the differential input 

voltages are applied to both capacitors. Since the right plates of both capacitors are 

floated and no current allowed flowing, the charge on each capacitor will not change. So 

the following equation is obtained, 
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( ) ( )

( ) ( )

( ) ( ) ( ) ( )

' '
_ _

'
_ _

' '
_ _

'
_ _

' '
_ _ _ _ _ _ _ _

;

.

Thus, 

n i n n n r n n

i n n r n n

p i p p p r p p

i p p r p p

p n i p i n r p r n i p r p i n r n

Q V V C Q V V C

V V V V

Q V V C Q V V C

V V V V

V V V V V V V V V V

= − ⋅ = = − ⋅

⇒ − = −

= − ⋅ = = − ⋅

⇒ − = −

− = − − − = − − −

     (3.4) 

Therefore, the outputs of the pre-amplifier can be expressed as, 

( )
( ) ( )

' ' ' '
_ _

_ _ _ _                

o p o n p n

i p i n r p r n

V V A V V

A V V V V

− = ⋅ −

⎡ ⎤= ⋅ − − −⎣ ⎦
                              (3.5) 

which clearly indicates that the differences between the input and reference signals are 

amplified. Because this pre-amplifier amplifies signals in open-loop, the working speed 

can be very high for a low gain. 

The previous analysis shows that a switched-capacitor pre-amplifier can be 

applied to high speed flash ADCs acting as both an S/H circuit and a gain-stage amplifier. 

 

3.2.2 Capacitive Interpolation 

Interpolation technique, as introduced in Chapter 2, is mostly often used in high 

speed flash ADC design, because it reduces the input impedance and the number of 

references. There are typically two kinds of interpolation techniques, resistive 

interpolation and capacitive interpolation. Resistive interpolation uses resistors as the 

loads for pre-amplifier to generate zero-crossing points (details in Chapter 2).  The 

interpolation factor of resistive interpolation could be any integer value theoretically 
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depending on how many segments of resistors are interpolated. Normally the factor 

ranges from 2 to 5. On the other hand, capacitive interpolation uses capacitors as the 

loads instead, and has a fixed interpolation factor of 2. A very typical structure of an 

interpolated ADC core with an interpolation factor of 2 is shown in Figure 3.4. 

 

Figure 3.4 A Typical Interpolation Technique with Interpolation Factor of 2. 



 
 

45 
 

The two interpolation techniques have their own advantages and disadvantages. 

Compared with resistive interpolation, capacitive interpolation may apply several 

cascaded stages to reach the same required resolution bits because of its low interpolation 

factors, and will finally result in decreasing the overall ADC speed (analyzed in Chapter 

4). However, capacitive interpolation is relatively easier to sample and hold the signals if 

switched-capacitor circuit is applied. Besides, the resistive interpolation could lower the 

pre-amplifier’s gain and cause accuracy issues. Therefore, choosing the proper 

interpolation technique is very important and should depend on the practical specification. 

In this thesis, capacitive interpolation is preferred because it uses a purely reactive 

averaging network between the outputs of the adjacent amplifiers [8]. It requires neither 

over range comparators which consumes a lot of power, nor any static averaging 

termination. Besides, external sample-and-hold circuit is not necessary since the 

interpolation capacitors used as distributed front-end S/H circuit at each stage can sample 

the signals [8]. 

The principle of capacitive interpolation is illustrated in Figure 3.5. All the 

capacitors including the front end and interpolated ones are acting as distributed S/H 

circuits. All the interpolated capacitors are acting as two purposes, one for interpolation 

and the other for averaging. The interpolated capacitors have capacitances only half of 

the non-interpolated ones. Because as we know before the voltage in the interpolated 

node is the middle voltage of two adjacent output voltages of the pre-amplifiers, in order 
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to charge the interpolated capacitor to the required voltage value within the same time 

period as others do, half capacitance of the interpolated capacitor is applied. 

 

Figure 3.5 Capacitive Interpolation Techniques. 

During phase Φ1 the input signal is tracked and the amplifier works in the reset 

mode. At the end of the phase Φ1 the input signal is sampled at the input capacitors.  
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During phase Φ2 the reference voltage is tracked and then the voltage difference 

between the input voltage and the reference voltage is coupled to the input node of the 

amplifiers. At this period the amplifier works in the amplification mode so that the 

voltage difference is amplified. 

From this figure it is noted that the capacitors interpolate the reference voltage. 

The middle amplifier compares the voltage difference between the input and the half 

value of the reference. So another zero crossing point can be generated. By the 

capacitance interpolation the static power is zero. That is another benefit [9]. 

One drawback of the capacitive interpolation is the capacitive divider and the 

input capacitance of the amplifier during the amplification phase [8]. The overall gain of 

each stage is given by the intrinsic gain of the amplifier ad the capacitive interpolation 

factor. In order to minimize the total input capacitance of the converter, the sampling 

capacitors will be chosen as small as possible. 

 

3.2.3 Averaging Technique 

 For flash ADCs, as discussed before, if interpolation technique is applied, zero-

crossing points will be generated. Ideally, the zero-crossings are equally placed as shown 

below [10]. 
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Figure 3.6 Zero-crossings Ideally Placed by Interpolation. 

 However, the non-linear transfer function of the pre-amplifiers will cause the 

deviation of the zero-crossings, which are away from their ideal locations, as illustrated 

below. 

 

Figure 3.7 Zero-crossings Deviation Due to Non-linearity. 
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 It is easy to understand that the deviations (offsets) are actually resulted from the 

mismatches of the pre-amplifiers and the loadings (resistors or active components). 

Moreover, the location of different zero crossings are uncorrelated random variables [10]. 

Therefore, utilization of averaging technique will reduce the offsets of the pre-amplifiers. 

The averaging network produces output voltages, which are determined by a weighted 

sum of the outputs of several differential pairs [10]. There are different kinds of 

averaging techniques, such as resistive averaging, capacitive averaging and etc. A general 

averaging network is shown below [10]. 

 

Figure 3.8 A General Averaging Technique Network. 

 Fortunately, interpolation and averaging techniques can both be implemented in 

one way, either resistively or capacitively. In this thesis, because capacitive interpolation 

is applied, capacitive averaging technique is used accordingly. 

 A capacitive averaging network is illustrated below. 
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Figure 3.9 A Capacitive Averaging Network. 

  During clk = high, clk switches on, the output voltages of the pre-amplifiers are 

charged (sampled) to capacitors C/2. For node A1, two capacitors being connected 

together, so the total charge of the two is 1 22 2O O
C CQ v v= ⋅ + ⋅ . During clk = low, clk_b 

switches on, a charge redistribution will occur, the total charge is then 

'
1 1OA OA PQ v C v C= ⋅ + ⋅ . Since the charge doesn’t change, so the input voltage of the 

latched comparator is obtained as 



 
 

51 
 

1 2
1 2

O O
OA

P

v vCv
C C

+
= − ⋅

+
                                              (3.6) 

where CP is the parasitic capacitance at node A1. 

 If the two pre-amplifiers have offset voltages VOS1 and VOS2 respectively, the 

offset in the input of latched comparator 1 is easily calculated as, 

1 2
1 2

OS OS
OSA

v vv +
= −                                                (3.7) 

As illustrated above, the input offset is the average of VOS1 and VOS2. Assuming the 

standard deviations of VOS1 and VOS2 are σOS1 and σOS2 respectively, and σOS1 = σOS2 =σOS, 

the following is obtained, 

1 2
OS

OSA
σσ =                                                   (3.8) 

 Therefore, it is clearly shown that the standard deviation of the offset voltage is 

decreased because of averaging technique. 

 

3.2.4 Offset Cancellation 

In this ADC design, the offset cancellation technique is applied. First, let’s take a 

look at the input offset storage (IOS). Figure 3.10 depicts a configuration employing this 

technique. 
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Figure 3.10 An Input Offset Storage Technique. 

During Φ1, ph2 and ph3 are closed, a unity gain feedback loop is established and 

the offset is stored in the capacitor. During Φ2, ph1 is closed and ph2 and ph3 are open, the 

input signal is added and amplified. In the offset cancellation mode [4], 

( )( )0

0

0

,  

    
1

out OSA out

out OSA

V V A V
AV V

A

− − =

=
+

                                       (3.9) 

Thus, the amplifier output offset is nearly VOSA, in contrast to the no offset 

cancellation, output being A0VOSA. 

An improved way to cancel the offset is the output offset storage (OOS) shown in 

Figure 3.11. 
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Figure 3.11 An Output Offset Storage Technique. 

During Φ1, ph2 and ph3 are closed, and the offset is amplified and stored. During 

Φ2, ph1 and ph4 are closed, ph2 and ph3 are open, the output voltage is calculated as, 

 

( )
( )

-

     -
     

out in OS C

in OS OS

in

V A V V V

A V V A V
A V

= ⋅ +

= ⋅ + ⋅

= ⋅
                                     (3.10) 

Thus the output offset is ( )
0 0

OSL
OS tot

VqV
A C A
Δ

= + . 

In this thesis, since capacitive interpolation is applied, which requires cascaded 

pre-amplifier networks, the multi-stage offset storage technique is used. Figure 3.12 

shows the structure in differential form. 
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Figure 3.12 A Multi-stage Offset Storage Technique. 

Do a quick analysis below. During Φ1, the switches highlighted in Figure 3.13 are 

closed, and references and offsets voltages are both stored. Thus, it is obtained that 

( )Re ReC C f f offsetV V V V V+ − + −− = − − . 
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Figure 3.13 Offset Cancellation During Φ1. 

During Φ2, the witches highlighted in Figure 3.14 are closed while other switches 

are open. so ( ) ( )o in in C C offsetV A V V V V V+ − + −⎡ ⎤= ⋅ − − − −⎣ ⎦ . Substituting for VC+-VC-, it is 

calculated that ( ) ( )Re Reo in in f fV A V V V V+ − + −
⎡ ⎤= ⋅ − − −⎣ ⎦ . Therefore, the offset is cancelled 

and difference between input and reference is established. 
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Figure 3.14 Offset Cancellation During Φ2. 

  Multi-stage offset storage technique is quite often used in capacitive interpolation 

flash ADCs. 

  

3.2.5 Comparators 

A comparator is the last step of signal comparison, which determines the output a 

high voltage (VDD) or a low voltage (GND) before sending to the digital back-end, an 

encoder. For high speed ADCs, latched comparators are mostly applied because of the 

very fast comparison speed. There are mainly three types of latched comparators [10], 
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static latched comparator, Class-AB latched comparator and dynamic latched comparator. 

One common of all these latched comparators is that they are all positive feedback 

circuits, which thereafter result in very fast comparison. In this thesis, the dynamic 

latched comparator is used because it has the fastest comparison speed. 

First, take a look at the static latched comparator, which was shown in Figure 3.15 

[10]. 

 

Figure 3.15 The Structure of a Static Latched Comparator. 

 During reset, Latch_b = high, M5a and M5b are on and push the outputs to ground. 

M1a/b and M2a/b are acting as a pre-amplifier, which mirrors the current through M3a/b [10]. 

During regeneration, Latch_b = low, M5a/b are off and the current starts flowing into M4a/b. 

M4a and M4b are cross-coupled, forming a positive feedback loop. Depending on the input 
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voltages, either M4a or M4b will turn on first and initiates the regeneration process. If VIN > 

VIP, the current flowing through M3b is larger, and M4a will turn on first, thus finally push 

down VOP to GND and VON to VDD. 

 The static latched comparator presents poor power efficiency because the pre-

amplifier is always working and consuming static power. And the comparison speed is 

limited since there are two dominant poles, one at the output node of the pre-amplifier 

and the other at the output node of the regenerator [10]. However, the kickback noise is 

very small [10]. 

 Another latched comparator is called Class-AB latched comparator, shown below 

in Figure 3.16. As the name illustrated, the regeneration is done by two cross-coupled 

Class-AB inverters. 
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Figure 3.16 A Structure of Class-AB Latched Comparator. 

 During reset phase, latch = low, M5 is cut-off and no current flows through M3a/b 

[10]. M4, the reset switch, turns on, besides M4 along with M2a/b together forms the loads 

to the pre-amplifier so that signals can be amplified. During regeneration phase, latch = 

high, M4 turns off. M2a/M3a and M2b/M3b form two cross-coupled inverters, which are 
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positive feedback circuits. Therefore, the output signals will be either pushed up to VDD 

or pushed down to GND momentarily.  

 As clearly illustrated in the Class-AB latched comparator, there is only one pole 

which is located at the output nodes, so the circuit has a faster speed than static one 

(because of larger bandwidth). On the other hand, because of rail-to-rail connections at 

output nodes, the output voltages will be capacitively coupled to inputs [10] and of 

course disturbing the inputs, which causes larger kickback noise. 

 The third type as well as the fastest and the most power efficient is the dynamic 

latched comparator, which is applied in this thesis. The structure is shown in Figure 3.17. 
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Figure 3.17 A Structure of Dynamic Latched Comparator. 

 During reset phase, Latch = low, transistors M4a/M5a and M4b/M5b are on, and 

reset the output nodes and the drains of differential pair (M1a/M1b) to VDD [10]. Besides, 

M6 is off and no current flow in the circuit. 

 During regeneration phase, Latch = high, transistors M4a/M5a and M4b/M5b are cut 

off while M6 turns on and current starts flowing into the differential pair. And the source 

voltages of M2a and M2b begin to decrease, which results in turning on M2a and M2b. But 

depending on the input voltages, one of the two transistors will turn on first. Thus, the 

two cross-coupled inverters, M2a/M3a and M2b/M3b, start working and form a positive 
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feedback loop. Finally, one of the outputs is pulling up to VDD and the other one is 

pushing down to GND. 

 For example, during regeneration phase, if VIP > VIN, the drain current of M1a is 

larger than that of M1b, which means the drain voltage of M1a has been pushed down 

harder than that of M1b, so the drain voltage of M1a is lower. This lower drain voltage 

results in turning on M2a first and pushing down the drain voltage of M2a, VON. Very 

shortly later, M1b will be turned on after M1a, and does the same things, pushing down 

VOP. However, the faster and first decreasing VON will turn on M3b and pulling up VOP to 

VDD whereas increasing VOP further turns on M2a and pushing down VON. It is obvious 

that M2a/M3a and M2b/M3b form a positive feedback circuit. Therefore, VOP will finally be 

pulled up to VDD and VON will be pushed down to GND. 

 It has been noted that the dynamic latched comparator hardly consumes static 

power consumption. The current flow only exists at the beginning of the regeneration 

phase for a very short period, so it is very power efficient. However, the nodes where the 

drains of M1a/M1b connect have rail-to-rail excursion, originating a large kickback noise 

[10]. And there is another type of kickback noise source: the variation of the operating 

region of the differential pair [10]. 

 Therefore, the dynamic latched comparator is applied because of its fastest speed 

and most power efficient properties, although it also maintains the largest kickback noise. 
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3.2.6 Clock 

The clock must be applied in a flash ADC system not only to control switched-

capacitor circuits but also to coordinate each block functioning correctly. The clock used 

for switched-capacitor circuits controls the switches on and off in order to sample and 

hold the signals. And for the whole system, the clock coordinates analog parts and digital 

parts respectively as well as comprehensively. The principle of how the clock is working 

in a capacitive interpolated flash ADC will be discussed in the following paragraph. The 

timing control information of the whole ADC system is illustrated in Figure 3.18. Note 

that in the thesis, four stages of pre-amplifiers are implemented. 

 

Figure 3.18 Clock Control of the ADC. 

The ADC system designed is consists of four pre-amplifier stages, one dynamic 

latched comparator stage and an encoder stage, all of which must be under control of the 

right timing system. Each pre-amplifier stage contains differential pre-amplifiers and 

coupling capacitors that are controlled by clocked switches. The capacitors are used for 

sample and hold signals as well as acting as interpolation and averaging. The clock 
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generator will generate two-phase non-overlapping clock signals to control all the 

switches to make sure they open and close in the correct order.  

For analog part (ADC core), during phase1, all the phase1 switches are on and the 

input signals are tracked through capacitors; pre-amplifiers are working in reset mode. 

During phase2, phase1 switches off and phase2 switches on, the reference voltages are 

added to capacitors and pre-amplifiers are working in amplification mode so that the 

outputs come out. Note that the signals will pass through the 4 pre-amplifier stages and 

one dynamic latched comparator stage in sequential by only one clock cycle. 

 The encoder is also synchronized by the clock signals. A bunch of D flip-flops are 

used in front-end of the encoder to capture the outputs of analog part (thermometer 

codes), so the timing must be controlled very carefully to make sure only the wanted 

signals are captured. More detailed information will be discussed in the following part. 

 

3.2.7 Encoder 

 Encoder, also called digital backend, is used to convert the thermometer codes 

into binary digits for DSP processing. A typical structure of an encoder is illustrated 

below. 
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Figure 3.19 A Structure of an Encoder. 

The thermometer codes (15 thermometer codes in this thesis) are first captured by 

D flip-flops resulting in a series of 1-of-n codes, which contains only one “1” and others 

are “0”. Then these 1-of-n codes are encoded to 4-bit Grey codes. Finally, Grey codes are 

converted into 4bit binary digits. 

Because of metastability and sparkle code issues shown in the previous chapter, 

Gray code is applied. The good property of Grey code, changing only one digit at each 

time, endows itself with correcting one error of the thermometer codes (either a 

metastability or a sparkle code).  

The most critical part is the DFF. When thermometer codes come, the clock 

signal should guarantee that its rising or falling edge must sit in the right location and 

have enough setup and hold time for triggering. The timing is depicted in Figure 3.20. 
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Note that DFF is implemented by CMOS construction using only inverters and 

transmission gates. 

 

Figure 3.20 The Timing Requirement for DFF to Capture Thermometer Codes. 

 

3.2.8 Low Voltage Differential Signal 

For high speed digital systems the traditional CMOS output buffer can not work 

well to drive the off chip capacitors because of the high voltage swing. In this situation 

low voltage differential signal (LVDS) is good choice because of the high power 

efficiency and low power supply voltage LVDS. It can speed up the data transfer 

frequency up to giga Hz with much lower power dissipation then the traditional emitter 

coupled logic (ECL). LVDS uses differential data transformation mode with low-voltage 
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swing (250-400mV). Typically the LVDS signal varies in magnitude from 1.05V to 

1.45V at the common mode voltage of 1.25V. The resistance load for LVDS driver is 100

Ω  (50Ω  for each terminal). So the LVDS driver can be seen as a current source with 

switched polarity as shown in Figure 3.21. 

 

Figure 3.21 Principle of a LVDS. 

The four switches are controlled by the digital signal D and its inverse signal ܦഥ. 

When digital signal D is high, the current Ib go through the resistors from node Vop to 

node Von. The voltage from node Vop to node Von is determined by the product of the 

resistors value (100) and the current value. As the resistance load is 100Ω , the bias 

current determines the output swing. When the digital signal is low, the current go from 

node Von to node Vop. The voltage swing is the same with the previous case but the 
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polarity is opposite. LVDS receiver can capture the polarity of the differential signal and 

amplify the signal to rail-to-rail. The recovered signal can be used by another chip or 

equipment. This is the theory of LVDS driver circuits. In some case when the data rate is 

very high, we much increase the bias current to drive the off chip capacitance to satisfy 

the speed requirement.  

 

3.3 Prototype Design 

3.3.1 Schematic Design 

This 4-bit 2.3GSps capacitive interpolated flash ADC is designed under SMIC 

90nm technology. It consists of several blocks, including a clock generator, an ADC core 

(composed of pre-amplifiers and dynamic latched comparators) an encoder and of course 

a bias circuit. The top schematic of the ADC is illustrated in Figure 3.22. 
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Figure 3.22 Top Schematic of the ADC Block. 

The clock generator is used to handle switches in the ADC core system (including 

pre-amplifiers and dynamic latched comparators) to sample and hold the signal, and as 

well as the switches in the encoder block.  

The clock generator is implemented by two cross-coupled SR latches and a bunch 

of inverters to increase the driving capability. Two cross-coupled SR latches are used 

because non-overlap clock signals are required in pre-amplifiers for sampling and 

holding signals. The schematic is shown in Figure 3.23. 
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Figure 3.23 A Schematic of the Clock Generator Block. 

The ADC comparing block is the core system of an ADC. As discussed before, it 

consists of pre-amplifier stages, which are used for amplification, and a dynamic latched 

comparator stage, which is used for determination, output either VDD or GND.  

Capacitive interpolation, averaging and offset cancellation techniques are all 

applied into pre-amplifiers to reduce references, non-linearity and pre-amplifiers’ offsets. 

Two non-overlap clock signals are also used in pre-amplifiers in order to control the 

switches and let the pre-amplifiers function in proper order. The schematic is shown in 

Figure 3.24. 

Note that the last stage is the dynamic latched comparator stage while the 

previous four stages are pre-amplifier stages. 
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Figure 3.24 A Schematic of the ADC Comparing Block. 

From the schematic above, it is noticed that the interpolation factor is 2 for each 

stage. 

In this ADC comparing block, the first four stages are pre-amplifiers, both edge 

ones and interpolated ones, shown in Figure 3.25 and 3.26 respectively. 
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Figure 3.25 A Schematic of the Edge Pre-amplifier. 

 

Figure 3.26 A Schematic of the Core Pre-amplifier. 
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The last stage is called the final comparator, which is composed of a dynamic 

latched comparator, an SR latch and some inverters. An SR latch is used because after 

each comparison (output either a VDD or GND) by a dynamic latched comparator the 

output will be pulled up to VDD (see details in Chapter 3.2.5) again, an SR latch is 

applied to maintain the comparison result until triggered by next clock (new comparison). 

The schematic of the final comparator is illustrated in Figure 3.27. 

 

Figure 3.27 A Schematic of the Final Comparator. 

The final comparators will output a series of digital thermometer codes. The 

thermometer codes are supposed to be sent to the encoder block, which consists of some 

DFFs, NANDs, NORs and inverters, shown in Figure 3.28. The encoder block first 

converts the thermometer codes into 1-of-N codes, and 1-of-N codes are converted to 
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Grey codes for preventing the sparkle code and metastability. Finally, the Grey codes will 

be converted into binary codes as outputs for next DSP processing. 

 

Figure 3.28 A Schematic of the Encoder Block. 
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The binary codes are sent to the buffer to obtain CMOS outputs or LVDS outputs 

depending on the practical use. Figure 3.29 shows the schematic of the buffer block. 

 

Figure 3.29 A Schematic of the Buffer Block. 

Finally, the outputs of the ADC are obtained from the buffer if the ADC is 

working at high sampling speed or from the encoder directly if it is working at low 

sampling speed. 
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3.3.2 Layout Design 

Layout demonstrates the physical implementation of an integrated circuit. The 

process of constructing layouts for mixed-signal integrated circuits has stubbornly defied 

all attempts at automation. The shape and placement of every polygon and lead require a 

thorough understanding of the principles of device physics, semiconductor fabrication 

and circuit theory [10]. 

Illustrated below is the layout of an improved 4-bit 1GSps capacitive flash ADC, 

where the original one is from [11]. 

 

Figure 3.30 Top Layout of the 4-bit 1GSps Flash ADC. 



 
 

77 
 

The clock signals used for most other blocks are very critical and should be 

placed and routed very carefully to avoid any frequency decrease and asynchronization. 

The encoder is supposed to be separated from the analog ADC core part and then CMOS 

driver and LVDS driver using I/O devices are placed close to the pads. The LVDS driver 

is used when the sampling frequency is high. Because of the CMOS characteristic of 

infinity input impedance the ADC can also work at very low frequency. If this is the case 

CMOS driver is chosen to save power.  

 

3.4 Simulation Results 

Simulation results are shown in this part. Figure 3.31 illustrates the simulation 

result of the clock generator, where two non-overlap clock signals are generated. 
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Figure 3.31 Simulation Result of Clock Generator. 

From the result, it is noted that a sinusoidal input signal is given to the clock 

generator, and two phase clock outputs are generated after this block. This is input signal 

is working at 2.3G Hz. 

The final simulation results are shown in Figure 3.32. A ramp signal from the 

minimum input range to the maximum is used as the input and the outputs are the binary 

codes rising from 0000 to 1111. Based on the transition point we can estimate the 

performance of the ADC including INL, DNL, offset, gain error etc.  
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Figure 3.32 Final Simulation Result of the ADC. 

 

0

0.5

1

8 10 12 14 16 18

O
ut
pu

t 
(V
)

Time (ns)

B0

0

0.5

1

8 10 12 14 16 18

O
ut
pu

t 
(V
)

Time (ns)

B1

0

0.5

1

8 10 12 14 16 18

O
ut
pu

t 
(V
)

Time (ns)

B2

0

0.5

1

8 10 12 14 16 18

O
ut
pu

t 
(V
)

Time (ns)

B3



 
 

80 
 

3.5 ADC Testing 

 In this section, typical ADC testing will be presented. As discussed in Chapter 1, 

a bunch of critical parameters, including static parameters (DNL & INL) and dynamic 

ones (THD, SFDR & SNDR), are supposed to be tested for ADC circuit. First, a quick 

review of these parameters is required. 

 DNL (differential non-linearity) - the difference between a specified code bin 

width and the average code bin width, divided by the average code bin width. 

 INL (integral non-linearity) - the maximum difference between the ideal and 

actual code transition levels after correcting for gain and offset. 

 THD (total harmonic distortion) - the square root of the sum of squares of a 

specified set of harmonic distortion components including their alias. 

 SFDR (spurious-free dynamic range) - the ratio of the amplitude of the 

ADC’s average output spectral component at the input frequency to the 

amplitude of the largest harmonic or spurious spectral component observed 

over the full Nyquist band. 

 SNDR (signal-to-noise and distortion ratio) - the ratio of the root-mean-

square (rms) amplitude of the ADC output signal to the rms amplitude of the 

output noise, where noise includes not only random errors but also nonlinear 

distortion and the effects of sampling time errors. 
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3.5.1 Sinusoidal Wave Test Set-up 

A sine wave test set-up, suggested by IEEE Std. 1241-2000, is supposed to be 

applied to test the ADC. Sinusoidal waves are chosen for high-speed ADC testing due to 

the availability of generating high-quality sinusoidal signals, suitability for DFT and 

dynamic parameter tests, and easy to remove the non-linearity of the signal source [11]. 

Figure 5.1 illustrates the ADC test set-up environment, which composes of three 

parts, test signal generator, ADC under test and output data analyzer [11]. 

CLOCK GENERATOR

SINE-WAVE GENERATOR

SIGNAL GENERATOR

FILTER

FILTER
ADC

UNDER
TEST

LATCH DEMUX

BUFFER
MEMORY

COMPUTER

PROGRAMMABLE
DELAY

ADD

REQUIRED

OPTIONAL  

Figure 3.33 An ADC Test Set-up Environment. 

The signal generator is producing sinusoidal input signals and clocks. Two/three-

tone tests are supposed to be conducted using multiple sinusoidal generators, while a 

noise generator is applied to provide low-level dither. Noises and harmonics of the input 

test signal must be reduced by implementing low/band-pass filters. The circuit which is 

used to capture the digital data samples from ADC is determined largely by the data rate. 
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Hence, a buffer memory, e.g. a logic analyzer, is recommended to acquire sampled data 

from a high speed ADC, with the accumulated samples downloaded to a computer at a 

slower rate [11]. 

 

3.5.2 Equivalent-Time Sampling (ETS) Method 

Real-time oscilloscopes operating in real-time acquisition mode capture an entire 

waveform in a single trigger event. This method guarantees a sample rate that is fast 

enough to get all the samples required to accurately reconstruct the waveform. However, 

some situations call for higher timing resolution. This can be achieved through an 

alternative way what is called an equivalent-time sampling and extraction method. 

An equivalent time sampling measures only the instantaneous amplitude of the 

waveform at the sampling instant. In contrast to the real-time sampling, the input signal is 

only sampled once per trigger. The next time the scope is triggered, a small delay is 

added and another sample is taken. The intended number of samples determines the 

resulting number of cycles needed to reproduce the waveform. The measurement 

bandwidth is determined by the frequency response of the sampler which currently can 

extend beyond 70 GHz. The equivalent-time sampling is a process where consecutive 

samples of a repetitive waveform are acquired and assembled from multiple repetitions of 

the waveform to produce a record of samples representing a single repetition of the 

waveform [11]. Note that ETS samples the waveform over a number of cycles and can 
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only be used to measure signals that are repetitive. ETS cannot be used for single-shot or 

non-repetitive signals. Illustrated in Figure 5.2 is the principle of an ETS. 

 

Figure 3.34 Waveforms Acquisition Using an ETS. 

The extraction method is carried out by properly choosing repetition rate of an 

input signal tf  and recording D periods of the input waveform in a single record. After 

re-arranging the samples with a simple algorithm, a single period of the input signal is 

obtained as D times the real-time sampling rate. To implement this method, firstly, 

choose integer D based on the required equivalent sample rate, eqf , such that  eq sf Df= , 

where sf  is the ADC sampling frequency. Secondly, decide the number of real-time 

samples, L, taken during each repetition of the input waveform by  int( / )L M D= , where 

M is the number of samples in a record. For an ideal ADC transfer characteristic without 

random noise, the minimum record size M that ensures a sample of every code bin is 
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2NM π= , where N is resolution of ADC. Finally, input signal frequency sf , is set to 

meet 
1i s

Df f
LD

=
−

, with  LD M≤ . Applying a frequency sf  to guarantee that 1LD −  

distinct sampled phases are uniformly distributed between 0 and 2π radians [11]. 

 

3.5.3 Parameter Test Methods 

  1. Measure DNL & INL: Code transition levels are first determined based on a 
feedback loop set-up shown in Figure 5.3. 

ADC under
test

N-bit DAC

VOLTMETER

SPECTRUM
ANALYZER

CLOCK
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COMPARATOR
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A<B

K

Reference code
Kin

Triger
N1 N2

SUB N1 ADD N2
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Figure 3.35 A Block Diagram of a Feedback Loop. 

 Shown above is a so-called digital method distinguishing the previous analog 

methods. The N-bit DAC generates the feedback signal. N1 and N2 are equal to N0, 

which is the value that a DAC decreases (A>=B) or increases (A<B) after each 

conversion cycle when finishing comparing the ADC’s output code, A, and a designated 

reference code, B.  This process repeats until the ADC input settles to a stable average 
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value, which can be either measured by an optional voltmeter or, if the input source is 

well calibrated, computed from its transfer function. To speed up the iterative process, 

choose of N0 is critical. During the test, N0 is usually set a little bit larger, and then 

reduces in binary steps to the point where the appropriate step size is reached for the final 

settling [11]. 

 With the determined transition level, INL is expressed as a percentage of full 

scale or in units of LSBs as, 

[ ] [ ] [ ]100% 100%
2N

FS

k k
INL k

Q V
ε ε

= × = ×
×

                                (3.11) 

where k is the index of the transition level, [ ]INL k is the INL at output code k, [ ]kε is the 

difference between [ ]T k  and the ideal value of [ ]T k  computed from G and OSV  

according to  1[ ] [ ] ( 1)OSG T k V k Q k Tε× + + = × − + , G is the gain, nominally equal to unity, 

OSV is the output offset in units of the input quantity, nominally equal to zero, Q is the 

ideal code bin width expressed in input units, FSV is the full-scale range of [ ]INL k  for all 

k and 1T  is the ideal value corresponding to  [1]T . 

 DNL is given by  [ ] [ ]( ) /DNL k W k Q Q= − , where [ ]W k  is the width of code bin 

k, [ ] [ ]1   T kT k + − , Q is the ideal code bin width [11]. 

 2. Measure THD, SFDR & SNDR: Total harmonic distortion (THD) are 

measured by equation below, 
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∑

∑
                                                (3.12) 

where m = 0, 1, 2, …, M-1, ( )avm hX f is the average magnitude of the component at the 

hth harmonic of ADC output data and M is the number of samples. 

 Spurious components are the sinusoidal frequency elements other than the 

fundamental and harmonics, with respect to a full-scale signal. For a pure sine wave input, 

SFDR is given by, 

( )
( ) ( )( )10

| |
20 log

max | | | |
avm r

dB
avm sp avm h

X f
SFDR

X f X f

⎛ ⎞
⎜ ⎟=
⎜ ⎟∪⎝ ⎠

                          (3.13) 

 The SNDR is the ratio of rms output signal to rms noise, including the distortions 

from a sine wave input. 

rms

rms

signalSNDR
noise

=                                                         (3.14) 

 

3.6 Conclusions 

This chapter presents a practical realization of a 4-bit 2.3GSps capacitive 

interpolated flash ADC.  
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For this flash ADC, in order to reach high speed, distributed sample-and-hold 

circuit which is composed of coupling capacitors and pre-amplifiers is applied in the 

design. The capacitors are also having a function of capacitive interpolation and 

averaging techniques, where capacitive interpolation network consumes no static power 

dissipation and capacitance averaging has no edge effect. Offset cancellation is used as 

well to compress the pre-amplifier’s offset. 

Final design and simulation results are illustrated in the end. 
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CHAPTER 4 

FLASH ADC DESIGN METHODOLOGY 

4.1 Motivation  

As mentioned in previous chapters, flash ADCs with interpolation techniques are 

extraordinary important and have been widely used in high-speed systems. It is generally 

known that in practical design such high-speed interpolated ADCs design is very 

changing, very experience-based and trial-and-error work. Unfortunately, there isn’t any 

even qualitative design matrix not mention a quantitative analysis and methodology but 

only a few [12, 14] discussed some design trade-offs. No wonder flash ADC designers 

have often been puzzled by complex factors between ADC chip performance and its 

architecture, circuit, device and technology details.  

This kind of experience-based design may work fine before. However, as system 

performance continues advancing and market demands intensify rapidly, such rough 

designs are no longer good enough and it is imperative to provide designers a relatively 

quantitative, accurate, less trial-and-error and more rational design methodology to 

balance or optimize various design factors. This means a quantitative matrix and clear 

mapping between the ADC chip specs (e.g., resolution, sampling speed, size and power 

dissipation) and low level factors, such as, process parameters, device parameters, block 

circuit parameters, topologies and architectures, is highly required. 
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Therefore, this thesis was supposed to provide such a quantitative flash ADC 

design methodology. The thesis researches a comprehensive design matrix analysis and 

quantitative design approach for capacitive interpolated flash ADCs aiming to address the 

design challenges. It describes quantitatively the complex relationship among critical 

factors including ADC speed, interpolation factors, number of stages, pre-amplifier 

bandwidth, transistor parasitic effects, transistor sizes and technology parameters, etc. 

The quantitative design technique intends to enable designers to make rapid and 

predictive decisions in flash ADC designs to achieve both trade-offs and performance 

optimization in practice. 

 

4.2 Cascaded Multi-Stage Bandwidth Reduction 

 To fully understand the interpolation effect on flash ADC, it is necessary to first 

study a cascaded multi-stage network since the interpolated flash ADC system is quite 

similar to that type of network. 

 For a one-stage single-pole amplifier, the frequency response can be easily 

obtained as, 

( )
1

V

L

AH
j

ω
ω ω

=
+

                                                     (4.1) 

where AV is open-loop gain, 1
L

out outR C
ω = , Rout and Cout are output resistance and 

capacitance for the amplifier, respectively. 
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 The -3dB frequency of this amplifier is calculated by setting ( ) 1
2 VH Aω = , 

which results in the bandwidth as, 

3
1

dB L
out outR C

ω ω− = =                                                      (4.2) 

For a multi-stage (i.e., n stages) cascaded amplifier network, shown in Figure 4.1, 

 

Figure 4.1 A Multi-stage Cascaded Amplifier Network. 

assuming all stages are identical to each other, the overall network frequency response is 

expressed as, 

( ) ( ) ( ) ( ) ( )1 2 1
1,1

n
n V

n
L

AH H H H H
j

ω ω ω ω ω
ω ω

⎛ ⎞
= ⋅ = =⎡ ⎤ ⎜ ⎟⎣ ⎦ ⎜ ⎟+⎝ ⎠

L                         (4.3) 
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Let ( )
1,

1
1 2

n

nV
V

L

AH A
j

ω
ω ω

⎛ ⎞
= =⎜ ⎟⎜ ⎟+⎝ ⎠

, therefore the system overall bandwidth is 

obtained, 

1 1

3 , 1, 1, 32 1 2 1n n
dB total L dBω ω ω− −= ⋅ − = ⋅ −                                    (4.4) 

From the equation above, it is readily observed that the total bandwidth for a 

multi-stage cascaded amplifier network is significantly reduced and narrower than that 

for a single-stage amplifier circuit. This overall frequency reduction effect must be taken 

into consideration in the interpolated flash ADC designs to optimize the ADC 

architectures and hence the overall chip performance according to specs. 

 

4.3 Bandwidth Analysis for Capacitive Interpolated Flash 

ADCs 

 Generally, an interpolated flash ADC core consists of pre-amplifier stages and the 

comparator stage. Figure 4.2 illustrates a typical structure with an interpolation factor of 

2. 



 
 

92 
 

 

Figure 4.2 A Typical Interpolation Structure. 

The number of the pre-amplifier stages varies depending on the ADC bit 

resolutions and the interpolation factors required. In general, a higher ADC resolution 

requires more stages. On the other hand, use of a larger interpolation factor helps to 

reduce the number of stages. Detailed impacts of the interpolation flash ADC structure on 

the ADC bandwidth will be discussed in this section.  
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Basically speaking, different signal propagation paths and loading effects have 

different contributions to the overall system’s bandwidth. Figure 4.3 depicts the effects 

and locations of pre-amplifiers in a practical 4-bit capacitive interpolated flash ADC.  

 

Figure 4.3 Different Located Pre-amps Having Different Effect on Overall Bandwidth. 

This interpolated ADC core consists of edge pre-amplifiers and interpolated pre-

amplifiers. As discussed before, the cascaded pre-amplifiers, used for interpolation 

purpose, will reduce the overall bandwidth because of the increase of the number of 
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stages. And this reduction results in direct decrease of the overall frequency bandwidth 

for the flash ADC.  

On the other hand, it is realized that the pre-amplifiers at different locations have 

different loading effects of capacitance and resistance. Obviously, each interpolated pre-

amplifier is loaded by three succeeding pre-amplifiers (in practical design sampling 

capacitors will be applied between previous pre-amplifier and succeeding pre-amplifiers), 

while each edge amplifier has a lighter loads coming from two succeeding pre-amplifiers. 

Therefore, it is easy to understand that these interpolated pre-amplifiers will definitely 

have larger time constants and hence narrower bandwidth, which finally result in 

reducing the ADC speed. Considering the fact that the comparators in the final stages 

have little impact on flash ADC speed because they are normally some kinds of dynamic 

latched comparators, which can compare the signals at a speed much faster than pre-

amplifiers, the bottle neck of a flash ADC speed is typically set by the heavily-loaded 

interpolated pre-amplifiers network.  

Therefore, the above analysis makes it clear that two main factors have critical 

impacts on the flash ADC core bandwidth and hence the sampling speed. The first one is 

the multi-stage cascaded pre-amplifiers and the second one is the significant loading 

effects of the interpolated pre-amplifiers. Both structural factors will reduce the flash 

ADC sampling rate inevitably. Obviously, the multi-stage interpolated pre-amplifier 

chains with largest loads represent the slowest signal propagation path, which hence 

determines the final speed of the capacitive flash ADC core, as illustrated in Figure 4.4. 
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Figure 4.4 One Example of the Slowest Propagation Path. 

 This can be quantitatively comprehended as following. For an edge amplifier 

loaded with two succeeding pre-amplifiers, the equivalent load capacitance and resistance 

are shown in Figure 4.5. 
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Cp

Rout

0.5Cs

Cm Cgs,in

Cs

Cm Cgs,in

 

Figure 4.5 An Equivalent Loading Circuit of an Edge Pre-amplifier. 

Rout and Cp are the output resistance and the parasitic capacitance of the edge pre-

amplifier respectively, where Cp includes Cdg, Cds, Cdd, Cdb. Cs is the sampling 

capacitance used in practical design. Cm is the miller capacitance, and Cgs,in and Cgd,in is 

the gate-source and gate-drain capacitance of the succeeding pre-amplifier. Therefore the 

total load capacitance for an edge pre-amplifier is calculated as, 
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( )
( ) ( )

, ,

, ,

 1.5 //

     1.5 // 1

L edge p s m gs in

dg ds dd db s V gd in gs in

C C C C C

C C C C C A C C

= + ⋅ +

⎡ ⎤= + + + + ⋅ + ⋅ +⎣ ⎦
                (4.5) 

Note that one of the sampling capacitance (interpolated capacitance) is only 0.5Cp, 

because the capacitor used for interpolation has half the value of normal sampling 

capacitor. The reason of this is that the voltage after being interpolated reduces to half of 

the value and in order to maintain the same charging or discharging time the capacitance 

of the interpolated capacitor is also reduced to half. But it is not a problem when doing 

analysis if assuming the interpolated capacitance remains Cp for simplicity. From 

Equation (4.5), the bandwidth of the edge pre-amplifier can be obtained as 

( )-3dB, edge ,1 out L edgeR Cω = ⋅ . The last stage pre-amplifier may have different loads from the 

previous ones since it is connected to the comparator. For simplicity, it is reasonable to 

assume the last stage pre-amplifier still maintain the same load. 

However, the interpolated pre-amplifier maintains a larger load capacitance as 

illustrated in Figure 4.6. The load capacitance can be calculated as below, 

( )
( ) ( )

, ,

, ,

2 //

           2 // 1

L central p s m gs in

dg ds dd db s V gd in gs in

C C C C C

C C C C C A C C

= + ⋅ +

⎡ ⎤= + + + + ⋅ + ⋅ +⎣ ⎦
               (4.6) 

It is clear that the load for interpolated pre-amplifier is larger, and hence the 

bandwidth will be reduced, i.e., ( )-3dB, interpolate ,1 out L centralR Cω = ⋅ <  -3dB, edgeω . Therefore, 

among all cascaded pre-amplifier networks, the multi-stage interpolated pre-amplifiers 
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have the lowest bandwidth and the overall bandwidth of the ADC system is mainly 

determined by the interpolated pre-amplifier network. 

 

Figure 4.6 An Equivalent Loading Circuit of an Interpolated Pre-amplifier. 



 
 

99 
 

Apply Equation (4.6) into Equation (4.4), one can obtain the overall bandwidth of the 

capacitive interpolated flash ADC as, 

( )

1

3dB,ADC 3dB,interpolate

1

,

2 1

1             2 1
2 //

n

n

out p s m gs inR C C C C

ω ω− −= ⋅ −

= ⋅ −
⎡ ⎤⋅ + ⋅ +⎣ ⎦

                         (4.7) 

As a result, Equation (4.7) readily illustrates that the overall bandwidth of a capacitive 

interpolated flash ADC can be substantially reduced by both the multi-stage interpolation 

technique and the relatively heavier loads of the interpolated pre-amplifiers, and hence 

the sampling rate is reduced as well. 

The previous analysis has clearly illustrated the interpolation’s impact on the capacitive 

flash ADC qualitatively and quantitatively. Furthermore, it also states that whole-chip 

flash ADC design matrix is desirable and realistic, which maps critical ADC 

specifications, such as, resolution, sampling rate with key ADC architectural parameters, 

e.g., interpolation factor and number of stages. 

 

4.4 Sampling Speed Analysis for Interpolated Flash ADC 

With the detailed frequency bandwidth analysis for capacitive interpolated flash 

ADCs discussed previously, this section presents quantitative analysis of sampling rates. 

Start with a single one-pole amplifier circuit, based upon the previous analysis for the 

frequency response, its voltage response signal in time domain can be readily obtained as, 
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( )0 1
t

V inv t A v e τ
−⎛ ⎞

= ⋅ ⋅ −⎜ ⎟
⎝ ⎠

                                              (4.8) 

where τ is the time constant given by L LR Cτ = ⋅ , Av is the low frequency amplifier gain, 

and RL and CL are the load resistance and capacitance of the amplifier, respectively. 

It is easy to understand that the time required to amplify the input signals to a 

certain magnitude value depends strongly on the difference of the input signals. For 

example, an amplifier is likely to take a longer time to amplify the inputs if the difference 

of the input signals is smaller; and vice versa. 

 For an ADC system, the worst case, which means the slowest response, is when 

the input signal sits in the middle of two adjacent references, which means the difference 

between the input and either adjacent reference is 1 2⁄  LSB. Figure 4.7 illustrates the 

worst case and normal case scenarios. 

 

Figure 4.7 Input Sitting Between Any Two Adjacent Reference. 
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 From the figure above, it clearly indicates that if the input is located in the middle 

of two adjacent references, both หV୧୬ െ V୰ୣ୤_୬ห and หV୧୬ െ V୰ୣ୤_୬ାଵห will be equal to 1 2⁄  

LSB; while if the input sits anywhere besides mid-point, one of the differences (หV୧୬ െ

V୰ୣ୤_୬ାଵ|) is less than 1 2⁄  LSB and the other (หV୧୬ െ V୰ୣ୤_୬ห) is larger than 1 2⁄  LSB. 

Therefore, think about this way, two adjacent multi-stage pre-amplifier networks will 

both take a time period of t0 for the amplification if the input sits in mid-point; on the 

other hand, one multi-stage pre-amplifier network will take a shorter time period t1 (t1 < t0) 

and the other will take a longer time period t2 (t2 > t0) if the input sits in a non-mid-point. 

The latter situation is better for an ADC system if the Grey encoder is applied. Because in 

the first case both adjacent analog outputs could experience in metastability or even 

errors but in the latter case only one analog output (smaller difference one) is 

experiencing in metastability or an error. By implementing Grey encoder, which is 

immunity to one error, that single error in the latter case could be corrected and all analog 

outputs would be encoded correctly. 

 The outputs of pre-amplifier networks will be sent to latched comparators, where 

output signals should be large enough (larger than a certain minimum value) in order to 

be sensed by the latched comparators for accurate signal comparisons. If considering the 

whole multi-stage pre-amplifier networks as one big amplifier system which has only a 

single pole, one can get a similar equation as deduced in Equation 4.8.  

( ) , 1 overall

t

o V overall inv t A v e τ
−⎛ ⎞

= ⋅ ⋅ −⎜ ⎟⎜ ⎟
⎝ ⎠

                                                (4.9) 
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where ( )ov t  is the output of this one big amplifier, ,V overallA  is the overall gain of the 

amplifier and overallτ  is of course the overall time constant. 

As it is obvious, ,V overallA  and overallτ  could be in different values depending on 

various multi-stage pre-amplifier networks. The largest overallτ  is when the signal 

propagates through every interpolated pre-amplifier stage as analyzed before. So given a 

certain time period and an input signal, different multi-stage pre-amplifier networks will 

result in different values of outputs. In another way saying, if the values of outputs are 

fixed, smaller gain and input are leading to a slower response time t. Thus applying the 

worst case idea, the following equation can be obtained, 

1

1 1 1
2 2

t
n
V Ln A LSB e vτ

−

−

⎛ ⎞
⋅ ⋅ ⋅ ⋅ − = Δ⎜ ⎟

⎝ ⎠
                                       (4.10) 

where LvΔ  is the minimum voltage a latched comparator can sense, n is the number of 

pre-amplifier stages, 
Full Scale

2nLSB = , τis the overall pre-amplifier time constant, VA  

is the gain of each pre-amplifier, and 1

1
2

n
Vn A− ⋅  is the smallest gain that amplifies the input 

signal, since each interpolated signal from the second stage is only amplified by 
1
2 VA⋅ . 

Solving Equation (4.10), the slowest response time is easily reached, 
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                                             (4.11) 

From Equation (4.11), several things could be concluded:  

1.The larger a LvΔ , the longer the response time;  

2. The larger an  VA , the shorter the response time; 

3. The larger an LSB, the shorter the response time; 

4. Also it is noticed that larger FS or smaller number of bit resolution, shorter 

response time. 

All the observations listed above are making sense. Some of them are really 

accordance with previous bandwidth conclusions. If LvΔ  is larger, which means the 

latched comparator has a lower sensitivity, the output of the pre-amplifier has to be larger 

to trigger the latched comparator. Consequently, this larger output will require the pre-

amplifiers to take a longer time to amplify the input signal.  Similarly, a larger VA  will 

take a shorter time to amplify the input signal for a latched comparator. However, a larger 

VA  will certainly lead to a smaller frequency bandwidth. Furthermore, with a larger LSB, 

even if in the worst case, input signal sitting right in the middle of adjacent references, 
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the response time is faster. Finally, obviously to understand, smaller bit resolution is 

definitely resulting in faster speed. 

Therefore, it is very important to realize that the response time varies according to 

the design details, e.g., values of pre-amplifier gain, sensitivity of the latched comparator, 

least significant bit (LSB) or full scale range and the bit resolution. 

The input signal to an ADC core system is first sampled and then amplified 

throughout the pre-amplifier chain network. Assume a usual clock duty circle of 50%, 

amplification will work for only half of the clock period, i.e., 1
2 2

s
s

s

Tt
f

= =
⋅

, where ts is 

the response time of the overall pre-amplifier circuit chain, Ts is the clock period and fs is 

generally defined as sampling speed for the ADC. Thus, combining previous equations 

and conclusions, the sampling rate for a flash ADC is, 
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                                  (4.12) 

where fspeed,ADC is the overall ADC sampling speed, f-3dB,all is the overall bandwidth of the 

cascaded interpolated pre-amplifier chain network, and f-3dB,central is the frequency 

bandwidth of each individual interpolated pre-amplifier. 

Therefore, the sampling speed of an ADC system is quantitatively established. 

This is very important, meaningful and exciting conclusion. Equation (4.12) depicts that 

the sampling speed for a capacitive interpolated flash ADC is quantitatively related with 

its internal interpolated pre-amplifier bandwidth, interpolation factor, bit resolution and 

the number of stages used. By developing this quantitative equation, one intends to 

provide a useful design mapping matrix and methodology for practical IC designers to 

efficiently design and optimize a flash ADC chip, which are largely experience-based and 

qualitative oriented so far. Obviously, the sampling speed of a capacitive interpolated 
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flash ADC is significantly limited by many factors and much slower than a pure 

theoretical flash ADC. This is mainly because that interpolation function increases the 

numbers of pre-amplifier stages and their loads, which results in substantial reduction in 

the total ADC bandwidth and increase of signal propagation. 

  

4.5 Device and Technology Factors in the ADC Design Matrix 

Further linkage of ADC specifications with the device and technology factors is 

discussed in this section. An individual pre-amplifier bandwidth, ( )3 1 2dB out Lf R Cπ− = ⋅ ⋅ , 

can be directly linked to device and technology parameters if expanding the expression, 

such as, dielectric constant and thickness for gate oxide, transconductance (gm), drain 

conductance (gds), transistor channel width and length (W/L), gate overlap capacitance 

determined by doping density and junction lateral diffusion, etc. For example, the output 

resistance, Rout, is closely related to 1/gm or 1/gds of a transistor in a given technology, 

where mg W L∝  and  1dsg L∝ . CL is also related to W and L. Thus the overall ADC 

sampling speed can be directly linked to the transistor device parameters and process 

factors. 

Consider the cut-off frequency (fT) of a single transistor, which is generally 

considered as the maximum working frequency of a transistor, it is found that for an 

NMOS FET transistor, its cut-off frequency is given as, 

1
2

m
T

gs gb gd

gf
C C Cπ

=
+ +

                                               (4.13) 
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and gm is proportional to the overdrive voltage, i.e., (Vgs-Vth), of an MOSFET transistor if 

it is not in velocity saturation state. Therefore Figure 4.8 presents the relationship 

between the cut-off frequency and the overdrive voltage for a single NMOS (minimum 

size for maximum cut-off frequency) transistor simulated using 90nm foundry CMOS 

process. 

 

Figure 4.8 The Cut-off Frequency of a minimum-sized NMOS. 

Typically, for a 90nm CMOS technology, the overdrive voltage for an MOSFET 

ranges from 0.1 to 0.3V. Hence, from the figure shown it is reasonable to expect that an 

MOSFET transistor may easily have a cut-off frequency of approximately 60GHz. If 
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assuming all the interpolated pre-amplifiers in a capacitive interpolated flash ADC chip 

are composed of single transistor and neglecting all other possible factors, a theoretically 

maximum ADC sampling speed can be obtained from Equation (4.14). Taking a flash 

ADC as an example with interpolation factor of 2, resolution of 4bits, and applying same 

capacitive interpolation design structure, its overall sampling rate is derived as, 

1

,

1
4

1
ln

2 2
1

FS

2 2 1
3

2            2 2 1 70 0.58 60G=34.8
3

n n
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n
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n
speed ADC T

v

A

f f

G GSps

π

Δ ⋅ ⋅
−

⋅

= ⋅ ⋅ − ⋅
⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

= ⋅ ⋅ − × ≈ ×

                         (4.14) 

Therefore, the maximum sampling speed for this 4-bit capacitive interpolated 

flash ADC with an interpolation factor of 2 can be theoretically as high as 34.8Gsps. 

Obviously such highly desired super sampling speed is not practically possible for any 

ADC in silicon processes at 90nm or even lower technology nodes. Nevertheless, this 

theoretical value at least manifests how fast an ADC can operate. Furthermore, the 

quantitative relationship established in this thesis can serve as a valuable design guideline 

for practical flash ADC designs. 
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4.6 Design Verification 

The quantitative design methodology depicted in previous sections effectively 

maps the ADC chip specifications with various factors and parameters at architecture 

levels, block circuit levels, device and technology levels. Experimental validations of this 

new capacitive interpolated flash ADC design matrix were conducted under two different 

technologies. The first design example is a 4-bit capacitive interpolated flash ADC in a 

90nm foundry CMOS process. The ADC core architecture is the same as Figure 4.3, 

where the interpolation factor is m=2 and number of stages n=4. Each interpolated pre-

amplifier has a frequency response illustrated in Figure 4.9. Note that each interpolated 

pre-amplifier is loaded by three sampling capacitors and other output parasitic. 

 

Figure 4.9 Frequency Response of an Interpolated Pre-amplifier in 90nm CMOS. 
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 From the figure, the bandwidth of each interpolated pre-amplifier can be obtained 

as 3.3GHz. The comparator used in the ADC is a dynamic latched comparator and 

designed with a minimum sensitivity of 20mV. The gain of each pre-amplifier stage is 

about two. Apply all above parameters into Equation (4.12), the overall sampling speed 

for this 4-bit capacitive interpolated flash ADC is obtained as, 

1
4

,

4 4

4

2 1 3.3 2.8

1ln
20 2 21
2 400

speed ADCf GSps

mV
mV

π
= ⋅ − × =

⎛ ⎞
⎜ ⎟
⎜ ⎟

⋅ ⋅⎜ ⎟−⎜ ⎟⋅⎝ ⎠

                   (4.15) 

 Equation (4.15) clearly illustrates that the theoretically maximum sampling speed 

is calculated as 2.8GSps according to the novel mapping methodology. However, the 

actual simulation result shows that the maximum ADC sampling rate can only reach as 

high as about 2.3Gsps, which is depicted in Figure 4.10. 



 
 

111 
 

 

Figure 4.10 4 Bit 2.3GSps ADC Simulation Results in 90nm CMOS. 
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 The figure above shows the final 4-bit 2.3GSps ADC simulation results. Given a 

ramp input signal, so the outputs are supposed to start at 0000 and increment to the 

maximum code 1111, which is clearly manifested. This simulation result is reasonable 

close to theoretical analysis. 

To further validate the technology influence on ADC whole chip performance, 

another example of 4-bit capacitive interpolated flash ADC was designed in a foundry 

0.13um CMOS technology. For fair comparison, both designs use the same ADC 

architecture and topology with an interpolation factor of 2 and other important parameters, 

such as number of stages, pre-amplifier gain etc. Following the same procedure as 

discussed before, the individual gain-bandwidth relationship for the interpolated pre-

amplifier is obtained as shown in Figure 4.11. 

 

Figure 4.11 Frequency Response of an Interpolated Pre-amplifier in 130nm CMOS. 
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 The bandwidth is obtained as 1.4GHz. Consequently, the final maximum 

sampling speed for the same flash ADC in the 0.13μm CMOS is found to be, 

1
4

, 2 1 1.4 1.22

1ln
2 21
FS

speed ADC

n n
L

n
V

f GSps

v
A

π
= ⋅ − × =

⎛ ⎞
⎜ ⎟
⎜ ⎟

Δ ⋅ ⋅⎜ ⎟−⎜ ⎟⋅⎝ ⎠

                      (4.16) 

Equation (4.16) clearly illustrates that the theoretically maximum sampling speed 

is calculated as 1.22GSps according to the novel mapping methodology. Comparing the 

theoretical value to the practical design, where the simulation results illustrate that the 

ADC sampling speed reaches to 1GSps, shown in Figure 4.12. 
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Figure 4.12 4 Bit 1GSps ADC Simulation Results in 130nm CMOS. 

The above two capacitive interpolated flash ADC design examples clearly show 

that the maximum overall sampling speeds from theoretical analysis and simulation 

results in real-world foundry CMOS PDK files are reasonably close to each other, which 

strongly supports this new quantitative flash ADC design methodology. On the other 

hand, if given a set of ADC specifications, the architecture, the critical block circuits, 

such as, pre-amplifiers, and key ADC structural parameters including number of stages 

and interpolation factors, can be relatively accurately determined for optimum ADC chip 

performance using this new ADC design matrix. Although, an offset of about 20% (or 

even more, which is dependent on technologies) between this quantitative analysis and 

actual simulation results are observed in ADC designs, which is attributed to the factors 
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associated with some higher order effects not considered in the simplified equations used, 

this new quantitative design methodology shall be of significant value in practical 

capacitive interpolated flash ADC designs. In fact, further improvement of this new 

quantitative ADC design matrix is on-going currently, taking into consideration of some 

more factors and doing more accurate circuit analysis. 

 

4.7 Dynamic Power Analysis of Capacitive Interpolated ADC 

 Power consumption in electronics has become one of the most important concerns 

in the real world and researchers are trying every method to lower it down. For flash 

ADCs, power consumption increases dramatically against bit resolutions and sampling 

speed. As bit resolution goes high in any kind of flash ADCs, the number of pre-

amplifiers definitely increases exponentially and hence power dissipation will be 

extremely large. On the other hand, if the sampling speed continues increasing, design 

parameters like sizes, currents are supposed to be larger to meet the specs, all of which 

will cause increase of power dissipation. 

 Therefore, power estimation of flash ADCs is very much required. For normal 

flash ADCs, power estimation is easy and straightforward. However, high-speed 

capacitive interpolated flash ADC power estimation is very complicated due to the 

capacitors’ charging and discharging effects which consume varying but relatively large 

dynamic power if working at very high speed and with medium-high resolution bits. 

Current ADC power analysis techniques reported mostly focus on static power only [37, 
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38]. So, this thesis will provide a rough analysis of power consumption in capacitive 

interpolated flash ADC. 

 Consider a switched-capacitor amplifier shown in Figure 4.13. It is obvious that 

the input capacitors (Cin and Cip) are charging and discharging when the switches are 

turned on and off. Same happens to output capacitors (Con and Cop). 

 

Figure 4.13 A Switched-Capacitor Amplifier. 

 It is clear that dynamic power will be dissipated during the capacitors’ charging 

and discharging. Calculating the dynamic power is no easy task because of so many 

uncertainties, such as voltage variations on the capacitors, switching probability, parasitic 

capacitance and etc. Some simple simulation result shows that the current flowing from 

the capacitor to ground has periodic spikes when capacitors charge and discharge. This 
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definitely confirms the consumption of dynamic power. Normally speaking, the dynamic 

power dissipation can be expressed as, 

, in L

2 2
in in in L out out         

D totalP P P

C V f C V fα α

= +

= ⋅Δ + ⋅Δ
                                   (4.17) 

where α is switching probability, C is capacitance including the parasitic one, VΔ is 

voltage change and f is frequency. Note that the input and output capacitors in capacitive 

interpolated flash ADC are used for interpolation, hence parasitic capacitances should be 

considered when calculating dynamic power. 

For a practical switched-capacitor pre-amplifier used in an ADC operating at 

2GHz, the maximum dynamic power dissipation is estimated as (α=0.5 for simplicity), 

( )2 2
, 0.5 100f 0.3 2G 100f 0.6 2G 2

         90
D totalP

Wμ

= × × × + × × ×

=
                         (4.18) 

Here, roughly calculating the input and output load capacitances are about 100fF and the 

voltage variations of the input and output are 0.3 and 0.6 volts. Comparing the dynamic 

power with the static power, which is about 2.28mW, the dynamic power is still 

relatively small for a single pre-amplifier. However, for the whole ADC core, the overall 

dynamic power could be relatively larger. The capacitive interpolation makes whole chip 

power estimation complicated, because the edge pre-amplifiers and interpolated pre-

amplifiers have different input and output voltages and loading capacitors. For this 4-bit 

ADC designed in a 90nm technology foundry, the dynamic power is roughly (including 

19 edge pre-amplifiers and 15 interpolated pre-amplifiers), 
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=

                     (4.19) 

 Meanwhile, the overall static power consumption is calculated as 77.52mW. 

Hence, dynamic power is about 5% of the static power. Although still relatively small, 

the dynamic power does increase faster than static power because of interpolation, which 

makes some pre-amplifiers have more input capacitors and heavily loaded, resulting in 

much more dynamic power dissipation. 

As sampling speed increases and bit resolution gets higher, the dynamic power 

can no longer be ignored. For example, at a speed of 10GSps, rough calculation shows 

that the dynamic power dissipation could easily reach to at least 50mW, which becomes 

non-negligible. The static power dissipation increases too, reaching to several hundreds 

of mW. On the other hand, if the resolution bit increases, more stages and more 

interpolation are needed, which result in more pre-amplifiers and hence certainly larger 

dynamic power dissipation too. 

 

4.8 Conclusions 

This section presents a practical design methodology technique for designing 

capacitive interpolated flash ADCs, which allows quantitative analysis of influences of 

technology, device, circuit and structural parameters on whole-chip ADC performance. 

The quantitative mapping between ADC performance specs and design parameters, such 
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as, interpolation factor, number of stages, pre-amplifier bandwidth, loading effects, 

transistor size, technology parameters, etc., will enable IC designers to conduct quick and 

rational flash ADC design with optimum design balance and whole chip performance. 

This section also develops a roughly but newly accurate dynamic power analysis 

technique, which provides dynamic power estimation for capacitive interpolated ADC. 

This dynamic power dissipation cannot be ignored at high sampling speed or medium bit 

resolution. Finally, the design methodology was validated by practical design of 4bits 

flash ADCs in commercial 90nm and 0.13μm CMOS technology. 
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CHAPTER 5 

CONCLUSIONS 

5.1 Conclusions 

The thesis presents a new comprehensive design methodology for capacitive 

interpolated flash ADCs, which was verified by design of a 4-bit 2.3GSps flash ADC. 

The new ADC design methodology provides a comprehensive and quantitative 

mapping between chip level ADC performance specs (e.g., sampling speed, bit resolution,  

etc.) and the critical design parameters at different levels, such as, interpolation factor, 

number of stages, pre-amplifier bandwidth, loading effects, transistor sizes, technology 

parameters, etc. This new ADC design methodology aims to provide IC designers with 

comprehensive, quantitative, yet handy design guidelines to conduct practical flash ADC 

designs to achieve well-balance and overall optimized ADC chip performance. A new 

accurate dynamic power analysis technique for capacitive interpolated flash ADC is 

described, which allows more accurate power estimation including the non-negligible 

dynamic power dissipation at high sampling speeds for ADC.  

The design technique was validated by actual designs of 4-bit flash ADCs in 

commercial 90nm and 130nm CMOS technologies. Capacitive interpolation, averaging 

and offset cancellation techniques were used in the designs. The capacitive interpolation 

reduces the number of pre-amplifiers in the front (i.e., reducing the reference voltages). 
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The averaging technique decreases the non-linearity. The offset cancellation suppresses 

the offsets of pre-amplifiers and comparators. Four stages of pre-amplifiers, one stage of 

dynamic latched comparator and Grey code to prevent the sparkle code and metastability 

are used in the new flash ADC designs.  

 

5.2 Future Work 

Flash ADCs may be further improved by some design techniques. For example, a 

bandgap reference, which is widely used in data conversion systems, voltage regulators 

and memory systems, can be used in ADC designs to ensure very stable reference 

voltages. 

The basic idea of BGR is to add a proportional to absolute temperature (PTAT) 

voltage to the emitter-base voltage (VBE), so that the first-order temperature dependency 

of the pn junction is compensated by the PTAT voltage, and a nearly temperature 

independent output [35] is generated. The PTAT voltage is actually the thermal voltage 

(Vt) of the pn junction. VBE or the forward voltage of a pn-juction diode exhibits a 

negative temperature coefficient while the difference between VBE, say ΔVBE, is directly 

proportional to the absolute temperature. Thus the reference voltage is expressed as [36]: 

ref BE tV V K V= + ⋅                                                 (5.1) 

If choosing a proper value of K, the reference is theoretically independent of temperature 

and external supply, illustrated below. 
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A simplified schematic of a factional BGR is illustrated in Figure 5.3 [36], where 

a fractional BGR is applied in sub 1-V applications. 

 

Figure 5.4 A Simplified Schematic of A BGR. 

The PMOS size M1, M2 and M3 are the same, R1=R2 and Q2 is N times larger than 

Q1 in size area. If M1, M2 and M3 are all in the saturation mode, it is obvious I1=I2=I3. 

The op-amp drives VA and VB equal, VA=VB. Thus IR1=IR2, and hence IQ1=IQ2. The VBE 

difference of the two BJT is, 
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 The current across R2 is, 
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Thus if adjusting the resistance of R2 and R3, any portion of the conventional bandgap 

reference voltage could be obtained, even sub 1 – V voltage. 

On the other hand, this new flash ADC design methodology can be further 

improved by taking into consideration of the higher order effects and building up more 

detailed and accurate model. Meanwhile, new capacitive interpolation technique with 

higher-than-two interpolation factor is under exploring for some scenarios which not very 

high speed (hundreds of MSps) ADC is needed but power consumption is priority instead 

of the speed. Because rough estimation manifests that if applying new capacitive 
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interpolation structure (interpolation factor higher than 2), fewer overall pre-amplifiers 

are used. Than total power dissipation may be reduced. Furthermore, a more general 

design technique may be developed for capacitive interpolation flash ADC not only with 

interpolation factor of 2 but also with interpolation factor higher than 2. 
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