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This thesis presents an experimental and computational study of relativistically-intense,

laser-plasma interactions driven at wavelengths ranging from 400 - 2100 nm. Studying such

interactions gives us insight to the complex interplay between high electromagnetic fields

and relativistically-moving charged particles. The recent development of high peak-power,

ultrafast laser systems has enabled the exploration of relativistic laser-plasma interactions

with table-top systems at high repetition rates.

In this thesis, relativistically driven harmonics of infrared light sources (1.3µm and 2.1µm)

were experimentally observed using solid density targets. The harmonic dependence on the

driving laser polarization was measured by polarization measurements of the output har-

monics up to the sixth harmonic. The introduction of a second, non-commensurate beam

provides additional control over the relativistic harmonics, which are governed by the elec-

tron critical surface during the interaction. Finally, copper foils irradiated at intensities

> 1021W/cm2 indicate that thin, < 5 µm thick targets may be uniformly heated to temper-

atures exceeding 3 keV while remaining near solid density through the use of K-shell x-ray

spectroscopy as part of a LaserNetUS experiment at the ALEPH laser facility.
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Chapter 1

Introduction

The invention of the laser in 1960 [7] can be viewed as the advent of an explosion of scientific

production on par with that of the RF accelerator of the early 20th century. The extraordi-

narily bright, coherent light provided by laser systems enabled the study of charged particles

interacting with strong electric fields. Due to their high spatial coherence, some lasers can

be focused to diffraction-limited spot sizes on the order of a few microns. Only one year after

the first lasers were demonstrated, the field of nonlinear optics was born with the realization

of second harmonic generation using a ruby laser [8]. Since then, there has been a constant

push to expand the investigation of nonlinear laser-matter interactions. Nonlinear interac-

tions have strong intensity-dependence, thus the requirement for high peak power lasers that

can be tightly focused has been a driving force behind laser development.

The development of high-power, short-pulse1 laser technology through chirped pulse ampli-

fication [9] has enabled the generation of focal intensities in which the laser electric field

strength exceeds those of the atomic systems. The interaction of such high-intensity lasers

with matter generates high energy density (HED) states with extremes in temperature and

density. Simultaneously, the laser field strengths are capable of driving electron velocities
1In the context of this thesis "short-pulse" or "ultrafast" are defined as pulse durations τ ≤100 fs
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to near the speed of light, producing highly-nonlinear motion in the laser focal region. The

accelerating charged particles from laser-plasma interactions emit radiation, which opens

up the possibility of high brightness, short pulse duration ultraviolet and x-ray sources.

Modern, commercially-available, Ti:Sapphire-based laser systems enable the investigation of

high-intensity, laser-plasma interactions that deliver only a few millijoules of energy in tens

of femtoseconds. This thesis focuses on the investigation of high-intensity, laser-solid inter-

actions carried out on both high-repetition rate, mJ systems as well as mid-scale, petawatt-

class laser facilities. The following sections will act as a short survey of relevant information

pertaining to this thesis work.

1.1 Pulsed Laser Technology

Immediately after the first lasers were demonstrated, laser peak power has been systemati-

cally increased by dramatically increasing laser pulse energy and decreasing pulse durations.

The first pulsed lasers were realized through the modulation of the laser cavity quality-factor

(Q-switching) to release pulses on the nanosecond timescale with megawatt pulse power [10].

In 1964, the realization of locking the longitudinal modes of the laser (mode-locking) enabled

the pulse duration to be reduced by a factor of a thousand, down to the picosecond range,

bringing the peak pulse power up to the gigawatt level [11,12]. However, after mode-locking

the increase in laser intensity advanced quite slowly as seen in Fig. 1.1.

At this point, the intensities produced through the amplification of short pulsed laser were

approaching levels where nonlinear corrections to the index of refraction due to laser intensity

(GW/cm2) becomes significant through a process known as the optical Kerr effect (n = n0 +

n2I). This nonlinear effect leads to catastrophic self-focusing and beam filamentation [13]. If

self-focusing occurs inside of the optical components comprising the laser system then damage

would occur quickly [14]. Since it was impossible to increase the pulse power any further, the
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only method of increasing pulse energy was through increasing the laser beam size, resulting

in systems becoming larger and thus more expensive. Eventually, practical considerations

such as developing optics and gain media of certain diameters became prohibitive. Further,

efficient laser energy extraction occurs when laser fluence matches the saturation fluence of

the amplification material. Typically the saturation fluence for solid state laser materials

ranges between 1 and 10 J/cm2. Therefore, only nanosecond laser systems could be efficiently

amplified without catastrophic self-focusing. Short-pulse (femtosecond) amplification was

limited to materials with low saturation fluence (Fsat ∼ 10−3J/cm2) to prevent material

damage [14]. In the time between the discovery of mode-locking and the mid-1980s, numerous

theoretical papers discussed the possible scientific discoveries that would be made possible

with significantly higher peak powers, most notably Tajima and Dawson in 1979 proposed

the laser wakefield accelerator which is achieved through the acceleration of trapped electrons

by the plasma wave formed in the wake of an intense laser pulse [15].

Figure 1.1: The evolution of peak laser intensity, i.e. peak laser power, as a function of time. Image
credit: [1]
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1.1.1 Chirped Pulse Amplification

Figure 1.2: Example of Chirped Pulse Amplification. An initially ultrashort high power laser pulse
is stretched many orders of magnitude allowing it to be amplified without introducing nonlinearity
and damage to the amplification medium. The pulse undergoes amplification until reaching the
saturation fluence of the amplifying medium. The pulse is subsequently re-compressed to near
transform limit with dramatically increased peak power.

The invention of chirped-pulse amplification (CPA) [9] in 1985, which developed the solu-

tion to the short pulse amplification problem, can be viewed as a revolution for the field of

nonlinear optics. CPA provided a rapid increase in ultrafast, high-power laser systems rang-

ing from the petawatt-class facility-scale systems to commercial millijoule lasers available

on the tabletop. The clever trick developed by Strickland and Mourou is through stretch-

ing a femtosecond pulse by dispersive elements, typically with diffraction gratings today, to

several tens or hundreds of picoseconds. The pulse stretching drops the pulse power, and

peak intensity, of the laser by many orders of magnitude. Some CPA systems2 increase the

beam diameter throughout the amplification chain, which further reduces the pulse inten-
2While petawatt-class lasers are the most obvious example, even the millijoule laser at UCI increases the

beam diameter from 2-3 mm to 13 mm before recompression to help reduce optical damage.
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sity. This enables an additional energy amplification by many orders of magnitude a before

recompression.

Through the use of dispersive elements, CPA could be used to amplify short-pulse lasers with

the use of high energy storage solid-state laser media (Fsat ' J/cm2) [14]. A widespread solid

state laser today is Ti:Sapphire, which provides an exceptionally broad emission spectrum

to produce and amplify short-pulse lasers. Ti:Sapphire amplifiers are commonly used as the

gain medium to achieve orders of magnitude amplification in the near-infrared region of the

spectrum using regenerative [16] or multi-pass [17] amplification schemes. For large, multi-

terrawatt or petawatt class laser systems amplification is chained through multiple stages

with the beam diameter periodically increased to remain below material damage threshold.

1.1.2 Optical Parametric Amplification

Solid-state femtosecond laser technology is present in a myriad of applications in both indus-

trial and research settings. However, the accessible wavelengths are limited by the available

lasing materials with broad emission spectra capable of sustaining femtosecond pulse dura-

tions. In order to study wavelength-scaling of laser-plasma interactions, as well as to explore

new wavelength regimes there is a necessity to produce tunable, ultrafast sources through

various nonlinear optical processes including harmonic generation and four-wave mixing.

One such nonlinear process that can be employed to down-convert near-infrared light to the

mid-infrared wavelength region using existing laser systems is known as optical parametric

amplification (OPA). OPA is a parametric process that amplifies one signal beam through

overlapping with a pump beam inside of a nonlinear medium. A typical non-linear crystal

used in Ti:Sapphire pumped OPAs is beta-barium borate (BBO). As the two beams overlap

inside the crystal proper phase-matching depletes the pump beam to amplify the signal beam

and produce a third idler beam through difference frequency generation.
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Figure 1.3: Energy level diagram of the OPA process. Pump and signal beam are incident on an
energy level system. The pump excites the system to a higher energy level, E = ~ωp. The system
the relaxes to the ground state through an intermediate virtual state, releasing a photon at the
signal frequency and a photon at the idler frequency, ωi.

The principle of OPA [18] uses a high frequency, high intensity beam (the pump, at frequency

ωp) to amplify a lower frequency, lower intensity beam (the signal, at frequency ωs in a

nonlinear medium; a third beam (the idler, at frequency ωi, ωi < ωs < ωp) is generated in

order to conserve energy,

~ωp = ~ωs + ~ωi. (1.1)

In order for the interaction to be efficient, momentum conservation (or phase matching) must

also be satisfied,

~kp = ~ks + ~ki, (1.2)

where kp,ks, and ki are the wave vectors of the pump, signal and idler, respectively. The

amplified signal frequency can vary from ωp/2 to ωp, and the corresponding idler varies from

ωp/2 to 0; ωp/2 is known as the degeneracy condition. At degeneracy, signal and idler have

the same frequency. The tunable nature of the OPA process enables studies that vary over a

wide range of wavelengths. For instance, an OPA pumped by the Ti:Sapphire laser at UCI

can produce laser-like radiation of considerable energy spanning 1.2-2.4µm.
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1.2 Relativistic Laser-Plasma Interactions

Chirped pulse amplification has pushed laser technology to deliver light pulses with joules

of energy over a few tens of femtoseconds (10−15s) producing petawatt-class (1015W) lasers.

When focused to produce intensities on the order of tens of TW/cm2 material breakdown

in the focal region begins to occur leading to ionization and plasma formation. The laser

is then capable of interacting directly with free charges within the plasma. Once intensities

approach 1018W/cm2 , the electric fields are capable of driving the free electrons within the

plasma to relativistic speeds after ionization. High-field (or high-intensity) science studies

the dynamics of such relativistic interactions. When focused to near diffraction-limit spot

sizes (∼ 1µm) these ultrafast lasers can exceed intensities of 1022 W/cm2 [19] giving access

to ultra-relativistic laser-plasma interactions. High-intensity laser-plasma interactions have

been shown to produce relativistic electron bunches [15, 20], high energy ions [21, 22], and

the higher-order harmonics of the laser [23,24].

Initially, the study of relativistic laser-plasma interactions was restricted to single-shot or

few hertz systems with central wavelengths in the near-infrared (NIR) spectral range. How-

ever, improvements in laser technology have enabled kilohertz laser systems with low energy,

ultrashort pulse durations, and excellent mode quality to produce focal intensities necessary

to studying relativistic laser-plasma interactions [25–28]. The increased repetition rate pro-

vides several benefits including increased statistics and signal-to-noise ratio, while operation

in thermal steady-state conditions leads to improved shot-to-shot stability. The improved

stability and increased shot rate enables the implementation of active feedback control sys-

tems for optimization [29,30].

The scaling of laser-plasma interactions with the wavelength have been extensively stud-

ied. In laser-solid interactions, the driving wavelength can influence the laser-absorption

and hot electron generation [31–34]. Relativistic electron generation and betatron radia-
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tion through laser wakefield acceleration have also shown favorable scalings towards shorter

wavelengths [35, 36]. The combination of nonlinear frequency conversion processes such as

OPA producing tunable, ultrashort pulses with millijoule-level energies [37] at high repeti-

tion rates allows for further study of the influence of the driving wavelength on relativistic

laser-plasma interaction.

1.2.1 Relativistic High Harmonic Generation

In the 1980s, experiments with long-pulse CO2 lasers demonstrated harmonic spectra re-

flected from solid targets that extended into the optical [38]. It was then predicted that

high harmonic generation should be achieved with ultra-short, ultra-intense lasers incident

on solid-density plasmas [39]. Indeed, the 1990s saw the advent of high field laser systems

able to produce on target intensities in excess of 1018 W/cm2 . The subsequent discovery of

relativistic HHG using solid density targets [23, 39–41] provided a mechanism of producing

coherent, short wavelength light sources with minimum pulse durations on the order of tens

of attoseconds. In fact, an advantage of relativistic harmonic generation is that the efficiency

of the interaction scales favorably to ultra-relativistic intensities; an experimental campaign

on the Vulcan Petawatt produced hundreds of harmonics extending to photon wavelengths

of a few nanometers [24]. Laser-solid harmonic generation is also one of many laser-driven

candidates for the generation of an isolated attosecond source [27,42–44].

1.2.2 X-ray Emission Spectroscopy

Near-solid density plasmas with temperatures exceeding 1 keV can be produced by short-

pulse lasers with intensities greater than 1019 W/cm2 . The charge separation that can

occur from laser-plasma interactions results in acceleration gradients approaching hundreds

of GeV/m. Elucidating the properties of this HED matter including opacity and equations of
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state is essential to understanding the physics of stellar interiors [45–47] and the development

of inertial confinement fusion [48–50]. Developing an accurate description of these HED

states remains an experimental and theoretical challenge due to the hot electron generation

and transport, small spatial gradients, and strong self-generated magnetic and electric fields

occurring in the highly-transient plasma conditions [51,52].

The intensity, energy, and location of atomic emission lines give useful information about

the constituent atoms in a plasma, as well as information about their local environments.

X-ray emission spectroscopy has been used extensively as a diagnostic of electron density,

temperature, and hot electron dynamics in laser-produced plasmas [53–61]. However, there

have been few studies of high-resolution spectroscopy of matter formed via ultra-relativistic,

laser-solid interactions [62–64]. In thin targets, energetic electrons can be rapidly acceler-

ated through refluxing [65], and can ionize inner-shell electrons directly or create inner-shell

vacancies via Bremsstrahlung radiation. However, for ultrashort lasers with high temporal

contrast, the plasma pre-expansion is minimized enabling the target to maintain near-solid

density and restricting electron heating to a few microns near the interaction surface [63].

1.3 Applications

Capturing ultrafast dynamics of atomic systems has become a significant thrust of the scien-

tific community in order to gain an understanding of processes in the fields of chemistry [66],

material science [67, 68], condensed-matter physics [69, 70], and biology [35]. Furthermore,

materials can have remarkably different absorption features in the extreme ultraviolet (EUV)

- wavelengths between 10-100nm - or soft x-ray - wavelengths between 1-10nm, which enables

the discrimination of the chemical makeup of a sample with high resolution. For instance,

the so-called "water-window" between 2.3nm and 4.4nm is a spectral region where the dif-

ference in absorption between water and carbon enables high contrast imaging of biological
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samples [41]. If the light is circularly-polarized, it may be used to probe the electronic and

magnetic properties of materials through techniques such as molecular chirality [71] and

magnetic circular dichroism [72].

The complexity of these measurements is two-fold. If we wish to optically resolve features

at a certain scale the Rayleigh criterion requires that the probe must be at a wavelength

on the same scale or shorter. For probing molecular and crystalline systems, which contain

structure on the few nanometer scale, x-rays are the necessary choice. Similarly, if we wish

to observe time-resolved dynamics of a system, we need a temporal probe that is shorter

than the dynamics in question. The motion of electrons around their parent nuclei occurs

on ultrafast timescales: from attoseconds (10−18) to femtoseconds (10−15). Such timescales

are too short to be measured electronically, therefore time-resolved rely on the generation of

ultrashort light pulses.

One of the most promising applications of relativistic harmonic generation lies in the gen-

eration of attosecond, x-ray pulses. The scientific community has for decades been able

to probe nanometer-scale systems on femtosecond timescales using well-developed radio-

frequency (RF) technology. Fourth generation light sources, known as x-ray free electron

lasers (XFEL) are capable of generating femtosecond, hard x-ray radiation through a combi-

nation of RF acceleration and undulator magnets for high flux, high energy photon sources

for scientific research. These facilities include the Linear Coherent Light Source (LCLS) at

Stanford Linear Accelerator Center (SLAC) [73]. LCLS also hosts the Matter in Extreme

Conditions instrument, which combines the capabilities of the LCLS beam with a high power

optical laser to study HED physics. However, the number of available XFEL facilities - there

are only a few worldwide - is small compared to their high demand. This is in no small part

due to their immense size and the extreme cost required to build and maintain. Conversely,

EUV harmonic sources enable the generation of coherent short-wavelength light producing

bright, compact, sub-fs pulse durations on the table top. The short pulse durations of such
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EUV sources enable the study of attosecond science [74–77] while achieving spatial resolu-

tions required for nanometer-scale imaging [78].

1.4 Thesis Organization

This thesis presents results from experimental and computational studies on relativistic

laser-solid interactions driven at wavelengths ranging from 400 - 2100 nm. Harmonics of

relativistically-intense infrared light sources (1.3µm and 2.1µm) were experimentally ob-

served using solid density targets. The harmonic dependence on the driving laser polarization

was characterized by polarization measurements of the output harmonics. The introduction

of a second beam provides additional control over the relativistic harmonics, which are gov-

erned by the electron critical surface during the interaction. Finally, x-ray spectroscopy of

copper foils irradiated at intensities > 1021W/cm2 indicate that thin, < 5 µm thick targets

may be uniformly heated to temperatures exceeding 3 keV while remaining near solid density.

Chapter 2 presents an overview of relevant physics applicable to the presented research.

Chapter 3 discusses the experimental setups and diagnostics fielded in the experimental

studies. A brief discussion of particle-in-cell (PIC) simulations is also included. Chapter 4

presents the results of midinfrared high harmonic generation studied at the high repetition

rate lasers facilities at the University of California, Irvine and the Gérard Mourou Center

for Ultrafast Optical Science at the University of Michigan. Chapter 5 examines the control

of relativistic high harmonic generation driven by two-color fields. Chapter 6 summarizes

the preliminary experimental results performed at the ALEPH laser facility at Colorado

State University studying the K-shell x-ray emission from copper targets. Finally, Chapter

7 contains concluding remarks and future work.
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Chapter 2

Background

In this thesis, the interaction of relativistically-intense lasers with overdense plasma is studied

through experimental and computational methods. The experimental studies used ultrafast,

Ti:Sapphire-based lasers to drive nonlinear frequency conversion processes in order to pro-

duce the highly nonlinear conditions of relativistic laser-matter interactions. The following

chapter will constitute a brief overview of the physics of high-intensity laser-plasma interac-

tions necessary for understanding the work detailed in later chapters including the technology

of pulsed lasers, single electron dynamics in a relativistic field, and short-pulse, laser-solid

interactions.

2.1 High Intensity Laser Physics

In order to produce high intensity laser-matter interactions, it is necessary to focus high

power lasers to near diffraction limited focal spots - typically a few microns in diameter.

Such short pulse lasers can be decomposed into a spectrum of frequencies associated with

sinusoidal solutions of the wave equation. With the assumption that the solution can be

12



formed from separation of variables, a general solution of the wave equation is of the form

E(r, t) = u(r)T (t), (2.1)

where u(r) and T (t) correspond to the spatial and temporal profiles respectively. The plane-

wave, monochromatic solution to this takes the form of

E(r, t) = E0e
i(k0·r−ω0t), (2.2)

where E0 is the maximum field amplitude, |k0| = 2π/λ0 is the wavenumber for wavelength λ0,

and ω0 = 2πf0 is the angular frequency. Written in this form, the electric field is a complex-

valued function. Since the field amplitude (Re{E}) or intensity (I) are the values measured

in experiments it is useful to remember that Re{E} = E0 cos (k0 · z− ω0t) replaces the

exponential with a cosine function due to Euler’s equation and the intensity is the absolute

square of the field amplitude I = |E|2 = E2
0 .

The plane wave is a special case for electromagnetic fields whose value is constant over

any plane that is perpendicular to the direction of motion. In other words, the plane that

produces a constant phase given by k0 ·r−ω0t. These points of constant phase are known as

the wavefront. In general, wavefronts do not have to take the form of a plane, for example

the wavefront of a point source is described by a spherical wave. From a geometrical optics

standpoint the plane wave is produced by rays parallel to one another, i.e. collimated

light. While the plane-wave solution is a good starting point for understanding laser-matter

interaction, all lasers have some spectral bandwidth and spatial extent, and therefore do not

obey the plane wave solution.

A further complication arises when discussing electromagnetic waves propagating through

material that can be described by an index of refraction n. The one-dimensional electromag-
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netic wave equation in matter can be written in the form:

∂2E

∂t2
=
c2

n2

∂2E

∂z2
. (2.3)

For material with indices of refraction that are isotropic, then the free-space wavenumber is

modified by k = nk0. If instead the index varies as a function of position, n(z), the resulting

differential equation doesn’t necessarily produce sinusoidal oscillations. This is especially

true for variations that occur over length scales on the order of the free-space wavelength.

However, if the variations are assumed to be "slowly-varying," or (dn/dz)/k0n
2 � 1, then

plane-wave solutions are good approximations of the electromagnetic wave propagation.

2.1.1 Gaussian Optics

Returning to Equation 2.1, the spatial component of the wave equation can be shown to

equal the solution of the Helmholtz equation:

∇2u(r) + k20u(r) = 0. (2.4)

The Helmholtz equation can be further simplified by assuming that field envelope, u(r), is

varying slowly in space compared to the wavelength,

|∇2u| � |k0 · ∇u|. (2.5)

This is known as the slowly-varying envelope approximation, or the paraxial approximation.

The paraxial approximation is valid when considering optical systems in which rays make

only small angles with the optical axis. By redefining the system such that the wave propa-

gates along z, and spatially varies in the transverse plane, r =
√
x2 + y2, a solution to the
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Helmholtz equation is given by

u(r, z) = A(r)eik0z (2.6)

One solution to the paraxial Helmholtz equation of the form given by Equation 2.6 is known

as the Gaussian beam. Assuming that the electric field is polarized along x and propagating

in z, the spatial component of a focusing Gaussian beam is given by:

u(r, z) = E0
w0

w(z)
e−r

2/w2(z)eikze−ikr
2/2R(z)eiϕ(z), (2.7)

where w0
1 and w(z) are the beam waist at focus and at a distance z from focus, R(z) is

the radius of curvature of the wavefront, and ϕ(z) is the Guoy phase. However, it should

be noted that there are an infinite number of solutions to the paraxial wave equation. A

complete basis set that can be used to describe free space electromagnetic waves are the

TEM, or Gaussian, modes of which the Gaussian beam is described above is known as the

fundamental Gaussian. The transverse intensity profile of a focusing TEM00 Gaussian beam

is given by

I(r, z) = I0(
w0

w(z)
)2e
−

2r2

w(z)2 . (2.8)

The beam waist is the radius at which the intensity has decreased to 1/e2 of its peak value,

and if given by:

w(z) = w0

√
1 + (

z

zR
)2, (2.9)

where zR is the Rayleigh length and is determined by the beam’s smallest beam size and
1By convention, the variables for beam waist w0 and angular frequency ω0 are visually very similar.

However, they are distinct parameters.
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Figure 2.1: The evolution of the beam diameter of a Gaussian laser as a function of distance from
the focal plane defined at z = 0.

wavelength,

zR =
πw2

0

λ0
. (2.10)

At a distance zR from the focus, the width of the beam is
√

2 larger than it is at the focus

w(zR) =
√

2w0. The Rayleigh length is the distance z = ±zR from the focal plane where

the peak (on-axis) intensity of the Gaussian has dropped by half of the maximum. In the

context of high intensity experiments, it is common to say that the beam is "in focus" over

the confocal parameter, defined to be twice the Rayleigh length. The peak (on-axis or r = 0)

intensity of a Gaussian with pulse duration τp and Ep energy is given by

Ipeak =
2P

πw(z)2
(2.11)

where P is the peak laser power.

Laser systems that use optical cavities to enforce specific beam modes, such as oscillators and
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regenerative amplifiers, typically have output beam profiles that can be described through

the paraxial approximation. The output intensity profile of a laser can therefore be described

by the family of allowed TEM modes which form an orthogonal basis set. Two such sets

are the Laguerre-Gaussian modes, which describe lasers with cylindrical symmetry, and the

Hermite-Gaussian modes, which describe lasers with rectangular symmetry.

2.1.2 Focal Spot Profiles

When a monochromatic plane wave passes through an aperture, the far field profile, from

Frauenhofer diffraction theory, will simply be the Fourier transform of the input aperture.

Similarly, for a plane wave being focused by an optic such as a lens, we can model the focus

as equivalent to the far field diffraction pattern of an aperture of the optic. Because lasers

and focusing optics are finite in extent we can consider the focusing optic or beam diameter

(whichever is smaller!) as the optical stop. For a beam much larger than the stop, in one

dimension we can approximate it as a plane wave incident on a single slit. The single slit

diffraction experiment has the well-known solution of a Sinc function. Similarly, a plane wave

incident on a circular aperture (i.e. a finite beam and a finite lens) produces an Airy disk.

The focal spot produced by different beam profiles can be described as the convolution of

the input profile and the circular aperture. One caveat is that in reality lasers are not plane

waves and thus not perfectly collimated. This means the focal spot profile is not exactly the

Fourier transform of the input function. A quirk of nature is how similar the Gaussian profile

is to the Airy pattern (see Fig. 2.2), so a focused Gaussian beam will have defined properties

similar to those found in collimated Gaussian beams, e.g. peak intensity and beam waist.

The beam waist of a Gaussian is similar to the radial location of the first zero of the Airy

disk. Therefore, it is useful to define them such that

2w0 ≈ 1.22λ0f/#, (2.12)
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Figure 2.2: Radial profiles of Airy function and Gaussian. The Gaussian standard deviation has
been chosen such that σ = 0.42λ0f/# the value at which the peak intensity of the Gaussian and
Airy disk match.

where f/# is the f-number, or ratio of the beam diameter divided by the focal length of

a lens. In other words, diffraction limited optics produce a focal diameter on the order of

the f-number divided by the wavelength. For a Ti:Sapphire system with central wavelength

λ0 = 0.8 µm , focusing with an f/1 optic should produce a spot with an approximate

diameter of 1 µm while an f/2 will have a 2 µm focus. In practice, these numbers will

always be larger due to wavefront imperfections leading to deviations from diffraction limited

focusing.

High intensity experiments are enabled through the use of low f/# optics producing small

focal diameters. Practically achieving such small focal diameters can be challenging. Tightly-

focused light, i.e. to focal sizes approaching the wavelength of light (w0 ∼ λ0), require a near-

perfect wavefront. Spherical mirrors and lenses introduce additional wavefront distortions

due to spherical aberrations; parallel rays reflecting from near the edge of the optic do not

focus to a single point. For monochromatic light, specifically designed aspheric lenses can

be used as an effective means of producing high quality focal spots. However, short-pulse

lasers have spectra with broad bandwidths, which leads to a spatial smearing of the focal
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Figure 2.3: Measured focus of Solstice Ace output produced with an f/2 gold-coated off axis parabolic
mirror. a) Combining multiple images taken with a filter stack increased effective bit depth of 8-bit
camera. b) Lineouts of peak fluence in horizontal (red) and vertical (blue) directions.

spot due to chromatic aberrations where each color will focus to a different position along

the propagation axis. Therefore, metallic-coated parabolic mirrors are required in order to

produce near diffraction-limited focal spots for ultrafast lasers.

There exists a trade-off between tight foci and practical utilization. Focal length smaller

than f/1 require target positioning that would obstruct portions of the incident beam. This

can be an issue for laser-gas interactions, but solid targets will significantly obstruct the

beam causing diffraction and worsening of the focal spot. Another challenge in tight focus-

ing geometries arises from target alignment. In order to study high intensity laser-matter

experiments, solid targets must be placed at the focus to maximize intensity. A target is

said to be "in focus" if it is within one Rayleigh length of the focal plane. It is possible to

re-write the Rayleigh length in terms of the f/#,

zR =
πw2

0

λ0
= 4.67λ0f/#

2. (2.13)

Due to the quadratic dependence on the focal diameter, or the f-number, the tolerances for

positioning a target becomes significantly harsher for sharp focusing optics. An f/1 optic
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focusing 800nm light will have a Rayleigh length of ∼ 4µm, while an f/2 optic will have a

Rayleigh length of ∼ 16µm, already making positioning much easier.

In many simulations and theoretical studies of high intensity laser-plasma interactions, the

incident laser field is assumed to be nearly planar. This simplifies the interaction, and is

approximately valid in experiments given loose focusing geometries (w0 � λ0). However,

for a tightly focusing beam (∼ f/1) the plane wave approximation is no longer valid. The

transverse spatial gradients of a Gaussian focus can play a significant role in the interaction.

Simulation results have shown that in extreme cases, the spatial gradients lead to the pro-

duction of isolated attosecond pulses emitted in completely different directions compared to

the driving pulse [27].

2.1.3 Temporal Phase

The temporal profile and spectral content of a laser pulse are related through the Fourier

transform. As such a laser pulse follows a time-bandwidth relationship defined by the un-

certainty relation

τ∆ω = 2πcB, (2.14)

where τ is the Fourier-transform-limited (FTL) pulse duration, ∆ω is the laser bandwidth

centered about frequency ω0, and cB is a constant related to the temporal envelope of the

pulse. For a Gaussian pulse, cB ≈ 0.44. Then for a 30 fs Gaussian pulse, the required

frequency bandwidth is 14.7 THz.

The temporal profile of a Gaussian electric field is given by:

E(t) = E0 exp[−2 ln 2(t/τ)2] exp[−i(ω0t+ φ(t))] + c.c., (2.15)
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where E0 is the peak electric field strength, and φ(t) is the temporal phase. An FTL pulse

is defined such that the temporal phase φ(t) = 0. However, achieving this is non-trivial, as

the large bandwidth of an ultrafast pulse can quickly cause phase mismatch. When a pulse

travels through any material that is not vacuum, the propagation of the spectral components

of the pulse are determined by n(ω), the material index of refraction. Even small variation

in index can quickly lead to differences in phase velocity large enough to lower the peak peak

of a laser pulse.

It is more common to discuss the impact of phase in the frequency domain. The electric

field in the frequency domain is given by:

E(t) = Ẽ0 exp[−4 ln 2((ω − ω0)/∆ω)2] exp[−iφ(ω − ω0)], (2.16)

where φ(ω − ω0) is the spectral phase. In general, φ(ω) can be an arbitrary function but

typically the phase is approximated by a Taylor expansion. The full Taylor expansion is

given by:

φ(ω) =
∞∑
n=0

∂nφ(ω)

∂ωn

∣∣∣∣
ω=ω0

(ω − ω0)
n

n!
=
∞∑
n=0

φ(n)(ω = ω0)
(ω − ω0)

n

n!
(2.17)

The individual terms of the Taylor expansion are typically discussed in terms of the prefactor

φ(n)(ω = ω0) terms. The constant term is known as the carrier-envelope phase (CEP), which

determines the location of the field maximum in relation to the envelope function. The linear

term, group delay, determines the relative delay of the entire pulse, and in most situations

can be ignored. The dominant term for the shape temporal envelope is the quadratic term,

group delay dispersion (GDD).

We can determine how the material index of refraction impacts the spectral phase. If we

assume that the index of refraction is slowly varying across the spectral bandwidth, we may

make a Taylor expansion of the n(ω) about the central frequency ω0. The first three terms
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of the expansion are:

vφ =
c

n
(2.18)

vg = (
ω

c

dn

dω
+
n

c
)−1 (2.19)

GVD =
dvg
dω

= −v2g(
ω

c

d2n

dω2
+

2

c

dn

dω
)−1, (2.20)

where vφ is the phase velocity, vg is the group velocity and GVD is the group velocity

dispersion or material dispersion. For a material of thickness z, the carrier envelope phase is

related to the phase velocity by φ0(ω = ω0) = z/vφ. The group delay is φ1(ω = ω0) = z/vg.

Finally, the group delay dispersion is given by GDD = zGVD. In order for the pulse to

remain near the FTL it is important to keep propagation through material to a minimum,

thereby reducing material dispersion.

Practically, the introduction of GDD can be understood through a simple example. A

Fourier-transform-limited pulse in vacuum is a superposition of many frequencies perfectly

in-phase with each other. For this case, the phase velocities of the individual components

are equal, and the instantaneous frequency given by ω(t) = dφ
dt

= 0. As the pulse propa-

gates through material, the accumulated GDD from material dispersion leads to a relative

phase shift between the individual frequency components. Thus certain frequencies begin to

"outrun" others, producing a nonzero instantaneous frequency and a broadening of the pulse

envelope. If the dispersion is purely through GDD, then the change in frequency is linear,

and is known as linear chirp. Positive chirp, where red components outrun blue components,

is most common for NIR pulses transmitting through dielectric materials.
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2.1.4 Self Phase Modulation

Dispersion is a linear effect that plays a significant role in the temporal shape of the laser

pulse. There are also nonlinear effects that impact short-pulse laser interaction. Linear optics

requires that the material responds proportionally to the electric field strength, but for very

intense fields this assumption is no longer valid. When a very intense pulse propagates

through a medium, the material index changes in response to the applied field proportional

to the applied field known as the Kerr effect. The nonlinear index of refraction is given by:

n ≈ n0 + n2I(t) = n0 +
χ3
eff

4n2
0ε0c

I(t), (2.21)

where n2 is the nonlinear Kerr index. For common dielectric materials, n2 is on the order of

10−18 − 10−16 cm2/W.

The index of refraction now contains a dependence on the intensity profile of the laser

pulse. Self-phase modulation (SPM) is a non-linear change in phase of the pulse due to

the non-linear refractive index. By making the assumption that the material response is

instantaneous, and the material length, z, is short enough to ignore dispersion, SPM has an

analytical solution that results in a phase change given by:

φ(t) = ω0t−
ω0

c
(n0 + n2I(t))z, (2.22)

where φNL = −ω0

c
n2I(t)z is the non-linear phase associated with SPM.

The analytical solution to SPM results in a temporal duration of the laser remains constant.

Therefore, the non-linear phase due to SPM results in a change in FTL of the laser pulse.

Depending on the initial phase of the laser and the sign of n2 this can lead to the generation

or removal of new frequencies termed spectral broadening and narrowing, respectively. When

coupled with material dispersion or dispersion compensation optics such as chirped mirrors
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this can lead to an increase or decrease in the pulse duration.

2.1.5 Laser Contrast

High intensity lasers used in laser-solid interactions consist of a main femtosecond pulse but

also can contain significant structure in the laser pre-pulse. The pre (and post)-pulsing effects

occur due to a myriad of effects including misaligned Pockels cells used in the amplification

process, or amplified spontaneous emission (ASE). One metric of the laser pre-pulse can be

through an intensity contrast - the ratio of the pulse peak intensity to the pulse intensity

at some other time. A laser with an intensity contrast of 10−6 at one nanosecond has one-

millionth the intensity of the main pulse one nanosecond prior to the peak of the pulse.

While this might seem insignificant, if the main laser is focused to I0 > 1018 W/cm2 then the

pre-pulse at one nanosecond will exceed the damage threshold of most materials (I ≈ 1012

W/cm2 ). This can cause material ionization and plasma formation before the arrival of the

main pulse.

One of the highest gain methods found in CPA-based lasers is regenerative amplification [16].

Regenerative amplifiers inject a seed pulse into an optical cavity which will then undergo

several round trip passes before ejection. Because this method leads to significant ASE

buildup, lasers systems with a regenerative amplification scheme of CPA can exhibit signif-

icantly lower contrast ratios than those amplified through a multi-pass design. Methods of

improving laser contrast include cross-polarized wave generation (XPW) [79], and plasma

mirrors [80].

One benefit gained in moving to non-linear frequency conversion processes such as second

harmonic generation (SHG) or OPA to drive laser-plasma interactions is the boost in contrast

ratio. The SHG process scales as |E|2 = I, and requires a sufficiently high-intensity during

propagation through the non-linear crystal for high conversion efficiency. The second har-
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Figure 2.4: Cartoon of two potential picosecond contrasts of high intensity laser. Adapted from [2].

monic of Ti:Sapphire lasers such as the ALEPH laser at Colorado State University [3] have

been shown to produce very high contrast beams (10−12 picosecond intensity contrast). The

OPA process occurs only when the pump and seed beams are overlapped spatio-temporally

inside the nonlinear crystal. Therefore, OPA processes produce significantly higher contrast

ratios as there exists less amplification away from the main pulse. Such beams enable studies

of sharp density gradient plasmas without the necessity of high loss, pulse cleaning instru-

ments. Of course, a higher contrast pump laser will lead to higher contrast in the OPA

beams, so there exists a trade-off between the two.

2.2 Single Electron Dynamics

When a short-pulse, high-intensity laser is incident on any form of matter, the target may

begin to ionize when the pulse intensity approaches TW/cm2. Free electrons interacting with

such high electric fields undergo highly non-linear motion while simultaneously accelerating
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to near the speed of light. As the electron motion occurs on the femtosecond timescale, the

heavier ions remain a fixed background. To gain an understanding of the complex dynamics,

we can start with the toy model of a single electron in a laser field. The underlying concepts

can then be extended to more-complicated physical systems. For example, a plasma exhibits

collective motion that is non-existent in the single electron case.

2.2.1 Relativistic Electron Motion

All charged particles experience a force from an electric field, and an additional force if

moving transverse to a magnetic field. The relativistic equations of motion are described by

the Lorentz force and an associated energy equation

dp

dt
= q(E + v ×B) (2.23)

dγmc2

dt
= qv · E, (2.24)

where E and B are the total electric and magnetic fields, q and m are the particle’s charge

and mass, γ = 1/
√

1− v2/c2 =
√

1 + p2/m2c2 is the Lorentz factor, and p = γmv is the

relativistic momentum. Maxwell’s equations determine the electric and magnetic fields a

charged particle experiences, which in turn undergoes motion determined by the Lorentz

force. Maxwell’s equations can be reformulated to be expressed through the scalar (Φ) and

vector (A) potentials with the electric and magnetic fields of the laser defined by:

E = −∇Φ− 1

c

∂A
∂t

(2.25)

B = ∇×A (2.26)

The total electron momentum gained over a laser cycle which has strength A0 is given by

eA0. We can then normalize the momentum gain to the electron rest momentum through
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the normalized vector potential a0,

a0 =
eA0

mec
=

eE0

mecω0

, (2.27)

where ω0, E0, e,me, and c are the laser frequency and peak electric field, the electron charge

and mass, and the speed of light, respectively.

We can consider a free electron moving in a laser field, written as a sinusoidal oscillation com-

ponent inside an envelope function, E0(r) propagating along the ẑ-direction with frequency

ω0 and wavenumber k0 = ω0/c

E(r, t) = E0(r)ei(k0z−ω0t)x̂ (2.28)

B(r, t) = B0(r)ei(k0z−ω0t)ŷ, (2.29)

where B0(r) = E0(r)/c.

An electron initially at rest will start to move along the laser polarization direction due to

the electric force. Once the electron begins to oscillate, the velocity induced by the electric

field then causes a force along the laser axis - in the ẑ-direction - from the v×B component of

the Lorentz force. Provided the wave amplitude is not sufficiently large to drive the electron

to relativistic velocities, the magnetic force component is much weaker than the electric force

component in the Lorentz force. Taking the first order approximation of Equation 2.23

dγmev
dt

= −|e|[E + v×B] ≈ −|e|E, (2.30)

then integrating once with respect to time yields the electron velocity amplitude

vosc =
eE0

γmeω0

(2.31)
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known as the quiver velocity. The normalized vector potential is therefore defined as a0 =

eE0/mecω0 = γmevosc/mec, or a0 = γβ, where β = vosc/c. For a0 = 1 an electron’s quiver

velocity is given by β = c/
√

2 The conversion between normalized and practical units is

found through

a0 = 0.85× 10−9
√
I0[W/cm2]λ0[µm]2. (2.32)

The normalized vector potential quantifies the strength of the interaction between a high

intensity laser and a free electron. For laser field strengths a0 ≥ 1, the momentum imparted

to the electron becomes strongly relativistic (γmevosc ≥ mec), and the quiver velocity is

approximately equal to c. The magnitude of v × B is now comparable to the electric field

strength, and can no longer be ignored. Note, that the normalized vector potential depends

not only on the intensity, but also on the wavelength of light. This enables relativistic

experiments to be conducted with longer wavelength drivers, e.g. ultrafast pulses from an

OPA process, that produce nominally lower intensity interactions.

2.2.2 Free Electron in a Relativistically Intense Laser Field

The motion of a free electron in a plane-wave laser field has an exact solution, but typically

there are no closed form solutions for relativistic laser-plasma interactions. For the single

laser case, we will follow the derivation by P. Gibbon in his book. [81]. First, we will define

our electromagnetic field propagating in the ẑ-direction in terms of the vector potential:

Awave = δa0 cos ξ x̂+ (1− δ2)1/2a0 sin ξ ŷ, (2.33)

where ξ = ωt − kz is the phase of the wave, a0 is the normalized vector potential, and

δ is a polarization parameter. The polarization parameter is defined such that δ = ±1, 0
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for a linearly polarized wave and ±1/
√

2 for a circularly polarized wave. The electric and

magnetic fields are defined as the time derivative and curl of the vector potential from Eqs

2.25 and 2.26

Ewave = −∂A
∂t

= δa0 sin ξ x̂− (1− δ2)1/2a0 cos ξ ŷ (2.34)

Bwave = ∇×A = (−∂Ay
∂z

,
∂Ax
∂z

, 0) = δa0 sin ξ ŷ + (1− δ2)1/2a0 cos ξ x̂ (2.35)

Using the expressions for the total fields, we write Equation 2.23 in terms of the vector

potential. The perpendicular components becomes:

dp⊥
dt

=
∂A
∂t

+ vz
∂A
∂z

=
dA
dt
. (2.36)

We can therefore integrate Eq 2.36 with respect to time

p⊥ = A + p⊥,0, (2.37)

where p⊥,0 is the initial perpendicular motion of the electron. We are interested in an electron

initially at rest, therefore we choose p⊥,0 = 0. In this case, the longitudinal momentum is

identically the vector potential of the laser field. Next, we are interested in the longitudinal

motion.

The longitudinal component of Equation 2.23 is

dpz
dt

= vyBx − vxBy = −vx
∂Ax
∂z
− vy

∂Ay
∂z

. (2.38)

We can also express the energy relation (Equation 2.24) in terms of the vector potential:

dγ

dt
= vx

∂Ax
∂t

+ vy
∂Ay
∂t

. (2.39)
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Subtracting Equations 2.38 and 2.39 gives

dpz
dt
− dγ

dt
= −vx(

∂Ax
∂t

+
∂Ax
∂z

)− vy(
∂Ay
∂t

+
∂Ay
∂z

). (2.40)

Because the electromagnetic wave is a function of ξ = t − z, the right hand terms vanish

identically. We can then integrate the left hand side of Equation 2.40 to get pz − γ = α,

where α is another constant of motion. We can rearrange the relationship between the

gamma factor and momentum, γ2 = 1 + p · p = 1 + p2
⊥ + p2z, which we can use to eliminate

γ:

pz =
1− α2 + p2

⊥
2α

(2.41)

For an electron initially at rest, px = py = pz = 0, we can solve Eq 2.41 to find that α = 1.

Equations 2.37 and 2.41 constitute the general equations of motion of a free electron in a

laser field. The exact orbits can be solved by integrating both equations and specifying

α. Finally, these equations are motion are not restricted to a single electromagnetic field.

While we initially assumed a single field, the solution only requires the vector potential to be

written as functions of ξ = t−x. Therefore, we can take this general solution and understand

how the interaction changes for different incident waveforms.

2.2.3 Free Electron in Single Color Laser Field

Consider the case of a single laser field propagating in the ẑ direction with arbitrary polar-

ization. As a reminder, the vector potential of such a field is given by

A = (δa0 cos ξ, (1− δ2)1/2a0 sin ξ, 0) (2.42)
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The electron is initially at rest before the EM wave arrives, so at t = 0, px,0 = py,0 = pz,0 = 0,

γ = 1, and α = 1. The transverse momenta equations are as follows:

px = δa0 cos ξ (2.43)

py = (1− δ2)1/2a0 sin ξ, (2.44)

and the longitudinal momentum is given by

pz =
p2⊥
2

= δ2a20 cos2 ξ + (1− δ2)a20 sin2 ξ. (2.45)

By using the trig identities sin2 ξ = 1− cos2 ξ and cos 2ξ = 2 cos2 ξ − 1,

pz =
a20
4

[1 + (2δ2 − 1) cos 2ξ] (2.46)

We can integrate Equations 2.43,2.44, and 2.46 to obtain the electron orbits:

x = δa0 sin ξ (2.47)

y = −(1− δ2)1/2a0 cos ξ (2.48)

z =
a20
4

[ξ +
2δ2 − 1

2
sin 2ξ]. (2.49)
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Linearly Polarized Field

We choose the laser polarization as linearly polarized in the x̂ direction, which corresponds

to δ = 1. The electron orbit is then

x = a0 sin ξ (2.50)

y = 0 (2.51)

z =
a20
4

[ξ +
1

2
sin 2ξ]. (2.52)

We can see that the electron orbit in the transverse direction has the same form as the non-

relativistic case. This solution exhibits a similarity in (x/a0, z/a
2
0), i.e. the solutions looks

identical when scaled by the normalized vector potential. As we can see in Figure 2.5a the

electron begins to drift in the direction of laser propagation with a drift velocity of

vD =
a20

4 + a20
. (2.53)

The presence of this longitudinal drift velocity contrasts with non-relativistic dynamics,

where the electron only oscillates in the transverse plane at the frequency of the laser.

(a) Electron motion in lab frame (b) Classic figure-8 motion in the drifting frame.
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If we were to shift our coordinates to the average drift frame of the electron, we obtain

the well-known figure-8 motion shown in Figure 2.5b. As we can see, the electron oscillates

at twice the frequency in the longitudinal frame due to the v × B force. The difference in

oscillation frequency from the two components of the Lorentz force is actually the mechanism

behind the different allowed harmonics during overdense high harmonic generation, which

will be discussed later.

Circularly Polarized Field

Next, we choose the laser polarization as left-hand circular , which corresponds to δ = 1/
√

2.

The electron orbit is then

x =
a0√

2
sin ξ (2.54)

y = − a0√
2

cos ξ (2.55)

z =
a20
4
ξ. (2.56)

Once again we see the classical electron oscillation in the transverse direction; the electron

orbit traces out a circular orbit. However, the longitudinal motion is significantly different

from the linearly polarized case. The longitudinal drift term is still present, however the

oscillatory term at twice the laser frequency vanishes identically.

The ponderomotive force is a force that acts upon charged particles due to spatial gradients of

high frequency electric fields, for instance in the Gaussian intensity profile of optical light. It

is possible to derive the ponderomotive force by neglecting relativistic effects using a simple

model. Consider an electron initially at rest that resides in an electric field that linearly

increasing in a single transverse direction, for example Equation 2.28 where E0 is replaced

by E(x) = E0x. After substituting this electric field into the Lorentz force, the equation
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becomes nearly intractable even after neglecting the magnetic field term:

meẍ = qE0x cos (k0z − ω0t). (2.57)

To simplify, we can separate the electron motion into a stationary (initial position), a rapidly

varying (due to the laser frequency) and a slowly varying component, such that x(t) =

x0 +xfast(t) +xslow(t). We also make the assumptions that the magnitude of the fast motion

and its derivatives are much larger than the slowly varying motion, xfast � xslow. These two

assumptions are known as the slowly-varying envelope approximation.

Taylor expanding the electric field about the initial electron position results in

E(x) = E(x0) +
dE(x0)

dx
(x− x0) = E(x0) +

dE(x0)

dx
(xfast + xslow). (2.58)

With this substituting Equation 2.58 into Equation 2.57 gives us

me(ẍfast + ẍslow) = q
[
E(x0) + xfast

dE(x0)

dx
+ xslow

dE(x0)

dx

]
cos (k0z − ω0t). (2.59)

To first order we can neglect the time derivative of the slow electron motion (ẍfast � ẍslow)

and the spatial derivatives because for high frequency light E(x0)� xfast
dE(x0)

dx
. With this,

substituting Equation 2.58 into Equation 2.57 gives us

meẍfast ≈ −eE(x0) cos (k0z − ω0t). (2.60)

The first order solution can then be solved to find

xfast = −eE(x0)

meω2
0

cos (k0z − ω0t). (2.61)
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We can now determine the second order solution,

ẍfast + ẍslow = − e

me

[
E(x0) + xfast

dE(x0)

dx
+ xslow

dE(x0)

dx

]
cos (k0z − ω0t). (2.62)

Subtracting out the first order motion from Equation 2.60 and substituting Equation 2.61

yields

meẍslow = −exfast
dE(x0)

dx
cos (k0z − ω0t) (2.63)

meẍslow = −e
2E(x0)

meω2
0

dE(x0)

dx
cos2 (k0z − ω0t). (2.64)

Using the chain rule, the term E(x0)
dE(x0)

dx
=

1

2

dE2(x0)

dx
. Finally, because we are looking

for slowly-varying motion, we take the time average over one laser period of the right hand

side:

Fpond = me
dx2slow
dt2

= −1

4

e2

meω2
0

∇||E||2. (2.65)

The ponderomotive force acts to slowly push charged particles away from regions of high

electric fields. Ions will also experience the force, but with reduced strength due to the

increase in mass compared to electrons. Notably, there exists no dependence on the sign of

the electric charge; ions and electrons move in the same direction.

In general, the ponderomotive force has contributions from other terms, e.g. magnetic fields

or circularly polarized light, and is a ubiquitous effect in high field laser-matter interactions.

The relativistic generalization of the ponderomotive force [82] can be written in terms of the

Lorentz factor as

Fpond = mec
2(∇ < γ > −1) (2.66)
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where < γ > is the time averaged of electron Lorentz factor over a laser cycle.

2.3 Laser-Solid Interactions

The field of plasma physics is truly diverse in scope. Astrophysical plasmas, magnetically-

confined fusion, and laser-plasma interactions are only a few of the sub-fields. While seem-

ingly disconnected in scope and scale there exists a common thread amongst all of plasma

physics. This thesis will restrict our focus to the sub-field of relativistic, overdense, laser-

plasma physics, but some core concepts of plasma physics will be briefly covered. In part,

this is because the interaction of an intense laser with a plasma is highly dependent upon the

laser and plasma conditions at the time of the interaction. For example, overdense, laser-

plasma interactions are particularly interesting due to the the complex interplay between

strong electric fields and a dense collection of charged particles. This section will briefly

touch on a few select topics relevant to laser-solid interactions.

2.3.1 Laser Ionization Mechanisms

In order to generate a plasma, bound electrons must be freed from their parent nuclei.

One such method of ionization is through photoionization, also known as the photoelectric

effect [83]. For metals with electrons in the conduction band single photon ionization can

occur for energies greater than a few eV, e.g. the common optical elements of aluminum and

gold have work functions of 5.99eV (207nm) and 9.23eV (134nm), respectively. Dielectrics

with larger bandgaps require higher photon energies to photoionize.2 For NIR and optical

lasers, the photon energies are not sufficient to cause single photon photoionization and thus

this effect does not occur for interactions of interest in this thesis.
2For example, silicon photoionizes at 8.15eV.
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Beyond single-photon ionization, there exist other mechanisms that cause electron ionization.

Multi-photon ionization (MPI) can occur when multiple photons interact with an electron

at the same time. This event can only occur when photon intensities are high enough

for a significant probability that multiple photons are interacting with the same electron

wavefunction. In the perturbative regime, the rate of ionization for n photons is given by

Γn = σnI
n
0 (2.67)

where the cross-section of the multi-photon interaction and the light intensity is given by σ

and I0 respectively. The higher value of n the smaller the interaction cross-section, requiring

a significantly higher photon flux. This should make sense qualitatively; multiple photons

absorbed by an atom is harder to achieve. Quantitatively, the number of photons per units

time per units area is the photon flux, which is proportional to the photon, or laser, intensity.

At high enough intensities there exists a cross-over point where MPI becomes insignificant

as tunnel ionization becomes available. Tunnel ionization occurs when the electric field of

the laser becomes comparable with the atomic Coulombic potential. When this occurs, the

electric field alters the potential well of the atom which becomes high asymmetric. This

asymmetry enables the electron to tunnel through the potential barrier and escape into free

space. An estimate of the necessary field strength can be made by considering the classical

electric field strength of the Bohr atom at 500 GV/m when in the ground state.

We can define the laser field intensity as the time average of the Poynting vector,

I0 =< S >=<
1

µ0

E×B >=
ε0c

2
E2
Hydrogen (2.68)

to arrive at an ionization intensity of 3.3 × 1016W/cm2 for the hydrogen atom. These

intensities are indeed achievable with moderate energy femtosecond laser systems.
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Figure 2.6: Diagram of tunnel ionization.

The transition point at which the laser intensity is high to cause a significant chance of

tunneling ionization is given by the Keldysh parameter [84],

γ = ω0

√
2meΦ

eE0

(2.69)

where Φ is the ionization potential and E0 is the electric field of the laser. Keldysh found

that multiphoton and tunneling ionization are the two limiting cases of nonlinear ionization

mechanisms [85]. Tunnel ionization becomes dominant over multi-photon ionization when

γ � 1.

Eventually, the laser field becomes so strong that the entire Coulomb potential barrier is

below the electronic energy state; the electron is no longer bound. This is known as barrier

suppression ionization (BSI) and occurs at very specific intensities, when the laser intensity

induces a field equal to the ionization level of the electronic state. This intensity, known as
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Figure 2.7: Appearance intensities of various elements. Note the significant jump that occurs when
the ionization of a new electronic shell begins, e.g. the observation of O7+ indicates an intensity
above 1019W/cm2.

the appearance intensity is given by

Iappearance =
cΦ

128πZ2e6
= 4× 109E[eV]4Z−2[W/cm2] (2.70)

where E and Z are the ionization energy and ionization state. The appearance intensity

is when ionization occurs with one-hundred percent probability, the tunneling rate equals

unity. The appearance intensities of a select group of elements can be found in Fig 2.7. The

presence of a specific charge state can be an indication of a specific intensity threshold.

2.3.2 Electromagnetic Waves in Plasma

The interaction of an electromagnetic field propagating through a plasma is highly dependent

upon the plasma density. As an example, consider a quasi-neutral, unmagnetized, cold
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plasma in equilibrium. The index of refection of a cold, unmagnetized plasma is given by

n(ω) =

√
1−

ω2
p

ω2
, (2.71)

where ωp,e is the electron plasma frequency. The plasma frequency determines the charac-

teristic time-scales of the plasma and is defined as:

ωp,s =

√
nsq

2
s

ε0ms

. (2.72)

For non-relativistic (γ ≈ 1) laser-plasma interactions, the plasma frequency depends ex-

clusively on the plasma density. The plasma frequency is the natural oscillation rate of

free particles within the plasma caused by Coulombic restoring forces acting on displaced

particles, which for an electron in practical units can be expressed as

ωp = 5.64× 104
√
ne[cm−3]. (2.73)

Since ions are much heavier than electrons, their motion is orders of magnitude smaller

during the high frequency oscillations of a laser electric field.

From the index of refraction, it is possible to determine the electromagnetic dispersion re-

lation by calculating the phase velocity of the wave in a material, or vp = ω/k = c/n. The

dispersion relation of an electromagnetic field is given by:

ω2 = ω2
p,e + k2c2. (2.74)

At high frequencies or low densities (ω � ωp,e) we recover the usual vacuum dispersion re-

lation of light ω = kc. Conversely, electromagnetic waves in plasma densities corresponding

to ωp,e > ω0 have imaginary wavenumbers, which mean they are evanescent. An electro-
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Figure 2.8: Electromagnetic dispersion relation in plasma (red) and vacuum (black dashed). Elec-
tromagnetic waves with frequencies ω < ωp,e have an imaginary wavenumber.

magnetic wave propagating through the pre-plasma of an overdense plasma produced by a

solid target that begins near zero density and monotonically rising to near solid-density will

experience an increasing plasma density as a function of distance. Once the laser reaches the

plasma density corresponding to the cutoff frequency ω = ωp,e or k2 = 0 the light wave will

reflect in the backward direction and have an evanescent component in the forward direction.

The length over which the evanescent wave decays to 1/e2 of the peak intensity is known as

the skin depth δ = c/ωp.

This point in the plasma - where the plasma becomes opaque and reflective - is known as

the critical density. This can be understood in a microscopic sense by considering how a

single electron will respond to two different laser frequencies. For low frequency light, a free

electron at the critical density will naturally oscillate fast enough to re-radiate the incident

laser. This re-radiation acts as the reflection point for the laser. However, electrons will not

be able to oscillate at the necessary rate to respond to and re-radiate higher frequency light.
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The critical density of light with frequency ω0 can easily be found by setting ω0 = ωp, and

in practical units can be expressed as

nc =
ε0meω

2
0

e2
= 1.12× 1021[cm−3]

1

λ0[µm]2
. (2.75)

A plasma that is below the critical density is known as underdense, while a plasma that is

above the critical density is known as overdense. For lasers with central frequencies in the

visible or NIR, underdense plasmas are typically produced in laser-gas interactions, while

overdense plasmas are typically produced in laser-solid interactions.

2.3.3 Relativistic Effects

The above plasma parameters were derived assuming non-relativistic motion. Since an elec-

tron is a massive particle, it obeys the relativistic momentum formulation, p = γmev, so as

it gains velocity its momentum increases towards infinity. In the lab frame, this is generally

viewed as an effective increase to the electron mass. In many cases it is possible to convert

between a non-relativistic and relativistic interaction by simply replacing the electron mass

me with γme, where γ =

√
1

1− β2
is the Lorentz factor.

Relativistic effects have profound consequences in laser-plasma interactions. The plasma

frequency,

ω2 =
nee

2

ε0γme

, (2.76)

decreases as the electrons gain more inertia. This prevents electrons from oscillating fast

enough to re-radiate frequencies previously possible, which modifies the plasma critical den-
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sity

nc = 1.12× 1021[cm−3]
γ

λ0[µm]2
. (2.77)

Thus it is possible for an opaque plasma to become transparent in what is known as

relativistically-induced transparent. The plasma skin depth also needs to be adjusted. A

relativistically-intense laser can penetrate much deeper into an opaque plasma.

Gaining a dynamic understanding of how these parameters vary during a relativistic inter-

action is non-trivial. A laser pulse with a non-uniform focal spot results in a critical surface

that varies across the focal plane of the interaction. Further complicating the issue the

that laser pulse durations are typically Gaussian and plasma profiles are not step-like. As

a relativistically intense laser propagates into a pre-formed plasma, different densities will

experiences different intensities.

2.3.4 Pre-plasma Scale Length

One of the most important characterizations of a plasma interface is its density profile at the

time of arrival of the main laser pulse. Once the ionization of a solid-density target occurs,

the plasma will begin to hydrodynamically expand into the vacuum in front of the target [86].

The density evolution will begin once the laser field strength is sufficient to cause ionization,

which for many materials are intensities on the order of 1013 W/cm2 or lower depending on

the ionization mechanism. At relativistic intensities the laser contrast and the presense of

pre-pulses can cause target ionization picoseconds-to-nanoseconds prior to the arrival of the

main pulse. For ionization occurring on these time-scales, the speed of plasma expansion

may be approximated as the ion-acoustic speed expressed as

cs =

√
ZTe
mi

, (2.78)
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where Z and mi are the charge and mass of the ions in question [86, 87]. By assuming the

expansion occurs from the time of ionization to the arrival of the high-intensity, short-pulse,

τpre−pulse the expansion length can be calculated as L ≈= csτpre−pulse. For example, a laser

pre-pulse could cause a silicon target to singly-ionize at τpre−pulse = 10 ps, and produces

an average electron temperature Te = 100 eV. This would lead to an ion-acoustic speed of

cs ≈ 18.5 nm/ps, and a plasma expansion length of 185 nm before the arrival of the main

pulse. Of course, ionization and electron heating do not occur at a single point in time, and

more accurate estimates of the plasma expansion can be performed by using hydrodynamic

simulation codes.

In short-pulse, laser-solid interactions the density profile is assumed to have a simple profile

(e.g. linear or exponential) with some characteristic scale length defined as

Ls = n(z)(
dn(z)

dz
)−1 (2.79)

For an exponential profile, n(z) = n0e
αz, this gives the convenient result of

Ls = n0e
αz(n0αe

αz)−1 = α−1. (2.80)

Short scale lengths (Ls < λ0/2) can be ideal for femtosecond laser-solid interactions. For

example, relativistic harmonic generation requires a well-defined critical density surface to

maintain phase-locking of the harmonic emission without driving plasma waves [88–90].

Experiments with long-pulse lasers (τ > 1ps) have shown that the ponderomotive force is

able to steepen initially long scale length prior to the interaction [91]. However, femtosecond

lasers are too short and low energy to produce significant profile steepening. Therefore,

significant care must be taken to increase laser contrast to suitable levels to reduce the plasma

scale-length. One benefit gained by studying laser-plasma interactions from light generated

44



through OPA is the inherently high contrast from the non-linear generation process. This

contrast can be further increased when using light generated from a non-collinear OPA

geometry.

2.4 Laser Heating Mechanisms

Laser energy from high-intensity, ultrafast pulses can couple into solid-density plasmas

through a variety of mechanisms depending on intensity, density profile, incidence angle,

and polarization. These plasma heating mechanisms can be separated into collisional and

collisionless processes. Collisional processes, generally referred to as inverse-Bremsstrahlung

heating, involves discreet electron-ion collisions. However, when the pulse intensity exceeds

1016W/cm2, the electrons become to energetic to efficiently couple their energy into the

plasma ions, reducing the importance of inverse-Bremsstrahlung heating. At relativistic in-

tensites with solid-density targets, the inverse-Bremsstrahlung heating is entirely dominated

by collisionless mechanisms such as resonance absorption, Brunel heating and J×B. How-

ever, for low-contrast systems, collisional heating is important for pre-heating of the plasma

by the nanosecond pre-pulse. This heating can substantially alter the plasma density profile,

and influence the main pulse interaction.

2.4.1 Resonance Absorption

Resonance absorption occurs when moderate intensity pulses, I ∼ 1015W/cm2 , with P-

polarized reflect at an oblique incidence off a plasma surface with varying density profile

[92, 93]. Consider an electromagnetic wave with frequency ω0 propagating in a cold plasma
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with dielectric function

ε(x) = 1−
ω2
p,e(x)

ω2
0

(1 +
iν

ω0

), (2.81)

where ωp,e(x) is the electron plasma frequency at different locations in the plasma and ν is

a collisional frequency. For P-polarization, the electric field has a component parallel to the

surface, and at the laser reflection point, Gauss’s Law states ∇ · (εE) = 0. In the limit of a

collisionless plasma, ν/ω0 � 1, we have

∇ · [(1−
ω2
p,e

ω2
0

E] = ∇ · [(1− ne
nc

E] = 0, (2.82)

where a resonance condition occurs at the critical density nc, whereby the laser field is able to

efficiently drive plasma waves near the critical density surface. For an oblique incidence θ, the

laser field never reaches the critical density surface, instead the wave becomes evanescent at

a density ne = nc cos2 θ. However, the evanescent component may reach the critical density

surface to drive a plasma wave [94]. The coupling of laser energy into driving this plasma

wave depends both on the angle of incidence and plasma scale length, Ls. For example, for

k0Ls = 10, the optimum angle is given by (k0Ls)
2/3 sin2 θ ' 0.7, or 23◦ with an absorption

coefficient of nearly 40%. The minimum conditions for resonance absorption occur in the

limit of grazing incidence or normal incidence, when the evanescent wave does not penetrate

deeply into the plasma or there is no longitudinal electric field component. Resonance

absorption can contribute to significant heating of the target for low-contrast laser pulses

prior to the arrival of the main pulse.

2.4.2 Brunel Heating

Extremely short-density profiles found in high-contrast experiments remove the resonant

conditions necessary for strong resonance absorption. Laser fields incident on these sharp
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density gradients can interact directly at the critical density surface and pull electrons from

inside the plasma into the vacuum before reaccelerating them deep into the plasma beyond

the critical surface where the laser field is evanescent. The description of this absorption

process is now termed Brunel3 or vacuum heating [95].

For pulses approaching relativistic intensities, i.e. Iλ2 ≥ 1016 Wcm−2µm2, electrons move

in a laser field distances of vosc/ω0. If the laser is interacting with an overdense plasma

with P-polarization, the electron motion in and out of the critical surface will be a distance

of vosc/ω0 sin θ. For an 800 nm pulse with normalized vector potential a0 = 1 incident

at 45◦, the electron quiver velocity is vosc = c/
√

2 and the motion along target normal is

vosc/ω0 sin(45◦) = 63 nm. Conversely, the plasma skin depth of a solid density target is

on the order of 10 nm. Electrons pulled into the vacuum by the relativistic pulse will be

accelerated into the dense plasma. Because the laser is rapidly attenuated past the critical

surface, the electrons do not experience the field reversing signs, and will continue into the

target as energetic particles.

A similar mechanism to Brunel heating exists for relativistically intense pulses at normal

incidence. At the surface of steep gradients, normal incidence lasers can drive electrons into

the overdense plasma through the v×B components of the Lorentz force. This is known as

relativistic j × B heating or Wilk’s heating [32]. Wilk’s found through numerical methods

that the accelerated electrons will have a Maxwellian distribution function with temperatures

given by

Up = mc2(
√

1 + a20 − 1), (2.83)

where Up is the ponderomotive potential [32].
3In fact, Brunel’s initial paper is called "not-so-resonant, resonant absorption."
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2.5 Radiation Generation

Short-pulse lasers interacting with solid-density targets are capable of generating short wave-

length radiation through various mechanisms. Some of these methods include hard x-rays

from atomic processes such as Bremsstrahlung radiation and atomic x-ray emission as well

as extreme ultraviolet radiation through high harmonic generation.

2.5.1 Hard X-ray Sources

When an intense laser interacts with an overdense plasma, the surface electrons are heated

through various heating mechanisms discussed in Section 2.4. The hot electrons heated

from relativistically-intense interactions will have energies in the hundreds of keV - MeV

range, which enable the electrons to ionize inner-shell electrons from neutrals and ions in the

plasma. Electronic transitions from the outer shells results in either the emission of a high

energy photon or an Auger electron with characteristic energy. The energy level difference

is emitted as a photon during the transition. If the electron is emitted from the innermost

shell (n = 1 state), then the radiation produced from an electron transitioning from the next

outer shell (n = 2 state) is known as Kα emission. These emission lines are characteristic

signatures of the constituent ions in the plasma. For plasmas with temperatures exceeding

1 keV the ion species can become highly-ionized with only a few bound electrons. This can

substantially shift the atomic energy level potentials and resulting emission line intensity and

energy. The analysis of atomic spectral lines gives useful information about the ionization

states found in the plasma as well as conditions such as electron temperature and density,

making plasma spectroscopy a valuable plasma diagnostic [62,96].

Bremsstrahlung radiation4 occurs when a high energy electron is decelerated by a nearby

positively-charged nucleus due to the Coulomb force. The energy lost by the decelerating
4German for "Breaking Radiation"
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electron will be emitted as a high energy photon. The magnitude of the deceleration, and the

radiated energy, is proportional to the proximity of the electron trajectory and the charge of

nucleus charge. The highest possible energy emitted by an electron is equal to the incident

kinetic energy of the electron in the case where it comes to a complete stop.

2.5.2 High Harmonic Generation

High harmonic generation (HHG) was first observed using a nanosecond CO2 laser incident

on a solid density target. The terminology of "harmonic generation" is mainly use for

convenience and tradition. When discussing the generation of higher energy radiation by

some perturbative interaction in a material, the generation of harmonics is easily understood.

Multiple photons of a single wavelength (two for second harmonic generation, three for third

harmonic generation) are converted in to one higher energy photon through some energy

level excitation and relaxation. These processes are very well explained through a quantum

mechanical process.

Fundamentally, harmonic generation from solids is a very different process. While the conser-

vation laws of momentum and energy are still preserved, the harmonic nature of the emitted

radiation is instead due to the periodicity of the driving laser. The radiation generation

processes are repeated periodically locked to the laser cycle. Fourier theory enforces that a

periodic signal must comprise of the harmonics of the fundamental driver, in this case the

fundamental frequency of the laser. When a harmonic generation process occurs only once,

e.g. with a single-cycle laser, the radiation will not be harmonic in nature.

At the highest peak powers available through Petawatt-class (Pmax ≈ 1015 W) laser sys-

tems, overdense laser-plasma interactions have the potential to generate the coherent short-

wavelength light producing bright, sub-fs pulse durations. Lasers with normalized vector

potentials a0 � 1 driving overdense interactions can produce harmonics extending deep into

49



Figure 2.9: Electric field of a laser before (blue) and after (red) reflection from an overdense plasma
surface. Laser harmonics are observed in the reflected intensity spectrum.

the EUV [24]. The short pulse durations of such EUV sources enable the study of attosec-

ond science [74–77] while achieving spatial resolutions required for nanometer-scale imaging.

These pulses could be used to drive laser wakefield accelerators in solid density targets [97]

which have been shown in simulations to provide extremely high acceleration gradients of

up to TeV/cm [35,36].

2.5.3 Harmonic Generation Mechanisms

Two mechanisms used to describe of high harmonic generation in laser-solid interactions

are coherent wake emission (CWE) [98] and the relativistically oscillating mirror (ROM)

model [23, 99, 100]. These two mechanism reside in entirely separate regimes delineated by

the laser intensity and plasma density scale-length. Roughly, CWE dominates for lower

intensities (a0 < 1) and shorter scale lengths (Ls < λ/10) while ROM dominates for higher

intensities (a0 > 1) and longer scale lengths (Ls > λ/10). That being said, it is possible for
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both mechanisms to exist in the transition regime, and so careful study must be taken to

determine the dominant effect [101,102].

2.5.4 Coherent Wake Emission

Coherent wake emission occurs through the excitation of plasma wakes by high energy elec-

trons driven into an overdense plasma. These wakes are capable of exciting longitudinal

plasma oscillations in the overdense region. These oscillations are capable of subsequently

emitting an attosecond EUV burst through linear-mode conversion into transverse electro-

magnetic modes [98]. The limiting frequency in CWE is the maximum plasma frequency of

the solid target, because the turning point of optical waves (where the amplification phase

matching occurs) is near the corresponding critical densities. Because solid target plasmas

do not possess step-like density-profiles, the frequencies emitted are generated at a different

depth into the plasma (deeper for higher energy light) defined by ω = ωp(x) =

√
ne(x)e2

meε0
.

This leads to a positive chirp of the spectrum, i.e. lower frequency light travels in front

of higher frequency components. Repeated over many laser cycles, this process leads to an

attosecond pulse train that produces a harmonic spectrum.

2.5.5 Relativistically Oscillating Mirror Model

Relativistic harmonic generation driven by the reflection of light off an overdense plasma

mirror, which can be described by the relativistically oscillating mirror (ROM) model [23,

39,41,99], offers a promising means of producing high-brightness, attosecond-duration light

in the extreme ultraviolet (EUV) and soft x-ray regions that can extend hundreds of harmonic

orders with high-single shot flux and inherent phase matching [24,42,43,103].

When an intense laser is incident on a plasma surface, it will propagate into the plasma
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until it reflects off the critical plasma density. The critical surface electrons electrons that

are driven into the plasma by the laser field experience a restoring force from the nearly-

immobile ions. When the electron motion becomes relativistic, i.e. when a0 & 1, electrons

located at the critical density surface are driven to relativistic velocities within an optical

cycle. The resulting driving force from the laser coupled with the plasma pressure from

the ions leads to a nonlinear, oscillating reflection surface of the plasma which changes as a

function of time [100]. Therefore, a nonlinear phase shift, φ(t), is imparted by the oscillating

mirror onto the laser field. This phase shift is determined by the oscillation modes, ωm, of

the mirror surface:

φ(t) =
∑

φ0 sin(ωmt). (2.84)

The reflected electric field, Er, of the laser field is then given by

Er ∝ exp (−iωt) exp iφ(t) = exp (−iωt)
n=∞∑
n=−∞

Jn exp (−inωmt), (2.85)

where Jn are Bessel functions of the first kind [99]. When the driving laser is a multi-cycle

pulse the oscillation modes of the plasma surface are at frequencies linked to the laser optical

cycle, and the re-radiated field in the spectral domain contains the higher order harmonics

of the incident laser.

The ROM mechanism has characteristic universal properties [42]. For example, the allowed

harmonic orders and their individual polarization states are determined by the interaction

geometry and critical surface oscillation modes [99]. A laser field reflecting off a surface at

normal incidence produces a single mirror oscillation mode at frequency 2ω. The reflected

field will contain the odd harmonics of the laser ωn = (2n + 1)ω. At oblique incidence, the

symmetry of the interaction is broken and the surface can now oscillate at frequency ω. The
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Figure 2.10: Spectral modulation of laser interacting with relativistically oscillating mirror at normal
incidence. The reflected spectrum contains only odd multiples of the fundamental frequency.

reflected field will contain even harmonics polarized along the electric field direction, and

odd harmonics polarized parallel or orthogonal to the electric field for p- and s-polarized

interactions, respectively. The harmonic polarization selection rules for ROM HHG can be

found in table 2.1:

S-pol. Harmonics P-pol. Harmonics
S-pol. Fundamental odd even
P-pol. Fundamental forbidden odd and even

Table 2.1: Oscillating Mirror Model harmonic polarization selection rules. Note that a
p-polarized fundamental laser cannot produce s-polarized harmonic emission.

The ROM model of harmonic generation relies on the formation of a well-defined critical

density surface. From an experimental perspective, this means that it is important to avoid

significant formation of an underdense pre-plasma as this degrades the quality of a well-

defined reflection point. Naively, this would imply that high-intensity lasers with high-

contrast are ideal candidates to generate relativistic harmonics with good efficiency. However,
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it has been experimentally observed that ultrahigh-contrast lasers have less efficiency than

those with an added heating beam to introduce a short pre-plasma scale [89,90,104].

Relativistic HHG - Ultraintense, Attosecond X-ray Pulses

Relativistic harmonic generation occurs from the radiation at one oscillating surface, which

means that ROM harmonics are not inherently chirped enabling the generation of sub-

femtosecond pulses from the interaction [27, 42, 43]. Multi-cycle drivers emit a burst of

radiation each optical cycle, which inhibits the generation of an isolated, x-ray pulse. How-

ever, if the driving laser field is a few-cycle pulse, the generating radiation would instead

be an isolated pulse with broadband continuum. The recently proposed technique of Thin

Film Compression (TFC) [44] has been proposed as one means to compress PW-class laser

systems to the single-cycle limit (∼ 3 fs). After TFC the optical pulse is then focused onto

an overdense plasma to drive relativistic harmonic generation producing a single-cycle x-ray

pulse with Joules of energy and pulse durations as low as attoseconds or zeptoseconds.

Since the conversion efficiency of the oscillating mirror model strongly depends on the elec-

tron acceleration at the critical surface, there is no upper limit to the intensity necessary

for harmonic generation. Harmonics from the ROM mechanism has been observed from

a0 ∼ 1 [6, 101] up to a0 � 1 [24, 90]. Therefore, relativistic high harmonic generation has

been proposed as one possible method to achieve intensities exceeding the Schwinger limit

(I > 4.6 × 1029 W/cm2 ), above which the electric field is sufficiently strong such that pair

production from the vacuum can occur [105]. While directly achieving the Schwinger limit

is currently well beyond the highest intensity with current PW-class lasers. However, it

has been suggested that a substantial enhancement of the initial laser focal intensity can

be achieved by the focusing of relativistic harmonics [106]. An initial laser intensity of

I ∼ 5× 1022 W/cm2 is predicted to achieve the Schwinger limit in the harmonic focus.
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Chapter 3

Methods

The experiments discussed in this thesis were conducted at a variety of laser facilities, in-

cluding the Ultrafast Laser-Plasma Interaction Lab at the University of California, Irvine

(UCI), the Relativistic Lambda-Cubed Laser at the Gérard Mourou Center for Ultrafast

Optical Science (CUOS) at the University of Michigan, and the Laboratory for Advanced

Lasers and Extreme Photonics Laser at Colorado State University. This chapter describes

the laser systems, experimental configurations, and relevant diagnostics. The design and

implementation of a high-intensity, laser-solid interaction platform for high repetition rate

laser-solid experiments at UCI is discussed in detail. A suite of diagnostics for characterizing

the laser prior to the interaction as well as capturing the resulting radiation was employed

to gain as many simultaneous measurements as possible.
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Figure 3.1: Schematic of Solstice laser.

3.1 Laser Systems

3.1.1 University of California, Irvine Laser

The UCI laser system is a commercial, high repetition rate mJ-class Ti:Sapphire laser

(Spectra-Physics Solstice ACE) with a peak output power of 200 GW. The CPA system

consists of an oscillator, stretcher, regenerative amplifier, and finally the compressor. The

oscillator (Spectra-Physics Mai Tai SP) is a Kerr-lens mode-locked, pulsed Ti:Sapphire laser

pumped at 532 nm by a frequency-doubled, diode-pumped, CW Nd:YVO4 laser producing

femtosecond 6 nJ seed pulses with a bandwidth of 60nm at a repetition rate of 42 MHz.

In order to decrease the repetition rate to 1 kHz, a Pockel’s cell and polarizer are placed

at the output of the oscillator. Pockel’s cells use an electro-optic effect which produces a

birefringence in the optical medium due to an induced electric field. This rotates the laser

polarization and enables it to be used as a temporal switch when combined with a polarizer.

Then, the pulses are stretched for amplification below the damage threshold of the optics. A

regenerative amplifier pumped at 527 nm by a frequency-doubled, diode-pumped, Q-switched

Nd:YLF laser (Spectra-Physics Ascend 60) amplifies the pulses to 10 mJ of energy. Finally,

the pulses are compressed with a single gold-coated holographic grating aligned in the Treacy

geometry using roof mirrors to conserve space. The output pulse energy of the pulses are 7

mJ with 35 fs temporal FWHM. The output of the laser can be down-converted to 1.1 mJ
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of λ0 = 1.3µm and 0.6mJ of λ0 = 2.1µm through a two-stage, collinear OPA.

3.1.2 Lambda-Cubed, University of Michigan

Figure 3.2: Schematic of Lambda Cubed laser.

The Relativistic Lambda-Cubed Laser system is a home-built high repetition rate mJ-class

Ti:Sapphire laser. The system is seeded by a FemtoLasers Ti:Sapphire oscillator that pro-

duces 12 fs pulses with an accompanying carrier envelope phase (CEP) locking system. A

radio frequency addressable acousto-optic programmable dispersive filter (AOPDF) called a

"Dazzler" controls the spectral amplitude and phase of these seed pulses. Selected pulses

from the Dazzler are stretched to ∼200 ps and amplified to 7 mJ in a cryogenically cooled

regenerative amplifier. The output pulse are then sent through a 3-pass amplifier that pro-

duces 28 mJ pulses prior to compression. The total efficiency of the compressor is 71% after

four reflections and the output 20 mJ laser pulses have a 30 fs temporal FWHM duration

at a 500 Hz repetition rate. Throughout the system, pump light is provided by a variety of

frequency-doubled Nd-doped YAG, YLF and vanadate lasers.
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Figure 3.3: Schematic of ALEPH. Image credit: [3]

3.1.3 ALEPH Laser

The Colorado State University Advanced Laser for Extreme Photonics (ALEPH) is a Petawatt-

class, short-pulse Ti:Sapphire laser system. A detailed description of the laser system can

be found in [3] and Figure 3.3. The system consists of a conventional Ti:Sapphire front end

that delivers pulses to a three-stage, high-power amplification chain pumped by Nd:YAG

slab amplifiers bringing the laser pulses up to 250 mJ. The output is further amplified by

three multi-pass amplifiers pumped by Nd:glass slab amplifiers. The slab geometry allows

operation of the fully-amplified beam at a repetition-rate of up to 3.3 Hz. The eight slab

amplifiers generate pulses with a total of ∼ 88 J of second harmonic light at 527 nm. A

gold grating compression compresses the 37 J fundamental to up to 26 J with pulse duration

as short as 30 fs. The compressed pulses can then be frequency-doubled using a Potassium

dihydrogen phosphate (KDP) crystal to produce ultrahigh-contrast λ = 400 nm pulses up to

10 J with 45 fs FWHM pulse duration. The use of the laser second harmonic suppresses laser

pre-pulse producing ultrahigh contrasts (> 1011) that lead to hot, solid-density plasma [63].
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3.2 UCI Laser-Solid Experiments

Figure 3.4: Laser-solid platform developed at UCI.

UCI has a modular experimental area which can accommodate a wide array of laser-matter

interaction experiments. A typical laser-solid experiment will be described in the following

section.

After compression, the Solstice output beam diameter is ∼ 13 mm 1/e2. The output pulse is

propagates through ∼ 2 m of air. Presently, among the steering mirrors in air is an optional

upcollimation telescope that can increase the beam size to 20 mm. This telescope helps

in both reducing the B-integral during propagation into the vacuum system and decreasing

the f/# of the focal geometry. The beam then is transmitted through an anti-reflection-

coated UV-grade fused silica vacuum window (Thorlabs VPW42-B) At transport intensities

(I = 300 GW/cm2) the combination of self-phase modulation and dispersion introduced by

the propagation through air and the vacuum window prior to entering the vacuum system

increased the pulse duration from τ ∼ 35 fs to τ > 60 fs. Therefore, a second vacuum

chamber was introduced that contains a chirped mirror pair (-250 fs2) to compensate for

the positive GDD from material dispersion and SPM. This enabled compression to slightly

shorter pulse durations than initially output by the laser at τ ∼ 30fs. All other optics
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employed in high intensity experiments are reflective optics. These include a combination

of high-reflectivity dielectric (R > 99.5%) and metallic coatings to reduce the total laser

absorption during propagation through the system. Laser-solid experiments are conducted

using a protected gold-coated f = 2” off-axis parabolic mirror. Typical experiments are

conducted using an f/2 geometry, but f/1 capabilities have been used in experiments when

higher intensities are required.

Laser Temporal Characterization

For experiments conducted at UCI, a custom built [4] Second Harmonic Generation Fre-

quency Resolved Optical Gating (SHG-FROG) [107] measured the temporal profile of the

laser. FROG is a technique commonly used to measure ultrafast pulse durations. The input

pulse is split into two identical beams using a coated pellicle; one beam travels along a fixed

reference path while the other travels along a delay line. Both beams are then focused onto

a nonlinear crystal (BBO), which produces a second harmonic signal when the beams are

spatio-temporally overlapped. The signal strength of the SHG is gated by changing the

path length of one pulse with respect to the other. When the pulses no longer overlap, the

SHG response disappears. If only the intensity of SHG signal was recorded, then this would

be known as an intensity autocorrelation, which can be used to infer the pulse duration

by assuming a pulse shape. FROG measurements acquire more information by recording

the spectrum of the second harmonoic at each delay position. The additional information

gained from the spectral data allows FROG to determine both the pulse spectrum and phase,

thereby allowing a full reconstruction of the pulse. The intensity of the SHG FROG used

commonly in the lab is given by

I(ω, τ) = |
ˆ −
∞∞E(t)E(t− τ)e−iωtdt|2, (3.1)
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where τ is the delay between the two beams at each step. An iterative algorithm can then

be used to reconstruct the time-dependent electric field from the FROG trace [107].

Figure 3.5: Schematic of home-built FROG. Image courtesy of [4]

Laser Focus Characterization

The output wavefront of the laser system has been measured with a Shack-Hartmann wave-

front sensor. The Strehl ratio, or the ratio of the measured peak focal intensity of the input

beam compared to a perfect wavefront, has been measured to be > 0.9. After beam ex-

pansion through the use of spherical mirrors, the Strehl ratio is lowered, but high quality

focal spots are still routinely measured during experiments. In situ monitoring of the focal

spot is achieved by imaging with an infinity-corrected microscope objective and BK-7 plano-

convex lens coupled to a CMOS camera (Basler ace). The energy of the laser was reduced

before the objective lens in order to avoid damage. Three methods were employed: using

glass wedges positioned near Brewster’s angle, by operating the laser in "shuttered mode,"

or by de-timing the first Pockel’s cell before the stretcher. The shuttered method closes a

mechanical shutter after the oscillator output but before the pulse stretcher, which prevents

seed pulses from entering the regenerative cavity. Only ASE signal is output from the regen
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and could be used for safe alignment. By de-timing the triggering signal sent to the first the

Pockel’s cell the seed pulse will not experience the Kerr-rotation needed to pass through the

pulse picker. A small amount of seed light makes it through the polarization optics and into

the regenerative amplifier, so extra care is required to not prevent damage during alignment

now. Comparison measurements between fully-amplified shots imaged with wedged reflec-

tions and the ASE signal from the shuttered mode or de-timing mode showed no difference

in focal spot quality.

A limiting factor for reaching the highest intensities is the optical flatness and the surface

roughness of the OAP, which can introduce wavefront aberrations and optically scatter a

significant amount of light. For example, the optics used at UCI from Edmund Optics

have a quoted optical flatness of λ/4 and a surface roughness of ∼ 50Å. Flat mirrors made

by Edmund can have a quoted surface flatness of up to λ/20. To help estimate the peak

laser intensity, the on-target energy was measured at low amplification. This process used a

combination of pinhole, fast photo-diode, filter stack, and CMOS camera. The energy loss

due to scattering by a fresh OAP was measured to be ∼ 1% using a 50 µm pinhole and a

fast (nanosecond response time) photodiode. Afterwards, the focal spot was imaged using

a microscope objective and CMOS camera with neutral density filter stack to increase the

dynamic range of the detector. This measurement showed that 45-50% of the incident laser

energy reaches the FWHM of the laser focus. The OAP was manually aligned using this

imaging system in air by correcting for astigmatism. The focal spot was monitored during

pumpdown to enables minor corrections under vacuum by adjusting the final steering mirror

before the vacuum chamber. Figure 3.6 shows an example of the laser focus under vacuum,

the measured focal spots after correction is typically 1.9µm ± 0.1µm for f/2 experiments

and 1.4µm± 0.1µm× 1.1µm± 0.1µm for f/1 experiments.

At kilohertz repetition rates, the plasma deposition from the interaction is sufficiently high

that only a few minutes of shooting can be performed before the energy deposited is reduced
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Figure 3.6: Measured in situ laser focus during laser-solid experiment.

by a factor of two. Therefore, Mylar pellicles are placed in between the focusing optic

and solid target to protect the optic during shooting. When glass targets are used, the

deposition rate on the Mylar is low enough that a single pellicle can be used for multiple

targets. A silicon target produces significantly higher deposition, and therefore the Mylar

needs replacement at much higher rates to prevent a popping of the pellicle due to increased

laser absorption.

3.3 Radiation Diagnostics

Relativistic laser-solid interactions generate a variety of radiation, including optical light,

higher-order harmonics, relativistic electrons, and hard x-rays associated with atomic emis-

sion and bremsstrahlung. In order to gain a better understanding of the laser-plasma interac-

tion, it is important to field multiple diagnostics that measure some or all of these radiation

sources during an experiment. The details of the optical diagnostics used to characterize

the optical harmonics are discussed in Chapter 4. One common method for detecting hot

electrons is through a scintillating screen paired with a dipole magnet. For experiments
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conducted at UCI and ALEPH, permanent dipole magnets were fielded, the details of which

are discussed in [108].

The following section focuses on the details and design of the crystal x-ray diagnostics fielded

at Colorado State University for a LaserNetUS experiment. The experiment focused on

measuring the characteristic x-ray emission generated from solid-density plasmas of copper

targets. The x-ray spectrometers fielded are comprised of bent crystals which combine the

focusing properties of a spherical mirror with the diffraction properties of a grating. These

bent crystals can therefore image along one axis and spectrally disperse along the other axis

with high spatial and spectral resolution.

3.4 X-ray Diagnostics

When an electron that is in a higher atomic energy level transitions to a lower energy state

the energy difference is emitted as an energetic photon, whose wavelength is characteristic

to the element. The characteristic wavelengths correspond to the energy differences between

the energy shells of the atom. These characteristic transition lines can span from below one

to thousands of eV. For example, the n = 2 to n = 1 atomic transition in copper, known as

Cu Kα has a photon energy of 8.04 keV or a wavelength of 1.5406Å.

Spectroscopic analysis of x-rays requires spectrally dispersing the x-ray source onto a de-

tector. At short wavelengths, mirrors and diffraction gratings do not work well1. For x-ray

radiation the complex index of refraction n∗, deviates only slightly from unity and is given

by:

n∗ = 1− δ + iβ, (3.2)
1This is perhaps an understatement.
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where δ represents the small deviation from unity, and β represents the attenuation of the

x-ray radiation through material. For example, a commonly used material for optical mirrors

is gold. The values of δ for gold are δ ≈ 0.17 at 50 eV, and quickly drops to δ ≈ 0.005 at 500

eV2. From Snell’s law, the angle of incidence, θi, is related to the angle of reflection, θr, by:

cos θi = n cos θr. (3.3)

Figure 3.7: Reflection from a solid gold mirror for three angles of incidence. As the angle of
incidence becomes closer to grazing, the mirror becomes more efficienct at higher energies. Note,
that by photon energies of 10 keV the reflectivity is nearly zero for all cases. Values obtained from
the Center for X-ray Optics X-ray database [5]

Total external reflection, i.e. the maximum angle of incidence such that reflection can occur

cos θr = 1. The angle of incidence is given by θi ≤ θc, where θc is the total external reflection

angle. The limiting condition for external reflection is given by cos θc = n. By assuming that

this angle occurs for small values of θc, the expression can be Taylor expanded such that

cos θc ≈ 1− θ2c
2

= 1− δ. (3.4)

Therefore, the critical angle is given by θc =
√

2δ. As a result, the reflectivity of all materials
2Values obtained from the Center for X-ray Optics X-ray database [5]
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become close to zero at energies higher than 100 eV for large angles of incidence. For gold at

50 eV, the critical angle θc ≈ 33◦, and θc ≈ 5.7◦ at 500 eV. As the angle of incidence becomes

closer to grazing incidence, the reflectivity is maintained up to much higher energies, but the

efficiency remains low. A plot of reflectivity of a gold mirror at different angles of incidence

is shown in Figure 3.7. For soft x-ray sources such as those generated through high harmonic

generation, the use of a grazing incidence diffraction grating is sufficient for spectral analysis.

However, higher energy photons require another technique which is enabled through the

constructive interference generated from Bragg’s law from a crystalline structure.

3.4.1 Bragg Diffraction Crystals

Figure 3.8: Bragg diffraction from a crystalline solid. Image credit: Wikipedia

When electromagnetic radiation is incident on an atom, it causes the electrons to begin os-

cillating. The oscillation of these charges re-radiates the light through Rayleigh scattering.

The re-emitted fields interfere through constructive and destructive interference producing

a diffraction pattern in the far field. This phenomenon is observable in thin film reflections,

dielectric laser mirrors, and electron diffraction. Bragg diffraction occurs when the radiation

has a wavelength comparable to the atomic spacing of a crystal is diffracted and construc-

tively interfere. A crystalline solid can be modeled as having lattice planes separated by

a distance, d. Constructive interference occurs when the path difference between the two
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scattering planes, 2d sin θ, equals an integer multiple of the wavelength, λ,

2d sin θ = nλ. (3.5)

For single crystals, this effect occurs over multiple planes of the crystal, which intensifies the

constructive and destructive interference from the scattering. The points where the scattering

angles satisfy the Bragg condition (Equation 3.5) are known as Bragg peaks. The wavelength

of X-rays (1-100Å) is typically the same order of magnitude as the spacing between planes

of a crystalline material, so Bragg crystals are ideal for X-ray optics applications.

3.4.2 Spherical Crystal Imagers

We can use the property of Bragg diffraction to image high energy x-rays as a diagnostic of

high energy density physics. The presence of Kα emission can be indicative of hot electron

transport: electrons which have sufficient energy to create K-shell, n = 1, vacancies allowing

for n = 2→ n = 1 transitions [109]. We can image a narrow band of x-ray emission around

the Kα lines using a spherically-bent Bragg crystal imager [110–112].

The imaging properties of a spherically-bent crystal are analogous to imaging off-axis with a

spherical mirror; an additional constraint is imposed requiring the angle of incidence of the

x-ray source satisfy the Bragg condition 2d sin θ = nλ. In order to minimize the astigmatism

introduced from spherical aberrations, the angle of incidence must be near normal, which

restricts the operating wavelengths of crystals to a narrow range of wavelengths λ ≤ 2d.

Spherically-bent imagers have a specific radius of curvature, R. If an x-ray source and the

crystal are placed on a circle whose diameter is half of the radius of curvature, all wavelengths

will be focused along the circumference of the circle, known as the Rowland circle.

The behavior of incident and reflected rays occur in two orthogonal planes: the sagittal
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Figure 3.9: Layout of a spherically-bent crystal used as an imager. A detector placed between the
meridonal and sagittal focal planes will produce an approximately round point spread function.

and meridional planes. The meridional plane contains the incident, reflected rays, and

the Rowland circle for a single photon energy, while the sagittal plane is orthogonal to

the meridional plane. In both planes, geometric focusing occurs, which results in a high

resolution image. Astigmatism produced from a spherical mirror results in two focal planes,

the meridional and sagittal plane im and is (Figure 3.9). If the source is placed within the

Rowland circle at a distance o from the crystal, where o must satisfy R sin θ > o > R
2

sin θ,

we can use the thin lens equation for a spherical mirror to determine im and is:

1

o
+

1

im
=

2

R sin θ
(3.6)

1

o
+

1

is
=

2 sin θ

R
(3.7)

where R is the radius of curvature of the crystal and θ is the Bragg angle [113]. The respective

meridional and sagittal image planes are

im =
oR sin θ

2o−R sin θ
(3.8)

is =
oR

2o sin θ −R
. (3.9)

68



Placing the detector at image plane i = oR/(2o − R), approximately midway between im

and is, so as to produce a round point-spread function [111].

Spatial Resolution

The effective spatial resolution depends on a combination of crystal quality, source size, and

detector. However, since the optics of a Bragg spherical crystal is analogous to imaging off-

axis with a spherical mirror, largest contributor to image resolution is astigmatism, which is

linked to the Bragg angle [110]. The astigmatism-limited object spatial resolution is given

by

σ =
D(M + 1)

M
(1− sin θB). (3.10)

For a pinhole with D = 2.2 mm, M = 10, and θB = 88.7o the spatial resolution is σ =

0.283µm. For D = 8.8 mm, σ = 2.5µm. If the resolution of the detector is 25× 25µm2, an

image which would be 25×25µm2 on the detector should come from an area of 2.5×2.5µm2

in the object plane. This means that any pinhole smaller than 8.8mm would not improve

the image resolution.

Spectral Resolution

Much like how the spatial resolution determines the smallest spatial features resolvable in

an imaging system, the spectral resolution of a spectrometer is a measure of its ability to

resolve features in the electromagnetic spectrum. The spectral resolution is usually defined

in terms of wavelength (∆λ) or energy (∆E). The spectral resolution is closely related to

the resolving power of a spectrometer, R, defined as

R =
λ

∆λ
=

E

∆E
, (3.11)
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where ∆λ is the spectral resolution at the wavelength λ.

For a crystal that satisfies the Bragg condition from Equation 3.5, the resolving power R of

a spectrometer at Bragg angle θ can be found by taking the derivative of the Bragg equation

dλ

dθ
=

2d

n
cos θ =

∆λ

∆θ
(3.12)

and then solving for λ/∆λ

λ

∆λ
=

1

∆θ
tan θ (3.13)

where ∆θ is the angular resolution of the detector determined by the spatial resolution of

the detector and its distance from the crystal [114]. For image plate with a spatial resolution

of ≈ 25 µm [115] at a distance of 825 cm from the crystal with Bragg angle of 88.7◦ the

resolving power is 3.5× 106, or ∆λ = 4.30× 10−7Å at the Cu Kα line.

3.4.3 High Resolution Spectrometers

The previous crystal imager setup is designed to collect and image a narrow energy band

centered around an atomic emission line. However, if we remove the restriction of being

near normal incidence, we can also utilize spherical Bragg crystals for spectroscopy. Because

x-ray focusing occurs in both the meridional and sagittal planes of a spherical crystal, higher

image brightness is possible compared to single plane focusing like von Hamos spectrometers.

Dispersion of different x-ray energies occurs in the meridional plane due to the variation

of the incident angles required to satisfy Bragg’s law over the crystal surface (see Figure

3.10). Placing the detector at either the meridional or sagittal focus would provide spatial

resolution. However, the sagittal focus yields the best spatial resolution, because there is no
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Figure 3.10: A spherically-bent crystal oriented to achieve high spectral resolution along the dis-
persion plane.

energy dispersion in the sagittal plane to cause image blurring. At the sagittal focus, the

reflected rays are focused onto a line that connects the source (point S) and the center of

the crystal curvature on the Rowland circle (point O).

Spectral Dispersion

In order to use the spherical crystal as a spectrometer, the energy dispersion of the system

needs to be calculated [116, 117]. In this analysis, a point source is assumed and only the

dispersion around the central ray is determined. In the sagittal plane, the central ray from

the source follows path (SCD) from the source to the detector plane as seen in Figure 3.11.

The positions of the source, crystal, and detector are determined by the thin lens equation

for the sagittal focal length(Equation 3.7). In the dispersion plane, the x-ray source is placed

at a distance p from the center of the crystal surface (C) at an angle of incidence φ (with

respect to surface normal), corresponding to the Bragg angle θB = π/2 − φ for wavelength

λ.
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Figure 3.11: Geometric diagram of high-resolution spherical crystal spectrometer.

The position of the spectral line relative to the center of the sphere (point O) is given by

f =
R sinφ

sin γ
(3.14)

where R is the crystal radius of curvature. γ is the angle between the center of the emission

source to the detector and the reflected ray given by

γ = π − 2φ− sin−1
R sinφ

Ls
(3.15)

where Ls =
√
R2 + p2 − 2Rp cosφ is the distance from the source to point O. Calculating

the dispersion D along the detector involves determining the variation of f with respect to

the angle φ while holding Ls constant

D[mm/eV] = (
df

dE
)Ls = (

df

dφ

dφ

dE
)Ls . (3.16)
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The second term dφ/dE can be found using the Bragg equation in terms of energy and φ:

nλ = 2d sin θB (3.17)
nhc

E
= 2d sin θB (3.18)

E =
nhc

2d cosφ
. (3.19)

Then by taking the derivative:

dE

dφ
[eV] =

nhc

(2d)

tanφ

cosφ
(3.20)

where hc = 12.398ÅkeV is the product of the speed of light and Planck’s constant, 2d is

twice the atomic spacing in units of Å, and n is the diffraction order. We can calculate the

derivative of f by using Equation 3.14:

(
df

dφ
)Ls =

R

sin γ
[cosφ− sinφ cot γ(

dγ

dφ
)Ls ]. (3.21)

Then, by taking the derivative of Equation 3.15

(
dγ

dφ
)Ls = − R cosφ√

L2
s −R2 sin2 φ

− 2. (3.22)

The spectral range of the crystal can be calculated by determining how the local angle of

crystal changes with varying angle of incidence. For a point (P) on the crystal off-center,

that makes an angle α between PO and OC, the local incidence angle is given by

φ(α) =
π

2
− θB − (

p−R sin θB
p

)α. (3.23)
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The spectral range (∆E) is then given by

∆E =
nhc

2d
[

1

cosφmax
− 1

cosφmin
], (3.24)

where φmin and φmax are the incident angles at the edges of the crystal. A Python code was

written to calculate the spectral range and dispersion of two Ge-220 Bragg crystals designed

to operate in the range of the Cu K-shell, i.e 8-9 keV.

Figure 3.12: Ray tracing calculations of the Kα (solid lines) and Kβ (dashed lines) spectral ranges.

The geometry of the ray tracing code is as follows. A point-source object is located at the

origin. The two crystals are initialized in space such that their individual object distances,

reflection angles, and image distances result in the image plane forming on the x-axis. The

position of the object and image are chosen such that the direct line between them is along

the horizontal axis. Due to the different radii of curvature and spectral ranges, the crystals

need to sit at different x,y coordinates, and have different tilts with respect to the horizontal

axis.
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3.5 Particle-in-cell Simulations

High-intensity, laser-plasma interactions involve > 1021 particles that move relativistically

according to the electromagnetic fields of the laser and plasma. A complete, microscopic,

many-body simulation or theoretical calculation is simply not possible. However, numerical

modeling is a powerful tool for both designing experimental campaigns and elucidating the

results. One popular algorithm is known as the particle-in-cell (PIC) simulation. Instead of

solving for the phase space of 1021 particles, which is a typical number of electrons found

in solid density interactions, PIC codes organize particles into "macro-particles." Density

and current values are averaged over many particles and are mapped onto a simulation grid

which is used to calculate the electromagnetic fields inside of the simulation window. Once

calculated, the macro-particles are pushed at each time step by the summation of forces in

accordance with the Lorentz force law.

In conjunction with experiments, 1D and 2D particle-in-cell (PIC) simulations were carried

out to investigate the physics of the high-intensity interactions. The simulations were per-

formed using the fully-relativistic, particle-in-cell code OSIRIS 4.0 [118]. OSIRIS is a nD3V

(where n=1,2,3) PIC-solver which self-consistently solves Maxwell’s equations describing the

interaction between electromagnetic radiation and plasma. The number of spatial dimen-

sions chosen restricts particle movement, but at each time step the full 3D momenta and

fields are solved. This enables vectorial forces such as the magnetic component of the Lorentz

force (v×B) to impact 1D3V simulation runs.

3.5.1 Equation Normalization

OSIRIS is one of many PIC codes that uses a normalized system of units. From a com-

putational perspective it is convenient to convert everything to a normalized units scheme
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such that the physics of the simulation is a scalable phenomenon. This allows us to ignore

physical constants of widely varying numerical values (e.g. me, e and c) thereby allowing

computational simulations to run without carrying around large floating point precision. For

example, the normalized vector potential, a0, is a normalized quantity for the electric field

amplitude. At field strengths a0 ∼ 1 the interaction is defined to be relativistic, regardless

of the driving laser frequency. Since we are interested in laser-matter interactions, we can

choose a convenient normalization scheme in terms of fundamental laser parameters.

The real components of a laser pulse linearly polarized in x̂ and propagating in ẑ as described

above in Equations 2.28 and 2.29, can be written as:

Ewave = E0 cos(ξ) x̂ (3.25)

Bwave = B0 cos(ξ) ŷ (3.26)

where ξ = ω0(t − x/vph), vph is the phase velocity, ω0 = 2πc/λ0 is the laser frequency and

B0 = c
vph
E0. In vacuum vph = c, the magnitude of the electric and magnetic fields are equal.

We can now choose to normalize our equations of motion to dimensionless quantities in terms

of the characteristic particle and laser field values:

Physical Quantity Normalization
Time t′ = ω0t

Frequency ω′ = ω/ω0

Position x′ = k0x
Momenta p′ = p/mec

Electric Field E′ = eE/meω0c
Magnetic Field B′ = eB/meω0c

Table 3.1: Summary of normalized parameters defined in the OSIRIS PIC simulations.
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The associated normalized equations of motion:

dp

dt
= −E− [v ×B]

dx

dt
=

1

γ
p

dγ

dt
= − v · E.

(3.27)

(3.28)

(3.29)

Note: the magnitudes of the electric and magnetic fields, E0 and B0 from Equations 2.28

and 2.29, are now equal to the normalized vector potential, a0. The equations of motions

are in general coupled, nonlinear differential equations that require numerical solutions.
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Chapter 4

Mid-infrared Relativistic High Harmonic

Generation

This chapter is adapted, with permission, from: N. Beier et al., 2019 New J. Phys. 21 043052

[6]. In this chapter, the experimental investigation of relativistic laser-solid interactions

driven by 1300nm and 2100nm ultrafast pulses is presented. Nearly all investigations of

relativistic high harmonic generation have taken place using NIR drivers at 800nm or 1053nm.

In this study, we investigated the scaling of relativistic harmonic generation at the threshold

of the relativistic regime, a0 ∼ 1. The advantage of using longer wavelength drivers is that

higher order harmonics, namely 4ω0 and greater, which are exclusively generated through

the high intensity interaction lie within the optical spectrum. This enables us to capture

and study the harmonic emission using traditional optical techniques. The experiments

were carried out with a variety of laser and plasma parameters to determine the optimal

conditions available during the experiment. The complete capture of harmonic emission

enables more accurate discrimination of mechanisms present with validation through particle-

in-cell simulations. Experiments were performed at two facilities through OPA driven by

CPA-based Ti:Sapphire (λ0 = 800nm) lasers: the University of California, Irvine and the
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Relativistic Lambda-Cubed Laser at the Gérard Mourou Center for Ultrafast Optical Science,

University of Michigan.

4.1 Lambda Cubed 2100nm Experimental Setup

During the experimental run in question the Lambda Cubed laser routinely output 16 mJ

of compressed pulse light. The experiment at CUOS was performed after down-converting

the laser light to 1.6 mJ of λ0 = 2.1µm through a two-stage, custom-built OPA. The output

polarization of the 2.1µm light from the OPA was controlled with a half waveplate to select

s- and p-polarized driving of the laser-plasma interaction. Residual lower wavelength light

from the OPA process was filtered using a 1.65µm longpass filter (Andover 1.65ILP-25).

After filtering, the pulse duration increased from τ0 = 67fs to τ0 = 100fs temporal FWHM

measured via autocorrelation due to dispersion through the filter. The MIR beam was

then directed through a silver-coated reflective telescope to up-collimate to a 50mm beam

diameter. Prior to entering the experimental chamber the wavefront is corrected by a 47mm

diameter deformable mirror with 37 actuators (Xinetics). The beam was sent into a vacuum

chamber through an uncoated fused silica window at normal incidence. A gold-coated, fast-

focusing, off-axis parabolic (OAP) mirror (f/1.3) focused the beam onto the target at angle of

incidence near 45o producing a maximum focal intensity of 8.7×1016 W/cm2, a0 = 0.5. While

the beam profile could not be measured directly due to a lack of MIR detectors, the 2µm focal

spot was optimized through a genetic algorithm measuring the second harmonic produced

from plasma formation in low level atmosphere, ∼ 1 Torr [29]. Silicon wafers and fused silica

glass targets were mounted on an automated spindle to keep the target within the Rayleigh

range of the laser focus and to continually refresh the target during the experiment at high

repetition rate. A dial indicator with ±2µm accuracy was used during target alignment

to ensure target flatness within the Rayleigh range ∼ 10µm. The different targets were
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selected due to their difference in damage threshold and resulting plasma scale lengths. The

vacuum chambers were evacuated to below 10 mTorr levels to avoid plasma formation before

the target surface and to allow UV propagation from the target to the diagnostics. In situ

control of the target focal positioning was performed to maximize harmonic intensities.

Figure 4.1: Experimental Setup at Lambda-cubed.

Two separate diagnostics were used to measure the harmonic polarization and divergence at

CUOS. For polarization measurements, the harmonics generated from the interaction were

collected using an aluminum OAP (f/1.5), directed out of the chamber, and focused with

a UV fused silica lens (f = 1000 mm) into an optical spectrometer (Thorlabs CCS200).

The harmonics passed through a Zinc Calcite polarizer to control polarization-dependent

throughput. For divergence measurements, a diffusing screen was placed 2 cm in the specular

direction from the target to intercept the harmonics. Two fused silica lenses (f = 1000 mm
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and f = 150 mm) imaged the screen onto a charge-coupled device camera (Mightex CGE-

B013-U) enabling the measurement of the harmonic near field. Bandpass filters (Edmund

Optics S/N 65-694, 65-717, and 65-741) were used to isolate each harmonic separately. Each

bandpass filter was selected to center on the harmonic of choice for 2µm with a FWHM

window of 10nm, e.g. the 4th harmonic was imaged using a bandpass filter at 500 ± 5nm.

The 5th harmonic bandpass filter had a 50nm FWHM; however, only broadband plasma

recombination emission was detected during the divergence measurements at that harmonic.

Divergence measurements are integrated from 5 - 500 shots. Shot to shot fluctuations of

∼ 15% intensity were present in the divergence measurements due to stage instability.

4.1.1 UCI 1300nm Experimental Setup

The experiments at UCI were similar to those performed at CUOS. The output polarization

from the OPA was controlled with a silver-coated reflective periscope system and passed

through a 1.0µm longpass filter (Thorlabs FGL1000). After filtering, the pulse remained

near the transform limit of τ0 = 35fs measured via second harmonic generation frequency

resolved optical gating (SHG FROG). A deformable mirror was not used to correct the

wavefront prior to entering the vacuum chamber through an anti-reflection coated fused

silica window. A two-inch diameter, gold-coated OAP (f/1) focused the beam onto the

target at angle of incidence near 45o producing a maximum focal intensity of 5×1017 W/cm2,

a0 = 0.78. Silicon wafers and silica glass targets were mounted on an automated translation

stage for high repetition rates and in situ control of target positioning. For experiments

at UCI, the laser repetition rate was reduced to 250Hz to prevent focal spot overlap from

consecutive shots (see Fig 4.2 for examples of focal spot overlap).

Similar to the experiment at CUOS, the harmonics generated from the interaction at UCI

were collected using an aluminum-coated OAP (f/4), directed out of the chamber, and fo-
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Figure 4.2: Example of soda lime glass target damage after 1300nm interaction. a) Focal spot overlap
present when running laser system at 1kHz repetition rate. b) Focal spots no longer overlap when
running system at 0.5kHz. c) Apparent damage decreases when driving wavelength is S-polarized
due to weaker absorption.

cused with a UV grade fused silica lens (f = 350 mm) into an optical spectrometer (Ocean

Optics Flame-S). The signal was integrated over five shots to produce the measured spec-

trum. Harmonic polarization was measured by inserting a linear polarizer in front of the

spectrometer. The polarizer was on a BK-7 substrate which removed all signal beyond the

4th harmonic due to its poor transmission of UV light. No divergence measurements were

taken at UCI. This is because the harmonics of interest, namely 4ω0 and above, that are

exclusively generated through the high-intensity interaction lie within the near ultraviolet.

Unfortunately, we did not have access to bandpass filters which transmit in this spectral

region.

In summary, the experiments discussed in this chapter comprised the investigation of mid-

infrared laser-solid interactions at the edge of the relativistic regime with parameters listed in

Table 4.1. The targets used were bulk silicon and silica mounted on motion controlled stages

to enable high repetition rates. The reflected harmonic emission was collected for analysis

through spectral and divergence diagnostics in the optical region of the electromagnetic

spectrum.
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Wavelength (µm) 1.3 2.1
Energy (mJ) 0.6 1.2

Pulse Duration (fs) 35 100
Peak Intensity (W/cm2) 5× 1017 8.7× 1016

Normalized Vector Potential (a0) 0.78 0.5

Table 4.1: Summary of laser parameters used during experimental study.

4.2 Optical Harmonic Wavelength Scaling

Figure 4.3: 1.3µm and 2µm harmonics from a silica target. a) Unpolarized (dark red) and p-
polarized (red) emission spectra from p-polarized 1.3µm interaction. Initial pulse energy bandwidths
centered on the peak of each harmonic shown in gray. b) Corresponding harmonic intensity values:
(circles) experiment, (green dashed line) best fit line. c) Emission spectra of p-polarized (red) and
s-polarized (blue) harmonics from 2µm interaction. d) Corresponding harmonic intensity values:
(triangles) experiment, (green dashed line) best fit line. [6]

The captured optical order harmonics of the 1.3µm and 2µm interactions with silica targets

can be seen in Figure 4.3. Each spectrometer exposure integrates between five and ten

shots at a time. Continuous motion of the targets while collecting spectra enables each

successive pulse to interact with fresh target. The spectra are then corrected for the optical

response of the optics, vacuum windows, and spectrometer efficiency. Relative intensities

are calculated by integrating each harmonic over their full-width at half-maximum (FWHM)
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bandwidths. Figure 4.3 a) shows the efficiency-corrected harmonic spectra from a p-polarized

1.3µm interaction with soda lime glass with (dark red) and without (red) a linear polarizer

inserted to transmit only p-polarized light. The apparent lack of polarized harmonics beyond

4ω0 (325nm) is due to the poor transmission of ultraviolet light through BK-7 glass inside

the polarization optic. There was no detectable s-polarized harmonic signal from the p-

polarized incident which was significantly above the noise. Harmonics from an s-polarized

1.3µm interaction were never observed.

The normalized individual harmonic intensity values are shown in Figure 4.3 b). Overlain is

a power law fit (dashed green line) showing a relative intensity scaling of In ∝ n−p where In is

the intensity of the nth harmonic and p = 4.8. The choice of a power law fit is due to the well-

known power law scaling of ROM HHG [103]. Figure 4.3 c) shows normalized spectra from

s- and p-polarized 2µm interactions with a fused silica target. Note the significant structural

differences between the 1.3µm and 2µm harmonics as well as the much larger energy FWHM

than the transform limit of the incident 2µm laser (shown in gray). This is not the case with

the 1.3µm harmonics which have much narrower bandwidths. There appear to be strong

modulations in the third harmonic spectrum of the 2µm interaction, which would indicate

multiple sources of harmonic emisison. Figure 4.3 d) shows the integrated intensity values

for the 2µm interaction with a power law fit with p = 6.9. No detectable fifth harmonic or

above were measured with silica targets at CUOS.

4.3 Polarization-Dependent Harmonic Generation

The polarization dependence of optical order harmonics generated with two separate target

materials using a 2µm driver can be seen in Figure 4.4. S- and p-polarized harmonics from

a silicon wafer are fused silica target are shown in Figures 4.4 a) and 4.4 b), respectively.

The structure of the harmonics is significantly different between the two cases. In both
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cases, there exists harmonic bandwidth beyond the initial energy bandwidth defined by the

fundamental (shown in gray). The strong modulations from the silica targets, as noted above,

were less apparent in the harmonics from the silicon wafers targets. There exists notable

secondary, lower-energy peaks at 4ω0 and 5ω0 in the silicon target spectra. The integrated

intensity measurements from the two targets can be compared in Figure 4.4 c). The silicon

target has a shallower power law decay compared with the glass target. In addition, the fifth

harmonic is resolved with a silicon wafer target but not during the fused silica interaction.

Figure 4.4: a) P-driven (red) and S-driven (blue) harmonics from silicon wafer targets. b) P-driven
(red) and S-driven (blue) harmonics from fused silica targets. Significant structure seen outside of
initial energy bandwidth (grey). c) Harmonic intensity values for silicon (circle) and glass (triangle)
targets. [6]

4.4 Divergence Measurements

Finally, we are interested in the profile of the individual harmonics. The harmonic profiles

and divergence measurements from p-polarized 2µm interactions can be seen in Figure 4.5.

The red dashed circle corresponds to the divergence angle of the fundamental defined by the

85



f/1.3 focusing geometry. Since we could not image the fundamental, a HeNe laser collinear

with the OPA beam was used to define the divergence angle. The light imaged from the

diffusing screen through the bandpass filters contains structure for lower order harmonics.

As seen in Figures 4.5 a), 4.5 b), and 4.5 c), it appears as though the low order harmonics

are generated in beamlets, which are not along the specular direction. The image of glass

5th harmonic, Figure 4.5 d), is most likely diffuse plasma discharge from the target, which

is consistent with 5ω0 never being observed from glass targets.

Figure 4.5: Divergence of 2µm driven harmonics imaged from diffuse reflector through bandpass
filters. The fundamental divergence angle (dashed red) is overlain for convenience. a) 3ω0 from
silicon wafer target. b) 3ω0 from fused silica target. c) 4ω0 from fused silica target. d) 5ω0 from
fused silica target. [6]

4.5 Discussion of Experimental Results

From the ROM HHG selection rules (Table 2.1), we expect p-polarized odd and even har-

monics from p-polarized interactions, while s-polarized interactions generate s-polarized odd

and p-polarized even harmonics [23]. Figures 4.3 and 4.4 show that up to fifth order both
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odd and even harmonics from p-polarized interactions are also p-polarized with s-polarized

emission remaining at the noise level. It can be assumed that the observed 5th and 6th

harmonics in Figure 4.3(a) would also follow this trend and could be confirmed using a

polarizer that transmit UV light. It was possible to resolve the 3rd harmonic from the s-

polarized interaction, and we can confirm that it is also s-polarized. The weaker signal of the

S-polarized harmonics in Figures 4.4 a) and 4.4 b) is due to the inherently weaker coupling

of s-polarized light into the plasma. If the experiments were conducted at higher intensi-

ties (a0 > 1) then the s-polarized interaction would most likely produce emission above the

3rd harmonic. The theoretical ultra-relativistic (a0 � 1) harmonic relative intensity scal-

ing is given by p=8/3 [100]. While our experimentally measured intensity scaling did not

match the theoretical prediction, our measured p-values (4.33 < p < 6.9) do lie between this

limiting case and other experimental values of 5.2 < p < 10 [88, 90, 104, 119] that vary be-

tween comparable and significantly higher intensities. Because the experiments were carried

out near the threshold of the relativistic regime and not in the ultra-relativistic limit, it is

unsurprising that the measured relative intensity decay is faster than the theoretical value.

The significant structural differences between the silicon and silica targets requires further

consideration. The strong spectral modulations in the 2µm fused silica harmonics as seen in

Figure 4.4 a) coupled with evidence of two separate beamlets in the 3rd harmonic, Figure 4.5

b), suggests multiple harmonic sources from fused silica targets which is lacking in the silicon

wafer interaction. If we assume that the modulations are produced from an interference

between two pulses we find something surprising. The modulations have a frequency spacing

of 8THz which corresponds to a secondary harmonic pulse separated by a 125fs delay or by

a source spatially separated by ∼ 40µm. A pulse delay of 125fs is too short to be from either

the next laser pulse (2ms) or any type of double pulsing of the oscillator which runs at MHz

repetition rates, and 40µm is much larger than the laser focal spot, ∼ 5µm. The source of

these modulations is not immediately obvious.

87



Given this information, it is unclear whether the produced harmonics are from the coher-

ent wake emission or relativistic harmonic generation mechanism. There are three main

distinguishing features between CWE and ROM HHG. First, CWE has only been detected

in p-polarized geometries. While the second and third harmonic can be produced from a

multitude of mechanisms, the detection of the 4th and higher harmonics from an s-polarized

interaction would be a strong indicator for ROM HHG [98]. Unfortunately, the interaction

intensity wasn’t such that the 4th harmonic could be resolved from s-polarized interactions.

The second distinguishing feature between ROM and CWE in p-polarized interactions is the

sharp cutoff for CWE HHG occurring at the plasma frequency, ωp [98]. The cutoff contrasts

with the universal ROM harmonic spectrum defined by a power law decay, In = I0 n
−p, up to

some maximal cutoff frequency ω0 = 4γ2, where γ =
√

1 + a20 is the maximum electron rela-

tivistic factor at the critical surface [42,100]. For solid density targets the plasma frequency

is tens of times greater than the laser frequency which lies well outside the visible spectrum.

The third method compares the intensity dependence of the harmonics to determine the

driving mechanism. The strong dependence of ROM on a0 contrasts significantly with the

weaker intensity scaling of CWE. This method requires the complete capture of harmonic

spectra which is not necessarily possible with traditional experiments at 800nm, because

x-ray spectrometers typically capture a very small solid angle of the emission. The measure-

ment of the optical harmonics from midinfrared laser systems allows for the discrimination

of ROM and CWE harmonics using traditional optical techniques.

The dependence of ROM HHG production on a0, where slight variations in a0 can dramat-

ically alter the spectrum, is significantly stronger than for CWE. Notably, CWE has been

detected down to intensities as low as Iλ2 = 4 × 1015 W/cm2µm2 or a0 � 1 and has been

shown to have harmonic conversion efficiencies that vary weakly with the incident laser in-

tensity (In ∝ I0.40 ) [98]. The intensity dependence of the generated harmonics was measured

by moving the automated target stages by less than two Rayleigh lengths from optimal focus.

The resulting harmonic spectrum (blue) can be seen in Figure 4.6 a) with a direct comparison
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Figure 4.6: Stage motion effect on p-polarized harmonic intensity. Note the logarithmic scale of the
y-axis. a) Harmonic spectra from silicon wafer target positioned at ideal focal position (red) versus
positioned roughly two Rayleigh lengths out of focus (blue). Third and fourth harmonic are both
clearly visible in both cases, however there is no fifth harmonic detected in the out of focus case.
b) Relative harmonic intensity measurements. The significant drop in measured intensity values
suggests a strong dependence on incident laser intensity for harmonic generation. [6]

of optimal focal position (red). The integrated harmonic intensities are shown in Figure 4.6

b). It should be noted that the relative intensity of the 3rd harmonic decreases by a factor of

ten two Rayleigh lengths from optimal position. If we assume that the interaction is CWE

dominant then relative harmonic intensity scales according to I0.4. Therefore, the measured

relative 3ω0 intensity values would require the initial laser intensity to drop by a factor of

300. This corresponds to a motion of 18 Rayleigh lengths away from best focus, which is

well outside of the measured range of the stage instability as measured by a dial indicator to

be within a Rayleigh length during the experiment as described above. Coupling this with

the consistent harmonic polarization selection rules suggests that the dominate mechanism

in these interactions is from the ROM model.
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4.6 2D Simulations with Experimental Parameters

Simulations were run using a 133.7×133.7µm2 square box with 5000×5000 cells resulting in a

spatial resolution of λ/87. The spatial resolution was chosen to resolve lower-order harmonic

frequencies. The number of macroparticles per cell was held fixed at 128 particles per cell

across the simulation box. The solid-density plasma was initialized as a slab of electrons with

plasma density 100nc and thickness 534nm angled at 45o with respect to the input laser. An

exponential density ramp of the form exp(−x/Ls) was placed before the front surface of the

target to represent the pre-plasma formed by the laser pre-pulse. The plasma scale length,

Ls, was varied over a range λ/10 ≤ Ls ≤ 10λ to determine effects of the pre-plasma on

harmonic generation. In order to match the experimental conditions at CUOS the laser

pulse had a central wavelength λ0 = 2.1µm, temporal FWHM duration τ0 = 100fs, and was

p-polarized. The pulse was focused to a 2.5µm FWHM Gaussian focal spot on the front

surface of the target producing a normalized vector potential a0 = 1. After the interaction,

the light reflected away from the target into free space; there, the reflected light was analyzed

using two-dimensional fast Fourier transforms (FFT) to determine the harmonic spectra and

divergence. The validation of experimental results through simulation is extremely relevant

to the recent experimental campaign as we have demonstrated the complete capture of

harmonic emission. We need not worry about matching the correct solid angle of harmonic

emission to simulation results. This absolute measurement of the harmonic spectra combined

with 2D3V PIC simulations enables the determination of experimental conditions.

Example harmonic spectra produced from various scale lengths are shown in Figure 4.8

a) with harmonics resolved up to the 9th order, 233nm. The spectra are extracted from

the 2D FFT through radially summing along constant k =
√
k2x + k2y values to capture

the full spectral content. Integrated intensity curves calculated using the energy FWHM

bandwidths are shown in Figure 4.8 b) with associated power law fits shown as dashed lines.

The experimentally measured relative intensity values are plotted in black for comparison.
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Figure 4.7: (Left) Example 2D simulation results for a plasma scale length Ls = c/ω0 a) Incident
electric field intensity. b) Reflected electric field intensity. c) Incident 2D Fourier Transform. A
single frequency centered at k/k0 = 1 is present. d) Reflected 2D Fourier Transform. (Right)
Radially integrated incident spectrum (blue) only contains the fundamental frequency, ω/ω0 = 1,
while the reflected spectrum (red) contains both even and odd p-polarized harmonics.

Figure 4.8 c) shows how the scale length of the solid density plasma dramatically alters the

harmonic production. With varying scale length, the simulated harmonic intensity efficiency

(In = I0 n
−p) varies from 4.1 < p < 6.0 with a peak in harmonic efficiency occurring around

Ls = λ/2π = c/ω0. This optimal scale length is consistent with previous length scale studies

using an ultra-relativistic 800nm laser [90].

The measured divergence angles (black) of the optical harmonics falls within the range of

angles from the simulation seen in Figure 4.8 d). Under ideal circumstances, i.e. spatially

constant intensity and a plane wave source, the harmonic angular divergence should follow

the diffraction-limited divergence for a given order, θn = θ0/n, where θ0 is the divergence

of the incident laser [106, 120]. In practice, the laser-plasma interaction is not constant in

intensity across the Gaussian focal spot. The 3rd harmonic appears to fall closer to the

diffraction limited case, which is not consistent with simulated divergences of any length

scale (colored lines). The discrepancy of the 3rd harmonic divergence could be due to a

non-relativistic harmonic generation mechanism. The 4th harmonic falls almost identically
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Figure 4.8: a) Example spectra for Ls < c/ω0 (yellow), Ls ≈ c/ω0 (blue), and Ls > c/ω0 (pink). b)
Example integrated intensity measurements comparing simulation (color) versus experiment (black)
harmonic emission. Dashed lines are power law fits (In = I0 n

−p) to simulated results. c) Power
law fit coefficient as a function of length scale. Increase in efficiency near Ls = c/ω0. d) Example
divergence measurements for simulated (color) versus experimental (black) harmonic emission. [6]

along the trend lines of the simulated harmonics, which indicates a higher likelihood that it

is produced through the high-intensity laser-plasma interaction.

4.7 Conclusion

In this chapter, the optical ROM harmonics generated from relativistic laser-solid inter-

actions at mid-infrared wavelengths are demonstrated. Using 1300nm and 2100nm light

sources at intensities a0 ∼ 1, harmonics were observed up to the sixth order with accompa-

nying polarization and divergence measurements. The presented harmonic measurements in
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conjunction with the PIC simulations suggests that the laser-plasma interactions are occur-

ring with very short plasma scale lengths. This can be inferred from the difference in the

harmonic intensity power law decay for the silica target compared to the silicon wafer and

through comparison with the simulated length scale study. Silica has a higher ionization

potential than silicon, so we can infer that silica must have a shorter plasma scale length.

The measured power law decay for glass targets is given by I(n) ∝ n−6.9 compared to sil-

icon with a power law decay of I(n) ∝ n−4.33. In order for silica to have a faster power

law decay than silicon, the interactions must be occurring for length scales shorter than the

ideal Ls = c/ω0. Therefore, the OPA-driven laser-plasma interactions most likely occur with

near perfect step-function-like density profiles due to improved pulse contrast from the OPA

process. However, due to the lack of detectable CWE harmonics, the scale length cannot

be much shorter than Ls < λ/15, which is the requirement for the generation of CWE har-

monics [98]. The prepulse contrast of the CUOS Lambda Cubed laser has been shown to

achieve λ/10 scale lengths in previous experiments with comparable contrasts expected after

the OPA process used during this experiment [121].

The next steps for the investigation of MIR ROM HHG would constitute concurrent mea-

surement of the hot electron temperatures and optical order harmonics as a function of pre-

plasma scale length. Previous studies suggest that the pre-plasma scale length is critical to

the optimization of ROM harmonics [89,90]. The lasers generated through the OPA process

have high quality contrast ratios, which results in near-perfect step-like function plasmas.

It is expected that the introduction of a heater beam, which introduces a pre-plasma before

the MIR beam interacts with the target, would improve the HHG conversion efficiency. The

high quality pulse contrast can be confirmed by pre-ionizing the target with a heater beam

to determine if the ROM harmonic efficiency increases with additional plasma scale length.
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Chapter 5

Two-beam High Harmonic Generation

from Plasma Mirrors

This chapter is adapted, with permission, from a version of an article before peer review or

editing, as submitted to New Journal of Physics. IOP Publishing Ltd is not responsible for

any errors or omissions in this version of the manuscript or any version derived from it.

Recently, there has been increased interest in investigating the relativistic harmonic genera-

tion process through multi-beam interactions. Table-top laser technology has enabled high

repetition rate systems with smaller beam diameters to produce relativistically-intense in-

teractions. As discussed in Chapter 4, wavelength-tunable relativistic harmonic generation

experiments are now possible through the manipulation of the fundamental laser wavelength

through nonlinear optical processes such second harmonic generation or OPA.

Adding the laser second harmonic to the interaction has been shown to provide benefits to

relativistic harmonic generation including the enhancement of conversion efficiency and at-

tosecond burst isolation [122–126]. Recent theoretical and computational work [127,128] has

shown that high-brightness, circularly-polarized harmonics can be generated from the ROM
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mechanism in an analogous manner to circularly-polarized harmonics of order ωn = (3n+1)ω

generated in the tunnel ionization regime from counter-rotating, circular fields in collinear

[129, 130] and non-collinear [131] geometries. The studies on two-beams interactions with

plasma mirrors have up to this point been separated into focuses on linear or circular polar-

ization. However, the overarching framework of the interaction is one process: the relativistic

critical surface oscillations during the laser reflection generate the emitted harmonics. In or-

der to utilize the two-color harmonics, it is important to develop a more complete picture of

the two-color interaction.

In this chapter, two-color relativistic harmonic generation is investigated through the use of

particle-in-cell simulations. Using non-commensurate frequencies, i.e. fields with frequency

ratio ω2/ω1 6= Z, where ω2 and ω1 are the central frequencies of the fundamental fields, en-

ables a robust examination of the laser-plasma coupling that results in two-color HHG. We

show that the harmonic properties and intensity optimization are governed by the relativis-

tic critical surface oscillations during the laser reflection. The generated two-color harmonic

spectrum and polarization states are determined by the frequency ratio and polarization

states of the fundamental fields, respectively. Additionally, we show that the intensity op-

timization of the two-color harmonic generation process occurs at equal intensities of the

fundamental fields, independent of frequency ratio or polarization state.

5.1 Particle-in-Cell Simulations

Numerical 1D3V simulations were performed using the fully-relativistic, particle-in-cell code

OSIRIS 4.0 [118]. For these two-color simulations, the physical quantities were normalized

to the central frequency of the lower frequency laser, ω1. The simulation region was Z =

800 c/ω1 units long with 128 particles per cell, using a grid size of 40,000 points. This

results in a spatial resolution of ∆z = 0.02 c/ω1. The simulations were run for a total time
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of T = 300/ω1 with a time step of ∆t = 0.025/ω1. The plasma was a slab with bulk density

ne = 100nc and thickness 50 c/ω1. A variable scale length exponential density ramp of the

form ne = 100nc exp (−x/Ls) was placed before the front surface of the target to represent

pre-plasma formed by a laser pre-pulse before the high intensity interaction. The optimal

pre-plasma scale length Ls was determined to be Ls ≈ λ1/2π, which is in agreement with

previous experimental studies [89,90,104].

Two flat-top laser fields were initialized, each with durations of τ = 56.5/ω1. Flat-top

temporal profiles were used to simplify the plasma dynamics. The laser fields were initialized

with two fundamental frequencies ω1 and ω2 and either linear or circular polarization. Unless

otherwise specified, the presented frequency ratio was ω2/ω1 = 1.65 and the total normalized

vector potential was held constant at a0 = a0,1 + a0,2 = 10, where a0,i = eEi/mecωi is the

normalized vector potential of the individual laser fields. The optimal harmonic generation

was found to occur for the individual normalized vector potential values of a0,1 = 6.2 and

a0,2 = 3.8. After the interaction, the light reflected back into free space; there, the reflected

field was spatially filtered to remove any electric field contribution due to the plasma slab,

and analyzed using fast Fourier-transforms (FFT). During the reflection, the relativistic

critical surface, γnc(x, t), was also tracked by taking into account the local Lorentz factor

of the plasma electrons every ten simulation time steps. The resulting motion was then

Fourier-transformed to extract the oscillation frequencies of the plasma.

5.2 Results

The reflected spectrum of two LP laser fields with frequencies ω1 and ω2 can be seen in Fig

5.1 a). The polarization angle of the higher frequency field is rotated between 0o and 90o

such that the field polarizations are parallel (red) and orthogonal (blue). When the polariza-

tions are orthogonal, the peak field strength is reduced to
√
a20,1 + a20,2 = 7.3. Therefore, to
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Figure 5.1: Harmonic spectra of two-color fields at normal incidence. 5.1 a) Reflected spectrum of
linearly-polarized pulses. The two-color parallel (red) and orthogonal (blue) fields contain additional
harmonic orders beyond the odd harmonic orders expected from a single frequency interaction. 5.1
b). Reflected spectrum of CP pulses at normal incidence. The two-color counter-rotating (red) and
co-rotating (blue) fields.

produce the same peak field strength of the parallel polarization case, the normalized vector

potentials of the individual fields were increased by a factor of 1.37. To account for the

difference in total energy between the two interactions, the reflected spectra are normalized

to the initial energy of the laser fields. Both parallel and orthogonal cases contain multiple

harmonic channels that are separate from the odd harmonics produced from a single fre-

quency at either ω1 = 1 or ω2 = 1.65. In general the two-color HHG harmonics are given

by:

Ω = n1ω1 + n2ω2, (5.1)

where n1 + n2 = 2k − 1, and n1, n2, and k ∈ Z.
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The reflected spectra of two CP laser fields with frequencies ω1 and ω2 can be seen in Fig

5.1 b). The polarization of the second field at frequency ω2 is rotated such that the fields

are counter-rotating (red) and co-rotating (blue). As a reminder, single-color CP fields do

not produce harmonics at normal incidence. However, two-color CP fields are capable of

harmonic generation at normal incidence. Two harmonic channels in the form of doublets

are present in the counter-rotating case:

Ω+ = nω2 + (n− 1)ω1 (5.2)

Ω− = (n− 1)ω2 + nω1. (5.3)

Harmonics are also observed when the two fields are co-rotating with selection rules:

Ω = nω2 − (n− 1)ω1 (5.4)

The co-rotating harmonics have a much faster decay when compared to either the counter-

rotating fields or linearly-polarized fields.

5.2.1 Optimization of Circularly-Polarized Harmonics

As shown in Figure 5.2 a), counter-rotating fields can produce CP harmonics with high

efficiency. The optimization of CP harmonics depends strongly on the ratio of two-color

field strengths. The magnitudes of the individual vector potentials were varied to find the

optimal ratio to produce two-color CP harmonics. Figure 5.2 b) shows an analysis of the

polarization states of the harmonics 6ω1+5ω2 = 14.25ω1 and 5ω1+6ω2 = 14.9ω1 as functions

of a0,1/a0. The field polarization can be measured through the polarization ellipticity ε =

min(Ex, Ey)/max(Ex, Ey) and phase delay ∆θ. An LP field has no phase delay ∆θ = 0
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Figure 5.2: Optimization of CP harmonics. 5.2 a) Harmonic spectrum of counter-rotating fields
with a0,1/a0 = 0.62. The harmonics produced are counter-rotating doublets. 5.2 b) Ellipticity
(black) and phase (magenta) of harmonics 6ω1 + 5ω2 and 5ω1 + 6ω2 as the field strength ratio
a0,1/a0 is varied. The harmonics exhibit nearly-perfectly circular polarization near the optimal
condition of a0,1/a0 = 0.62. 5.2

between the fields, and a CP field has an ε = 1 and ∆θ = ±π/2. When ∆θ = π/2 the

field is left-circularly polarized, and when ∆θ = −π/2 the field is right-circularly polarized.

The harmonics remain nearly linearly-polarized until the field strengths approach a0,1/a0 =

0.62 when the two harmonics become nearly perfectly circular with two counter-rotating

harmonics constituting each harmonic doublet. Figure 5.2c shows a field map of the 6ω1+5ω2

harmonic at a0,1/a0 = 0.62 showing the high degree of circularity in the electric field.
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Figure 5.3: Relativistic Critical Surface Motion. 5.3 a) LP parallel (red) and orthogoal (blue) fields
drive the electron surface with different magnitudes. 5.3 b) The oscillation frequencies of the linear
cases are dominated by beat frequencies, ω2 ± ω1, in the parallel case and twice the fundamental
frequencies, 2ω2 and 2ω1, in the orthogonal case. 5.3 c) CP counter-rotating (red) and co-rotating
(blue) fields produce oscillations in contrast with a single color interaction. 5.3 d) The CP fields
produce oscillations dominated by the beat frequencies.

5.2.2 Relativistic Critical Surface Motion

The displacement of the plasma relativistic critical surface ∆x(γnc, t) for the different po-

larization cases presented above is plotted in Figure 5.3. Figure 5.3 a) Figure 5.3 b) show

the displacement and associated Fourier transform of the electron critical surface during the

refection of parallel (red) and orthogonal (blue) polarizations. Electron oscillations in the

parallel case are much stronger compared to the orthogonal case. The parallel polarization

contains frequency oscillations at the field beat frequencies ω2 ± ω1 as well as at twice the

fundamental frequencies, 2ω1 and 2ω2; the orthogonal polarization contains only the modes

from twice the fundamental frequencies. Figure 5.3 c) Figure 5.3 d) show the displace-
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ment and associated Fourier transform of the electron critical surface during the refection of

counter-rotating (red) and co-rotating (blue) CP cases. The critical surface oscillations are

dominated by a single beat frequency each. The counter-rotating fields produce critical sur-

face oscillations at the sum frequency, ω2 +ω1, and the co-rotating fields produce oscillations

at the difference frequency, ω2 − ω1.

5.3 Discussion

5.3.1 Harmonic Selection Rules

As discussed in Chapter 2 the harmonic frequencies generated during the reflection can

be determined by the oscillation frequencies of the electron critical surface. The two-color

produce more complex surface oscillations leading to emission which contains multiple har-

monic channels that are separate from the odd harmonics produced from a single frequency

at either ω1 or ω2. For parallel polarization, the electron surface oscillations as seen in

5.3 b) contain both the beat frequencies of ω2 ± ω1, and twice the fundamental frequencies

2ω1 and 2ω2. The reflected field will therefore contain harmonic frequencies of the form

Ω = ω1,2 + 2n1ω1 + 2n2ω2 + n3(ω1 + ω2) + n4(ω1 − ω2) in agreement with the theoretical

model of [122]. The generated harmonic frequencies can be rewritten in the form:

Ω = (2n1 + n3 + n4 + 1)ω1 + (2n2 + n3 − n4)ω2 (5.5)

Ω = (2n1 + n3 + n4)ω1 + (2n2 + n3 − n4 + 1)ω2. (5.6)

The individual terms of Equations 5.5 and 5.6 always have opposite parity, and it is possible

to recast these selection rules for the parallel field polarization in the same form as Equation
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5.1. For orthogonal fields, the electron surface are be dominated by twice the fundamental

frequencies of the incident fields, 2ω1 and 2ω2. The reflected field in this case yields harmonic

frequencies of the form:

Ω = (2n1 + 1)ω1 + 2n2ω2 (5.7)

Ω = 2n1ω1 + (2n2 + 1)ω2, (5.8)

which similarly can be written in the form of Equation 5.1.

The general form of Equation 5.1 suggests that the ROM harmonic generation process is con-

sistent with the quantum mechanical description of harmonic generation processes, wherein

individual photons are summed together to generate one higher order photon. A restriction

imposed by the symmetry of the normal-incidence interactions is that the oscillations modes

limit the generated harmonics to those composed of an odd number of photons. These selec-

tion rules also indicate why the parallel polarization produces brighter harmonics for similar

field strengths. Equations 5.5 and 5.6 contains two additional channels, n3 and n4, due to the

presence of beat frequency oscillations that are lacking in the orthogonal HHG case, which

increases the likelihood of their generation and the apparent brightness when compared to

orthogonally-polarized fields.

Two-color, CP fields are capable of driving electron surface oscillations due to having minima

in the transverse electric field [100]. For the counter-rotating fields case, the mirror motion

contains the single oscillation frequency at ω2+ω1. Therefore, the generated harmonics orders

of the form Ω+ = nω2+(n−1)ω1 and Ω− = (n−1)ω2+nω1 are expected, which is consistent

with the selection rules from Equations 5.2 and 5.3. In addition, because the two fields are

different frequencies there exist electron oscillations that will produce CP harmonics from

co-rotating fields. The co-rotating fields produce electron surface oscillations at frequency
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ω2−ω1, which generates harmonic orders of the form Ω = ω1 +n(ω2−ω1) = nω2− (n−1)ω1,

in agreement with Equation 5.4.

The presence of harmonic doublets in the counter-rotating case and a single harmonic channel

in the co-rotating case is consistent with the quantum model of the conservation of spin-

angular momentum, where the final photon generated from the interaction must have photon

spin σ = ±1. In this model, the harmonics are being generated from the linear addition of

photons from each field such that each harmonic contains one extra photon from either field

in order to preserve σ = ±1.

Field Types ω1 Pol. ω2 Pol. Selection Rules Harmonic Polarization
LP Ex Ex Ω = n1ω1 + n2ω2 Ex
LP Ex Ey Ω = n1ω1 + n2ω2 45o between Ex and Ey
CP RHC LHC Ω+,− = nω2,1 + (n− 1)ω1,2 LHC, RHC
CP RHC RHC Ω = nω2 − (n− 1)ω1 RHC

Table 5.1: Harmonic selection rules for linear and circularly polarized two-color fields.

The selection rules for two-color, LP and CP fields are summarized in Table 5.1. The

harmonic polarization of linearly-polarized, parallel fields are along the same polarization

axis as the fundamental fields. Orthogonally-polarized fields with one color polarized along

Ex and the other polarized along Ey produced harmonics with polarization at 45o between

the incidence fields. Counter-rotating, CP fields produce harmonic doublets with counter-

rotating polarization and co-rotating, CP fields produce rapidly decaying harmonics that are

the same helicity as the incident fields.

5.3.2 Optimization of Two-Color Harmonic Generation

A two-color laser pulse can be represented as a superposition of two single-color laser pulses

defined by amplitudes a0,1 and a0,2 and central frequencies ω1 and ω2. An electromagnetic

field with arbitrary polarization propagating in the ẑ-direction can be written in terms of
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the vector potential:

Ai = δia0,i cosωit x̂+ (1− δ2i )1/2a0,i sinωit ŷ, (5.9)

where δi is a polarization parameter defined such that δi = ±1, 0 for an LP laser and ±1/
√

2

for a CP laser. The total vector potential of a general two-color laser field is then simply the

summation of the two fields

A = [δ1a0,1 cosω1t+ δ2a0,2 cosω2t]x̂

+[(1− δ21)1/2a0,1 sinω1t+ (1− δ22)1/2a0,2 sinω2t]ŷ. (5.10)

For LP fields with parallel polarizations along the x̂-direction, the total vector potential

corresponds to the case of δ1 = δ2 = 1

A = [a0,1 cosω1t+ a0,2 cosω2t]x̂. (5.11)

For an electron initially at rest in a normal incidence geometry, the canonical momentum in

the transverse direction is a conserved quantity, p⊥ = A, where p⊥ and A are the transverse

electron momentum and laser vector potential, respectively. The longitudinal momentum,

pz, of the electron can be shown [81] to equal pz = (1− p2
⊥)/2.

According to the theory of relativistic harmonic generation described by Baeva, et al. [100],

the harmonic emission occurs when the transverse momentum of the critical surface electrons

p⊥ reaches a minimum. The transverse electron momenta is px = a0,1 cosω1t + a0,2 cosω2t,

which is minimized when d
dt
px = 0 or a0,1ω1 sinω1t = −a0,2ω2 sinω2t. The oscillatory com-
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ponents are simultaneously at their extrema positions when

t =
(2π + 1)n

ω1 ± ω2

. (5.12)

Therefore, we find that there is a ratio of the laser vector potentials that will lead to a

minimization of p⊥ at a0,1ω1 = a0,2ω2. Written in terms of laser intensity, the minimization

occurs when the two fields are of equal intensity I1 = I2.

In contrast to a single color circularly-polarized pulse at normal incidence, this minimization

can also occur for two-color circularly-polarized fields. Two circularly-polarized fields with

opposite helicities corresponds to δ1 = 1/
√

2 and δ2 = −1/
√

2

A = [
a0,1√

2
cosω1t−

a0,2√
2

cosω2t]x̂+ [
a0,1√

2
sinω1t+

a0,2√
2

sinω2t]ŷ. (5.13)

The transverse momenta for an electron in a two-color CP field with opposite helicities are

given by

px = a0,1√
2

cosω1t− a0,2√
2

cosω2t (5.14)

py = a0,1√
2

sinω1t+ a0,2√
2

sinω2t. (5.15)

In order for harmonics to be emitted, the two momenta need to be simultaneously minimized.

This results in the system of equations

a0,1ω1 sinω1t = a0,2ω2 sinω2t (5.16)

a0,1ω1 cosω1t = −a0,2ω2 cosω2t. (5.17)
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These equations are simultaneously satisfied when

t =
2πn

ω1 + ω2

, (5.18)

and again results in a0,1ω1 = a0,2ω2. In fact, these types of matching conditions are also satis-

fied for linearly-polarized fields with arbitrary polarizations and circularly-polarized fields of

the same helicity. This type of optimization is most obviously seen in the circularly-polarized

harmonic generation case shown in Figure 5.2. The optimal harmonic generation occurs in

a narrow range around a0,1/a0 = 0.62, which for fields with frequency ratio ω2/ω1 = 1.65 is

exactly the ratio needed for equal intensities. This optimization point can be easily under-

stood in the context of quantum mechanism conservation of spin-angular momentum in the

circularly-polarized case, which need on average an equal number of photons from each field

for circularly-polarized harmonics to be generated efficiently.

5.3.3 2D Oblique Simulations

So far, we have demonstrated that the ROM mechanism is a robust process that can be used

to control the spectral and polarization of generated EUV emission through collinear, two-

beam interactions at normal incidence. However, normal incidence interactions are generally

impractical for ultra-relativistic, petawatt-class experiments. A suitable alternative involves

a two-beam, oblique-incidence geometry. 2D3V simulations were performed with a simulation

region with size 300c/ω1×350c/ω1 with 16×16 particles per cell and a grid size of 5000×5000

points. This results in a spatial resolution of ∆z ×∆x = 0.06c/ω1 × 0.07c/ω1. The plasma

slab was initialized at a 45o angle with respect to the laser axis with a thickness of 25c/ω1.

Figure 5.4 a) shows the spectrum of p-polarized fields reflecting at a 45o angle of incidence.

The fundamental fields for ω1 (yellow) and ω2 (red) are plotted with the optimized two-

color case of a0,1/a0 = 0.62 (blue). At oblique angles the symmetry of a normal incidence
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Figure 5.4: Oblique incidence harmonic spectra. 5.4a) Harmonic spectra of two color fields (blue)
with comparison spectra from single color fields at ω1 (yellow) and ω2 (red). Additional harmonics
are present due to additional harmonic channels available at oblique incidence. 5.4b) Harmonic
spectra between ω/ω1 = 2 and ω/ω1 = 7. Harmonics of the two fundamental fields are overlain in
black.

interaction is broken, and even order harmonics can now be generated. Figure 5.4 b) shows

a zoom in of the spectra between 2ω1 and 7ω1 with vertical bars denoting the even and odd

order harmonics of ω1 = 1.0 and ω2 = 1.65. While the two-color harmonic spectrum is more

complex than the normal incidence case due to the increased number of oscillation modes

of the mirror surface, it is still clear that there are harmonics that are being generated from

the linear combination of the two fields.
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5.4 Conclusion

In this chapter, the interaction of relativistically-intense, two-color laser fields with solid den-

sity plasmas is studied through particle-in-cell simulations. By combining non-commensurate

fields with frequencies ω1 and ω2, we have shown that the relativistic harmonic generation

process is a robust mechanism to control the polarization and frequency of emitted photons

by tuning the incident field properties such as polarization. The benefit of driving two-

color harmonic generation enables the possibility of generating frequency-tunable harmonics

with controllable polarization states. We have found that the two-color harmonic generation

optimization occurs for a similar intensity ratio of the two driving fields, regardless of the

incident polarization states.

Future, two-color experiments can be designed to exploit optimizations and geometries dis-

cussed in this work. Experiments which have polarization and intensity control of their

incident fields can optimize harmonic generation through varying the individual field inten-

sities during linearly-polarized interactions, before rotating their individual polarizations to

produce circularly-polarized harmonics. High-power OPA systems such as the L1 Allegra

at ELI Beamlines and the proposed EP OPAL system at the Laboratory for Laser Ener-

getics [132] are ideal systems to perform two-color, relativistic harmonic generation through

tunable, non-commensurate wavelengths.
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Chapter 6

Observation of Depth of Heating in

Highly-Ionized Copper

In this chapter, discussion of the simultaneous front and rear side K-shell line emission

from atoms ionized up to H-like Cu produced via laser-solid interactions at ultra-relativistic

intensities (I ' 1021 W/cm2 ) obtained using the frequency-doubled ALEPH laser [3]. Mea-

surements of the scaling of x-ray emission from Cu foil and buried-layer targets indicate

that the solid-density plasma is volumetrically heated to keV temperatures at depths of

> 1µm by the energetic electron population. The high-resolution x-ray data are compared

with supporting collisional-radiative and particle-in-cell modeling to further constrain the

experimental plasma parameters.

X-ray emission spectroscopy has been used extensively as a diagnostic of electron density,

temperature, and hot electron dynamics in laser-produced plasmas [53–61], but there have

been few studies of high-resolution spectroscopy of matter formed via ultra-relativistic (I

' 1021 W/cm2), laser-solid interactions [62, 64]. At these intensities, the radiation inten-

sity dominate standard collisional atomic processes, creating HED states of matter. High
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resolution x-ray spectroscopy enables the investigation of changes in K-shell x-ray emission

of thin foil and buried layer targets to elucidate the generation and propagation of hot

electrons [133–136]. In thin targets, these energetic electrons can be rapidly accelerated

through refluxing [65], which is responsible for the dominate heating mechanism in solid

targets [137,138].

6.1 Experimental Setup

Figure 6.1: Simultaneous measurements of Cu K-shell fluorescence from front and rear-side diag-
nostics. A mica von Hamos spectrometer captures front-side K-shell emission from 8-10 keV. Two
germanium-220 spherical crystals capture rear-side K-shell emission in the range of 8-9 keV while a
quartz-2131 spherical crystal images rear-side Kα emission. Image credit: Amina Hussein

The experiments were conducted by irradiating copper foils and layered targets with the

frequency-doubled Ti:Sapphire ALEPH laser at Colorado State University [3], which deliv-

ered pulses with 45 fs FWHM pulse duration, 400 nm central wavelength, and up to 7 J

focused by an f/2 parabola on target. The use of the laser second harmonic suppresses laser

pre-pulse producing ultrahigh contrasts (> 1011) that lead to hot, solid-density plasma [63].
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The s-polarized laser energy and the spot size was varied between 0.25 - 7 J and 1.5 - 10 µm,

respectively, to obtain intensities ranging from 3× 1018 and 3× 1021 W/cm2 . Copper foils

of thickness varying from 0.5 to 15 µm and buried-layer target of 0.5 µm Cu layers between

1 and 5 µm of aluminum and polyethylene (CH) were irradiated at near normal incidence.

The orientation of the buried-layered targets was varied to change the relative depth of the

Cu layer with respect to the laser focus.

A quartz-2131 spherical crystal imager was fielded at ALEPH. The crystal has a 2d separation

of 3.082Å, and a Bragg angle of 88.7o for the 2nd order diffraction of the Cu Kα line. The

crystal is spherically-bent with a radius of curvature R = 150mm. Due to the size of the

ALEPH chamber, the crystal needed to image the source a minimum of 80cm from the

crystal surface. The object distance is o = 8.25 cm and the image distance is i = 82.5 cm

for a total magnification i/o = 10.

Simultaneous front- and rear-side K-shell emission of copper was captured by fielding a

moderate-resolution (E/∆E ∼ 1000) von Hamos mica crystal spectrometer [139] and a

high-resolution (E/∆E > 7500) germanium-220 spherical-crystal spectrometer with viewing

angles of 45◦ on the front side and target normal on rear side, respectively. The von Hamos

spectrometer had an energy range of 8-10 keV, and was coupled to MS-type image plate (IP)

read by a Fuji scanner with 100µm step-size, which was read after every shot. Emission was

calculated taking into account sensitivity of the IP, transmission of beryllium and aluminum

filters, and crystal reflectivity. The spherical-crystal spectrometer consisted of two Ge-220

crystals capturing the spectral ranges of 7.95− 8.45 keV and 8.7− 9.1 keV and was coupled

to an Microline e2v 4240 vacuum CCD with a 13.5µm × 13.5µm pixel size. Emission was

calculated taking into account CCD sensitivity, transmission of aluminum filters, and crystal

reflectivity. It was assumed that the photons were emitted uniformly over 4π steradians and

no attenuation by the target plasma was taken into account for both diagnostics.

Example front-side spectra at high and low intensity taken with the von Hamos spectrome-
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Figure 6.2: Example front-side von Hamos spectra at high (red) and low (intensity)

ter can be seen in Figure 6.2. Copper foils of with 15 µm thickness are illuminated by the

high-contrast second harmonic. At "low" intensities I ∼ 5× 1019 W/cm2 Cu Kα and Kβ are

observed, which suggests a dominance of cold copper contribution to the emission spectrum.

The emission of Kα and Kβ are dominated by energetic electrons knocking out inner-shell

electrons of cold material, before the transition of an L or M-shell electron to fill the vacancy.

When increasing the intensity to I ∼ 3× 1021 W/cm2 highly-ionized copper emission domi-

nates the spectrum. Copper Heα and Lyα are alongside Li-like satellites suggests significant

emission is occurring in the central hot-spot of the laser focus. The ratio of He-like copper

to the Li-like satelites and the Lyα doublet suggests that the average charge of the plasma

hot-spot is Z∗ = 27 with bulk temperatures T > 1 keV.

An example of simultaneous front and rear-side emission of 15 µm copper foils illuminated

at I ∼ 3 × 1021 W/cm2 is shown in Figure 6.3. The rear-side spectrum contains a clear

Kα doublet, with minimal Kβ or Heα . The significantly weaker Heα from the rear-side

emission is an indication of a strongly absorbing layer between the hot-plasma surface and

the rear-side spectrometer.
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Figure 6.3: Example front-side (blue) and rear-side (red) spectra.

6.2 Results

Before alignment of high resolution spectrometer, initial measurements of the K-shell emis-

sion were taken by moving the von Hamos spectrometer to capture either front- or rear-side

emission. The measurements were taken on different shot days, so fluctuations in laser en-

ergy1 could impact the direct comparison. However, since the alignment of the von Hamos

resulted in nearly identical parameters, the relative intensity of the plasma emission can be

directly compared to estimate the difference in signal.

Figure 6.4 shows the differences between front- and rear-side emission of 1 µm and 5 µm thick

copper foils illuminated at I ∼ 2− 3× 1021 W/cm2 . 1 µm thick foil spectra (Figure 6.4 a)

contain no detectable Kα or Kβ , which indicates that the 1µm thick foils are being heated

through their entire depth to high temperatures. Already at 1 µm thicknesses the Heα and

Lyα lines on the rear-side are less intense than the front side emission, which indicates there

is an opaque region contributing to line reabsorption. Conversely, 5 µm thick foils (Figure
1Fluctuations in ALEPH’s energy is highly-dependent on the SHG process in the KDP crystal. Typically

shot-to-shot fluctuations were ∆E ≤ 1 J.
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Figure 6.4: Front and rear side emission from high intensity shots. Shaded regions indicate standard
deviation of three shots taken at each condition.

6.4 b) contain resolvable Kα emission, which indicates a region of cold plasma where hot

electrons are causing K-shell vacancies. However, rear side Heα and Lyα emission is no

longer resolvable above the noise.

A thickness scan of 0.5-15 µm thick copper foils was performed with simultaneous front- and

rear-side emission captured by spectrometers is plotted in Figure 6.5. Figure 6.5 a) shows

the front side emission from copper foils irradiated at high intensity. Highly-ionized copper

is observed for all thicknesses with an increase Li-like copper and cold Kα for thicker targets.

Figure 6.5 b) shows the rear side emission for the same targets. He-like copper emission is

only observed for the 0.5 and 1 µm thick foils, while thicker targets have a strong Kα doublet.

Dense, hot plasmas re-absorb resonant photons through photo-excitation. Given a similar

charge distribution of the emitting plasma, as evidenced by front-side emission spectra, there

must be a region of colder, dense plasma between the emission region and rear-side detector.

This region must still be hot enough (Te ∼ 1− 2 keV) to re-absorb He-like copper emission

without contributing to the emission profile.
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6.2.1 Copper Foil Thickness Scans

Figure 6.5: Simultaneous front and rear side emission from high intensity shots shows suppression of
highly-ionized rear-side emission from targets thicker than 1 µm . The gray boxes indicate regions
outside the spectral window of the spherical crystals. Inset: Calculated normalized ratio of the j
Li-like satellite to w Heα resonance line.

Examination of the trends in plasma line emission provides a method to understand plasma

conditions. In Figure 6.5 a) front-side emission lines of interest are marked using Gabriel’s

notation [140]. These lines are the 1s2p 1P1 −→ 1s2 1S0 resonance transition (w), the 1s2p

3P1 −→ 1s2 1S0 intercombination (y), and the Li-like satellite (j). Of particular interest is the

ratio of the front-side j/w emission, which gives an indication of the populations of Li-like and

He-like Cu [141]. The front-side j/w ratio for different Cu thicknesses is plotted in the inset

of Figure 6.5. The ratio of j/w is increasing for the 0.5, 1 and 5 µm targets before flattening

at 10 and 15 µm . This indicates that the x-ray-weighted electron temperature Te is falling

as the targets increase in thickness. Even if the Heα w line is lowering due to opacity effects,
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the Li-like emission is increasing at the same time, which indicates a lower temperature.

Further, the 15 µm spectrum (pink) is uniformly lower than the 10 µm spectrum (black),

which could be from a smaller emitting volume due to increased heat dissipation in the

thicker target.

6.2.2 Copper K-alpha Images

Figure 6.6: SCI images of copper foils. The Cu Kα spot size is full-width at half-maximum is on
the order of ∼ 5µm for all target thicknesses. All images are displayed on the same scale.

As discussed previously, Kα x-ray emission can be indicative of fast electron transport. Fast

electrons traveling through cold plasma with sufficient energy to create K-shell 1s vacancies

allow for 2p−→ 1s transitions. The emission region of Kα then corresponds to the fast electron

transport range and divergence through the target, and can act as an upper bound on the size

of significant heating in the plasma. SCI images of the rear-side Kα emission were recorded.

Figure 6.6 shows single shot images of the Kα rear-side emission captured simulataneously

with the x-ray spectra from Figure 6.5. The measured Kα spot size was ∼ 5µm for all targets,
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and suggests that the hot electrons are generated and confined in the same way. Similar to

the x-ray spectra, the Kα images of the thinnest targets, 0.5 and 1 µm foils, show very little

Kα emission before quickly increasing in signal intensity for the 5 µm foils. This acts as a

secondary check that the emitting plasma of the thinnest targets contains very little cold

copper to emit Kα .

6.2.3 Buried Layer Targets

Figure 6.7: Simultaneous front- and rear-side K-shell emission from sandwich targets.

A further examination of the depth of heating was performed by using layered foil targets.

Buried layer targets with thin tracer layer have been used extensively in order to determine

depth of heating and to understand fast electron propagation in laser-plasma interactions

[64, 142–145]. The use of a thin (0.5 µm ) Cu layer is chosen to minimize temperature

gradients of the emitting plasma. The x-ray emission of the layered targets irradiated on
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both the thin (1 µm ) or thick (5 µm ) sides are seen in Figure 6.5. The intensity of the front-

(Figure 6.5 c) and rear-side (Figure 6.5 d) emission is lower with respect to a 0.5 µm Cu

foil, which suggests the emitting plasma is at a lower temperature. Temperatures sufficient

to produce He-like and H-like Cu at a depth of 1 µm are observed for both the Al and CH

sandwich targets, but the lack of any emission lines from the 0.5 µm Cu buried under 5 µm of

Al or CH suggests minimal heating at depths of 5 µm into the sandwich targets.

6.3 Spectral Line Analysis

There are a number of effects that can affect the shape and relative strength of atomic emis-

sion lines. Even for isolated atoms, a spectral line corresponding to an electronic transition

cannot be observed as a perfectly defined frequency ω0. In other words, the line cannot be

described by the function Iδ(ω− ω0). There are several mechanisms that can produce spec-

tral broadening, and they may divided into broadening from local conditions and broadening

due to conditions of an extended region. Broadening from local conditions is due to effects in

a small region near the emitter. By making the assumption that this small region is in local

thermodynamic equilibrium (LTE), it is possible to estimate the plasma conditions near the

emitting region. Initial fits through LTE analysis of line broadening and spectral line ratio

were used to estimate the plasma conditions.

A consequence of the limited lifetime of an excited state results in natural broadening. The

uncertainty principle ∆E∆τ = h relates the lifetime of the state ∆τ with the energy uncer-

tainty ∆E. For example, the radiative decay rates of Cu Heα (1s2p −→ 1s2) and Heβ (1s3p −→

1s2) are given by ν = 72.2×1013 and 19.3×1013 Hz, respectively [146]. This results in natural

linewidths of 3 (Heα) and 0.8 eV (Heβ). The corresponding natural lineshape is a Lorentzian

function [147]. A further broadening mechanism is from spectroscopic instruments having

finite resolution. This instrument broadening is related to their resolving power E/∆E. The
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crystal spectrometers used for these experiments have instrument broadening with Gaussian

linewidths. The combination of Lorentzian and Gaussian broadening leads to lineshapes

known as Voigt profiles, which is a convolution of the Lorentzian and Gaussian lineshape.

6.3.1 Stark Broadening

Figure 6.8: Calculated Stark broadening FWHM of the Heβ emission line (1s3p −→ 1s2) for helium-
like carbon, titanium, and copper.

The local electric fields from free charges in near an emitting ion are capable of modifying

the emission process. This effect, known as the Stark effect or Stark broadening [148], is

determined by the local electric field intensity. When the emitters are in a dense plasma,

this broadening mechanism also is known as pressure broadening. This broadening process

strongly depends on the magnitude of the perturbation to the atomic Coulomb potential.

This enables the determination of the density of charged particles in the plasma near the

emitters. For Stark broadening of K-shell emission lines when the difference in energy levels
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is even, e.g. n = 3 −→ n = 1 or n = 4 −→ n = 2, the Stark broadening FWHM is given by:

δεS ≈ 4.3
n2

Znuc

(ne[1022 cm−3])0.58, (6.1)

where n is the upper energy level, Znuc is the atomic number, and ne is the electron density.

Calculated Stark broadening of the Heβ emission line for carbon (Znuc = 6), titanium (Znuc =

22), and copper (Znuc = 29) can be seen in Figure 6.8. There is a minimum density required

for substantial Stark broadening to occur. For carbon this occurs around ne ≈ 1021 cm−3,

whereas copper requires much higher density, ne ≈ 1024 cm−3.

6.3.2 Saha-Boltzmann Rate Balancing

Figure 6.9: Calculated ratio of Cu Lyα to Heβ as a function of temperature for Cu plasma at various
densities.

The populations of individual ionic species in the plasma directly effect the intensity of

the species’ emission lines. Ignoring any opacity effect, the largest populations will emit

the strongest emission lines. When in LTE conditions, the populations of a species N in a
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plasma are determined by the Saha Equation given by:.

NZ+1

NZ
=
gZ+1

gz
6× 1021

ne
T 3/2
e e−E

ion
z /Te , (6.2)

where NZ and NZ+1 are the populations with ion charge Z and Z+ 1, g is their correspond-

ing degeneracy factors, Te is the electron temperature, and Eion
z is the ionization potential

required to ionize from state Z to Z+1. By assuming the intensity of line emission is directly

proportional to the population of the species, the line intensity ratio can be used to deter-

mine the local electron temperature. Because different ionic species are present at different

temperatures, the ratio of two individual lines depends strongly on both the temperature

and density of the plasma as seen in Figure 6.9.

6.3.3 LTE Analysis of Experimental Data

Inital LTE analysis of 0.5 µm Cu targets are shown in Figure 6.10. Voigt profiles with the

natural linewidths and instrument broadening (δE ≈ 8 eV) are included with the fits to

extract the Heβ FWHM and the ratio of Heβ to Lyα . The choice of Heβ over Heα is due to

the increased opacity expected at these temperatures and densities. The individual fits of the

single-shot spectra (red) are shown in blue with corresponding extracted temperatures and

densities. The expected density of the 0.5 µm Cu foils is ne ≈ 1−2×1024 cm−3 with electron

temperatures of Te ≈ 1.8 keV. Assuming an average ionization state of He-like Cu due to

the brightness of the He-like emission lines the calculated electron density is approximately

the same as solid density ne = 2.3× 1024 cm−3.
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Figure 6.10: Calculated ratio of Cu Lyα to Heβ as a function of temperature for Cu plasma at
various densities.
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6.4 Simulation

Even with a large array of diagnostics capturing different aspects of the plasma emission,

determining exact conditions inside the plasma remains a significant challenge. Therefore,

simulations are required to help constrain the possible conditions. Therefore, simulations

are required to help constrain the possible conditions. Collisional-radiative codes such as

SCRAM [149] are a valuable resource for modeling plasmas in non-local thermodynamic

equilibrium (non-LTE). Previously results have shown through comparisons with non-LTE

collisional radiative codes that high-intensity, short-pulse lasers are capable of generating

highly-ionized states of solid-density plasmas [61,63,64,144,150].

For the SCRAM modeling, solid density copper targets of thickness dx = 0.1 µm with an

assumed equal electron and ion temperature Te = Ti = T from temperatures of 0.1 - 4 keV.

The hot electron fraction in the solid target was estimated to be 10−4 informed from the

conversion efficiency of Kα emission calculated from the x-ray spectra of 15 µm Cu foils, and

is consistent with previous studies showing hot electron refluxing of longer pulse lasers at

comparable intensities [65,151]. Although the hot electrons dominate the production of cold

Cu Kα , their number density is too small to have significant impact on ionization balance

at solid densities and furthermore the SCRAM calculations are relatively insensitive to the

hot electron temperature [152].

SCRAM simulations generated tables of emissivity (j) and absorptivity (κ) as a function of

temperature and energy across 8 - 10 keV. These could then be used to calculate the optical

depth, τ = −κdx, and self-emission intensity, i = j/κ(1−e−τ ) of the individual layers. With

known lines-of-sight of the detectors, the transport of emission from the layers to detector can

then be calculated. Figure 6.11 shows the calculated intensity, Figure 6.11a, and absorption,

Figure 6.11b, of 0.5 µm thick copper foils with a constant temperature through the entire

depth. The "simulated" detector is positioned on the front-side at an angle of 45◦ with
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(a) Simulated Cu emission (b) Simulated Cu absorption
Figure 6.11: Simulated emission intensity (a) and absorption (b) from 0.5 µm thick Cu foil with
constant ion density of 8.91 g/cm3, i.e. solid-density copper. Temperatures ranged from 0.1 - 4 keV.

respect to target normal, which was the position of the von Hamos spectrometer during

the experiment. An assumed emission time of 1 ps and emission spot size of 5 µm was

used to convert to units of J/keV/str. In order for appreciable Lyα and Heβ emission to

occur as observed in the experimental data, the bulk plasma temperature needs to exceed

T > 2 keV. However, significant opacity can occur for much lower electron temperatures.

Because He-like Cu can form a a closed electronic shell it is much harder to ionize He-like

Cu immediately; the ionization energy required to produce Cu27+ (He-like Cu) is 2587 eV,

whereas the ionization energy required to produce Cu28+ (H-like Cu) is 11062 eV [153]. By

T ' 1 keV appreciable He-like copper is present in the plasma such that it has already

become nearly opague to the Heα line.

A comparison between SCRAM modeling at various temperatures and experimental data

can be seen in Figure 6.12, which shows experimental 0.5 and 1 µm foil front, Figure 6.12

a) and c), and rear, Figure 6.12 b) and d), spectra. To produce a better comparison, the

SCRAM spectra for the front side emission has been convolved with instrument broadening

of the von Hamos spectrometer (E/∆E ∼ 1000). Since the high resolution spectrometer has
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a much higher E/∆E no convolution was performed to compare with the rear side data. The

front and rear side Heα , Lyα , and Heβ emission can be simultaneously fit with constant

temperatures through the entire plasma depth. The best temperature fit for the 0.5 µm foils

is T = 3.5 keV, while the best fit for the 1 µm foils is lowered to T = 3 keV. This suggests

that the thicker targets are being heated through the entire depth to temperatures Te ≥ 3

keV, and remain near solid density during the time of emission. The reduction in rear side

emission compared to the front side spectra requires a region of hot, dense plasma with

sufficient temperatures to produce He-like emission, without being hot enough for emission

to occur.

Figure 6.12: Experimental 0.5 µm and 1 µm Cu foil spectra (black) compared to SCRAM simulations
with constant temperatures through the entire plasma depth. Shaded grey region indicates shot-to-
shot standard deviation.

Fitting of thicker foil targets requires more complex temperature profiles. Figure 6.13 shows
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experimental 2 µm and 5 µm Cu foil spectra compared to SCRAM simulations. Figure 6.13

a) has a reference 1 µm thick Cu spectrum, because no front side 2 µm data was acquired. 1

µm spectra is assumed to be comparable to 2 µm spectra by looking at differences in Figure

6.5 a). Various simulated electron temperature profiles, Figure 6.13 Inset, are plotted against

the rear side emission spectra in Figure 6.13 b). In order to simultaneously fit front and

rear-side emission, the temperature profile requires a region of high opacity for Heα and

Lyα . Similarly, the front, 6.13 c), and rear side, 6.13 d), spectra for 5 µm Cu foils require

variations in temperature as a function of depth.

Figure 6.13: Experimental 2 µm and 5 µm Cu foil spectra (black) compared to SCRAM simula-
tions. a) Reference 1 µm thick Cu spectrum. b) Rear side 2 µm thick Cu acquired by von Hamos
spectrometer. Inset: Various simulated electron temperature Te as a function of depth into the
target.

Three-dimensional PIC simulations performed in VLPL for solid-density 5 µm thick Cu foil

is presented in Figure 6.14. The simulations are initialized with singly ionized species of
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solid-density Cu with a peak laser intensity of 5× 1021 W/cm2 . Due to the high-contrast of

the ALEPH laser, no preplasma was assumed to form before the arrival of the main pulse.

The laser focus is Gaussian with a 1.5 µm full-width at half-maximum. Ionization effects

due to optical field ionization and electron-ion collisions are considered. Figure 6.14 presents

an example of the plasma conditions at 430 fs after the peak of the laser pulse reaches the

target. The calculated average electron temperatures (Figure 6.14 a) presents and electron

density (Figure 6.14 b) in the center 2% of the target. The average electron temperature

remains near 2.5 keV in the first 1 µm thickness of the target until dropping to below 0.5

keV at a depth of 5 µm . Figure 6.14 c) indicates that the ionization of highly-ionized charge

states of Cu are predicted to propagates deep into the target. From the PIC simulations, the

region of plasma with temperatures in the range of 1−2 keV at a depth of 2-3 µm would have

sufficiently high opacity to absorb the emission from the hotter from side as it propagates

through the target, see Figure 6.11.

Figure 6.14: Three-dimensional PIC simulation for solid-density 5 µm Cu foil target. The target
is irradiated at an intensity of 3 × 1021W/cm2 . The simulation snapshot is taken at time t = 430
fs after peak of the laser pulse reaches the target. a) Average values for electron temperature as a
function of depth. b) Average charge state as a function of depth. c) 3D image of average ionization
state. High degree of ionization observed to extend into the target. Simulations performed by Slava
Shlyaptsev.

The heating observed in thinner targets appears to follow a different temperature profile.
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Figure 6.15 shows the temperature, Figure 6.15 a), and density, Figure 6.15 b), as functions

of depth for the different target thicknesses. It appears as though the 1 and 2 µm thick

targets are uniformly heated to temperatures Te > 3 keV and densities near solid density

Cu. This contrasts with the 5 µm thick targets, which has a smoothly varying temperature

profile from 2 keV near the surface that drops to Te < 500 keV near the rear surface. This

suggests that some transition in bulk heating is occurring between thin (≤ 2 µm ) and thicker

(≥ 5 µm ) targets.

Figure 6.15: Three-dimensional PIC simulation for solid-density 1, 2, and 5 µm Cu foil targets.
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6.5 Conclusion

Simultaneous front and rear-side x-ray measurements of Cu foils and buried layer targets

irradiated at I > 1021 W/cm2 were taken at the ALEPH facility. Plasma temperatures were

measured to exceed Te ≥ 3 keV for thin targets, with plasma densities remaining near solid-

density. It was experimentally observed that a transition occurred for rear-side Cu x-ray

emission as a function of target thickness. Considerable rear side Heα emission was observed

for 0.5 and 1 µm thick Cu foils, while thicker targets had full absorption of the highly-ionized

emission lines. A combination of PIC simulations and SCRAM modeling suggest that the

thin foils experience a uniform heating through the entire depth, which does not occur

for thicker targets. The utility in producing hot, uniformly-heated, solid-density plasmas

through high-contrast, short-pulse lasers may be useful for the study of HED systems in

future experiments.

The SCRAM modeling and PIC simulations represent a snapshot in time of the plasma con-

ditions, whereas the experimental x-ray emission data is a time-integrated signal. Therefore,

the difference in absolute values of temperature and density expected from SCRAM model-

ing and PIC simulations are expected, but there does appear to be a qualitative agreement

between the two types of modeling. In future experiments, time-resolved data should be

taken of either front or rear side emission to gain a better understanding of the emission

times during the plasma lifetime. Furthermore, the rear side Lyα emission can be captured

by adjustments to the high-resolution crystal geometry.
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Chapter 7

Conclusion and Future Work

The progress of laser technology is reaching a point such that new laser systems are capable of

generating relativistic intensities at high repetition rates with parameters spanning tabletop

subterawatt to petawatt systems. New laser facilities are being constructed to allow multi-

beam interactions at relativistic intensities. These systems and facilities present a paradigm

shift in laser-plasma physics, where detailed studies can be performed by varying both laser

and plasma parameters. For example, the Zettawatt-Equivalent Ultra-short pulse laser Sys-

tem (ZEUS) currently under construction at the University of Michigan Gerard Mourou

Center for Ultrafast Optical Science will become one of the most intense laser systems in

the world. ZEUS will have the unique capability of multi-beam, petawatt-class laser-solid

experiments at high repetition rates. The High-Repetition-Rate Advanced Petawatt Laser

System at Extreme Light Infrastructure (ELI) will deliver 30 J pulses in less than 30 fs with

repetition rates up to 10 Hz. Finally, the proposed EP-OPAL at the Laboratory for Laser

Energetics (LLE) would leverage the existing architecture of the OMEGA EP beamlines to

produce two 25 PW beams driven by optical parametric amplification. Currently, a mid-

scale version pumped by the Multi-Terrawatt laser (MTW-OPAL) is being constructed to

produce 0.5 PW pulses delivered in 15 fs.
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7.1 Two Color Relativistic Harmonic Generation

The investigation of two-color, relativistic harmonic generation represents a considerable ex-

perimental challenge. Significant theoretical studies have been undertaken to understand the

physics of the relativistic HHG process, but to-date very little two-color experiments have

been performed [126] due to their practical complexity. Circularly-polarized harmonics are

proposed to be generated by two-color, collinear HHG when normally-incident on a target.

This requires the use of two different-color beams such that counter-rotating fields can be

focused onto a solid-density target. Developing bright circularly polarized sources from the

ROM model would be exciting, as the technique would immediately be scalable to petawatt-

class laser facilities. The first experiments could take place at UCI, where there exists a

unique capability for non-commensurate wavelengths generated by OPA to be used in ex-

periments, see Chapter 4. First, performed linear-polarized collinear experiments to observe

the emission of non-commensurate harmonics expected from the interaction. Afterwards,

colinear circularly-polarized experiments can be conducted to determine the applicability of

the photon model to relativistic laser-plasma interactions.

Secondly, the introduction of a second, noncollinear beam in the high intensity laser-solid

interactions can be explored. Studies using light generated from high intensity lasers con-

tains some unique challenges. Traditional HHG experiments are performed such that the

harmonic emission is collinear with the driving laser. This can cause problems for two rea-

sons. The fundamental laser still contains considerable power after the interaction. This can

cause damage to sensitive samples which prevents a long exposure series of a single target

for attosecond dynamics. Secondly, in order to perform spectroscopic studies, the generated

harmonics must then be spectrally separated through some diffractive element. The rejec-

tion of the fundamental can also be done using diffractive optics or rejector mirrors. But,

these methods of harmonic selection and discrimination are extremely lossy, especially for

higher order harmonic in the x-ray regime. Noncollinear harmonic generation is a method
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to spatially separate the individual harmonics orders from their fundamental driving laser.

The proposed experiment will attempt to determine the applicability of noncollinear geome-

tries in the relativistic regime. It is unclear whether or not the photon model holds for the

oscillating mirror model.

7.2 Novel Driving Laser Parameters

Laser-plasma interactions, due to their nature as nonlinear optical processes, are extremely

intensity dependent. At UCI, we have access to optics that can shape the initial Gaussian

profile of the laser to produce a flat top profile when focused. We can therefore study

the differences between a flat-top intensity profile and Gaussian profile at the focus for

high intensity laser-plasma experiments. The optics are also capable of generating different

custom wavefronts, which can be used in a multitude of applications. Many simulations

assume that there is a constant intensity profile at the focus, but this is not generally the

case. One of the most significant differences between a flat-top and a Gaussian focal spot is

through the ponderomotive force:

Fp ∝ ∇I. (7.1)

The ponderomotive force is proportional to the gradient in the intensity profile of a laser,

and acts to push charged particles away from regions of high intensity. A Gaussian has a

very strong intensity variation across the beam profile, whereas an ideal flat-top profile has

zero intensity variations across the focal spot.
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7.3 Time-Resolved High Resolution X-ray Spectroscopy

The experimental results discussed in Chapter 6 as though short-pulse, high-contrast lasers

are capable of generating solid-density plasmas with a uniform temperature profile. How-

ever, the experimental x-ray emission data is a time-integrated signal, which can produce

misleading results as HED plasmas are highly-transient systems. Analysis of high-contrast

experiments at intensities ≈ 1019 W/cm2 have shown that the bulk electron temperature and

density evolve quickly during the first 1 ps after the laser interaction [61]. In future experi-

ments, time-resolved data should be taken of either front or rear side emission to gain a better

understanding of the emission times during the plasma lifetime. Furthermore, the rear side

Lyα emission can be captured by adjustments to the high-resolution crystal geometry. The

deployment of electron spectrometers with sufficiently high signal-to-noise should be used to

elucidate the hot electron heating mechanisms that take place during the interaction.
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