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Abstract

Researchers have long been interested in using laboratory mea-
sures of cognitive control to predict a person’s cognitive con-
trol/self control success outside the lab. We used a computa-
tional approach to identify which lab-based performance mea-
sures provide the most valid individual difference measures
of one’s ability and/or motivation to exert cognitive control.
We simulated performance across an array of cognitive control
tasks, and estimated the degree to which different performance
metrics (e.g., congruency effects, conflict adaptation, and de-
mand avoidance) could theoretically provide valid estimates
of processes underlying control allocation. By performing di-
mension reduction on these performance metrics, we further
revealed latent dimensions that can index separate mechanisms
of control-demanding behavior. Our results suggest that indi-
vidual differences in measures of cognitive control can orig-
inate from multiple factors, several of which are unrelated to
capacity for cognitive control. We conclude by discussing im-
plications of these analyses for assessing individual differences
in cognitive control phenomena.

Keywords: individual differences; cognitive control; motiva-
tion; self-control

Introduction
Cognitive control refers to our ability to adapt mental pro-
cesses to current task goals. Researchers have developed
a variety of measures to index a given person’s capacity to
exert cognitive control, such as conflict-related interference,
conflict adaption, and performance costs associated with task
switching. It has often been assumed that individual differ-
ences in capacity and/or motivation for control should pre-
dict one’s self-control success in the real world, and that per-
formance on one cognitive control task should therefore cor-
relate with indices of self-control. Unfortunately, however,
such correlations have been inconsistent across the literature.
For instance, whereas some individual studies find correla-
tions between Stroop conflict-related interference (congru-
ency costs) and real-world self-control outcomes (e.g., addic-
tion treatment compliance, healthy diets; Streeter et al., 2008;
Allan, Johnston, & Campbell, 2010), a large study (N=2,641)
recently found no correlation between congruency costs and
a well-validated index of real-world self-control (Saunders,
Milyavskaya, Etz, Randles, & Inzlicht, 2017). The inconsis-
tency in these findings has been taken to suggest that con-
trol mechanisms are highly context-specific and/or that self-
control may not actually require cognitive control (Berkman,
Hutcherson, Livingston, Kahn, & Inzlicht, 2017). Here we

explore an alternative interpretation, that commonly used
measures of control allocation may be ill-suited to indexing
the control required of those tasks.

Converging evidence suggests that performance on cog-
nitively demanding tasks reflects a combination of bottom-
up stimulus processing and one’s capacity and motivation to
exert top-down control over such processing (Cohen, Dun-
bar, & McClelland, 1990; Shenhav, Botvinick, & Cohen,
2013; Shenhav et al., 2017). These insights have been in-
tegrated into a recent computational model of control allo-
cation, which simulates an agent’s performance on a cog-
nitive task based on the parameters of that task (e.g., stim-
ulus salience) and the incentives on offer (e.g., reward for
correct response; Musslick, Shenhav, Botvinick, & Cohen,
2015). Control allocation is determined by comparing the
expected reward (based on the incentives and the degree to
which control increases the likelihood of a correct response)
with an intrinsic cost of control, to determine the overall Ex-
pected Value of Control (EVC). The parameters of these sim-
ulated agents can be adjusted to vary how they process stim-
uli and incentives (e.g., their sensitivity to rewards), resulting
in attendant changes to task performance. Theoretical anal-
yses suggest that between-subject variability in some moti-
vational parameters, such as reward sensitivity, can gener-
ally limit the ability to recover other motivational parameters,
such as the cost of cognitive control, from task performance
(Musslick, Cohen, & Shenhav, 2018; Caplin, Csaba, Leahy,
& Nov, 2018). An important question that remains unad-
dressed, however, is whether individual differences in cog-
nitive control phenomena provide a reliable index for one’s
capacity to exert cognitive control.

Here, we use the EVC model to simulate various phenom-
ena that have been used to index one’s capacity to exert cog-
nitive control, including within-trial interference and cross-
trial adaptation to response conflict; task-switching costs; and
cognitive effort discounting. We then demonstrate that indi-
vidual differences in these phenomena are influenced by pa-
rameters of the task and the agent, including variables related
to bottom-up stimulus processing, the ability to exert control,
and the motivation for doing so. Finally, we identify latent di-
mensions that explain individual differences across these sim-
ulated phenomena, and discuss implications of this work for
the assessment of individual differences in cognitive control
within and outside of the lab.
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Expected Value of Control Model
The EVC theory is based on the premise that control alloca-
tion involves specifying the identity of candidate control sig-
nals, as well as the intensity of each (Shenhav et al., 2013).
Increases in control signal intensity lead to improvements in
performance on the corresponding task. However, it is also
assumed that exercising cognitive control is costly and this
cost increases monotonically with the intensity of the con-
trol signal. According to the EVC theory, the control sys-
tem chooses to implement the configuration of control sig-
nals that yields the highest expected value of control, that is,
the expected utility of implementing a configuration of con-
trol signals with specified intensities minus their associated
costs. Critically, the expected value for each candidate con-
trol signal configuration is contingent on an internal model of
the task environment that is updated based on experience.

The present implementation of the EVC model describes
performance in the Stroop task (e.g., responding to the ink
color of a color word, Stroop, 1935), in terms of an interaction
between the control system and the task environment. The
control signal is chosen optimally based on an internal model
of the next trial which produces an estimate of the next trial
(inferred state Ŝ). This signal is then used to interact with the
environment (actual state S), for example to commit one of
the two possible responses1 in the task. After each trial, the
agent updates the internal model based on an observation of
that trial following the response.

In order to generate reaction times (RTs) and responses on
each trial, we use the drift diffusion model (DDM Ratcliff,
1978). Within the DDM framework, a response on the task
can be conceptualized as a result of the noisy accumulation of
evidence toward one of the two possible responses (e.g. one
response indicating the color green and the other response
indicating the color red; Musslick et al., 2015). Here, we as-
sume that the rate of evidence accumulation toward one of the
two responses is governed by a controlled and an automatic
component

dri f t = ε ·dri f tcontrol +dri f tautomatic (1)

where ε is a capacity parameter that scales the amount of con-
trol allocated. The automatic component reflects automatic
processing of the color feature and word feature of the stimu-
lus that is unaffected by control,

dri f tautomatic = acolor +aword. (2)

The absolute magnitude of the color-response association
acolor, as well as the magnitude of the word-response associ-
ation aword depends on the strength of the association of each
stimulus feature with a given response, and its sign depends
on the response (e.g. acolor < 0 if the response is associated
with the left button, acolor > 0 if response is associated with

1A restriction to two response alternatives limits the scope of the
model to paradigms with two-alternative forced choice but makes it
amenable to tractable computation of mean reaction times and error
rates.

the right button). Thus, for congruent trials acolor, and aword
have the same sign, whereas the opposite sign for incongru-
ent trials. The controlled component of the drift rate is the
sum of the two stimulus values, as well as the intensity of
the corresponding control signal, one for processing the color
dimension of the stimulus ucolor and one for processing the
word dimension of the stimulus uword:

dri f tcontrol = ucolor ·acolor +uword ·aword (3)

Thus, each control signal biases processing towards one of
the two stimulus dimensions, both of which characterize the
actual state on a given trial, S = {acolor,aword}. As a result,
higher control signal intensity for processing the color dimen-
sion improves performance — speeds responses and lowers
error rates — in a trial of the Stroop task. Mean RTs and re-
sponse probabilities for a given parameterization of drift rate
on trial t are derived from an analytical solution to the DDM
(Navarro & Fuss, 2009).

In order to specify the optimal set of control signals
U = {ucolor,uword} on a given trial t, the model estimates
the expected value for each configuration of control sig-
nal intensities based on its internal model of the next trial
Ŝ = {âcolor, âword}. This is done by weighting the expected
reward for an outcome against the cost associated with the
chosen control signal configuration:

EVC(U, Ŝ) = P(correct|U, Ŝ)V (R)−Cost(U) (4)

where P(correct|U, Ŝ) corresponds to the probability of
reaching the decision threshold for the correct response and
V (R) corresponds to the subjective value of responding cor-
rectly. Here, the subjective value V (R) = vR corresponds
to the amount of reward offered for a correct response R
weighted by the model’s sensitivity to the reward v. The cost
Cost(U) =Costimpl(U)+Costreconf(U) is composed of an im-
plementation cost that increases with the amount of control
being allocated (Shenhav et al., 2013; Manohar et al., 2015;
Lieder, Shenhav, Musslick, & Griffiths, 2018),

Costimpl(U) = ecI·ucolor + ecI·uword (5)

as well as a reconfiguration cost that scales with the degree
to which control signals need to be changed relative to their
previous state (Meiran, 1996; Rogers & Monsell, 1995)

Costreconf(U) = ecR
√

(ucolor,t−ucolor,t−1)2+(uword,t−uword,t−1)2 (6)

where the implementation cost is scaled by parameter cI and
the reconfiguration cost is scaled by parameter cR. The model
selects the control signal configuration with the maximum
EVC within the inferred next trial Ŝ, out of all the configu-
rations under consideration:

U∗ = argmax
U

EVC(U, Ŝ) (7)

Performance in the actual state S is determined by the in-
fluence of the chosen control signals on the true parameters
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acolor and aword. After observing the actual state, the agent
updates its inferred state Ŝ = {âcolor, âword}:

âcolor, new = âcolor, old +α(âcolor, old−acolor) (8)

âword, new = âword, old +α(âword, old−aword) (9)

where α is the learning rate. Finally, the agent re-evaluates
the optimal control policy for the next trial based on its re-
vised model of the task environment.

Task Environments and
Parameterization

We simulate behavior of the EVC agent across three different
experimental paradigms that have been repeatedly used to in-
dex individual differences in cognitive control. Here, we de-
scribe each paradigm, the associated behavioral phenomena,
as well as the corresponding parameterization2 of the EVC
model.

Stroop Task
In the Stroop paradigm, the agent is presented with a
two-dimensional stimulus, one dimension representing an
ink color and another dimension representing a color word
(Stroop, 1935). On each trial, the EVC model is required to
indicate the response associated with the ink color. In con-
gruent trials, the word feature of the stimulus is associated
with the same response as the ink color whereas in incon-
gruent trials, the color and word features are associated with
different responses. The experiment sequence encompassed
101 trials, and was fully balanced (excluding the first trial)
with respect to congruent and incongruent stimuli, as well as
with respect to all four transitions between the two trial types
(congruent-congruent, congruent-incongruent, incongruent-
congruent, incongruent-incongruent). As described below,
we sampled acolor uniformly from U(0.3,0.4). To simulate
congruent trials, we set aword = 0.4 such that both stimuli di-
mensions promote the same response. On incongruent trials,
we set aword = −0.4 such that the word dimension is associ-
ated with a different response than the color dimension. Note
that the absolute magnitude of aword is higher than acolor, re-
flecting the assumption that word reading is a more automatic
process than color naming (Cohen et al., 1990). We varied the
range of control signal intensities from 0 to 10 in steps of 0.2
for the two control signals ucolor, uword and set the reward re-
ceived for a correct response to R = 100. DDM parameters
were set as follows: starting point = 0.0, noise coefficient =
0.7, non-decision time = 0.2s and threshold = 0.4.

We used this paradigm to simulate three different behav-
ioral phenomena. One of the most reliable observations is that
participants take more time and commit more errors when
responding to incongruent stimuli as opposed to congruent
stimuli (Stroop, 1935). Here, we assessed effects of stimulus
congruency as the difference in RTs and error rates between

2Note that fixed parameters for each paradigm were chosen such
that the model performed with at least 55% accuracy for all combi-
nations of individual difference parameters.

incongruent and congruent trials. Another common observa-
tion is that participants exhibit a smaller performance cost for
incongruent stimuli when the current stimulus was preceded
by an incongruent stimulus as opposed to a congruent stim-
ulus (Gratton, Coles, & Donchin, 1992; Egner, 2007). We
assessed the congruency sequence effect as an interactive ef-
fect between the congruency of the current trial and the con-
gruency of the previous trial on performance. Finally, par-
ticipants tend to exert smaller congruency effects when the
proportion of congruent stimuli is decreased (proportion con-
gruency effect, Logan & Zbrodoff, 1979). We assessed this
phenomenon by comparing the congruency effect in two dif-
ferent experiment sequences, one that contained 20% congru-
ent trials, and one that contained 80% congruent trials.

Task Switching
The performance costs associated with switching from one
task to another are often used to index cognitive flexibility
(Koch, Poljac, Müller, & Kiesel, 2018; Rogers & Monsell,
1995). Here, we examined this effect in a cued task switch-
ing paradigm in which the model had to switch between cat-
egorizing the color of a stimulus (color naming) and catego-
rizing its shape (shape naming). Similar to the Stroop task,
stimuli were either congruent, acolor = ashape, or incongruent,
acolor = −ashape. The trial sequence encompassed 100 trials
that were randomly sampled with respect to stimulus con-
gruency (congruent, incongruent), the currently relevant task
(color naming, shape naming) and the task transition with re-
spect to the previous trial (task switch, task repetition). On
each trial, the model allocated control between the two con-
trol signals ucolor, ushape, using the same range of control in-
tensities as described in the Stroop task. The model was cued
with a baseline reward of R = 100, providing information
about which feature is relevant for the task it has to perform
on the current trial. DDM parameters were set as follows:
starting point = 0.0, noise coefficient = 0.3, non-decision time
= 0.2s and threshold = 0.15.

We assessed switch costs in terms of the difference in RTs
and error rates between task switch trials and task repetition
trials. Rogers and Monsell (1995) also demonstrated that con-
gruency costs are higher on task switch trials compared to
task repetition trials. To capture this effect, we also assessed
the interaction between stimulus congruency and task transi-
tion.

Cognitive Effort Discounting
When given a choice between performing a task with low
cognitive effort and a task with high cognitive effort, partic-
ipants tend to select the former, even if it means to forgo a
reward (Westbrook & Braver, 2015). Here, we simulated de-
mand avoidance in the cognitive effort discounting (COGED)
experiment described by Westbrook and Braver (2015). In
this paradigm, subjects can choose on each trial whether they
want to perform a baseline low-demand task for a low reward
or a higher-demand alternative task for a higher reward. The
amount of reward offered for the baseline task is adjusted to
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identify the point of indifference, that is, the reward at which
subjects are indifferent between performing the low-demand
baseline task and performing the high-demand task. To sim-
ulate this paradigm, we modeled both tasks as different types
of trials that the model can choose between. Each trial en-
compassed a stimulus with a color dimension that mapped to
one of two responses with acolor > 0. However, unlike in the
Stroop task there was no word dimension, aword = 0. The dif-
ficulty of the high-demand task was manipulated across ex-
periment blocks, by varying the color-response association
acolor from 1.0 to 0.2 in steps of 0.2, and the difficulty of the
baseline task was fixed to acolor = 1 (higher color-response
associations may reflect higher saturation values for a color
patch). For each set of simulations, we fixed the reward for
the high-demand task to R= 200 while steadily increasing the
amount of reward offered for the low-demand task in steps of
1, beginning from an initial reward value of R = 1. On each
trial, the EVC agent determined the highest EVC separately
for each task and chose the task with the highest predicted
EVC. We then assessed the amount of reward offered for the
low-demand task for which the model would be indifferent
between performing the low-demand task and the (more re-
warding) high-demand task, and normalized this value by the
amount of reward offered for the high-demand task. Follow-
ing the notation by Westbrook and Braver (2015), we refer
to this normalized value as the subjective value of complet-
ing the high-demand task. For instance, if the model would
switch to performing the low-demand task at an offered re-
ward of 120 then the (discounted) subjective value of the
high-demand task would be 120/200. The range of control
signal intensities was varied from 0 to 10 in steps of 0.2 and
DDM parameters were set as follows: starting point = 0.0,
noise coefficient = 1.5, non-decision time = 0.2s and thresh-
old = 1. We assessed subjective value the high-demand task
as a function of its difficulty, 1−acolor.

Simulation Procedure
We simulated behavior of 100 EVC agents in the three
paradigms described above. For each agent, we uniformly
sampled its control capacity ε ∼ U(0.5,1.5), implementa-
tion cost cI ∼U(0.5,1.5), reconfiguration cost cR ∼U(0,3),
reward sensitivity v ∼ U(0.5,1), the stimulus-response as-
sociation of the relevant task (acolor ∼ U(0.3,0.4) in all
paradigms3, as well as ashape in the task switching paradigm)
and learning rate α ∼ U(0,0.5). Ranges for these parame-
ters were chosen to warrant an accuracy above 55% across
all simulated paradigms. Note that agents with a higher con-
trol capacity would effectively implement a higher amount of
control. Therefore, control capacity can be taken as a proxy
for the amount of control an agent exerts on average. The
stimulus-response association determines the degree of task
automaticity: The higher the stimulus-response association of
a task-relevant feature, the easier the task, that is, the less cog-

3In the COGED task, we scaled the tested range of acolor by this
value.

nitive control is needed to reach the correct outcome. Here,
we assume that the stimulus-response association of a task
feature reflects the task proficiency of an agent.

We first assessed average behavior across all agents with
respect to seven dependent variables. In the Stroop task, we
measured error rate effects of stimulus congruency, the con-
gruency sequence effect, the proportion congruency effect, as
well as overall error rate on the task. In the task switching
paradigm, we assessed switch costs in error rates, as well as
the congruency costs in error rates as a function of task tran-
sition. We also measured the subjective value of levels of task
difficulty as determined by the COGED paradigm.

We restricted our analysis of individual differences to over-
all error rate in the Stroop task, congruency effects, congru-
ency sequence effects, proportion congruency effects, switch
costs, as well as the subjective value assigned to a task pa-
rameterized with acolor (effort discounting). We then took
two different approaches to analyze individual differences in
these measures. First, we used a multiple linear regression
to assess the degree to which each of the six EVC param-
eters can explain each behavioral phenomenon. However,
we did not include learning rate as a regressor in the task
switching and COGED paradigms as the agent is provided
full information about each trial. Second, we used princi-
pal component analysis (PCA) to explore whether individual
differences can be explained by more complex latent factors.
That is, we identified principal components that account for
variance between agents (observations) across all dependent
variables (dimensions), including overall error rate, congru-
ency effect, congruency sequence effect, proportion congru-
ency effect, switch cost and effort discounting. We then as-
signed a score to each agent that identifies its position on the
axes spanned by either the first or the second principal com-
ponent. These two components explain most of the variance
in the space of behavioral phenomena, and can be best inter-
preted in terms of the behavioral effects that vary most along
a given component. In addition, we sought to interpret each
component in terms of individual difference parameters of the
EVC model. That is, we identified the individual difference
parameters that best explain each principal component, by re-
gressing the component scores of all agents against their EVC
parameters. Finally, we assessed which of the behavioral phe-
nomena were most indicative of the amount of exerted con-
trol, by computing the Pearson correlation between each de-
pendent variable (e.g. congruency effect) and the average in-
tensity of control u that an agent exerts, across all agents.

Results
Behavioral Phenomena. The EVC model captured all of the
cognitive control phenomena of interest4 (Figure 1): 1) Re-
sponses were slower and more error-prone on incongruent
versus congruent trials of a Stroop-like task (congruency ef-
fect), F(1,99) = 17.80, p < 0.001. 2) When the stimuli on

4We focused our analyses on error rates due to space constraints.
However, we observed similar effects for RTs.
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Table 1: Regression of behavioral phenomena against indi-
vidual differences in EVC parameters. Significant regressors
are ordered by standarized regression weight.

Model Parameter β t p
Overall Error Rate, d f = 93
Task Automaticity -0.631 -5.48 < 0.001
Control Capacity -0.127 -11.77 < 0.001
Implementation Cost 0.126 11.32 < 0.001
Learning Rate -0.114 -5.05 < 0.001
Reward Sensitivity -0.076 -3.63 < 0.001
Congruency Effect, d f = 93
Task Automaticity -0.710 -3.50 < 0.001
Learning Rate -0.219 -5.50 < 0.001
Implementation Cost 0.114 5.82 < 0.001
Control Capacity -0.089 -4.69 < 0.001
Congr. Sequence Effect, d f = 93
Learning Rate 0.145 6.29 < 0.001
Reward Sensitivity 0.055 2.53 < 0.05
Control Capacity 0.053 4.78 < 0.001
Implementation Cost -0.031 -2.71 < 0.01
Reconfiguration Cost -0.031 -7.70 < 0.001
Proportion Congr. Effect, d f = 93
Task Automaticity -0.471 -2.19 < 0.05
Learning Rate -0.199 -4.72 < 0.001
Reward Sensitivity 0.160 4.08 < 0.001
Control Capacity 0.112 5.56 < 0.001
Implementation Cost -0.103 -4.92 < 0.001
Reconfiguration Cost -0.044 -6.04 < 0.001
Switch Cost, d f = 94
Implementation Cost -0.069 -4.42 < 0.001
Reward Sensitivity 0.059 2.00 < 0.05
Control Capacity 0.038 2.49 < 0.05
Reconfiguration Cost 0.015 2.77 < 0.01
Effort Discounting, d f = 88
Task Automaticity -0.603 -7.77 < 0.001
Implementation Cost 0.139 17.44 < 0.001
Control Capacity -0.051 -6.86 < 0.001
Reconfiguration Cost -0.047 -17.48 < 0.001

the previous trial were incongruent, congruency effects were
smaller on the current trial, relative to when the previous trial
was congruent (congruency sequence effect or conflict adap-
tation), t(99) = 4.22, p < 0.001. 3) Congruency effects were
higher when the trial sequence contained a high proportion of
congruent trials versus a high proportion of incongruent trials
(proportion congruency effect), t(99) = 17.86, p < 0.001. 4)
Responses were less accurate when switching to a new task
rather than repeating the same task (switch costs, Rogers &
Monsell, 1995), F(1,99) = 337.30, p < 0.001. These switch
costs were greater when transitioning to an incongruent trial
(Rogers & Monsell, 1995), F(1,99) = 214.96, p < 0.001. 5)
All else being equal, simulated agents assign less value to
(and would therefore be less likely to engage with) tasks that
are more rather than less difficult (cognitive effort discount-
ing, see Figure 1D).

Individual Differences. We tested the degree to which
each of the measures above were influenced by individ-
ual differences in factors related to bottom-up stimulus pro-
cessing (task automaticity), cognitive control ability (con-
trol capacity), and motivational factors (e.g., reward sensi-
tivity and control costs). Agents with a higher control capac-
ity and lower implementation costs made fewer errors, had
lower congruency effects, higher congruency sequence ef-

fects, adapted more to the proportion of congruent trials, had
higher switch costs and discounted cognitive effort less (Ta-
ble 1). Agents with higher reconfiguration costs and a lower
sensitivity to reward adapted less to congruency of the previ-
ous stimulus or to the proportion of congruent trials. Both,
a higher reconfiguration cost and a higher reward sensitivity
were associated with higher switch costs. A higher reward
sensitivity also yielded overall fewer errors while higher re-
configuration costs predicted less effort discounting. Agents
with a higher learning rate and task automaticity performed
overall better in the Stroop task, showing smaller congruency
effects and smaller proportion congruency effects. Unsurpris-
ingly, agents with a higher learning rate show greater sequen-
tial adaptations to response congruency whereas agents with
a higher task automaticity discounted effort less.

A B C D

Figure 1: Average effects of simulated agents. (A) Error rates
are shown as a function of congruency of the previous and the
current trial. (B) Congruency effects (difference in error rates
on incongruent and congruent trials) are shown for a sequence
with a low (80%) and high (20%) proportion of congruent
trials. (C) Error rates are shown as a function of congruency
of the previous trial and task transition. (D) Subjective value
of a task as a function of its difficulty. Error bars indicate the
standard error of the mean across simulated agents.

Principal Components Analysis. After performing a PCA
across our behavioral effects of interest, we found that
individual differences across these are well captured by
two orthogonal dimensions that explained more than 75%
of between-agent variance (Figure 2). Regressing these
phenomenon-driven components on the model parameters
that we varied, we find that a high score on Component 1
is associated with higher task automaticity, lower implemen-
tation costs, higher control capacity and higher sensitivity to
reward. Agents with a higher value for any of these parame-
ters are expected to perform better on a task (Table 3). Com-
ponent 2 appears to most reliably capture differences in re-
configuration costs, and to a lesser degree differences in task
automaticity, reward sensitivity and implementation costs.

Correlation with control intensity. We found that each
behavioral effect significantly correlated with the average
amount of control exerted by an agent (Table 2). Interest-
ingly, overall error rate in the Stroop task was most indicative
of exerted control intensity, followed by incongruency costs.

General Discussion and Conclusion
People have varying degrees of success at adapting their
thoughts and behaviors to meet their current goals. Failing
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Table 2: Correlations between dependent behavioral mea-
sures and exerted control intensity across simulated agents
(d f = 98).

Dependent Measure r p
Overall Error Rate -0.76 < 0.001
Congruency Effect -0.67 < 0.001
Proportion Congruency Effect 0.58 < 0.001
Effort Discounting 0.46 < 0.001
Congruency. Sequence Effect 0.31 < 0.01
Switch Cost 0.20 < 0.05

Figure 2: Principal Components Analysis. Each red dot sum-
marizes the behavior of an agent in the space of the first and
second principal component. The direction and length of the
blue vectors indicates the score of each behavioral effect in
terms of the two components. For instance, subjects with low
scores on the first component appear to commit more errors
but show lower costs of switching tasks.

to exert the appropriate level of control can have very nega-
tive consequences for one’s health, career, and social status.
It is therefore important to understand whether and how such
real-world self-control can be predicted from lab-based mea-
sures of cognitive control. We used a computational model
of control allocation to examine the degree to which different
performance metrics from such tasks can theoretically index
individual differences in processes related to stimulus pro-
cessing, strength of control, and motivation for control.

We showed that the EVC model can account for a wide ar-
ray of effects used to index cognitive control, including re-
sponse interference, sequential adaptation to stimulus con-
gruency, adaptation to the proportion of congruent stimuli,
performance costs associated with task switching, and de-
mand avoidance. Critically, we showed that individual dif-
ferences in each of these measures can be accounted for by
a multitude of factors, including motivational variables (e.g.,

Table 3: Regression of principal components (PC) against in-
dividual differences in EVC parameters.

Model Parameter β t p
First PC, d f = 88
Task Automaticity 0.7867 3.58 < 0.001
Implementation Cost -0.2582 -11.43 < 0.001
Control Capacity 0.2289 10.84 < 0.001
Reward Sensitivity 0.1870 4.53 < 0.001
Reconfiguration Cost -0.0122 -1.61 0.111
Second PC, d f = 88
Task Automaticity -0.8127 -4.10 < 0.001
Reward Sensitivity 0.0882 2.37 < 0.05
Reconfiguration Cost -0.0586 -8.59 < 0.001
Implementation Cost 0.0435 2.14 < 0.05
Control Capacity 0.0033 0.17 0.862

reward sensitivity) and bottom-up stimulus processing (task
automaticity), rather than only by one’s ability to exert cogni-
tive control (indexed by control capacity). This suggests that
individual differences in cognitive control phenomena may
not not be a reliable indicator of one’s ability to exert control
but may instead reflect individual differences in other vari-
ables. A PCA revealed a broad distinction between effects
that vary as a function of how much control an agent is capa-
ble of allocating (overall performance, congruency costs, ef-
fort discounting) and effects that index how flexibly an agent
can adapt to changing demands of the environment (switch
costs, congruency sequence effects and proportion congru-
ency effects). Finally, our analyses suggest that overall error
rate and incongruency costs in the Stroop task best indexed
the actual amount of control exerted by an agent whereas con-
gruency sequence effect and switch costs were found to be
least diagnostic.

Interestingly, we found that higher costs of implementing
control were associated with lower costs of switching tasks.
This finding is consistent with previously observed tradeoffs
between cognitive stability and cognitive flexibility: higher
amounts of control can reduce distractor interference but re-
quire larger reconfiguration of control signals when switching
between tasks (Goschke, 2000; Musslick, Jang Jun, Shvarts-
man, Shenhav, & Cohen, 2018). Perhaps more surprisingly,
we also found that participants with higher reconfiguration
costs discounted cognitive effort less (i.e., were more will-
ing to engage in demanding tasks). This finding reflects an
approach-avoidance conflict inherent to demand avoidance
paradigms: The more a person is engaged with a cognitively
demanding task, the less they are willing to switch to an easier
task (Kool, McGuire, Rosen, & Botvinick, 2010).

One limitation of the current implementation of the EVC
model is its focus on 2-alternative forced choice tasks. We
chose to focus on these tasks because they are amenable
to analysis with the well-studied DDM (Bogacz, Brown,
Moehlis, Holmes, & Cohen, 2006; Ratcliff, 1978). How-
ever, the DDM may be an over-simplified model for cognitive
control tasks given that such tasks can involve a variety of
response alternatives, as in traditional variants of the Stroop
task (Stroop, 1935).

The set of relevant individual difference parameters heav-
ily depends on the requirements of the task for cognitive con-
trol. For instance, the n-back task requires subjects to decide
whether a stimulus matches the stimulus that was presented
n steps before in a sequence, and has been hypothesized to
involve processes of working memory updating, interference
between representations held in working memory, and famil-
iarity judgment (Chatham et al., 2011; Juvina & Taatgen,
2007). The study of individual differences in more complex
tasks will require implementing more realistic process mod-
els of those tasks, such as a working memory gating model in
the case of the n-back task (Chatham et al., 2011).

Altogether, these analyses suggest that individual differ-
ences in cognitive control phenomena do not necessarily re-

2432



flect differences in someone’s capacity to exert cognitive con-
trol but may as well reflect differences in task automaticity
or sensitivity to reward. Accounting for differences in these
variables is therefore crucial when indexing cognitive control
through behavioral phenomena. However, the collinearity be-
tween simulation parameters in this analysis prevents us from
teasing apart the effects of each parameter. More elaborate
parameter sensitivity studies are necessary to provide more
fine grained insights into the source of individual differences
in cognitive control phenomena.
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