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ABSTRACT OF DISSERTATION 

 

Natural Behavior and the Neurobiology of Primate Communication 

 

by 

 

Vladimir Jovanovic 

 

Doctor of Philosophy in Neurosciences with a Specialization in Computational Neurosciences 

 

University of California San Diego 2020 

 

Professor Cory T. Miller, Chair 

 

Our primate Order is known for the expansion of the neocortex relative to other 

mammals. This distinction is coupled with a characteristic complex society that is facilitated by 

dynamic social cognitive mechanisms and systems of communication. Because of this intricate 

relationship, investigating the neural basis of communication within primates affords the 

opportunity to better understand how different dimensions of sociality are supported by the 
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structures of the brain itself. Much of the research on the neuroscience of communication in 

primates has hinged on studies of vocalization processing in head-restrained monkeys either 

passively listening to stimuli or engaged in a conditional behavioral task. But the information 

communicated by social signals are heavily influenced by the natural contexts they occur in, and 

auditory processing of vocalizations within the brain may likewise be heavily affected by the 

context in which conspecific vocalizations are heard; thus, the experiments may not fully capture 

the neural basis of communication. I hypothesize that the traditional experimental contexts 

typical of nonhuman primate neuroscience research has divorced the signal from its natural 

context, and, consequently, limited our understanding of how various neocortical structures 

support these processes. Here I sought to address this critical gap in our knowledge by 

implementing novel experimental paradigms designed to explicate the neurobiology and 

behavior of natural communication in freely-moving marmoset monkeys (Callithrix jacchus). In 

this dissertation, I detail the results of new insights gained from the innovative experiments that 

support my hypothesis. Chapter 1 shows how broad ‘states’ of neural populations in frontal 

cortex during natural, untrained behavior of antiphonal conversations in the marmoset predicts 

whether subjects respond to a conspecific call. Chapter 2 shows robust within-neuron differences 

in how prefrontal cortex neurons respond to vocalizations between traditional head-restrained 

contexts and natural behavior suggesting that data recorded in the former context is not 

predictive of the latter.  Finally, Chapter 3 shows my novel multi-speaker paradigm that 

simulates the natural communication networks in marmosets (i.e. “Cocktail Party”) to study the 

vocal processing of marmosets in complex acoustic environments previously inaccessible to 

researchers for any other animal model. Results demonstrate that marmosets employ similar 

perceptual mechanisms as humans to communicate in these dynamic acoustic and social 
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landscapes. These findings establish a novel paradigm in which to explore the neurobiology of 

primate communication in dynamic, multi-speaker communication networks that more closely 

resemble their natural communication systems. 
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1 Social context-dependent activity in marmoset frontal cortex populations during 

natural conversations 

1.1 Abstract 

Communication is an inherently interactive process that weaves together the fabric of 

both human and nonhuman primate societies. To investigate the properties of the primate brain 

during active social signaling, we recorded the responses of frontal cortex neurons as freely 

moving marmosets engaged in conversational exchanges with a visually occluded virtual 

marmoset. We found that small changes in firing rate (∼1 Hz) occurred across a broadly 

distributed population of frontal cortex neurons when marmosets heard a conspecific 

vocalization, and that these changes corresponded to subjects' likelihood of producing or 

withholding a vocal reply. Although the contributions of individual neurons were relatively 

small, large populations of neurons were able to clearly distinguish between these social 

contexts. Most significantly, this social context-dependent change in firing rate was evident even 

before subjects heard the vocalization, indicating that the probability of a conversational 

exchange was determined by the state of the frontal cortex at the time a vocalization was heard, 

and not by a decision driven by acoustic characteristics of the vocalization. We found that 

changes in neural activity scaled with the length of the conversation, with greater changes in 

firing rate evident for longer conversations. These data reveal specific and important facets of 

this neural activity that constrain its possible roles in active social signaling, and we hypothesize 

that the close coupling between frontal cortex activity and this natural, active primate social-

signaling behavior facilitates social-monitoring mechanisms critical to conversational exchanges. 
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1.2 Introduction 

Social factors are thought to have had a considerable impact on the evolution of the 

primate brain (Dunbar, 2003; Miller et al., 2016; Platt et al., 2016). Unique circuits for social 

signal processing and cognition, such as faces and language (Hickok and Poeppel, 2004; Tsao et 

al., 2006; Hung et al., 2015), reflect the potential significance of sociality in shaping many 

aspects of primate brain architecture. Yet, despite evidence of remarkably complex social 

behaviors in nonhuman primates that likely rely on this intricate neural circuitry (Cheney and 

Seyfarth, 2007; Rosati et al., 2010), notably few neurobiological studies directly link neuronal 

processes to these characteristic natural behaviors. Neuroimaging and neurophysiological studies 

of social communication in primates have typically presented restrained subjects with static 

social stimuli (e.g., faces, vocalizations, etc.; Leopold et al., 2006; Perrodin et al., 2011; Fisher 

and Freiwald, 2015). Because of the intrinsic interactive nature of communication, this approach 

effectively divorces the signal from the very social interactions they evolved to mediate, thereby 

limiting interpretations of these data to facets of signal processing. Not only does the social 

context in which social signals are produced have a profound influence on what is communicated 

(Engh et al., 2006; Seyfarth and Cheney, 2014), but active communication is known to affect 

properties of neural activity (Stephens et al., 2010; Hasson et al., 2012; Silbert et al., 2014). 

Because of the sophistication of the primate social landscape, and the evolution of neural circuits 

to support these behaviors, neurobiological studies of active communication are likely to yield 

unique insight into the neural processes supporting distinct aspects of the primate brain related to 

social functions (Hasson et al., 2012; Miller et al., 2016). 
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Primate communication might be based not only on the content of individual social 

signals, which are limited in number and content, but also on communicative behaviors that 

mediate myriad social interactions characteristic of their societies (Miller et al., 2016). Marmoset 

antiphonal conversations, a naturally occurring vocal behavior characterized by the coordinated 

reciprocal exchange of phee calls (Fig. 1; Miller and Wang, 2006; Roy et al., 2011), offer unique 

opportunities to investigate these more social dimensions of primate communication at a 

neurobiological level (Eliades and Miller, 2017). For example, two recent neurophysiology 

experiments showed that neurons in multiple areas of marmoset prefrontal and premotor cortices 

exhibited little to no response to hearing phee calls during antiphonal conversations, despite the 

same population showing robust vocal motor-related changes in activity (Miller et al., 2015; Roy 

et al., 2016). Notably, these findings contrasted with prior neurophysiology studies of head-

restrained rhesus and squirrel monkeys showing strong sensory-driven responses to vocalizations 

in the same areas of the frontal cortex (Newman and Lindsley, 1976; Gifford et al., 2005; 

Romanski et al., 2005). The disparity evident in these findings is difficult to currently reconcile, 

but suggests that, like human communication (Hasson et al., 2012), natural primate 

communication may involve processes that are not strictly sensory and motor. 

Further analyses revealed a potentially distinct, parallel mechanism to sensory encoding 

in the marmoset frontal cortex during active communication. We found that frontal cortical 

activity when subjects heard a phee call could classify whether subjects produced a subsequent 

response or not in the conversation, despite the dearth of stimulus-driven activity evident at the 

level of single neurons (Miller et al., 2015). This intriguing result suggests that the frontal cortex 

participates in the outcome of marmoset conversations, but a more thorough characterization is 

required to distinguish among the many mechanisms at play during active vocal interactions. 
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These mechanisms include sensory encoding, perceptual categorization, decision making, 

attention, and arousal. Here we thoroughly characterize the underlying sources of variance in 

frontal cortical activity, narrowing its possible role in natural conversations. By doing so, we 

take important steps toward understanding a specific neural mechanism in the technically and 

conceptually challenging context of natural, freely moving, primate social behaviors. 

1.3 Methods 

1.3.1 Subjects 

Three adult common marmosets (Callithrix jacchus) group-housed in the Cortical 

Systems and Behavior Laboratory at University of California, San Diego served as subjects in 

these experiments. Marmosets are a New World monkey endemic to the forests of northeastern 

Brazil (Schiel and Souto, 2017). Marmoset Subjects B and R were male. Marmoset Subject F 

was female. We recorded neural activity from two microelectrode arrays in Subject B. The array 

in the left hemisphere, B01, was centered in area 6v, while the second array, B02, was centered 

in area 6d in the right hemisphere. Subject R had a single array, R01, placed in the right 

hemisphere centered in areas 45 and 8av. Subject F had a single array, F01, placed in the left 

hemisphere centered in area 6d with the most rostral electrodes in 8ad, similar to array B02. 

Microelectrode array locations were chosen based on previous functional neuroanatomy study of 

marmosets engaged in natural vocal communication (Miller et al., 2010b). 

1.3.2 Surgical Procedures 

Before the placement of the electrode arrays and initiation of the neurophysiology 

experiments, all subjects underwent a surgery to implant an acrylic head cap and stainless-steel 

head posts. During this surgery, the lateral sulcus, as well as the rostral and lateral edges of 

frontal cortex, were visible through the skull and marked. We were able to later use the markings 
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on the skull made during surgery to triangulate the desired location of the frontal cortex when 

placing the microelectrode array. We recorded neural activity using a Warp16 electrode array 

(Neuralynx). The Warp16 comprises 16 independent guide tubes that house sharp tungsten 

electrodes (impedance, 2.5–3.5 MΩ) in a 4 × 4 mm grid. Since the arrays are positioned on the 

surface of the brain, electrodes are lowered perpendicular to the laminar surface of the neocortex. 

Individual electrodes in the Warp16 were advanced incrementally over the course of the 

experiment by restraining animals in a monkey chair. A calibrated Warp Drive pusher was 

attached to the end of each guide tube and each respective electrode was advanced 10–20 μm 

twice a week. The Warp16 array was coupled with a tether to allow for freely moving behavior 

during recordings. 

1.3.3 Experimental Design and Statistical Analysis 

1.3.3.1 Behavioral Paradigm 

All recordings took place in a 4 × 3 m radio frequency-shielded testing room (ETS-

Lindgren). A speaker (Polk Audio, TSi100; frequency range, 40–22,000 Hz) was placed 5 m 

away on the opposite side of the room with cloth occluders equidistant between the animal and 

speaker. All vocal signal stimuli were broadcast at 80–90 db SPL measured 1 m in front of the 

speaker. A directional microphone (Sennheiser, model ME-66) was placed 0.5 m in front of the 

subject to record all vocalizations produced during a test session. For each behavioral session, 

marmosets were removed from colony housing <1 h before the session, and returned to the 

colony after the session was complete between 9:00 A.M. and 4:00 P.M. (the colony had a 6:00 

A.M. to 6:00 P.M. light cycle), with each subject run at the same time of day. Further details of 

the playback and software are provided in previous publications (Miller and Wang, 2006; Miller 
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et al., 2009, 2015; Miller and Thomas, 2012). Here we briefly describe the overall procedure 

used during these experiments. 

Marmosets produce phee calls both within antiphonal conversation and independent of 

these vocal interactions. Based on previous behavioral studies (Miller and Wang, 2006; Miller et 

al., 2009; Chow et al., 2015), phee calls that receive a marmoset response within 1–10 s of 

hearing it are deemed antiphonal, while calls that do not elicit a timely response are classified as 

independent (Fig. 1). Thus, the social context (antiphonal or independent) of a phee stimulus is 

determined by events after the call has been heard; that is, by whether the subject vocally 

responds. Importantly, there is no evidence that the acoustics of the phee call determines its 

social context, as the use of a discriminant function analysis was unable to distinguish between 

phee calls produced in these two contexts (Miller et al., 2010a). Our primary interest was 

comparing the impact of the two social contexts of the phee stimuli on frontal cortical activity. 

In each recording session, stimuli were phee calls produced by a single marmoset 

previously recorded during naturally occurring antiphonal calling interactions. Our interactive 

playback software was designed to broadcast these stimulus classes, antiphonal and independent, 

at different intervals relative to subjects' behavior. Each time a subject produced a phee call, an 

antiphonal phee-call stimulus was broadcast 2–4 s following call offset. Bouts of antiphonal 

calling occurred when subjects alternated an antiphonal call response with a stimulus 

presentation successively, which we refer to as an extended conversation. Independent phee-call 

stimuli were broadcast if subjects produced no phee calls for 45–60 s. The aim of broadcasting 

independent stimuli was to induce conversational exchanges in subjects. Only phee calls with 

two pulses were analyzed. All stimuli produced by the virtual monkey consisted of two pulses, 

and one-pulse and three-pulse calls by subjects were extremely rare (<1% of data). 
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1.3.3.2 Spike Extraction and Sorting 

Neural activity was digitized and sorted off-line. Based on previous reports using similar 

recording methods (Eliades and Wang, 2008a,b), units were determined based on the criteria that 

the unit have a signal-to-noise ratio (SNR) ≥13 dB and, after spike sorting, that the waveforms 

appeared throughout an entire recording session, which typically lasted 60–80 min. Units with 

<1% of interspike intervals within a 1 ms refractory period were classified as single units, and all 

others were classified as multiunits. Multiunits typically occurred when spike sorting was unable 

to separate several lower-amplitude waveforms. We used the activity of all single and multiunit 

recordings from sessions with ≥20 independent and antiphonal stimuli. 

1.3.3.3 Simulations of Single and Population Recordings 

Simulations of individual and population responses were performed for further analyses, 

including principal components analysis (PCA), and two-means classification. For individual 

units, we performed nonparametric Monte Carlo simulations of the firing rates in response to 

phee calls by drawing responses to 5000 stimuli, with replacement, evenly divided between 

antiphonal and independent stimuli. Firing rates were calculated during four time periods, each 

close to 1.5 s long, relative to each stimulus (Pre: 1.5 s before stimulus onset; Voc 1: first 

stimulus pulse; Voc 2: second stimulus pulse; Post: 1.5 s immediately following stimulus offset). 

We calculated the z score of firing rates for both independent and antiphonal stimuli for each 

time period from each unit so that all dimensions were centered for further analyses. Firing rate 

draws were always conserved across time periods (i.e., firing rates for Pre and Voc 1 time 

periods were always from the same phee stimulus). Although Monte Carlo simulation for 

individual units was unnecessary, it preserved any influence the process may have had on 

population simulations when comparing two-means classification. For simulating population 
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responses, one response (firing rates over all four time periods) was randomly drawn from the 

same phee context from each unit. This was repeated 5000 times, with replacement, evenly split 

between independent and antiphonal stimuli. Thus, each population response could include 

responses from many different stimuli, so long as the vocalization context was the same, which 

was necessary because individual behavioral sessions typically included simultaneous recording 

of <10 units. The use of 5000 Monte Carlo samples was validated by examining the variance in 

two-means classification and receiver operating characteristic (ROC) analysis, increasing sample 

size until variance plateaued (which had occurred by 3000 samples). 

1.3.3.4 PCA 

Principal components and their coefficients for recording simulations were obtained 

using the Matlab (Mathworks) “pca,” using the singular value decomposition method. 

1.3.3.5 ROC Analysis 

ROC analysis was applied to test simulations in principal components of the training 

simulations by sliding a criterion from the lowest to greatest response value in 1/1000 increments 

of the range, with responses greater than criterion categorized antiphonal and those less than 

criterion as independent, with this axis flipped if the median independent response from the 

training set was greater than antiphonal. Hits were correctly identified antiphonal responses and 

false alarms were independent responses identified as antiphonal, and the ability to separate 

contexts was measured from the area under the resulting curve of hits against false alarms. We 

repeated the entire procedure 500 times to produce confidence intervals (CIs) via Monte Carlo 

cross-validation. This cross-validation method, which is closely related to the bootstrap and 

jackknife, is more clearly applicable for this case of combining responses across multiple 

behavior sessions. 
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1.3.3.6 Two-Means Classification 

Because the principal component (PC) 1 of population simulations showed such clear 

separation between antiphonal and independent phee calls, we devised a way to test how well we 

could classify the social context from PC1 of population and individual unit response 

simulations. We first split the firing rates to antiphonal and independent stimuli into two sets: a 

training set (50% of the data) and a test set (50%). This was done before the simulation of the 

recordings to preserve independence of the datasets. PC1 was extracted from the training dataset 

and two-means clustering was performed using the “kmeans” Matlab function, which determined 

the direction of antiphonal and independent calls. The test dataset was transformed into PC1 of 

the training set and two-means clustering was performed on the transformed test values. The 

identity of each cluster from the test dataset was assigned based on the training-set clusters (e.g., 

if the lower-valued training-set cluster corresponded to independent phee calls, then the lower-

valued test-set cluster was assumed to also be independent phee calls). Accuracy was calculated 

by taking the sum of correctly identified contexts divided by the 5000 total responses in the test 

set. CIs were estimated by repeating 500 population simulation cross-validations. Variance in 

classifier performance was identified according to how the training and test datasets were split. 

We found 200 cross-validations were sufficient to estimate median accuracy and 95% CIs (<1% 

changes in estimates). 

The same two-means classification was also used on individual units and individual 

sessions using the exact same procedures, except the dimensionality of the data was reduced by 

including fewer units. For sessions, Monte Carlo population response simulations were 

performed with (normal) and without (shuffled) drawing responses for each unit from the same 
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stimulus (and not just within the same context). When combining units across sessions, 

responses must be drawn from different stimuli (although still within the same context). 

1.3.3.7 Determining Stimulus Preference for Individual Units 

PC1 coefficients from population training simulations were used to define the preferred 

stimulus of each recording. This method was reliable in that the axis of PC1 was preserved 

across training and test datasets for all 500 simulations. To do this, preference was assigned 

based on the sum of PC1 coefficients over all time periods. For most of the training datasets 

(98%), antiphonal preference was assigned to positive values and independent to negative values. 

Importantly, all analyses that involved calculating a score from responses, or that involved 

combining responses, based on unit preference only included the half of the stimulus set 

presented to each unit that was not used to calculate the stimulus preference. This reduces the 

number of trials available for the analyses, but it is necessary to prevent the stimuli used to 

calculate preference from biasing subsequent analyses in favor of that preference. Z score was 

used to normalize all unit responses. Significance of context preference index for individual units 

used the distribution of indices for each unit from the 500 Monte Carlo cross-validations, 

applying a one-tailed criterion with α <0.05, for indices grater than 0. For comparing preferential 

activity across populations of units, we performed t tests on the median normalized firing rates of 

all Monte Carlo cross-validations, which had unimodal central tendencies, with degrees of 

freedom determined by the population of 258 units. 

1.3.3.8 Measurement of Neuronal Correlations 

To estimate the correlation in activity between units, we looked at each unit, with at least 

one other simultaneously recorded unit (n = 256 units, because two behavioral sessions included 

only one unit). Pairwise correlation coefficients were calculated between each unit and all the 
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other units in that session, comparing firing rates for each time period (Pre, Voc 1, Voc 2, and 

Post) of each stimulus. The average pairwise correlation for each unit was estimated by the mean 

absolute value of all its pairwise correlation coefficients. 

1.3.3.9 Conversation Categorization 

Context preference of each unit was estimated using half the stimulus responses from 

each context. The other half was processed and tagged with independent and antiphonal bouts 

(bouts referring to consecutive stimuli of the same context). Each sequence was counted to 

determine bout length. A bout-related response for each unit was calculated by averaging firing 

rates for each stimulus over all time periods, normalizing firing rates by taking z scores across 

stimuli from both contexts, and rectifying responses by inverting these responses for units with 

antiphonal context preferences. Bout-related responses took the mean response over all stimuli 

that met the following bout criteria: the first and last stimuli in antiphonal and independent bouts; 

the second and second-to-last stimuli in independent bouts; the third and third-to-last stimuli in 

independent bouts (all n = 258); and, in antiphonal bouts, “middle” stimuli that were not the first 

or last stimulus (n = 220). Population responses and CIs were calculated from the mean and t 

distributions from all unit responses. 

Repeated-measures two-way ANOVA was used to determine significance across six time 

points in bouts with factors of array location and bout category. The six time points were first 

and last in a bout, second and second from last, and third and third from last. Post hoc multiple 

comparisons with Tukey–Kramer correction were used to determine which of the bout positions 

within categories was significantly different from the others. 
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Bouts of various lengths were compared to see how population responses, as calculated 

above, changed depending on bout length. In each unit, only bouts of length 2–9 were analyzed, 

and only units with data for both antiphonal and independent bouts of the same length were 

included for these comparisons. Only independent bouts occurred in sequences >9, so those 

stimuli were not included. 

Due to the decreasing sample size of the number of units for higher bout lengths, the 

distributions became less normal and had increasing variance. Multivariate ANOVA and 

ANOVA were not suitable for this. Rather, significant-difference testing was done with multiple 

paired-sample one-tailed t tests, which were then corrected for multiple comparisons by the 

Holm–Bonferroni method. Our alternative hypothesis was that mean independent bouts would be 

greater than mean antiphonal bouts due to the rectification of unit responses based on context 

preference. 

1.4 Results 

Our primary interest in the current study was to understand, by examining the frontal 

cortex population responses from three marmoset subjects, the source of variance that made it 

possible to predict the social context of a phee stimulus (Miller et al., 2015). One hypothesis 

posits that changes in frontal activity may be stimulus driven, reflecting decisions in response to 

hearing and encoding the phee call. Alternatively, the observed change in neural activity may 

also reflect a change in state unrelated to the phee stimulus. Such changes in activity could 

depend on many neurons distributed broadly across frontal cortical areas or a smaller proportion 

of neurons confined to one area. As a first step, we performed PCA on combined responses of all 

units to antiphonal and independent phee stimuli (see Materials and Methods, Simulations of 

single and population recordings). Figure 1.2 demonstrates that PCA identified a structure in the 
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frontal population activity that was able to separate antiphonal from independent stimuli. Figure 

1.2A (top) shows a sample test simulation of frontal cortex population responses to phee stimuli 

plotted in PC1 and PC2 of the training simulation. Notably, the two social contexts form two 

clusters in PC1. As a negative control, we performed the same analysis, except that the 

antiphonal and independent designations for each stimulus were randomly shuffled. As expected, 

PCA did not separate frontal population responses by these arbitrary phee contexts (Fig. 2A, 

middle). To discover whether frontal cortex population responses might also distinguish between 

basic acoustic features of phee calls, we performed the same PCA analysis, except that stimuli 

were categorized by phee stimulus length instead of social context (Fig. 2A, bottom). As with the 

arbitrarily assigned contexts, PCA did not separate population responses by stimulus length. 

We used a ROC analysis to measure how well each PC of a training simulation separated 

population responses of the test simulation (see Materials and Methods, ROC analysis). An area 

under the ROC of 0.5 indicates no separation of responses and an area of 1 indicates perfect 

separation. Figure 1.2B plots the median area under ROC for population responses to social 

contexts (top), to the randomly assigned contexts (middle), and to phee stimuli by length 

(bottom) for the first three PCs. PCs 1 and 2 separated population responses to antiphonal stimuli 

from independent stimuli to a significant degree (Monte Carlo cross-validation, p < 0.002, the 

minimum p value definable given 500 cross-validations), with greater separation in PC1 

(median, 0.96) compared with PC2 (median, 0.75; Monte Carlo cross-validation, p < 0.002). No 

individual PC (or combination of PCs) significantly separated population responses to randomly 

shuffled contexts or by phee-stimulus length. 
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To better understand how the population activity was able to distinguish between 

antiphonal and independent contexts, we examined the coefficients assigned to each dimension 

of the population responses. Figure 1.2C shows the median PC1 coefficients from 500 training 

simulations, organized by unit in columns and by time period in rows. We presented PC1 median 

coefficients because they were unimodal, with a strong central tendency over the simulations 

resulting in highly significant correlations between PC1 coefficients between simulations (mean 

of r(1030) = 0.59, all p's < 0.0001). Units were sorted in order of mean coefficient magnitude 

across all four time periods, and half of the coefficient contributions were from the 78 most 

strongly weighted units, implying that many units contribute to the distinction between phee 

contexts. Notably, coefficients are exceptionally evenly distributed over time periods (Fig. 2D), 

so that when averaged over all units, no single time period showed a greater contribution to PC1 

than any other [t(257) < 0.88 (magnitude), p > 0.38, no correction for multiple comparisons]. 

This suggests social context may be as discriminable before hearing a phee stimulus as during or 

immediately after the stimulus. Also, coefficients in PC1 span positive and negative values, 

indicating that some frontal neurons have greater firing rates for the antiphonal context, whereas 

others are more active for the independent context. Importantly, PC coefficients do not 

distinguish contributions to variance between social contexts (i.e., context separation) from 

contributions to variance within social contexts, and so these implications must be verified with 

direct tests. 

Initially, we sought to test these implications by measuring the accuracy of social-context 

classification using a two-means classifier that takes advantage of the separation between 

antiphonal and independent stimuli in PC1 (see Materials and Methods, Two-means 

classification). This classifier performed well for test simulations of frontal cortical activity from 
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large neuron populations, but not for individual units. Figure 1.3A shows two distributions that 

illustrate classification accuracy for our entire population of units (magenta histogram) compared 

with the units individually (gray histogram). Median accuracy for individual units was 51%, only 

slightly better than chance performance of 50% correct, though this was highly significant 

(signed-rank test, z = 4.97, p < 0.0001, n = 258 units), and even the best individual unit classified 

stimulus context with only 72% accuracy (Monte Carlo cross-validation, p < 0.002). In contrast, 

median accuracy for the entire population of units was 91%, significantly greater than the most 

accurate single unit (Monte Carlo cross-validation, p < 0.002). This indicates that the variance in 

PC1 used to classify neural activity emerges from the large population of units, once again 

indicating that many units likely help distinguish between social contexts. It is also possible that 

population classification may benefit from the methods required to simulate responses. 

When simulating the frontal cortex population responses, activity across neurons is 

decorrelated because all units were not recorded in the same behavioral session. This is shown in 

Figure 1.3B, which estimates the distribution of pairwise correlations of all frontal units from the 

only the frontal units simultaneously recorded within a behavioral session. When phee-stimulus 

responses were maintained across all units (normal), median pairwise correlations were 0.11. 

When unit responses to stimuli were shuffled within each of the social contexts (shuffled, as 

occurs for the population simulations), median pairwise correlations decreased to 0.05 (signed-

rank test, z = 11.9, p < 0.0001, n = 258 units). To address how this might affect the population 

classifier within the constraints of our data, we compared accuracies for each session before 

(normal) and after shuffling (shuffled) responses within social contexts (Fig. 3C). Sessions 

typically had few units (median of four), which resulted in most accuracies only slightly above 

chance, similar to individual units (Fig. 3A). Nevertheless, median accuracy increased by ∼0.01 
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when responses were shuffled, a proportional increase by ∼40% above chance (signed-rank test, 

z = −2.15, p = 0.032, n = 62 sessions). Removing this proportional improvement from our 

population classifier (91% median accuracy, 41% above chance) results in a median accuracy of 

77%, which still performs significantly better than the median accuracy of the best individual 

unit (Monte Carlo cross-validation, largest p = 0.014). 

We also tested whether activity from each of the four stimulus time periods (Pre, Voc 1, 

Voc 2, and Post) could identify phee-stimulus social context using the same population classifier 

using unit activity only in the respective time period. The accuracy of classification is given, 

along with 95% CIs calculated from 500 simulations, in Figure 1.3D, in which all four time 

periods show significant accuracies well above chance. Despite its limitations, our classifier 

illustrates the power of small activity changes in large neuronal populations in determining 

context. Next, we applied simpler analyses to measure social context-dependent changes in 

individual units and across time periods. 

We examined two sample units with high PC1 coefficient magnitudes as exemplars to 

guide further analysis. Figure 1.4A shows an example raster plot of unit activity from one 

behavioral session (top) summarized by normalized firing rates in 0.5 s time bins (bottom). This 

example unit corresponded to large positive PC1 coefficients, which, based on the initial 

population analysis, is expected to be more active for antiphonal phee stimuli. While this trend is 

apparent before, during, and after stimuli are heard, which is consistent with the PC1 coefficients 

in each time period, the raster plot shows substantial variability, and a low enough firing rate that 

differences within 0.5 s time bins are rarely significant. Figure 1.4B shows the activity of an 

example unit with large negative PC1 coefficients, displayed in the same format as Figure 1.4A. 

In this example, firing rates tend to favor independent phee stimuli. Also, as in Figure 1.4A, this 
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example exhibits this preference before, during, and after stimuli are heard, but again, 

comparisons rarely reach significance over the 0.5 s time bins. From an examination of these 

particular units, it seems the difficulty in finding significant changes in activity across contexts 

has to do with the low firing rates of these frontal units engaging in these natural vocal 

exchanges. Figure 1.4 also plots the mean activity for each single unit (Fig. 4C; 172 of 258) and 

each multiunit (Fig. 4D; 86 of 258), averaged over all time periods for the antiphonal context 

compared with the independent context. Typically, changes in activity were <1 Hz; however, 

these changes could be quite large as a proportion of their mean firing rates (mean of 2.5 Hz for 

single units and 3.3 Hz for multiunits), with a mean difference between contexts of 10% for 

single units and 18% for multiunits. Averaging over longer time periods, or across many units, 

could reveal significant differences despite the low firing rates. 

We quantified the prevalence of social-context response preferences, as observed in the 

example units above, by calculating a context preference index for each unit spanning all four 

stimulus time periods (Pre, Voc 1, Voc 2, and Post; see Materials and Methods, Determining 

stimulus preference for individual units). Of the all 258 units, 43 (17%) significantly 

distinguished between social contexts (Monte Carlo cross-validation, p < 0.05), and 155 (60%) 

had a positive context preference index (signed-rank test, z = 6.48, p < 0.0001, n = 258 units). 

Figure 1.5A shows the context preference index of each unit, with blue indicating antiphonal 

preferring units and red for independent. Notably, preference is almost evenly split, both for 

units with significant preferences (40% antiphonal to 60% independent) and over all units (43% 

antiphonal to 57% independent). Eliminating the firing-rate normalizations revealed an average 

unit change in firing rate between preferred and nonpreferred contexts is quite small (mean, <1 

Hz), making analyses of individual units at finer time scales impractical. The context preference 
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index may miss important units that show interactions between social context and the phee-

stimulus periods. For example, unit 247 from Figure 1.5A may play such a role. It has large 

negative PC1 coefficients during Voc 1 and Voc 2 but a large positive coefficient during the Post 

time period (Fig. 2C), and yet the context preference index is negative. Notably, the context 

preference index is strongly correlated with the unit PC1 coefficient magnitudes (r(256) = 0.80, p 

< 0.0001), illustrated in Figure 1.5A by ordering units by increasing coefficient magnitudes, 

validating the use of the coefficients for identifying sources of variance between social contexts. 

Because most units (60%) had a consistent phee preference, we tested whether the entire 

population of units could distinguish between stimulus contexts on a finer time scale. Figure 

1.5B plots the mean normalized firing rates of all 258 units for preferred stimuli compared with 

nonpreferred stimuli; as in Figure 1.5A, the data used to determine the preferred context was 

omitted. Firing rates were significantly different at every time point from 1.5 s before phee onset 

to 6 s after (t(257) < −3.3, p < 0.001, all points remain significant after Holm–Sidak correction 

for multiple comparisons). Notably, this shows differences in activity between social contexts of 

phee stimuli before they are even heard. To confirm that our analyses for Figure 1.5A,B were 

unbiased, they were performed after randomly shuffling the social context assigned to each 

stimulus and for stimuli categorized by phee length (Fig. 5C–F). Neither controls reached 

significance, with fewer individual units showing significant differences than expected by chance 

(4.7 and 3%, binomial test, p = 1 and 0.20, respectively) and no significant differences in 

population activity in any time period [t(257) < 1.77 (magnitude), p > 0.089]. In summary, we 

find that a substantial proportion of individual units in the frontal cortex differentiate between the 

social context of vocalizations when responses are averaged over several seconds, and the 
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combined activity of many frontal units distinguish the social context on finer time scales, even 

before the stimulus is heard. 

In addition to changes in firing rate, we also tested for differences in interneuronal 

correlations associated with stimulus social context (see Materials and Methods, Measurement of 

neuronal correlations). We estimated the average magnitude of pairwise correlations for units 

recorded in the same behavioral sessions separately for each social context, but otherwise using 

the same methods as in Figure 1.3B. The population of units had median interneuronal 

correlations of 0.12 for antiphonal stimuli compared with 0.09 for independent stimuli (signed-

rank test, z = 6.5, p < 0.0001, n = 258 units). Thus, in addition to changes in frontal cortex firing 

rates, interneuronal correlations are also greater within the antiphonal social context. 

In the analyses performed above, we included cortical units from all four arrays to 

increase the power of our analyses. It is possible that several of our results are only possible 

when combining all units or that only distinct areas of the frontal cortex exhibit different changes 

in unit activity. However, we recorded nonoverlapping populations of neurons throughout 

marmoset areas 6, 8, 45, and 47 in the frontal cortex from four electrode arrays in three different 

subjects. The positions of each array are illustrated in Figure 1.6. We found no obvious 

indication that anatomical location corresponded to the context preference index of units, except 

that Array B02 exhibited the weakest preferences. Array B02 also included the fewest units (n = 

28 units; <11%). We averaged activity across units from each array using the same methods as in 

Figure 1.5B except that we used longer time windows (specifically the Pre, Voc 1, Voc 2, and 

Post time periods) and we also combined all time periods. We found that Arrays B01, F01, and 

R01 all had significant differences in activity across one or more time periods, and all were 

significant for the Pre period (t(118,68,46) = −2.17, −2.68, −2.02, p = 0.034, 0.009, 0.046, 
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respectively, no correction for multiple comparisons) and for all time periods combined 

(t(118,68,46) = −2.29, −2.30, −2.68, p = 0.027, 0.026, 0.010, respectively, no correction for 

multiple comparisons). Only Array B02 did not show consistent significant differences. This 

suggests that the role of the frontal cortex in distinguishing between phee contexts is not limited 

to one area, although the extent throughout all of the frontal cortex remains unknown. Also, by 

analyzing each array separately, we confirm that our results are reproducible in all three subjects. 

Antiphonal conversations in marmosets are characterized by the reciprocal exchange of 

vocalizations (Fig. 1). In the final set of analyses, we investigated how neural activity was 

affected by sequences of phee stimuli within these conversations, rather than the individual 

instances of independent and antiphonal stimuli targeted in all previous analyses. We refer to 

consecutive sequences of stimuli within a single context as “bouts,” with conversations occurring 

during antiphonal bouts. To compare activity during bouts, we calculated a population response, 

which averages activity across units by normalizing and rectifying stimulus spike rates (see 

Materials and Methods, Bout categorization). Figure 1.7A shows that unit activity is tightly 

coupled to social context. Repeated-measures ANOVA found significant interaction between 

bout category and the position in the bout (F(5,1480) = 7.915, p = 0.005). Population responses 

significantly change between the end of an independent bout and the start of an antiphonal 

conversation (p < 0.005, Tukey's range test, df = 2313, α = 0.05). This difference in activity 

persists over the course of the conversation and reliably changes again. The response to the first 

independent stimulus does not reach significance compared with the final stimulus of an 

antiphonal bout, but the responses to subsequent independent stimuli are significantly different 

(p < 0.0354, Tukey's range test, df = 2313, α = 0.05). This pattern emphasizes that the behavioral 

outcome is closely coupled with a change in firing rate across the population. Notably, there is 
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no difference in the stimuli at the time they are broadcast, yet the latter exhibits the shift in 

neural activity even before the stimulus presentation. In other words, although the first 

antiphonal stimulus in a conversation is not deemed antiphonal until the subject produces a 

response several seconds later, the change in firing rate is evident before the vocalization is heard 

and persists over the length of the conversation. This has occurred because, presumably, the state 

of the frontal cortex has shifted to mediate conversations. 

There is some indication that the bout length may affect neural firing rates, though data 

are limited. Using the same normalization method as used in the previous bout analysis, Figure 

1.7B plots population responses for all antiphonal and independent stimuli across the population, 

as well as those that occurred in bouts of 1, 2, 3, 4, 5, or more phee stimuli. In general, there is a 

trend toward more extreme responses over longer sequences of independent stimuli with 

significant difference reached at the ≥5 bout length (p < 0.03, t test, Holm–Bonferroni corrected 

df = 55, α = 0.05). A similar trend is evident for antiphonal stimuli, but too few long 

conversations were available to convincingly determine this case. A two-way ANOVA test of 

stimulus context and bout length shows significant interaction and group mean differences (p < 

0.001, F test, df = 4, α = 0.05). These analyses suggest a linear relationship between neural 

activity and the length of the natural conversation. 

1.5 Discussion 

We examined the activity of frontal cortical neurons recorded from areas 6, 8, 45, and 47 

of freely moving marmoset subjects engaged in natural vocal conversations with a virtual 

marmoset to characterize how neural activity distinguished between two social contexts in which 

phee calls are heard. Namely, occasions when a phee elicits a conspecific vocal response 

(antiphonal context) and those that do not (independent context). We found small (∼1 Hz), but 
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widespread, changes in activity across neural populations within all frontal areas sampled. 

Notably, this population of units did not tend to exhibit stimulus-driven responses to hearing 

vocalizations produced by conspecifics. In fact, the period before stimulus onset was comparable 

to periods during or after the phee stimulus in the degree to which the population activity 

distinguished between the two social contexts (Figs. 3D, 5B). Finally, not only was a robust 

correlation evident between frontal cortex activity and antiphonal conversations (Fig. 7A), but 

the magnitude of the neural response increased as a function of conversation length (Fig. 7B), 

supporting the notion that this neuronal process is strongly related to the social context of these 

natural vocal exchanges. It is possible that the magnitude of the change in the neural activity at 

the time the conversation initiated determined its eventual duration, or it could be that these 

changes became increasingly affected as the conversation persisted, potentially due to neuronal 

coupling that may occur between both individuals during the vocal interaction (Stephens et al., 

2010; Hasson et al., 2012; Silbert et al., 2014). These important facets of frontal activity help 

narrow the potential role of this activity in the process of natural communication. 

The pattern of activity observed here is particularly notable given the constraints imposed 

on neurophysiological recordings of the frontal cortex in freely moving, naturally behaving 

monkeys. Although the overall effect was most clearly evident when pooling activity across the 

population, 17% of individual units showed significant differences between the antiphonal and 

independent social contexts (Fig. 5A). This number likely underestimates the proportion of units 

with changes in activity related to social context because many units showed different patterns of 

activity across the time periods before, during, and after phee stimuli based on PCA (Fig. 2C). 

This type of response complexity likely contributes to the accurate classification of social 

context (91%; Fig. 3A), which substantially outperformed results from a reasonably comparable 
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study in which classification of conditioned auditory task behavior was based on prefrontal 

neuron activity (Russ et al., 2008). Furthermore, of units in which we observed a significant 

difference, slightly fewer units showed activity preferences in the antiphonal context (40%) 

compared with the independent context (60%), suggesting that the temporal epoch of each unit is 

not only where heterogeneity of the population occurs, but is also where preference for a 

particular social context is evident. One notable difficulty with regards to our analysis was the 

small changes observed in firing rate. We are, however, highly confident that these changes are 

significant, because no differences were evident when the same analyses were applied to 

randomly assigned social contexts or the classification of phee-stimulus length (Fig. 2). These 

analyses paint an intricate picture in which multiple mechanisms may support the observed 

pattern of response, potentially in coordination with a broader process critical to primate social 

communication that will only manifest under natural conditions. 

Many processes are involved in active social signaling, including sensory processing, 

recognition, categorization, decision making, attention, and arousal. A key question for the 

current study is which mechanism, or more likely mechanisms, may underlie the observed 

changes in frontal cortex activity during natural marmoset conversations, and which may not. 

First, general wakefulness can be ruled out as a key contributing factor because animals were 

monitored continuously, and remained awake throughout these recordings. General arousal from 

stress is also unlikely. The marmosets were habituated to the experimental setup and exhibited 

no overt signs of stress. Also, sensory-driven processes, such as encoding the phee stimulus or 

decision making based upon the phee are unlikely because differences in neural activity were 

comparable in magnitude before, during, and after the phee stimuli were broadcast. 
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The frontal cortex activity reported here is likely related to some facet of attention and/or 

arousal, which are both often poorly defined terms that can refer to a wide range of mechanisms 

(Harris and Thiele, 2011). Each are also likely synonymous with nearly all active primate social 

behaviors, and difficult to disambiguate in natural contexts. With regards to selective attention of 

sensory information, attentive states show reduced neuronal noise correlations (Cohen and 

Maunsell, 2009; Mitchell et al., 2009; Harris and Thiele, 2011), which is notably different from 

the increase in unit correlations that we observe in the engaged, antiphonal, context. Moreover, it 

does not resemble the known mechanism for selective attention, which corresponds to large 

changes in neuronal activity localized to specific frontal cortical areas (Gregoriou et al., 2012). It 

seems more likely that if this activity is related to attention, it would be more related to a concept 

of “sustained attention” (Sarter and Bruno, 2000), which is not well distinguished from aspects 

of arousal. Given behavioral evidence showing that marmosets acutely attend to the behavior of 

multiple individuals during antiphonal conversations (Toarmino et al., 2017b) and coordinate the 

timing of these exchanges based on the behavior of conspecifics (Roy et al., 2011), it is 

reasonable to assume that some type of attentional mechanisms contribute to the pattern of 

activity reported here in the frontal cortex. 

It is also probable that a broad variety of processes referred to as arousal may have 

modulated frontal cortex responses during natural conversations (McGinley et al., 2015). With 

regards to the sensory cortex, arousal refers to multiple behavioral states, some of which have 

similar effects on sensory processing. Key among them is desynchronization of neural activity, 

which can help sensory encoding, and increased activity in particular types of neurons 

(McGinley et al., 2015; Vinck et al., 2015). Remarkably few studies, however, have observed the 

mechanisms of such arousal in the frontal cortex, and none in a naturally behaving primate. In a 
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socially engaged antiphonal state, we observed fewer units with increased activity than those 

with decreased activity (Fig. 5A), and also a greater degree of interneuronal correlations. In this 

case, a broad, correlated, and distinct pattern of frontal activity could shift marmosets between 

levels of social arousal or receptiveness. Likewise, small changes in firing may also be ideal for 

maintaining the behavioral state with neuromodulators, such as acetylcholine, which is 

associated with various types of arousal (McKenna et al., 1989; Sarter and Bruno, 2000). As a 

result, individual firing rates across the population, even on the order of 1 Hz reported, could 

have substantial influence on behavior, especially when they are more tightly correlated and 

persist over several seconds, such as during antiphonal conversations. 

Marmoset antiphonal conversations are characterized by the reciprocal, coordinated 

exchange of vocalizations between conspecifics. We hypothesize that the observed change in 

frontal cortex activity indicates a shift in brain state that facilitates social monitoring, a process 

critical to natural human and nonhuman primate social interactions, including conversations. 

While this type of shift in behavioral state cannot account for the full complexity of natural 

conversations, one key characteristic of this human and nonhuman primate behavior is 

coordinated turn-taking, in which individuals alternate speaking and listening (Levinson, 2016). 

To produce an appropriate response, an individual must attend to a conspecific ongoing behavior 

while suppressing their own motor behavior. The change in the state of the frontal cortex may 

reflect a change in social arousal and attention, and serve a sensory gating function to facilitate 

rapid processing of conspecific vocalizations throughout the auditory system (Miller et al., 

2010b; Petkov et al., 2015) and precipitate the cascade of subsequent social decision-making 

processes (Toarmino et al., 2017a). The observed neuronal process could also enable neuronal 

coupling to improve the communicative efficacy of the conversations, similar to what has been 
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shown in human fMRI experiments (Stephens et al., 2010; Silbert et al., 2014). Because these 

experiments involved a marmoset engaging in conversations with a virtual marmoset, rather than 

a live marmoset, we cannot test this latter hypothesis, which will be a key target in future studies. 

Primate sociality is somewhat paradoxical. Whereas primate social cognition is dynamic 

and sophisticated, the content and number of social signals is relatively limited despite their 

fundamental role in mediating these complex social interactions. Resolving this contradiction 

may necessitate understanding not only what individual social signals communicate but also how 

they are used within the myriad of ongoing social interactions that typify primate societies. The 

approach taken here offers unique opportunities to investigate communication within the 

dynamic, natural contexts that more fully encapsulate the myriad of neural mechanisms that 

support primate sociality. Neuronal processes, such as the social context-dependent change in 

frontal cortex state reported here, may occur only when primates are actively interacting with 

each other. Considerations of how these active dimensions of communication unfold over time 

within the context of natural primate social life may lead to unique insights into the intricate 

complexities of the primate social brain. 
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1.7 Figures 

 

Figure 1.1: Antiphonal conversations in marmosets. Spectrograms of antiphonal and independent phee 

calls. Top, the virtual marmoset phee stimuli broadcast to the marmoset subject. Bottom, Phee calls from 

the live marmoset Subject M. The first virtual marmoset phee call is an independent stimulus, 

characterized by the absence of response from M within the antiphonal period of 10 s as denoted by a 

gray dashed line. The next two calls from the virtual marmoset are antiphonal stimuli, characterized by 

phee responses from M within the antiphonal period. The final call from the virtual marmoset is 

independent, with no vocal response from M within 10 s.  
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Figure 1.2: Frontal cortical activity separates vocalization social contexts. (A) Sample frontal cortical 

population responses simulated from test datasets plotted in the first and second PCs from training 

simulations by phee social context (top), randomly shuffled contexts (middle), and phee-stimulus lengths 

(bottom). The population responses to phee social contexts form distinct clusters for antiphonal and 

independent contexts, but this is not the case for randomly shuffled contexts, or to stimuli separated by 

phee length. (B) ROC analysis measures the separation of population responses by social context (top), 

randomly shuffled contexts (middle), and stimulus length (bottom), in the first three PCs from 

independent training datasets. An area under the ROC curve of 0.5 indicates stimulus categories are not 

separable, and 1 indicates they are completely separable. Population responses to independent and 

antiphonal phee calls are highly separable in PC1, and remain significantly separable in the PC2. The 

remaining PCs show no separation. Population responses to randomly shuffled contexts (middle) or to 

different phee stimulus lengths (bottom) are not separable. Error bars are 95% CIs. (C) The median 

coefficients of PC1 from all 500 training simulations of population responses to antiphonal and 

independent stimuli. Coefficients are organized by unit (columns) and time period (rows). Units are sorted 

by the sum of the coefficient magnitudes over all time periods, such that recording 1 contributes the least 

to PC1 and recording 258 contributes the most. (D) Mean and 95% CIs for median PC1 coefficient 

contributions from each time period, calculated by summing the coefficient magnitudes across all units. 

Error bars are 95% CIs. 
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Figure 1.3: Social context classification from PC1 emerges from the population activity. (A) Histograms 

of individual unit classifier accuracies and the distribution of accuracies of the population classifier 

performed on all 500 population response simulations. (B) The distribution of average pairwise 

correlation coefficients over all units estimated under two conditions: with responses to each phee 

stimulus maintained across all units within a session (normal) and with responses to phee stimuli shuffled 

within each context across units (shuffled). (C) The change in classifier accuracy for each behavioral 

session with responses to each stimulus maintained across all units in that session (normal) and with 

responses to each stimulus shuffled, within social context, across units (shuffled). (D) Accuracy of the 

population classifier is much greater than chance even when predicting stimulus context from population 

activity at only one time period relative to that stimulus. Error bars are 95% CIs. 
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Figure 1.4: Differences in unit activity between vocalization social contexts. (A) Sample raster (1 ms 

resolution; top) and normalized spike rates (0.5 s time bins; bottom) for a unit with large positive PC1 

coefficients. In the raster plot, red lines indicate independent phee stimuli, blue lines indicate antiphonal 

phee stimuli, and brown lines mark subject replies (when within the axis limits). Binned, normalized, 

firing rates are shown below, with blue points for antiphonal stimuli and red points for independent 

stimuli. Gray rectangles indicate the mean phee pulse times. Error bars are 95% CIs. (B) Sample raster 

with same conventions as A, except for a recording with preference for independent stimuli, which had 

large negative PC1 coefficients. (C) Mean firing rates of all 172 single units in response to antiphonal 

stimuli compared with independent stimuli. Firing rates were averaged over all four time periods and 

plotted on a logarithmic scale. (D) Mean firing rates of all 86 multiunits using the same conventions as C. 
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Figure 1.5: Frontal cortical activity distinguishes between vocalization social contexts. (A) The context 

preference index, given by the difference in mean normalized firing rate between preferred and 

nonpreferred stimuli contexts, is plotted for each unit. Blue points indicate preference for the antiphonal 

context and red points for the independent context. Error bars are one-tailed 95% CIs. The inset provides 

the percentage of units preferring each social context, indicated by color, for the units that reached 

significance (Sig) and for all units (All). The example units from Figure 1.4A,B have respectively colored 

error bars. (B) Mean normalized firing rates over all units for the preferred phee context (black) and 

nonpreferred phee context (white), in 0.5 s time bins. Error bars are 95% CIs. Mean phee-stimulus pulse 

timings are indicated by gray rectangles. (C, D) Same conventions as A and B except context preference 

index was calculated when phee contexts were randomly assigned by shuffling context identity. (E, F) 

Same conventions as A and B except context preference index was calculated based on length of the phee 

stimulus instead of its social context. In C and E, unit positions were kept the same as in A, with colors 

corresponding to the phee context preferences of each unit in A. 
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Figure 1.6: Discrimination of social contexts by location of electrode arrays in the frontal cortex. The 

anatomical layout of the four electrode arrays are shown. B01 and B02 are arrays from Subject B, and 

F01 and R01 are from Subjects F and R. Each electrode is colored according to its context preference 

index. Channels with multiple units only show the highest value; channels with no units are light gray 

with no border. 
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Figure 1.7: Population responses during conversations. (A) A schematic of an antiphonal conversation 

between a virtual monkey (VM) and marmoset subject (M) showing a bout of three independent stimuli 

(red), followed by a conversational bout of three antiphonal stimuli (blue) with subject replies (black), and 

then another independent bout. Below, Neural population responses to stimuli within the conversation. 

Responses to phee stimuli at the end and start of independent bouts (red) are greater than responses to 

stimuli at the start, middle, and end of an antiphonal conversation (blue). *p < 0.05 differences for 

antiphonal bouts compared with independent bouts. (B) Population responses to antiphonal (blue) and 

independent (red) stimuli are compared with responses during antiphonal and independent bouts of 

specified lengths. Below each comparison n is the number of units with data for the bout length. *p < 0.03 

for differences between independent and antiphonal contexts. All error bars are 95% Cis. 
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2 Within-neuron comparison illustrates context-dependence of natural social signal 

processing in primate prefrontal cortex 

2.1 Abstract 

Communication is an inherently interactive process involving the exchange of social 

signals between conspecifics that is heavily affected by the nuances of the social contexts. Yet 

the neural basis of primate communication has primarily been studied in head-restrained 

paradigms in which social signals are entirely divorced from the contexts in which they naturally 

occur. The few studies to examine the neural basis of vocal communication in freely-moving 

monkeys have yielded patterns of results that diverge notably from parallel experiments using 

more traditional approaches.  Here we sought to directly test – within neuron – whether these 

observations reflect differences in experimental design or more fundamental insight into how the 

primate brain functions under natural conditions.  We recorded from the responses of the same 

neurons to acoustic stimuli – including vocalizations - across a series of contexts ranging from 

passive-listening in head-restrained to freely-moving monkeys engaged in interactive 

conversational exchanges. After examining within-neuron differences, we found that passive 

listening across any condition could elicit the robust responses to vocalizations and that subjects’ 

mobility did not significantly affect neural response, but neural responses when subjects were 

actively engaged in communication were typically weaker or absent entirely.  However, PFC 

activity during natural communication was modulated by meaningful events, such as 

conversational exchanges. We investigated this observation explicitly by selectively changing 

the expected vocal stimulus during these interactions. In those single meaningful events, a 

population of PFC neurons exhibited robust neural responses further suggesting that the 

dynamics of this key neural structure are strongly influenced by the nuances of natural 
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communication behaviors. More broadly, these results suggest that neural responses to social 

signals in more restrictive contexts are not predictive of how those same neurons respond under 

more naturalistic contexts, at least in PFC. Furthermore, these findings highlight the importance 

of naturalistic experimental environments when trying to study complex behaviors in animal 

models. 

2.2 Introduction. 

Brain evolution occurs through selection acting directly on behaviors, inescapably 

coupling the supporting neural circuits and their phenotypic manifestations as two sides of the 

same coin (Briscoe and Ragsdale, 2018; Miller et al., 2019).  This intricate relationship affords a 

powerful vehicle to interrogate neural circuits by leveraging the naturally occurring behaviors 

they evolved to support. Indeed, this approach has been widely used to elucidate characteristics 

of brain function in a range of different species, including several lines of work that have 

resulted in Nobel Prizes (Yartsev, 2017).  By contrast, studies of primate neural circuits have 

been largely divorced from the species-typical behaviors they evolved to support, instead biasing 

to experimental designs involving restrained animals passively presented with stimuli and 

conditioned behavioral paradigms. While undoubtedly highly productive, this conceptual 

framework rests on the key assumption that results derived from these highly controlled, 

reductionistic experiments reveal facets of neural function that are also employed under more 

naturalistic contexts.  An assumption that it seems may not be true, or at least not ubiquitously 

true (McMahon et al., 2015).  Here we sought to test this issue by directly comparing the 

responses of individual neurons in marmoset prefrontal cortex to vocalizations and other acoustic 

stimuli across a series of contexts ranging from the head-restrained paradigm commonly used in 

primate neuroscience research to freely-moving monkeys engaged in natural communication.   
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We posited if experimental contexts had limited effects on the nature of neuronal activity, the 

predictive value of data collected in more traditional contexts for understanding natural brain 

function would be high.  If, however, the converse occurred, and neural responses during the 

traditional context were consistently dissimilar to natural behavior, it would suggest that the 

predictive value would be far more limited.  

The disparity between natural behaviors and the traditional approaches used to examine 

these processes is perhaps most evident in studies of social communication. By its nature, 

communication is an inherently interactive process involving the exchange of signals between 

conspecifics (Guilford and Dawkins, 1991; Hauser, 1996). Under natural conditions, these 

signals function to mediate social interactions between conspecifics within the backdrop of 

dynamic primate social landscapes that is rich with nuanced contextual information (Toarmino et 

al., 2017b). Yet social signals – such as faces and vocalizations – are routinely presented as static 

stimuli entirely devoid of any social context. Certainly, modern approaches have been prolific, 

revealing integrated networks for both face and voice processing within the primate brain (Tsao 

et al., 2006; Petkov et al., 2008; Tsao and Livingstone, 2008; Perrodin et al., 2011; Freiwald et 

al., 2016).  The rationale behind this framework is consistent with the broader conceptions that 

simple, reductionistic approaches reveal the foundational principles of primate brain function.  

However, the only study to address this assumption did not yield supporting evidence. McMahon 

and colleagues (McMahon et al., 2015) found that neurons in the AF face patch exhibited classic 

selectivity to face stimuli when subjects passively viewed static images of faces, but the 

responses of the same neurons were driven by entirely different features when subjects viewed 

videos of monkeys engaged in social interactions.  That this relatively small contextual change 

resulted in such dramatic changes within individually identified face cells belies the deeper 
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question of what changes would occur if subjects were directly engaged in a social interaction, 

rather than as a passive observer to interactions.   

The lateral prefrontal cortex is a neocortical substrate unique to primates that has been 

attributed as a key supporting a myriad of higher cognitive processes (Miller and Cohen, 2001; 

Fuster, 2008), including vocal communication.  Neurophysiological studies of PFC neurons in 

head-restrained macaque monkeys passively presented with vocalizations reported that 

populations of neurons were responsive to conspecific calls (Gifford et al., 2005; Romanski et 

al., 2005; Averbeck and Romanski, 2006; Romanski and Averbeck, 2009; Plakke et al., 2013a). 

By contrast, experiments in which prefrontal and premotor neurons were recorded while 

marmoset monkeys engaged in their natural vocal interactions found that these cells did not 

exhibit a stimulus driven response when hearing conspecific vocalizations (Miller et al., 2015). 

The notable disparity between these findings offers an ideal scenario in which to test the effects 

of behavioral context on primate brain function and the relationship between neuronal activity in 

both traditional and naturalistic contexts. Indeed, a recent study revealed that neurons in 

marmoset frontal cortex exhibited small, but reliable, changes in firing rate when subjects heard 

a conspecific vocalization that almost perfectly predicted their propensity to engage in a vocal 

interaction, suggesting that the state of the neural population upon hearing determined the 

monkey’s propensity to socially engage (Nummela et al., 2017). Taken together, this series of 

experiments suggests that social context may significantly affect patterns of neural activity in 

primate frontal cortex. Here we sought to test this hypothesis by comparing the responses of 

single neurons in marmoset prefrontal cortex to vocalizations across a series of contexts – 

ranging from a more traditional, head-restrained paradigm to freely-moving monkeys engaged in 

natural communication. By directly comparing responses within an individual neuron across 
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these contexts, we aimed to ascertain how factors, including subject’s mobility and stimulus 

presentation, affected patterns of neural activity in prefrontal cortex. 

2.3 Methods. 

2.3.1 Subjects 

Five adult common marmosets (Callithrix jacchus) were used for this experiment. A01 

and H02 were male while M01, E01, and H01 were female. All subjects were at least 1.5 years 

old at time of implant. M01 had two arrays implanted on the left hemisphere: one rostral to area 

8av and another at the temporal gyrus. Only the PFC array was used for all analysis mentioned 

here. E01 had bilateral arrays implanted frontal cortex in a similar area to M01.  A01 had a 

bilateral implant of arrays as well, but only one array was viable (right rostral to 8av). H01 had a 

left hemisphere PFC implant, while H02 had a right hemisphere. In sum, 5 arrays had usable 

data. Arrays from E01 and A01 had the worst difficulty with grounding and represented the 

smallest set of units used. Precise locations of the arrays will not be covered in this chapter. The 

histology and subsequent analyses have been delayed due to a centennial pandemic. The 

locations of the arrays were designed to be rostral to previous work showing weak neural 

responses to vocal signals during natural communication in areas 8av and 45 (Miller et al., 

2015).  All animals were group housed, and experiments were performed in the Cortical Systems 

and Behavior Laboratory at University of California San Diego (UCSD). Experiments were 

approved by the UCSD Institutional Animal Care and Use Committee. 

2.3.2 Behavioral Paradigm 

The recording sessions included three main experimental conditions, or contexts, for the 

subjects. The three conditions were presented in randomized order each session to prevent any 

ordering effect between contexts. Briefly outlined from a more detailed description in prior work 
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(Miller et al. 2015), there was an Interactive context wherein the subject engaged with a Virtual 

Monkey (VM) who played back socially relevant “Antiphonal” (phees produced in response to 

another phee) and “Independent” calls (phees produced in absence of conspecific call and 

spontaneously). This session was kept the same as in prior work except for an introduction of 

Probe stimuli. Every two to three conversational exchanges of antiphonal calls between subject 

and VM, the VM had a 50% chance to play a phee call from another monkey (same or different 

sex) or a reversal of its phee call (Figure 2.9A). 

Two other contexts were presented to the monkey that were both passive-listening tasks. 

In one, Restrained, the subject would be chair- and head- restrained while facing forward 

towards the occluder. In Freely context, the subject was free to move around within a clear 

acrylic box as outlined in recording procedures. In both cases, subjects would hear blocks of 

phee stimuli and broadband noise (M01, E01, A01). H01 and H02 also had twitter calls, reverse 

twitter, and reverse phee calls introduced. The stimuli would be played in four blocks of 

vocalizations and noise, twice each. The order was randomized on every recording session to 

prevent any ordering effect. Vocalizations with H01 and H02 were shuffled across all examples. 

In all cases, each category of vocalization and noise were played 30 times each. M01, E01, and 

A01 had an ISI of 1 second and 3 second for each block type. H01 and H02 only had 1 second 

ISI across all blocks due to no differences found in unit activity between those the two ISI 

durations. Between each block, 30 seconds of silence occurred, and both contexts started and 

ended with five minutes of silence to get a baseline of the unit activity. 

H01 and H02 had a final condition to determine whether Noise driven neurons exhibited 

spatial tuning (referred to as Spatial context). Subjects would be head-/chair- restrained and 

presented 30 broadband noise stimuli with 30 seconds in between each block and 30 seconds 
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before and after. Subjects’ chairs would be randomly reoriented on a center point of the table. 

With 0° facing the speaker, the monkey would start on a random 45° position offset from 

forward and systematically move through all eight directions in a random sequence for each 

recording session. 

2.3.3 Behavioral Recording Procedures 

All recording sessions occurred in a Radio-Frequency shielding room (ETS-Lindgren) in 

a 4 x 3 m room. On opposing narrow sides of the room were the speaker (far) and subject (near). 

Both were placed on tables with a black cloth occluder in the middle of the room to prevent the 

subject from seeing the speaker. Subjects were placed in a clear acrylic box with a plastic mesh 

on the front side facing the occluder side (32 x 18 x 46 cm). One microphone was placed in front 

of the subject and speaker each (Sennheiser, model ME-66). The speaker broadcast the phees and 

noise at an approximate 80-90 dbSPL measured 1 m from the speaker (Polk Audio TSi100, 

frequency range 40-22,000 Hz).  

Subject and speaker calls were recorded simultaneously along with the 

neurophysiological data on the same data acquisition card (NI PCI-6254). Subject data was 

analyzed midstream via MATLAB during Interactive contexts to determine whether the subject 

made a call. Calls produced by the monkey that hit an acoustic range from 6 to 10 kHz and were 

at least 1 second long were classified as phee calls. A phee call by the subject within 10 seconds 

of a VM phee call was classified as a response or antiphonal phee call by the subject. Calls 

outside that range were classified as spontaneous. The computer always responded to subject 

calls within 2 to 3 seconds, or made an Independent call every 45 to 90 sec. 

For H01 and H02, we measured subject head position during the Freely and Interactive 

contexts. Two cameras (GoPro Hero Session) faced the right side and top side of the clear box 
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relative to the front side facing the occluder and speaker. During these recordings, an Arduino 

system flashed an LED visible to both cameras at 0.5 Hz. This signal was recorded along with 

the audio and neural streams as well which allowed us to accurately align the video streams with 

the start of neural recording. Images at stimulus onset were grabbed from the top-down viewing 

camera, and subject head position was noted relative to the front. This allowed us to see if there 

was any orientation selectivity of freely moving animals. 

2.3.4 Neurophysiological Recording Procedures 

After 1.5 years of age, subjects were implanted with acrylic head caps with stainless steel 

head posts. During the surgery, the lateral sulcus was marked, and the rostral and lateral edges of 

the frontal cortex were visible. We used these markings to determine the locations of the 

microelectrode arrays. The arrays were not MRI compatible, and thus histological analysis will 

be performed on each subjects’ brain to provide precise placement of all electrodes. Due to a 

pandemic, there have been significant delays in that regard. 

The microelectrode arrays were 16 channel Warp16 electrode arrays (Neuralynx). Each 

array had 16 independent guide tubes in a 4 x 4 mm grid with tungsten electrodes. Each array is 

implanted on the surface of the brain making each electrode within the tubes enter the laminar 

tissue perpendicularly when pushed by a Warp Drive pusher. The calibrated Warp Drive pusher 

would attach to the end of a guide tube to allow advancement of 10 to 20 μm per electrode twice 

a week. 

Electrodes were recorded at 20,000 Hz with a prefilter at 1 Hz to 9000 Hz, and 20,000 

gain. Subjects had 1:1 gain, headstage preamplifier attached to the Warp16 arrays that was 

attached to a sufficiently long tether to allow subjects to freely move around in the box. A metal 

coil tightly wrapped around the tether prevented any interference by the subject during Freely 
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and Interactive contexts. Offline spike sorting was done by hand by combining across multiple 

sessions recorded in a single day, applying a 300 to 9000 Hz filter and thresholding subsamples 

across the entire recording session. Units with at least 10 dB SNR were included, with a <1% 

interspike intervals <1 msec refractory period. Overall, 400 isolated single units were found, with 

some channels collecting multiple well isolated single units (Figure 2.1A). As can be seen, the 

thresholding applied easily discovered the three single units and PCA clustering shows the 

discrepancy in statistical structure of each waveform (Figure 2.1B) and also showing how they 

were held across the duration of the recording sessions (typically lasting about a 100 minutes for 

H01 and H02, and 90 min for the rest of the subjects). Overall, the units maintained their 

structure across the multiple session. Of the 400 single units, 200 units were maintained across 

all three conditions. Typical drop-off of the remaining 200 units occurred when electrode 

channels would have an introduced noise far exceeding the threshold set in another session. This 

usually occurred going from Restrained to a Freely/Interactive contexts and occasionally from 

Freely/Interactive to Restrained contexts. Future work will include auto-sorting the units and 

including multi-unit level analysis. 

2.3.5 Data Analysis 

2.3.5.1 Unit Significance.  

A unit had significant response to a stimulus if it satisfied one of these conditions at 

α=0.05 significance level with a Sign Rank test: (1) the 1000 msec prior to onset of trials was 

significantly less than the 1000 msec after onset, (2) the prior was significantly less than the 

firing rate during the entire duration of calls (only applied to phees), and, finally, (3) 500 msec 

prior was significantly less than 500 msec around the timing of the peak in the units PSTH 

during each trial. 
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2.3.5.2 Spatial-Tuned Units.  

For the Orientation context outlined in the Behavioral Paradigm subsection, all 240 Noise 

trials were used in a 2-Way ANOVA. The 500 msec before and after onset were used for 

comparison across all trials. And each trial was subgrouped according to the direction the subject 

was facing. If the unit had a significant main effect on before and after, it was included for 

further analysis. The interactive effect was then tested and Tukey-Kramer corrected comparisons 

were used to determine if there was any orientation that had significance compared to the others. 

If the unit had no orientation selectivity or all orientations were selective with a main effect for 

before and after, we counted that unit as being generally responsive (all 8 directions). In practice, 

only 1 unit had significant selectivity for each direction as well as overall. 

In the Freely and Interactive contexts, a similar analysis was used for Noise and Phee. As 

noted in Behavioral Recording Procedures, the orientation of the front of the head relative to the 

speaker on the transverse plane was marked. These orientations were binned into eight groups 

for comparison to the Orientation context. In practice, most of the time, the subjects were 

looking at 3 general directions. Even so, we included any that had at least 5 same stimuli for a 

given bin. 2-Way ANOVA did not find any units responsive to a given orientation. 

2.3.5.3 PSTH Normalization.  

Unit trials were binned at 100 msec intervals starting 1000 msec prior to onset and 

extending 1500 msec after onset for Noise, Twitter, and Reverse Twitter. Phee and Reverse 

Phees extended 4000 msec. The firing rate for each bin within each trial for a given unit was 

calculated. Normalization occurred by taking all the bins prior to onset to get the mean and 

standard deviation. The Z-score was calculated based off of those values. For any given unit, we 

could then find the mean across each bin to get a single normalized PSTH line. When multiple 
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units are shown together, they typically have the mean PSTH from each combined together with 

standard error bars around them. In some cases, like in the Significant Single Event, all trials are 

combined to get the average response as each individual unit is not contributing its entire set of 

trials. 

2.3.5.4 Firing Rate Normalization.  

To compare Firing Rate changes from Restrained to Freely contexts, we took the 1000 

msec prior to onset and 1000 msec after onset. The prior Firing Rates were used to Z-score the 

subsequent mean after Firing Rates.  

2.3.5.5 Classification.  

Each unit included in the classification had to have at least 5 events from each class of 

interest. If it did not, it would not be included in any part of the simulations. 1000 Monte-Carlo 

simulations were created by subsampling each unit’s class of trials 2250 times with replacement 

for training and test sets. The trials would be split in half between test and training in random 

permutation each simulation. Each trial would have 9 points of data (1 bin for 500 msec before, 1 

for 500 msec after a Phee call, 3 bins for each of the 2 pulses, and 1 bin for the inter-pulse-

interval). In sum, there would be 2250 randomly chosen training trials for each class, and the 

equivalent in test trials. The 2250 x 9 matrices for each unit would then be combined with all 

other units with sufficient trials, for each of the classes within both training and test. For 

example, 32 units in IFR for Restrained, Freely, and Interactive classes would produce a matrix 

of size 6750 x 288 for both training and test with no overlap of trials across those two. Each row 

is then assigned a value representing the class that all 288 values represent. 

The training data was fit using the “fitcecoc” function within MATLAB’s using the 

default settings. This creates multiclass support vector machines for each simulation, and then 
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predicts the class of the test data. Each confusion matrix that results from the predictions is then 

stored, and the average value of those matrices is used in Figure 2.6. We also quantified the 

performance of each classifier by the Matthews Correlation Coefficient (MCC). For a K x K 

confusion matrix C (i.e. K = 3 for Restrained, Freely, and Interactive classes in Figure 2.6C): 

𝑀𝐶𝐶 =  
∑ ∑ ∑ 𝐶𝑘𝑘𝐶𝑙𝑚 − 𝐶𝑘𝑙𝐶𝑚𝑘𝑚𝑙𝑘

√∑ (∑ 𝐶𝑘𝑙𝑙 )(∑ ∑ 𝐶𝑘′𝑙′𝑙′𝑘′|𝑘′≠𝑘 )𝑘 √∑ (∑ 𝐶𝑙𝑘𝑙 )(∑ ∑ 𝐶𝑙′𝑘′𝑙′𝑘′|𝑘′≠𝑘 )𝑘

 

For K = 2 (Figure 2.6E), MCC ranges from -1 to +1. The +1 means perfect prediction, -1 

means complete disagreement between predicted and actual, and 0 is no better than chance 

prediction. For K = 3 (Figure 2.6B), the lower limit is not at -1 and unique to any given 

classifier. Still, 0 means the chance predictions and +1 is perfect prediction. We conducted a 

null-hypothesis test for both classifiers running the same size data as the full data set (all 200 

units). With a randomized assignment of class for each row in training and test data, the MCC 

was at 0 as expected. 

2.3.5.6 Significant Single Events.  

To determine if a single event was significant, we took the trials and from 300 msec prior 

to onset and 4300 msec post onset (only Phee calls were analyzed). We then binned by 300 msec 

intervals with 150 msec overlap. The lone bin prior to onset for all relevant trials was used to z-

score all bins for that unit’s trial data. If any trial had a z-score of 2 or more (i.e. 2 standard 

deviations above the mean of the onset), the trial was tagged as a significant single event. The 

ratio of each trial above the 2 SD was also noted. Thus, we took all the trials across all the units 

maintained across the three conditions. For the heatmaps seen in Figure 2.7 and 8, we combined 

all significant trials across all units and interpolated 100 units for each trial to give a smooth 

transition and calculate the intermediate time points as well. 
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2.3.5.7 Conversation Lengths.  

For Figure 2.8, we looked at the various conversation lengths and the effect of significant 

single events within them. We categorized three different conversation lengths: No response (0-1 

calls by subject), Short conversation (2-3 calls by subject), Long conversation (4+ calls by 

subject). If the subject only makes one call in response to a VM call, it was included in No 

Response. Any Independent calls that were not responded to were also included. Notably, the 

Antiphonal call after a monkey response was not included if there was not a subsequent response 

by the subject. Short conversations would require the monkey respond for each subsequent VM 

call. The first call could be Independent, but subsequent VM calls would be Antiphonal. Long 

conversations lumped any conversation with 4 or more exchanges (and thus 4 or more VM calls 

responded to by the subject). For the purpose of determining continuous conversations, we 

included all VM calls including Probe and Control calls as the subject may or may not respond to 

those. 

2.4 Results. 

2.4.1 Stimuli Responsiveness 

We first analyzed the overall neural responsiveness to the different acoustic presented to 

subjects. Figure 2.2A shows the response characteristics of single units that exhibited a 

significant change in neural activity in response to each of the acoustic stimuli - Twitter, Phee, 

their Reversals, and Noise - in the Restrained and/or Freely conditions. The normalized PSTH 

was calculated for each unit that exhibiting a significant response to a given stimulus and context 

combination. The normalized PSTH of each responsive unit was collapsed into a mean 

normalized PSTH with 95% confidence intervals. As can be seen, the units had modulated 

response to the Twitter and Phees as well as Reverse Twitter and Reverse Phees and Noise 
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stimuli. Overall, analyses showed that 400 single units (~ 85%) exhibited a statistically 

significant change in activity in response to at least one acoustic stimulus in at least one test 

context.  When looking at those single units only within Restrained and Freely, we find that the 

responsiveness rate varies across stimulus sets but not necessarily contexts. Figure 2.2B shows 

the percentage of responding neurons to each stimulus set in a given context. For Twitter calls, 

Phee calls, their reversals, and Noise, there was comparable number of neurons responding in 

both the Restrained and Freely context suggesting that under identical stimulus presentation 

paradigms, mobility did not reduce the likelihood of PFC responses to acoustic stimuli. Figure 

2.2C outlines the area of interest that we implanted arrays. Future anatomical work will address 

the precise locations. 

2.4.2 Impact of Mobility 

In the next set of analyses, we examined the responses of individual neurons that were 

recorded i both the Restrained and Freely contexts. Notably, we broadcast the identical stimuli in 

the identical stimulus presentation pattern – vocalizations and noise – to subjects in each of these 

contexts. The only difference being subjects mobility, as they were freely-moving when hearing 

the stimuli in the Freely context. We found 256 units for the Noise condition and 205 units for 

the Phee condition. The phee condition had a lower number of units due to misplaying phees in 

M01. Figure 2.3A & B shows the change in mean firing rate prior to onset of a stimulus and 

during the duration of the stimulus. For each trial in a given set, the firing rate during the 

duration of the stimulus was normalized to the 500 msec prior to the onset of the stimulus. We 

observed more Noise responsive neurons exhibited a stronger firing rate during the restrained 

than in Freely contexts (81/121 units, 66.94%), while the pattern was more evenly distributed for 

Phee responsive neurons (27/52 units, 51.92%). Figure 2.3C outlines the overall percentage of 
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each category of responsiveness (Restrained, Freely, or Both). For Noise, the vast majority of 

neurons responded to both contexts (121/257) and much less so for Restrained (24/257) or Free 

(27/257). For Phee, there was a fair distribution across all three categories with Both (52/206) 

still having the most compared to the Restrained (41/206) or Freely (43/206). For Figure 2.3D, 

we took the same set of units that had a response to Noise or Phee in both contexts and found 

that that the general trend of  increased variance in the Freely condition relative to Restrained 

(Noise: 97/121 units, 80.17%, Phee: 36/52, 69.23%). Thus, we find that a majority of the units 

had a weaker response (mean Firing Rate) in the Freely condition, but also had a higher variance 

(mean Standard Deviation of Firing Rate). 

As mentioned in the Methods section, we also recorded the subject orientation in the 

Freely and Interactive contexts to determine whether subjects’ head orientation relative to the 

speaker impacted each units response properties. For those two subjects, we also had a stimulus 

presentation of noise bursts while their restrained position was systematically rotated during 

Noise presentations. These two conditions allowed us to test whether there was any effect on 

head direction (binned into 45° arcs) relative to the source of the stimulus that might be driving 

some of the responses we saw in Figure 2.3A & B. For the Freely condition, 0 of 103 units had a 

significant change in neural activity in response to the stimulus to any of the eight head 

directions classified for either Noise or Phee calls. Furthermore, Figure 2.3E plots the number of 

spatial bins for which a unit exhibited a significant response. We found 74 units that were 

responsive to the Noise stimulus played in the rotating context (74/156 units, 47.44%). Of those 

exhibiting a response, only 2 showed any spatial selectivity (2.70%) while the remaining 72 

neurons were responsive to noise stimuli equally in all in all eight conditions (97.3%). Taken 

together, the head direction of the subject relative to the speaker does not appear to be a 



 

53 

 

significant source of variance for PFC responsiveness to acoustic stimuli, further casting doubt 

on that mobility plays a substantive role in how this population represents these sounds.  

2.4.3 Impact of Interactivity 

We next sought to explicate the impact of stimulus presentation pattern on PFC neuron 

responses. While mobility did affect moderate changes in neural responses to the acoustic 

stimuli, the Interactive context sought to more directly contrast passive presentation of acoustic 

stimuli with vocal signal processing during natural communication. We analyzed the 200 well 

isolated neurons that were held stable across all three contexts: Restrained, Freely, and 

Interactive. As described in the Methods, the Interactive condition involved subjects engaging in 

natural vocal interaction with a Virtual Monkey in order to instigate the naturally occurring 

reciprocal conversational exchanges of antiphonal phee calls (Miller et al., 2009; Miller and 

Thomas, 2012; Toarmino et al., 2017a).  

Overall, we observed that 151 PFC neurons (75.5%) exhibited a significant change in 

activity to phee calls in at least one of the three contexts. These neurons were placed in one of 8 

possible categories based on the contexts in which they exhibited significant stimulus responses: 

Restrained only, Freely only, Interactive only, Restrained and Freely only, Restrained and 

Interactive only, Freely and Interactive only, and Restrained, Freely and Interactive.  Figure 2.4A 

plots the mean normalized PSTH for all units found within the 8 possible categories. The grey 

lines plot the mean firing rate of contexts for which the units exhibited no significant stimulus 

response, while the colored lines represent the context(s) for which stimulus response was 

statistically significant. As can be seen, aside from the F R and I F R groups, significant 

responses were characterized by a consistent, but modest change in neural activity. By contrast, 

neural responses  the F R and I F R category neurons exhibited robust changes in neural activity 
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that were entrained to the temporal structure of the phee call itself. Figure 2.4B plots the mean 

normalized PSTH for each context in which units had a significant response towards. Once 

again, the weakest response is seen in the Interactive condition across units that have any 

responsiveness 

Figure 2.5A and Figure 2.5B show exemplar single units representative of the two 

categories of neurons that had strongly driven responses. Figure 2.5A shows a unit that has a 

significant response to phees in the Restrained, Freely, and not the Interactive context despite 

subjects hearing the identical phee calls in all three contexts. The neuron shown in Figure 2.5B 

exhibited a different pattern. This neuron exhibited a response in all three contexts, and we can 

safely assume that the unit was not affected by the context that the phee stimulus was presented 

to the subject. 

Figure 2.6A shows the mean normalized response for Restrained and Freely responding 

units and demonstrates that the response to each pulse in the phee stimuli had similar responses. 

Figure 2.6B shows units that had preference for all three contexts, and in those there is a clear 

bump in the second pulse. Of note is the Interactive context that has a much stronger response to 

the first pulse than the second pulse but in general elicited a more modest response compared to 

the other two contexts.  We further unpacked these data by distinguishing between two contexts 

that occurred during the Interactive experiments. Specifically, in the Interactive context the VM 

broadcast phees both in response to the subject’s own phee call (Antiphonal calls) and 

spontaneously after long periods of silence by the subject to evoke a vocal response from 

subjects (Independent calls) (Nummela et al., 2017). The mean normalized PSTH for I F R with 

the Interactive context separated by whether the phee was presented in the Antiphonal or 

Independent context is shown in Figure 2.6C. By separating the Antiphonal and Independent 
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events, we observed that the response seen in Restrained and Freely was comparable to the 

Independent context. By contrast, phee calls presented in the antiphonal context elicited a modest 

change in neural activity. This suggests that the class of neurons that exhibited strong phee 

responses to phees across the three main experiment contexts, IFR neurons, were also 

significantly affected by nuances of the social interactions and whether subjects were actively 

engaged in a communication exchange (Antiphonal) or passively listening to phee calls 

(Independent).   

2.4.4 Classifying Contexts 

The next set of analyses directly compared the pattern of neural responses in each of the 

three contexts to determine similarities and differences. As a first step, we examined the 

distribution of the neural responses in each context by displaying the normalized FR for each 

trial across all units in normal probability plots that compares the actual distribution for the given 

context to the normal distribution (Figure 2.7A). None of the three contexts adhered to a normal 

distribution and had a right skew. Given the three contexts, we tested the distributions against 

each other to determine statistical similarity using the Two-sample Kolmogorov-Smirnov test 

with a Bonferroni correction on the significance value (α=0.05/6, 0.0083). While the Restrained 

and Freely contexts were statistically similar, showing no difference in their pattern, the 

Interactive distribution was significantly different from both the Restrained and Freely contexts.  

We next examined how differentiable the three distributions were by testing how well we 

could classify between the three contexts. As outlined in the Methods section, each trial was 

divided into 9 bins (1 before, after, in between pulses, and 3 for each pulse). Each value was 

normalized to the firing rate prior to the onset of the trials. We ran 1000 simulations across three 

different data sets: only I F R responding units (IFR: 32 units), any responding units (Any: 151 
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units), or all units found (All: 200 units). ANOVA found that there was a difference in MCC, a 

classification performance metric, across the three contexts (One-way ANOVA, df = 2998, p = 

0.000). Furthermore, as shown in Figure 2.7B, the IFR had the worst performance and was 

significantly different from the other two (Tukey-Kramer corrected, IFR*Any & IFR*All p 

=0.000, Any*All p=0.962). Figure 2.7C plots the mean confusion matrix for all 1000 

simulations. For IFR, the classification system had difficulty differentiating between the 

Restrained and Freely contexts but not Interactive with large percentages misclassified to each 

other’s cases. The Interactive context meanwhile is likewise misclassified as Freely but not to the 

same degree as the two other classes were misclassified to it. Finally, in the best performing data 

sets, there was little false positives of Interactive cases (1.0% towards Freely). Yet, we still see 

that at least 6% of Freely or Restrained cases are misclassified to the other. This suggests that 

there are real differences in the overall structure of response at a trial level basis for the 

Interactive conditions with respect to Freely and Restrained. 

Figure 2.7D plots the distribution of normalized Firing Rate within the Interactive 

context, once more distinguishing between the Antiphonal and Independent call cases.  Given 

these two contexts, we once more applied the Two-sample Kolmogorov-Smirnov test with a 

Bonferroni correction on the significance value (α=0.05/2, 0.025), but the distributions were not 

significantly different (p = 0.344). We next ran the 1000 simulations as described above, using 

IFR units, Any, and All units (Figure 2.7E). Once more, we found that there was a difference in 

performance across the three data sets (One-way ANOVA, df = 2998, p = 0.000). When 

quantifying the multiple comparisons, we found that there was significant difference across all 

three data sets (Tukey-Kramer corrected, IFR*Any & IFR*All & Any*All p = 0.000). Figure 

2.7F plots the mean performance by confusion matrix across the three data sets. What is notable 
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is the trend to have a higher rate of False Positives marking true Antiphonal as predicted 

Independent (8.4%) compared to true Independent to predicted Antiphonal (3.7%). Overall, 

analyses show that there are differences in the responses to Antiphonal calls versus Independent 

calls. Likewise, we see that those calls as a set (Interactive) have a response significantly 

different from Restrained or Freely contexts within the same units. The fact that there was some 

similarity to the Antiphonal classes to Independent suggests that there may be some trials within 

Antiphonal that are similar to Independent. 

2.4.5 Single Event Analysis 

From the classification tests, we found that including all acoustic responsive single units 

that were stable throughout the three contexts performed significantly better than the IFR 

responsive units alone. We also observed that just taking All Unit data performed better in 

classifying across Antiphonal and Independent calls. This suggests that there is some degree of 

coding for these phee calls across many of the neurons, even if individually their change in firing 

rate did not exceed statistical thresholds. To explore this further, we next investigated neural 

activity for single events – single phee stimulus presentation - that individually exceeded a firing 

rate threshold as outlined in the Methods. Figure 2.8A shows a heatmap for all significant events 

(defined as having at least one bin above 2 SD to the bin prior to onset for trials within the unit). 

Each trial was interpolated across 100 points to the bin prior to the onset of the call to 4.3 

seconds after onset of the trial. This allowed us to make comparisons and bin all the values as 

appropriate before and after the phee call, the first and second pulse, and the gap between the 

two pulses. As can be seen across the three conditions, there is a similar modulated average 

response to the bins for Restrained and Freely but less so for Interactive. Furthermore, Figure 

2.8B shows that there were less significant single events in a unit in Interactive versus the two 
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other two conditions (1-Way ANOVA, df = 607, p = 0.001. Tukey-Kramer corrected I < R p = 

0.001, I < F p = 0.03). As well in Figure 2.8C, the ratio of bins in a given single event greater 

than 2 SD was significantly less in the Interactive condition (1-Way ANOVA, df = 9720, p = 

0.000. Tukey-Kramer corrected I < R p = 0.000, I < F p = 0.000). This suggests that Interactive 

contexts have less significant events than expected and spends less time than expected on 

average above a significant threshold, which explains why there is typically only modest changes 

in Interactive context. 

PFC responses during the Antiphonal and Independent trials exhibited more tepid 

responses that were driven by the stimulus onset but not as robustly as seen in Restrained or 

Freely (Figure 2.8D). Unlike the overall PSTH responses of Independent units in Figure 2.6C, 

Independent single events were dissimilar to both the Restrained and Freely contexts suggesting 

that the significant single events that occur within that context are dissimilar at the single event 

level. By using only normalized PSTH plots for comparison, this would have been missed and 

speaks to the usefulness of single event analysis. Figure 2.8E shows the ratio of significant single 

events to other trials within each unit, revealing no statistical difference (1-Way ANOVA, df = 

305, p = 0.861). Figure 2.8F plots the ratio of events above the 2 SD threshold for those 

significant single events revealing a significantly higher ration in the Independent context 

relative to the Antiphonal context (1-Way ANOVA, df = 3532, p = 0.004). Overall, we can see 

that phee calls heard in the Antiphonal context exhibited the weakest response out of all sets of 

trials (Restrained, Freely, Independent) suggesting that the dynamics of PFC are remarkably 

changed when animals are actively engaged in communicative exchanges relative to other 

contexts in which the animals hear their vocalizations.  
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To further explore the Antiphonal context, we investigated neural activity during the 

reciprocal conversational exchanges that occurred between the subject and the VM. The 

Antiphonal context was divided into three different categories based on the length of the 

conversational exchange.  we classified single responses by the subject with no subsequent 

reengagement as “No Conversation.” Conversations in which subjects vocally responded 

reciprocally two to three times were labelled as “Short Conversation.” Lastly, any conversation 

that had at least 4 consecutive reciprocal exchanges between subject and VM were “Long 

Conversation.” Figure 2.9A shows the heatmap of the single events found within these three 

categories. This set of data includes more units than in Figure 2.8 due to only looking at units 

that were maintained during the Interactive sessions without regard to the other sessions. In 

general, there was some difference in mean response across the three conversation lengths. None 

of the values were reminiscent of Restrained of Freely conditions though. Figure 2.9B plots the 

ratio of trials labeled as a given conversation length for a single unit over the total trials (Actual 

Ratio) versus the ratio of significant single events in that conversation over the total trials 

(Significant Trial Ratio). If there was no bias for the amount of significant events for a given 

conversation length, then the two ratios would be equal because the probability for the 

significant events to occur within a particular conversation would be the same as the probability 

of the conversation occurring. Most sessions would either be on the line or underneath the unity 

line in such cases. As we see across the three conversation lengths, however, the least-squares 

line fit across the three lengths progressively increases in slope. Each of the three conversation 

length groups yielded a significant positive correlation. Furthermore, the ratio of units above the 

unity line (and thus a higher than expected amount of significant single events) increased with 

conversation length (None: 31.30%, Short: 45.53%, Long: 64.46%). By looking at the unit data 
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of significant trial ratio divided by Actual ratio, there was also significant difference found on the 

mean unit ratio (1-Way ANOVA df = 733, p = 0.011). Figure 2.9C show the No and Short 

conversation lengths both had confidence intervals across 1 with no significant difference 

between them. Meanwhile, the Long conversation was significantly higher than No conversation 

and had 95% confidence intervals above 1 (Tukey-Kramer corrected, No*Long p = 0.009, No 

conversation: [0.926 to 0.992], Short conversation: [0.973 to 1.039], Long conversation: [1.065 

to 1.131]). This indicates that there was a general trend of higher significant trials in the longest 

conversations above what would be expected. It was also higher than ‘No conversations’ events 

which suggests the dynamics of PFC activity during active communication scale based on the 

length of the reciprocal vocal interaction. 

2.4.6 Single Event Driven Response 

The preceding analyses indicate that natural communication itself is not a singular 

context, but a dynamic process that is best conceptualized by a compilation of distinct events that 

are supported by idiosyncratic neural mechanisms in PFC. To more directly test this question, we 

leveraged a novel VM behavioral paradigm previously developed in the lab designed to test 

whether a change in stimulus category membership is meaningful to marmosets during 

conversational exchanges (Miller and Thomas, 2012).  This playback paradigm is similar to the 

design employed in other parts of the current experiment, but during conversational exchanges a 

test stimulus is broadcast once the conversation length reaches 2-3 consecutive, reciprocal 

exchanges (Figure 2.10A). In half the instances, this test stimulus is a Probe; a vocalization that 

differs from the expected stimulus class. In the other 50% of trials it is a Control; a vocalization 

that is consistent with the expected stimulus. For these experiments, the Probe stimulus was 

either a different caller (Identity change) or a reversed phee call (Acoustic change). We only 
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analyzed units from test sessions that resulted in at least five probe and control trials. Within 

those units, we compared the overall firing rate during Probe trials and Control trials. Overall, we 

observed that 31/97 neurons recorded in sessions that reached these behavioral thresholds 

exhibited a significant difference in activity between Probe and Control Trials. Figure 2.10B 

shows the mean normalized PSTH for units that had a significant preference for the Probe (blue, 

23/97 units, 23.71%) and those with a significant response to Control (red, 8/97 units, 8.25%). 

The data for each was split into five categories: calls that occurred prior to Probe or Control 

trials, the Probe or Control itself, and the subsequent call if the subject responds to either one. 

Units with a preference for Probe trials had a significantly higher response than in 

Control.Identity change contributed 21 probe-preferring units out of 71 total units (29.6%) while 

Acoustic change contributed only 2/26 (7.69%).. These data suggest that PFC neurons are 

acutely sensitive to socially meaningful single events in natural communicative exchanges, such 

as those that deviate from expectations. 

2.4.7 Latency to Peak Response 

In the final analysis, we compared the latency to peak response across Phee presented in 

six different contexts in these experiments. Specifically, we examined neural response from the 

population of neurons with stable recordings across the Interactive, Restrained, and Freely that 

exhibited a significant change in firing rate for Phee stimuli within a given context, including 

distinguishing between the Antiphonal and Independent events in the Interactive context.  

Finally, we included Probe preferring responsive units described above.  Figure 2.10C plots the 

mean normalized PSTH and 95% CI for each of these six contexts. As is evident in this figure, 

the Probe had a notably longer latency to peak response compared to the other mean normalized 

PSTH values (750 msec compared to 450 msec for Restrained and Freely, 550 msec for 
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Independent calls). This suggests that identifying a meaningful category change within a 

conversation may rely on distinct mechanisms in PFC that necessitate additional processing.  

2.5 Discussion.  

Here we sought to test the contextual effects on primate prefrontal cortex neurons in 

marmoset monkeys by comparing within-neuron responses to acoustic stimuli in a series of 

conditions. This tactic was designed to ascertain whether neural responses using more traditional 

approaches to studies of the primate brain are predictive of the presumptive natural analog for 

the first time.  Results consistently indicated that vocal signal processing in PFC neurons was 

substantially affected by context.  The same neurons that exhibited robust stimulus driven 

responses to vocalization stimuli when animals were head-restrained, typically exhibited a 

significantly weaker or no response to the exact same vocalization stimuli when subjects were 

engaged in natural vocal interactions. Furthermore, these differences were not simply due to 

differences in mobility, nor as a result of the neurons spatial receptive fields. Rather, these data 

indicate that at least for prefrontal cortex neurons, vocal signal processing in the traditional 

paradigms routinely used (Gifford et al., 2005; Romanski et al., 2005; Averbeck and Romanski, 

2006; Romanski and Averbeck, 2009; Plakke et al., 2013a) are not predictive of the same process 

during natural communication. Because these results are consistent with findings in a recent 

study of face cells (McMahon et al., 2015), the influence of context on social signal processing 

may be far more profound than is typically considered.  

These experiments first compared neural responses across two contexts – Restrained & 

Freely-Moving.  By presenting subjects with the identical acoustic stimuli and presentation 

pattern in the Restrained and Freely-Moving contexts, we sought to directly test whether 

subjects’ mobility affected neural activity. We observed that individual neurons recorded stably 
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across both contexts typically exhibited relatively similar responses to noise or vocalization 

stimuli. In other words, units exhibiting a significant response to noise or vocalizations in one 

context was typically also responsive to the same stimulus in the other context. Context did, 

however, affect some modest changes in the properties of the neural response.  Specifically, 

these units did exhibit a moderately lower firing rate in Freely-Moving than in Restrained 

context (Figure 2.3A & B). Furthermore, these units also exhibited a greater variance in the 

neural response in the Freely-Moving context (Figure 2.3D). These data suggest that the mobility 

of the animal had little effect on whether a single neuron was responsive to an acoustic stimulus, 

though it did affect some moderate properties of the neural response itself.  

To further explicate the contextual effects on vocal signal processing, we next examined 

neurons recorded across Restrained, Freely-Moving and Interactive. The interactive context 

involved directly engaging subjects in their natural vocal interactions to ascertain how neural 

responses to phee calls were affected by the dynamics of natural communication. When 

characterizing within-unit differences, we observed broad contextual affects across the 

population (Figure 2.4A). While many neurons exhibited significant changes in activity across 

only a single context, a pattern did emerge of pulse-based response within the phees (Figure 

2.4B). The most robust responses were for neurons responsive to phee calls in both the 

Restrained and Freely contexts (Figure 2.5A & Figure 2.6A), or across all three contexts (Figure 

2.5B), though in these latter units the response in the Interactive context was notably more 

modest than in the other two (Figure 2.6B). As it turned out, the Independent calls produced by 

the VM elicited similar responses to the passive-listening contexts, while the actual engagement 

with the VM in conversations elicited a more tepid response (Figure 2.6C). Given that this is 

when active communication occurs, these results are consistent with our prior work showing 
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limited vocalization responsive frontal cortex neurons during active conversations (Miller et al., 

2015). More broadly, these results suggest that while PFC responses during Freely and 

Restrained are remarkably consistent, that the context of natural communication relies on distinct 

neural mechanisms leading to different responses. Actively engaging in communication 

exchanges is likely supported by a myriad of processes related to the dynamic nature of the 

behavior itself beyond simply representing the sound.  These differences are further evident in 

the subsequent analyses.  

The difference in response to context led us to look at the normalized firing rate across 

the maintained units within the three contexts. We found a significant difference in the firing rate 

across all trials of Interactive compared to Restrained and Freely (Figure 2.7A).  This distribution 

difference was further explored by attempts to classify trials by contexts across populations of 

subsets of maintained units (Figure 2.7B). We found significant performance increase by 

including any responsive unit or all units compared to those that had significant response in all 

three contexts. Showing similarity to the distribution differences, the classifiers performed the 

worst at distinguishing between Restrained and Freely trials compared to Interactive (Figure 

2.7C). We then tested the difference in distributions between Antiphonal and Independent events 

within the Interactive Contexts and found no significant difference (Figure 2.7D). Classifiers 

performed significantly higher when we included All Units rather than just ones that had a 

preference for any context (Figure 2.7E). We also found that the Antiphonal class was more 

likely to be miscategorized as Independent than the reverse (Figure 2.7F), suggesting that there 

were some trials that had similarly robust responses as seen in Independent.  

Analyses indicated that considering the Interactive context as a singular process was too 

coarse because of the dynamic nature of natural communication. As a result, we sought to focus 
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analyses on single events, rather than averaging responses across a test session, as a way of 

guiding our understanding of the role PFC plays in representing vocalizations. In these analyses, 

we deemed a significant event to be each instance a phee stimulus was broadcast and elicited a 

change in firing rate at least 2SD above baseline.  While most units had at least one significant 

event a session, the average responses in each context recapitulated our prior results (Figure 

2.8A). What was interesting to note was the change in the ratio of significant trials (Figure 2.8B) 

and the amount of time units spent above threshold (Figure 2.8C). In both cases, the Interactive 

context performed the worst suggesting that this context affected the least change in PFC 

activity. This was further emphasized when splitting the Interactive context once more between 

the Antiphonal and Independent calls (Figure 2.8D). While both had tepid overall responses in 

comparison to Restrained and Freely, they each had similar rates for significant events (Figure 

2.8E). But, once more, the Antiphonal condition was significantly different from Independent 

when looking at the rate the significant events spent above the threshold (Figure 2.8F). An 

important event within the Interactive context, however, are the natural conversations that 

emerge. To explicate whether these distinct behaviors offered further insight, we further 

analyzed PFC activity at the single event level based on the length of conversations (Figure 

2.9A). Results indicated some modest changes by conversation length, but by analyzing the ratio 

of significant single events to the overall ratio of those various categories (Figure 2.9B), we 

found that longest conversations had significantly higher ratio of significant events than expected 

(Figure 2.9C). These data suggest that while PFC is often only moderately responsive when 

hearing phees during active communication, the conversations themselves are a distinct event 

that drive PFC mechanisms.  
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A notable shortcoming to these data is that we did not compare neural activity directly 

between analogous conditioned and natural behaviors.  However, neural responses to 

vocalizations in macaque prefrontal cortex when animals are trained to perform behavioral tasks 

involving vocalization stimuli exhibit patterns of activity that are notably different than what we 

observed here (Cohen et al., 2009; Plakke et al., 2013b; Hwang and Romanski, 2015). Cohen and 

colleagues (Cohen et al., 2009) for example, recorded vlPFC neurons while macaque monkeys 

performed a category detection task involving multiple vocalization types. While many neurons 

in the population exhibited strong responses related to the specific task demand, others exhibited 

strongly driven responses to the vocalization stimuli themselves irrespective of the task.  By 

contrast, we observed more modest neural modulations during natural communication here, even 

during active conversational exchanges. Perhaps the more direct parallel, however, would be the 

pattern of responses observed during the Probe condition performed in our experiments (Figure 

2.10A). Like the task employed by Cohen et al (2009) a population of neurons exhibited strongly 

driven activity only when a change in category was detected (Figure 2.10B). Though here the 

category was true only for a change in caller identity, rather than call type, as was reported in the 

earlier study (Cohen et al., 2009). Notably, we also found that the normalized PSTH had a 

different peak response with a delay of 300 msec compared to other similar presentations of Phee 

calls in different contexts (Figure 2.10C), suggesting extra cognitive load in expectation 

violation. Overall, the Probe contexts suggests that our data are consistent with the notion that 

PFC plays a crucial role in identifying important changes in the world, but that under natural 

circumstances this may only manifest for isolated, particularly important single events. Whereas 

in other natural contexts, even when animals are engaged in coordinated social interactions that 
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require attention to a conspecifics behavior to coordinate their own behavior, different 

mechanisms occur.      

These data suggest that explicating the neurobiology of social communication in the 

primate brain likely necessitates studying the brain while animals engage in these dynamic, 

natural behaviors. Reductionistic approaches typical of neuroscience are not without their 

limitations, but precisely what these limitations may be is rarely considered. Conceptions that 

stimulus presentations in the absence of behavior affords insight into the core, foundational 

organization of the brain, upon which mechanisms to support behaviors simply sum additively is 

not likely to be strictly true, at least for social communication. The novel experiment described 

here was the first to directly test how the context of more traditional primate neuroscience 

paradigms affects neural responses relative to the natural analog, and even the single 

communicative behavior here may not be sufficient to fully appreciate how context affects 

neuronal processes. Behavior, after all, is not a singular monolith. Species possess highly diverse 

behavioral repertoires. For primates, the corpus of behaviors within the primate social domain is 

the most distinguishing characteristic of the Order (Miller et al., 2016).  The emergence of 

computer vision, machine-learning methods for quantifying behaviors through video analysis, 

along with wireless neural recording systems, offers exciting opportunities to investigate and 

model the complexities of the primate social brain in a way not previously possible (Calhoun et 

al., 2019).  Such a computational neuroethological approach offers exciting opportunities to 

untether our conceptual and quantitative understanding of primate brain function. 
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2.7 Figures 

 

Figure 2.1: Example of single unit stability across contexts within a single recording session. (A) 

Waveform stability for three single units across the three-contexts recording session. Solid lines represent 

the mean waveform for a unit with dashed lines representing the standard deviation above and below the 

mean. (B) PCA space of all waveforms with each unit clustered by color across all three contexts. Units 

colored by k-means clustering to verify the thresholding method used. Units maintained their shape across 

time given the three columns seen in the last graph. 
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Figure 2.2: Responsiveness of all units across Restrained and Freely contexts. (A) Normalized PSTH for 

all units that had a significant response to a titled stimulus set in the Restrained and Freely contexts. Any 

unit with a response was included. The solid blue line is the mean normalized PSTH for all the units 

involved. Grey bars represent the average duration of the stimulus. Phees had two pulse-calls and thus 

two bars. Red line represents the mean firing rate prior to onset. Shaded blue area represents the 

confidence interval. (B) Overall responsiveness per stimulus category and context. Any unit found within 

that context that was exposed to the particular stimulus set is included. The percentages represent the 

number of those units that had a significant response for the given stimulus in that context. (C) 

Anatomical map of the frontal cortex of the common marmoset. The dashed red outline represents 

roughly the area that was explored with the arrays. 
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Figure 2.3: Effect of mobility on Firing Rate and variance. (A & B) Comparison of Noise and Phee 

responding units that were maintained across the two contexts (Restrained and Freely). Only units that 

had at least a response in one context is shown. Non-responding units are excluded. Titles of the graphs 

show how many units had at least one response. FR refers to the normalized Firing Rate for each unit in 

comparison to prior onset (outlined further in Methods). Blue line represents the unity line. (C) Stacked 

bar graph showing percentage of maintained units broken down by their response between Restrained 

only, Freely only, and Both. (D) Comparison of standard deviation for the normalized Firing Rates 

between Restrained and Freely contexts for Noise and Phee responsive units. Only the units that had a 

significant response in both contexts was included. Blue line represents the unity line. (E) Distribution of 

units found to have any selectivity for Noise in the Orientation context. Only two units had selectivity for 

one angle of eight. The pie charts above represent the number of degrees that a unit had orientation tuning 

for. One shaded section means only one orientation was significant. All eight shaded means the unit had 

general significant response to Noise but not any one orientation (71 units), or significant response to all 

eight orientation (1 unit). 
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Figure 2.4: Maintained units for Restrained, Freely, and Interactive and their response categories to phee 

stimuli. (A) Mean normalized PSTH for each set of units found to have significant response to phee calls 

in the given context listed in the title. For three contexts, there are eight possible combinations of 

significant response. Overall, 200 units were maintained with 151 having a response in at least one 

context. Grey bars represent the average pulse duration for the units in that category. Dashed black line 

represents the mean firing rate prior to onset of stimulus. Colored solid lines represent the mean 

normalized PSTH for units in that category. Grey color represents the non-responsive units. The red, 

green and purple lines represent the Restrained, Freely, and Interactive contexts that a unit had significant 

response for. (B) Mean normalized PSTH for all units that had any response for each context: Restrained, 

Freely, and Interactive. Colored lines represent the mean normalized PSTH for all the units with 95% 

confidence intervals as the shading. Grey bars represent the mean duration of each pulse for all calls 

presented to these units. 
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Figure 2.5: Exemplar units maintained across Restrained, Freely, and Interactive contexts. (A) Exemplar 

unit showing a significant response for Restrained and, Freely but not Interactive phee calls. The top part 

for each column is a raster plot. Each dot represents a spike for the given unit. Grey bars represent the 

duration of the stimulus; all of which have 2 pulses or bars. Below each raster is the average raw firing 

rate for the given unit. The grey bars represent the mean duration of each gray bar, all aligned at onset. 

The red line represents the mean firing rate prior to onset. Solid blue line represents the mean firing rate, 

and the shaded area represents the 95% Confidence Interval. (B) Exemplar unit showing a response for 

the Restrained, Freely, and Interactive. This unit had fewer calls for the Interactive condition as the 

subject responded less frequently and was less engaged than the recording session for the subject in (A). 
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Figure 2.6: Maintained unit responsiveness in FR and IFR. (A) Mean normalized PSTH for all units that 

had significant response to Phees for in FR (Freely and Restrained). (B) Mean normalized PSTH for all 

units that had significant response to Phees for all three contexts (Interactive, Freely, and Restrained). (C) 

The Interactive context was split between calls the VM made in response to the subject (Antiphonal Calls) 

and calls made without a prior response (Independent Calls). Grey bars represent the mean duration of 

each pulse for the two-pulse phee calls played by the VM. Solid blue line represents the mean normalized 

PSTH for all 32 units for that context. Shaded areas represent the 95% confidence interval. 
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Figure 2.7: Classification results of predicting Restrained, Freely, and Interactive, and Antiphonal and 

Independent Calls. (A) Distribution of normalizing Firing Rates for all units that had a response to Phee 

calls in all three contexts (32 Units, Figure 2.5A). All trials for each unit was combined to plot the 

distributions on Normal Probability plots which compares the distribution of the actual data (blue crosses) 

to the hypothetical normal distribution it should come from (dashed red line). Each distribution indicates a 

significant difference from a normal distribution and a right skew of the actual distribution. Interactive 

distribution was significantly different from Restrained and Freely. (B) Box plots of the results of 1000 

simulations for classification of Restrained, Freely, and Interactive trials, across three different data sets. 

IFR refers to the 32 units in (A). Any Response refers to the 151 units with any kind of response (Figure 

2.5B). All Units refers to using data from all 200 units. MCC refers to the Matthews Correlation 

Coefficient which gives a value to the performance of correctly predicting the classes from training to test 

data. 0 refers to random chance, and anything below it is worse than guessing, with +1 representing 

perfect classification of test data. IFR was significantly worse in performance compared to Any Response 

and All Units. (C) Mean confusion matrix for each of the data sets and their 1000 simulations. Horizontal 

rows are normalized to each other and show what percentage each class was predicted to be. Bottom two 

rows represent the overall performance of prediction for each class. Top row is the correct percentage, 

and bottom is the incorrect. (D) Distribution of normalizing Firing Rates for all units that had a response 

to Phee calls in all three contexts and only their Antiphonal Calls and Spontaneous calls from the 

Interactive Context (32 Units, Figure 2.5C). Distributions were not normal and skewed right with no 

significant difference between them. (E) Classification performance of the three data sets to classify 

between Antiphonal Calls and Independent calls within Interactive context. Each data set was 

significantly different from the other two with IFR at significantly lower response than Any Response and 

All Units. All Units had significantly higher response than both. (F) Mean confusion matrix for 

Antiphonal class versus Independent class. Significant difference of a given data set’s performance from 

the other two is represented by an asterisk (p < 0.001). 
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Figure 2.8: Significant single events across the units maintained in all any context.Heatmap of all 

significant trials for any unit that was held in the given column’s context. Each trial is represented as a 

row on the heat map with 100 interpolated points from 300 msec prior to onset of the call and 4300 msec 

post. Colors range from cyan to yellow representing points that range in the Z-Score from -2 to 2. 

Anything above those ranges is capped at the max values. Trials were sorted by position of first value 

greater than 2 SD. The plots below each heatmap represent the mean values for each of the columns with 

a 95% confidence interval shading in blue. Grey lines represent the borders of the onset and offset of the 

average phee call within these trials. (B) The mean and confidence intervals of the ratio of significant 

trials to total trials for each unit included in (A). Interactive was significantly lower than Restrained or 

Freely conditions. (C) The mean and confidence intervals of the average ratio of time spent above a 

threshold for each of significant trials. Interactive was significantly lower than Freely and Restrained 

contexts. (D) Heatmap of all significant trials for all units that were maintained across the three contexts 

and had at least 5 Antiphonal call trials and 5 Independent call trials. (E) Ratio of significant trials to all 

trials for all the units included in each context heat map. (F) Ratio of time each significant single event 

was at or above the 2 SD threshold. Significant difference of a given set to all other sets is represented by 

an asterisk. 
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Figure 2.9: Significant single events across the units that were found in Interactive context grouped by 

No Response, Short conversation, and Long Conversation. (A) Heatmap of all significant trials for any 

unit that was held in for the three conversation lengths. Each trial is represented as a row on the heat map 

with 100 interpolated points from 300 msec prior to onset of the call and 4300 msec post. Colors range 

from cyan to yellow representing points that range in the Z-Score from -2 to 2. Anything above those 

ranges is capped at the max values. Trials were sorted by position of first value greater than 2 SD. The 

plots below each heatmap represent the mean values for each of the columns with a 95% confidence 

interval shading in blue. Grey lines represent the borders of the onset and offset of the average phee call 

within these trials. (B) Scatter plot for each conversation length to show whether a given unit has a higher 

than expected amount of significant events. The x-axis is the ratio of trials for that unit that were labeled 

as part of each conversation length. The y-axis is the ratio of significant trials that were of the given 

conversation length in comparison to all trials. The dashed black line represents unity and anything above 

the line has a higher than expected amount of significant trials for that conversation length. Blue dots 

represent each unit used. Blue line represents the fitted line through the unit data. (C) The comparison of 

ratio of significant trial ratio to actual trial ratio (y-axis over x-axis) for each unit across conversation 

lengths. Long conversations were significantly higher than No Response. Error bars represent 95% 

confidence intervals. Significant difference of a set compared to another is signified with an asterisk. 
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Figure 2.10: Driving single event response with Probe paradigm. (A) Outline of the Probe paradigm. 

Subjects engage in two to three conversation exchanges with the VM. On the second or third VM call, 

there is a 50% chance that VM will play a phee call from the expected caller (Control). The other 50% 

means a phee call from another previously recorded caller. Ovals represent the pulses of a phee call which 

are typically two pulses. (B) Mean normalized PSTH for Probe preferring and Control preferring units. 

Each set of calls was normalized to 1000 msec prior to onset of the phee calls in that set for each unit. 

Colored lines represent the mean normalized PSTH. Shaded areas represent their 95% confidence 

interval. The black dashed line represent the average firing rate prior to onset.  Grey bars represent the 

mean durations of the pulses for each data set. Calls were split into those that were probe and control, the 

calls prior to each type (combined together), and the immediate calls played after by the VM if the subject 

responds (separated).  Preferring units had a significantly higher response to either probe or control 

compared to the other. (C) Normalized PSTH plots for Phee responses across the three contexts, the 

subset of Antiphonal calls, Control calls, and Probe calls. Only units that were Probe preferring were 

included for Control and Probe. Each solid line represents the mean normalized PSTH for that data set. 

Shaded areas represent 95% confidence interval. Dotted lines of the same color as data set represent the 

peak for that normalized PSTH curve. Grey bars represent the mean duration of the pulses of calls for all 

of the data sets. 
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3 Mechanisms for communicating in a marmoset ‘cocktail party’ 

3.1 Abstract 

A key challenge of species that communicate with acoustic signals is parsing the voice of 

a single speaker amid a cacophony of conspecific vocalizations, known commonly as the 

Cocktail Party Problem (CPP).  While the various perceptual and cognitive processes that can be 

employed to resolve the challenges of the CPP have been studied extensively in humans and 

some non-mammalian species, a notable paucity of experiments exist on the topic for nonhuman 

primates.  Here we sought to bridge this gap by developing an innovative, multi-speaker 

paradigm comprised of five Virtual Monkeys (VM) whose respective vocal behavior was 

systematically manipulated to explicitly test how marmoset monkeys solve the CPP during 

natural communication.  Results indicated that marmosets learned the identity of an interactive 

Target VM from amid a cacophony of vocalizations produced by the Distractor VMs, and that 

these monkeys employed a myriad of perceptual mechanisms including selective attention to 

effectively communicate in the various Cocktail Party environments. Furthermore, these results 

suggest that the acoustic structure of the species-typical long-distance contact calls itself is 

functionally significant for resolving the CPP suggesting a potential evolutionary relationship 

between signal design and audition in these primates. These results provide the first quantitative 

insight into dynamic mechanisms that support natural communication in a primate cocktail party.  

3.2 Introduction 

Our ability to effectively converse with others is often complicated by the co-occurrence 

of other speakers and other sources of acoustic interference, classically illustrated by the Cocktail 

Party Problem [CPP] (Cherry, 1953; Mcdermott, 2009). The seeming effortlessness with which 

audition solves the myriad of challenges inherent to the CPP belies the suite of sophisticated 
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mechanisms throughout multiple levels of the auditory system – including both peripheral and 

central processes - that must work in parallel for successful communication to occur in such 

environments (Pressnitzer et al., 2008). Because the challenges of communicating in noisy 

environments are nearly ubiquitous across a wide range of taxa, it is perhaps unsurprising that 

similar perceptual mechanisms to resolve these challenges are likewise evident (Bee and 

Micheyl, 2008). What is less well understood, however, is the role of the various neural 

substrates and circuits in the ascending auditory pathway to support these mechanisms. Human 

and nonhuman primates, for example, share the core architecture of the cortical auditory system 

that is distinct to our Order (Kaas and Hackett, 1998, 2000; Hackett, 2009; Kaas, 2010), but how 

these homologous substrates support the perceptual and cognitive mechanisms needed to 

communicate in cocktail parties is not clear because of a dearth of studies exploring these issues 

in our simian cousins, particularly at the behavioral level. To bridge this considerable gap, we 

developed an innovative, multi-speaker, interactive playback paradigm for marmoset monkeys 

that both simulates a natural cocktail party environment and offers experimental control to 

systematically manipulate characteristics of an acoustic and social landscape. This novel 

paradigm affords the powerful opportunity to explicate the various mechanisms and behavioral 

strategies employed to overcome these challenges in a species of nonhuman primate. Our aim 

here was not to determine psychoacoustic thresholds of the perceptual processes that support 

auditory scene analysis, but rather to explicate how these mechanisms and others are leveraged 

under real-world conditions to overcome the CPP for active communication in common 

marmosets (Callithrix jacchus).   

Studies suggest that humans are able to resolve the challenges of communicating in 

multi-speaker environment using a handful of perceptual cues, including the spatial separation of 
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the speakers and the acoustic idiosyncrasies of individual voices (Darwin, 1997; Bronkhorst, 

2015).  Under natural conditions, listeners are typically given important cues that facilitate 

parsing an acoustic scene, including each persons’ voice and the fact that each person is speaking 

from a distinct location in space. Even relatively small distances between speakers can increase 

intelligibility significantly while differences in each speaker’s voice pitch provides a reliable cue 

(Bregman, 1994; Brungart and Simpson, 2002; Brungart and Simpson, 2007). In more dynamic 

scenes involving numerous speakers, these cues may become less clear, requiring listeners to 

employ more top-down perceptual mechanisms to selectively attend to particular speakers 

(Darwin and Hukin, 2000; Hill and Miller, 2009). During speech, one could learn a speaker’s 

voice and segregate it into a single stream, potentially as a learned schema, facilitating its 

segregation from other sounds in the environment. While a handful of neurophysiological and 

behavioral studies in monkeys are suggestive that some auditory scene analysis mechanisms are 

used in primates (Miller et al., 2001; Micheyl et al., 2003; Petkov et al., 2003; Micheyl et al., 

2005), there is a notable paucity of work explicating how nonhuman primates resolve the CPP.  

Certainly observations suggest that primates are able to communicate in noisy environments, but 

whether this is accomplished principally through bottom-up auditory mechanism or involves 

more top-down attentional processes similar to humans is not yet known (Shinn-Cunningham, 

2008).   

 Common marmosets are a highly voluble New World monkey who naturally 

engage in conversational exchanges within natural communication networks reflective of the 

challenges of the Cocktail Party (Eliades and Miller, 2017). Like human conversations, the 

temporal dynamics of marmoset conversations are governed by learned social rules (Miller and 

Wang, 2006; Chow et al., 2015; Toarmino et al., 2017). The current study sought to address this 
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issue by building on our previous interactive playback paradigm (Miller et al., 2009b; Miller and 

Thomas, 2012) to construct Cocktail Party scenes using a multi-speaker design in which a single 

live monkey heard the vocalizations of five Virtual Marmosets (VMs) whose respective vocal 

behavior differed relative to the subject’s. In this innovative design, the behavior of one VM – 

the Target – was designed to directly interact with the live marmoset, emitting vocalizations in 

response to the subject in order to engage them in conversational exchanges, while the timing of 

the other VMs – the Distractors - were independent of the subject. Calls from pairs of VM 

Distractors were structured to simulate a natural conversational exchange. This innovative 

paradigm afforded a powerful opportunity to systematically manipulate features of the acoustic 

scene (e.g. spatial separability and predictability of caller location, distractor density, and the 

acoustic structure of the vocalizations themselves) in order to explicitly test their effect on 

subjects’ propensity to engage in conversational exchanges; thus providing key insights into the 

mechanisms that this nonhuman primate employs to overcome the challenges of communicating 

in a cocktail party environment.  Importantly, the experiments here focus on how marmosets’ 

propensity to engage in natural conversations were affected by these manipulations. This 

behavior represents an active communication exchange that requires the coordinated effort of 

two individuals to identify a willing partner amid a cacophony of conspecific vocalizations.  In 

other words, it reflects a natural successful communication event during which the animals have 

successfully resolved the CPP and, therefore, provides a unique opportunity to illuminate 

mechanisms employed for that process.  
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3.3 Methods 

3.3.1 Subjects 

Six adult marmosets (3 females and 3 males) participated as subjects in these experiments 

from September 2019 to May 2020. All subjects were social housed in pair-bonded family units 

that comprised of two adults, and up to two generations of offspring. The UCSD Institutional 

Animal Care and Use Committee approved all experimental procedures. 

3.3.2 Experimental Design 

All experiments were performed in a ~4 X 3 m Radio-Frequency Shielded testing room 

(ETS-Lindgren). Individual subjects were transported from their home cage in clear acrylic 

transport boxes to the experimental chamber and tested individually. Subjects were placed in an 

acrylic and plastic mesh test cage (32 X 18 X 46 cm) designed to allow the animals to climb and 

jump freely along the front wall of the cage similarly to previous experiments (Miller and 

Thomas, 2012; Toarmino et al., 2017) . The cage was placed on a rectangular table against the 

shorter side of the room. Seven speakers (Polk Audio TSi100, frequency range 40-22,000 Hz) 

were placed on the opposite side of the room arranged to maximize distance relative to all other 

speakers in both the horizontal and vertical planes (Figure 1A). All vocal stimuli were broadcast 

at 80 dbSPL measured 0.5 m in front of the speaker. A cloth occluder divided the room to 

prevent the subjects from seeing any of the speakers during testing.  One directional microphone 

(Sennheiser, model ME-66) was placed approximately 0.3 m in front of the subject to record all 

vocalizations produced during a test session. Another directional microphone was placed in front 

of the central speaker as well. We tested subjects three times to each test condition across two 

experiments while randomized. The order of each condition within the individual Experiments 



 

91 

 

was counterbalanced across subjects in a block design for the High and Low Distractor Density 

levels. 

Cocktail Party Test Environments were constructed using an innovative multi-speaker 

paradigm in which vocalizations were broadcast from five, software generated Virtual 

Marmosets (VMs) (Figure 3.1A).  The unique identify of each VM was determined by (1) 

broadcasting prerecorded vocalizations from an individual marmoset in the UCSD colony and 

(2) its vocal behavior relative to the live subject and other VMs.  With respect to this later 

characteristic, VM vocal behavior was determined by their designation as a Target or Distractor. 

Similar to our previous experiments (Miller and Thomas, 2012; Toarmino et al., 2017), the 

behavior of Target VM was specifically designed to directly engage subjects in the species-

typical natural conversational exchanges by utilizing an interactive playback design.  To this end, 

the Target VM would broadcast a phee call response within 1-5s with an 85% probability each 

time subjects produced a phee call. In successive vocal exchanges between the subject and target 

(e.g. a conversational exchange), the Target VM would broadcast a response with 100% 

probability to maintain the vocal interaction. If subjects did not produce a call within 15-30s, the 

Target VM would broadcast a spontaneous call.  Custom-designed software recorded vocal 

signals produced by the test subject from the directional microphone positioned in front of the 

animal and identified when subjects produced a phee call.  By contrast, the timing of Distractor 

VM phee calls were independent of subjects’ behavior, occurring at a predetermined interval.  In 

each test condition, we generated two pairs of Distractor VMs.  Each pair was designed to 

directly engaged each other in conversational exchanges.  The timing of phee calls within these 

conversations was determined by the parameters of the test condition.  
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3.3.2.1 VM Stimulus Sets 

All phee calls used as stimuli in these experiments were recorded from animals in the 

UCSD colony using standardized methods in the laboratory described in previous work (Miller 

and Thomas, 2012; Toarmino et al., 2017). Briefly, two monkeys were placed in separate testing 

boxes positioned ~3m from each other with an opaque cloth occluder located equidistant 

between the boxes to eliminate visual contact between the animals. Directional microphones 

(Sennheiser ME-66) were placed directly in front of each subject to record vocal output 

separately from each animal. Naturally produced calls were recorded direct to disk over a 30min 

sessions.  At the conclusion of the session, custom-designed software was used to extract two-

pulse phee calls produced during each session. Phee calls produced within 10s of a conspecific 

phee were classified as ‘antiphonal’ phee calls, while those produced after this threshold were 

classified as ‘spontaneous’ phee calls. These designations were based on previous research 

(Miller et al., 2009b). Each VM in a test session would only broadcast antiphonal and 

spontaneous phee calls from a single marmoset. The stimulus sets used as the basis for each 

Target and Distractor VM was randomized across test sessions. The VMs stimulus sets used to 

construct each Cocktail Party Scene were never from animals in a subject’s home cage because 

of confounds that might occur due to social relatedness (Miller and Wang, 2006).    

3.3.3 Test Conditions. 

We selectively manipulated two dimensions of the acoustic and social landscape to 

directly test their respective impact on how marmosets resolved the challenges of communicating 

in a cocktail party in two experiments: spatial configuration & distractor density.   Experiment 1 

tested subjects using two-pulse phee calls as vocalization stimuli produced by VM, while 

Experiment 2 broadcast only 1-pulse phee calls from the VMs.  To establish Baseline vocal 
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behavior in these Cocktail Party scenes, subjects were tested in the Fixed-Location using the 

same parameters as under normal conditions with one key exception. In these Baseline sessions, 

the Target VM calls were not broadcast to subjects. This allowed us to determine the probability 

that Target VM and subject would, through the natural statistics of marmoset vocal behavior in 

these scenes, occur in a temporal sequence consistent of conversational exchanges and compare 

it to subjects’ behavior under conditions in which the Target VM were broadcast. A baseline 

condition was performed separately for High and Low Distractor Density levels and separately 

for both Experiments 1 and 2.   

3.3.3.1 Spatial Configuration.   

The spatial location of the VMs was manipulated by broadcasting the phee stimuli in 

three different speaker configurations: Fixed-Location, Random-Location and Single-Location 

(Figure 3.2A). These configurations allowed us to contrast the effects of both the significance of 

spatial separation between the callers and the predictability of a caller’s position in space on 

marmoset vocal behavior.  

3.3.3.1.1 Fixed-Location 

In this configuration, the calls of each VM were broadcast from among five distinct, 

spatially separated speakers. This scene afforded subjects spatial separability of each VM from a 

consistent spatial location for the duration of the experiment.  

3.3.3.1.2 Random-Location 

Like the Fixed-Source condition, VM calls were broadcast from distinct spatially 

separated speakers. Rather than each VM broadcast from their own speaker for the duration of 

the experiment, speaker location was randomized across all 7 potential speakers during each 

broadcast. No VM call would be broadcast from the same speaker twice in a row, nor was there 
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any overlap in VM calls from the same speaker. As a result, subjects were afforded spatial 

segregation of the VMs, but with no predictability for where the VM would emit a call.  

3.3.3.1.3 Single-Location 

Here all VM stimuli were broadcast from a single speaker, thereby eliminating spatial 

separation of the different callers.   

3.3.3.2 Distractor Density  

Distractor density was manipulated to two levels – Low and High – by changing the 

relative inter-call interval between phees broadcast between VM Distractor pairs. In the ‘Low’ 

distractor density scene, Distractor VM conversations had an inter-VM call interval ranging 1 to 

3.5 sec in Experiment 1 [2-pulse phee calls] and 1 to 2.5 sec in Experiment 2 [1-pulse phee 

calls]. In the ‘High’ distractor density scenes, Distractor VM conversations had an inter-VM call 

interval ranging from 0.5 to 1.0 sec in Experiment 1 [two-pulse phee calls] and 0.5-0.75 sec in 

Experiment 1 [one-pulse phee calls].  The shorter inter-VM call interval ranges for Experiment 2 

were used to maintain the same level of Distractor Density when the shorter one-pulsed phee 

calls were used as stimuli. 

3.3.4 Data Analysis 

We calculated three behavioral metrics to quantify changes in subject vocal behavior 

relative to the Target and Distractor VMs as well as standard acoustic parameters, such as call 

duration and response latency. 

3.3.4.1 Conversation Index 

This metric quantified the ratio of subject’s calls that were in conversation to all calls 

produced by the subject with said calls weighted by their position within conversations.  
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Previous experiments in marmosets determined that phee calls produced within 10s 

following a conspecific phee call were perceived as a ‘response’ to the initial call by conspecifics 

and were significantly more likely to elicit a subsequent vocal response, while  those produced 

after this threshold did not elicit vocal responses from conspecifics  (Miller et al., 2009b). 

Marmoset conversations are defined as instances in which monkeys engage in a series of 

alternating, reciprocal phee exchanges during which the inter-call interval between phee calls is 

within the 10s threshold. Each conversation ended when the subject did not respond for more 

than ten seconds. We elected to use conversations as our key behavioral metric in these 

experiments because they are indicative of learned communication behavior that requires a 

coordinated, interactive effort between marmosets (Chow et al., 2015).  

For each test session, the temporal relationship between subjects calls and each of the 

five VMs was measured to determine whether the subject and a VM engaged in a conversational 

exchange.  To quantify the occurrence of conversations in each test session, we first identified all 

instances in which the timing of subjects’ phee calls and each VM conformed to these 

parameters using custom software. Subjects calls in conversational exchanges were assigned a 

number based on their linear order in the vocal exchanges sequence. In other words, the first 

response was assigned 1, the second successive response was assigned 2, etc. Standalone subject 

calls and the initiation of a conversational exchanges by subjects were assigned 0. By taking the 

average of all these calls across an experimental condition for each Subject-VM pair we can 

calculate their respective Conversation Index.  This metric allowed us to compare the occurrence 

of conversations between the subject and each class of VM – Target and Distractors – as well as 

across test conditions.   
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3.3.4.2 Interference Ratio 

We measured the temporal overlap between the Distractor VMs calls and the Target VM 

calls to determine the amount of acoustic interference that occurred. Each time a Target VM call 

was broadcast, we measured the duration of time it temporally co-occurred with any Distractor 

VM call. The resultant ratio indicates the percentage of overlap in time between Target and 

Distractor VM calls. 

3.3.4.3 Pulse-Number Index 

Custom software extracted all phee calls produced by subjects in each test session and 

identified the number of pulses within these calls based on previously identified stereotyped 

spectro-temporal structure of these vocalizations (Miller et al., 2010).  Once cataloged, we could 

then compare the number phee calls produced that comprised 1, 2 or 3+ pulses. Previous studies 

have shown that the majority of marmoset phee calls consist of 2-pulses (~70%), while the other 

variants occur at lower frequency. Phee calls consisting of 3 or more pulse calls were rarely 

produced in the current experiments, accounting for <10% of calls, these were grouped together.  

Because the number of phee calls comprising 3+ pulses did not vary across the test conditions, 

these were excluded from this this metric. We generated the Pulse-Number Index by calculating 

the difference over the sum of the 1 and 2 pulsed phee calls produced in each session 

[(1𝑃𝑢𝑙𝑠𝑒𝑅𝑎𝑡𝑖𝑜 − 2𝑃𝑢𝑙𝑠𝑒𝑅𝑎𝑡𝑖𝑜)/(1𝑃𝑢𝑙𝑠𝑒𝑅𝑎𝑡𝑖𝑜 + 2𝑃𝑢𝑙𝑠𝑒𝑅𝑎𝑡𝑖𝑜)]. Positive values would 

indicate a bias towards 1-Pulse Phee calls, while a negative would reflect a bias towards 2-pulse 

Phee Calls.  
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3.3.5 Linear Model Analysis 

3.3.5.1 Response Variables 

These metrics were used as response variables within our linear models as mentioned in 

the Results section. Each one was calculated for each recorded session within a given 

experimental condition (18 per condition): 

Average Duration of Calls: The mean duration of subject calls. 

Duration of 1 Pulse Calls: Mean duration of 1-pulse calls produced by the subject 

Pulse-Number Index: The difference over sum of the ratio of one pulse calls to 

two pulse calls produced by the subject. 

Conversation Index: The mean position of the subject calls as previously 

mentioned. 

Response Latency in Conversation: The mean latency of subjects to respond to 

Target VM within a conversational exchange. 

Number of Calls: Number of calls produced by the subject in a given session. 

Number of Conversations: The number of times the subject engaged in 

conversational exchanges.  

Length of Conversations: The mean number of subject calls produced within each 

conversation. 

3.3.5.2 Design 

MATLAB function ‘fitlm’ was used to fit six predictor variables to each of the 8 

response variables thus creating 8 linear models of comparison on 144 observations per model. 

The six predictor variables were: the calculated Interference Ratio (as seen in Figure 3.2B,C and 

Figure 3.3A,B), Distractor ICI, COV Distractor ICI, the categorical Distractor Density (Low or 

High), the categorical spatial configuration (Fixed or Single), and the categorical Experiment (2-

Pulse or 1-Pulse). An interactive linear model was created that included an intercept term (1), 

linear term for each predictor (6), and products of pairs of distinct predictors excluding squared 

terms (15), for a total of 22 predictor terms. The 8 models created with 22 predictor terms were 

corrected for multiple comparisons using the Bonferroni correction. With a criterion at α = 0.05, 

the new p-value threshold was calculated to be at 0.05/176 = 0.000284. Any model’s F-test for a 

degenerate constant model that was below this threshold was included for further analysis of the 
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terms. Four models reached this threshold as mentioned in the results. Of those four, only three 

had terms with coefficients that were significantly different from 0 below the corrected new 

threshold and were subsequently explored in Figure 3.4C-G. 

3.4 Results 

We tested 6 adult common marmoset monkeys in a series of experiments designed to 

examine the mechanisms that support communication in cocktail party environments. We 

completed two experiments comprising a total of fourteen different test conditions.  Notably, we 

observed no statistically significant difference in the number of vocalizations produced by 

subjects across these condition (3-way ANOVA, total df = 251, p = 0.693). The mean amount of 

phee calls produced by each subject within each recording session per condition was 60.4 calls 

with a standard deviation of 34.3 calls. This suggests that none of the cocktail party landscapes 

constructed in these experiments suppressed marmoset vocal behavior. Rather, subjects 

consistently attempted to engage with VMs in communicated exchanges throughout.  

In these experiments, we quantified a series of behavioral metrics to determine how 

challenges of the cocktail party affected marmoset vocal behavior.  First, we determined whether 

marmosets could communicate in different social landscapes by calculating a ‘Conversation 

Index’. This metric quantified the propensity of subjects to engage in their naturally occurring 

conversational exchanges, characterized by the reciprocal exchange of phee calls (Miller and 

Wang, 2006; Miller et al., 2016). Briefly, each of subjects’ vocal response to VM calls were 

given increasing incremental values that corresponded to their successive position within the 

conversation. This was averaged to generate a Conversation Index for each condition. See 

Methods for an expanded description. Second, we characterized how different dimensions of 
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marmoset vocal behavior changed as a function of specific manipulations of the cocktail 

environment. These detailed analyses are described below.    

3.4.1 Experiment 1 

Experiment 1 was designed to test how manipulation of the cocktail party environment 

along two axes affected marmoset conversations: Distractor Density and Spatial Configuration of 

the Location (Figure 3.2A). Each of these features of the acoustic scene are known to influence 

how humans resolve the CPP (Bronkhorst, 2015). We hypothesized that, like humans, these 

perceptual challenges would likewise affect marmosets’ capacity to communicate in cocktail 

party environments.   

The results from Experiment 1 are shown in Figure 3.2. These experiments broadcast 2-

Pulse phee call stimuli from each VM at two Distractor Density levels – High and Low – in three 

spatial configurations – Fixed-Location, Random-Location, and Single-Location (Figure 3.2A) - 

as well as the Baseline condition. Importantly, the Baseline condition differed from the other test 

conditions in a critical way. Here, the Target VM vocalizations were not broadcast. Rather, the 

system would record the timing of the stimulus, but the vocalization would not be broadcast from 

a speaker. This condition served to identify the baseline volubility and call timing of subjects’ in 

the absence of any interactive feedback from the Target VM, but in the same cocktail 

environment. The condition was crucial because the natural spontaneous call rates of marmosets 

could result in response false positives (Miller and Wang, 2006).   We compared subjects’ 

Conversation Index in the Baseline Condition across the other Spatial Configuration conditions 

to determine whether the propensity of marmosets to engage in conversations statistically 

differed when interactive feedback from the VM occurred.   Baseline conditions were performed 

separately for each Distractor Density level. 
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Figures 3.2B and 3.2C, plot the ‘Low’ and ‘High’ Distractor Density levels, respectively. 

Distractor Density was calculated as the ratio of the Target VM calls that temporally overlapped 

with Distractor VM calls. Figure 3.2B shows that the ‘Low’ Distractor Density had a mean 

interference ratio of 0.724 across all the sessions. In other words, on average,72% of the duration 

of the Target VM calls broadcast acoustically overlapped with one or more of the Distractor 

VMs calls. By contrast, the mean interference ratio for ‘High’ Distractor Density in this 

experiment was 0.903 (i.e. 90%, Figure 3.2C). The standard error was 0.00358 for both 

Distractor Density levels.  At both Distractor Density levels, the Conversation Index of subject 

calls with respect to Target VM was significantly higher than the Distractor VMs (2-way 

ANOVA, total df = 43001, VM df = 4, p = 0). The Distractor VMs had means at 0 while Target 

VM call index averaged at 1.30. As a result, we did not further explicate Distractor VM 

conversation index values for analysis.  

Figure 3.2D shows subjects’ Conversation Index for Baseline and the three spatial 

configurations of Fixed-, Random-, and Single-Location at the Low Distractor Density level.  

The mean of the Baseline was subtracted from the three spatial configurations to represent the 

relative change from Baseline. Although subjects exhibited a significant broad increase in 

Conversation index across all conditions relative to Baseline (2-Way ANOVA (Spatial and VM), 

total df = 22934, Spatial*VM df = 12, p < 0.0001), this was largely driven by two of the three 

spatial conditions. For both the Fixed and Single location conditions, subjects’ Conversation 

Index was significantly higher relative to baseline (Tukey-Kramer multiple comparison corrected 

p = 0.0001 and p < 0.0000, respectively), but not the Random-Location condition. The 

Conversation Index for Fixed and Single were above Baseline by at 0.200 and 0.267.  These data 

suggest that at this Distractor Density, marmosets were able to correctly identify the Target VM 
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and selectively engage them in conversational exchanges. The pattern of subjects’ behavior 

across these conditions suggests that spatial configuration of the VMs does play a role in 

resolving the CPP in these settings, but not necessarily the separability of the VMs in space. 

Rather, it is the predictability of the Target VMs location that is crucial as it affords an 

advantage.   

Figure 3.2E plots subjects’ Conversation Index for the same conditions as above, but at 

the High Distractor Density level. Notably, marmosets’ behavior was similar despite increased 

interference from the Distractor VM.   As in the low Distractor Density scenes, marmosets 

exhibited overall higher calling to the Target VM relative to Baseline (2-way ANOVA (Spatial 

and VM), total df = 20094, Spatial*VM df = 12, p < 0.0001). However, comparison of individual 

conditions revealed that subjects’ Conversation Index was significantly higher than Baseline 

only for the Fixed and Single conditions (Tukey-Kramer corrected p<0.0001 for each).  The 

respective Conversation Index for Fixed and Single were above Baseline by 0.410, 0.430, 

respectively. In contrast to the Low Distractor Density, however, Conversation Index for the 

Random-Location  condition was significantly lower than the Single or Fixed conditions (Tukey-

Kramer corrected p < 0.0000 for both). The broad similarity between the High and Low 

Distractor densities in this experiment suggest that the increase in interference by conspecifics 

did not significantly impair marmosets’ ability to resolve the challenges of communicating in a 

cocktail party, as long as the location of the Target VM was in a predictable location. This 

suggests that focusing attention to a spatial position may help to offset the challenge of parsing 

the Target VM from the Distractors when acoustic interference was nearly omnipresent.  Given 

the notably slow periodicity of marmoset conversational exchanges, with inter-call intervals up 
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to 10s in duration, leveraging this mechanism may be crucial to resolving the challenges of 

communicating in a Cocktail Party.  

The ability of marmosets to correctly identify the Target VM and selectively engage with 

them in conversational exchanges irrespective of Distractor Density was somewhat surprising. 

However, marmosets effectively engaging in conversational exchanges does not reveal the more 

detailed nuances of how they accomplished this feat. We next performed a series of analyses to 

determine whether more nuanced facets of their vocal behavior differed between the test 

conditions. As shown in Figure 3.2F, subjects produced a lower ratio of 1 pulse calls at the High 

Distractor Density level 55.2% to 47.6%,  while 2 and 3 pulse calls modestly increased (2 pulse 

+6.70%, 3+ pulse +0.980%); a pattern found to be statistically significant (Kruskal-Wallis test, 

df = 6453, p < 0.0001).  Notably, the median phee call variant produced in these experiments 

changed from 1-pulse phee at the Low Distractor Density to 2-pulse phee calls at the High 

Distractor Density. Figure 3.2G further shows that there was a significant change in both the 

average duration of phee calls (+9.12%), and the 1 pulse phee calls (+9.98%), but not 2 or 3+ 

pulse phee calls, from Low to High Distractor Density (3-Way ANOVA (Spatial, Acoustic, Pulse 

count), total df = 6453, acoustic p < 0.0001 and acoustic*pulse count p < 0.0001). Finally, we 

next compared the latency that subjects responded to the Target VM within conversations at the 

two Distractor Density levels (Figure 3.2H). Analyses indicated that the distribution of this 

latency was significantly shorter at the higher acoustic interference level (307ms; Kruskal-Wallis 

test, df = 2714, p = 0.0207). Together these results indicate that subjects increased the median 

duration of their phee calls and decreased the latency to respond to Target VMs when 

communicating at higher Distractor Density.  This change in vocal behavior strategy may have 
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been necessary to maintain conversational exchanges in Cocktail Parties with a near constant 

levels of acoustic interference from conspecifics.  

3.4.2 Experiment 2 

The acoustic structure of long-distance contact calls – including the marmoset phee call 

(Morrill et al., 2013) – has been selected over evolution to maximize signaling efficacy in noisy 

environments (Waser and Brown, 1986; Mitani and Stuht, 1998). To this end, a common 

characteristic of this class of vocalizations is the repetition of an acoustically similar pulse. Such 

acoustic redundancy is speculated to have evolved because it functions to offset the inherent 

decline in the acoustic content of the vocalizations as they travel over long distances (Waser and 

Waser, 1977).  Marmoset phee calls are consistent with this trend, comprising a series of 

acoustically similar repeated pulses (Miller et al., 2010). In Experiment 1, all VMs emitted 2-

pulse phee calls because this is the most common variant of the call, accounting for nearly 70% 

of phee calls produced by marmosets (Miller et al., 2010).  Here we tested whether this signal 

design characteristic was beneficial to marmosets communicating in a Cocktail Party. We 

hypothesized that if redundancy in call structure was beneficial to marmosets, eliminating this 

characteristic of the call would result in increased difficulty maintaining conversational 

exchanges.  We tested subjects in the same Environments as in Experiment 1 but used 1-pulse 

phee calls as the stimulus produced by each VM rather than the 2-pulse phee calls used in the 

previous experiment. Given that subjects already struggled to communicate in the Random-

Location condition under less challenging conditions, we did not repeat this test condition here. 

Instead we tested subjects only in the Fixed-Location and Single-Location spatial configurations.  

Results for the Low Distractor Density in Experiment 2 are shown in Figure 3.3C.  

Consistent with Experiment 1, the  Conversation Index for the Distractor VMs was significantly 
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lower than the Target VMs in Baseline, Fixed, and Single conditions (Tukey-Kramer corrected, p 

< 0.0000), while all the distractors amongst each other had no difference (Tukey-Kramer 

corrected, p = 1.0000).  A comparison of Conversation Index with the Target VM between the 

test conditions showed that  subjects engaged in significantly more conversations in both the 

Single and Fixed conditions relative to Baseline (2-Way ANOVA Spatial x VM, total df = 

16579, p < 0.0001), with Fixed and Single source conditions having a mean Conversation Index 

above Baseline by 0.672 and 0.472 (Tukey-Kramer corrected, p <0.0001 for both), respectively. 

In contrast to parallel results in Experiment 1, the Fixed and Single source conditions were 

statistically different from each other (Tukey-Kramer corrected, p = 0.0379). These results 

suggest that, although marmosets could identify the Target VM and maintain conversational 

exchanges in both conditions, the spatial separation between the various VMs in the Fixed-

Location condition may have afforded some perceptual advantages despite the spatial 

predictability when only hearing 1-pulse phees emitted by the VMs even at the Low Distractor 

Density level.  

A comparison of Conversation Index across the test conditions at the High Distractor 

Density is shown in Figure 3.3D.   Similar to previous conditions,  there was no difference in 

Conversation Index between the Distractor VMs (Tukey-Kramer correction p = 1.00) but a 

significant difference in the Target VM conversation indexes for Baseline, Fixed-Location, and 

Single-Location (Tukey-Kramer correction p < 0.0001). We observed a significant interactive 

effect of spatial configuration (2-Way ANOVA Spatial x VM, total df = 16434, p < 0.0001), but 

here only the Fixed-Location was statistically significant from Baseline. The Fixed condition had 

significantly higher mean Conversation Index at 0.490 above Baseline (Tukey-Kramer corrected, 

p < 0.0001), while the Single source condition was below Baseline by -0.0788 (Tukey-Kramer 
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corrected, p = 0.994). These results suggest that when the Cocktail Party consists of near 

constant acoustic interference from conspecifics producing only 1-pulse phee calls, the 

advantages afforded by selectively attending to a predictable location in space alone was 

insufficient for marmosets to consistently identify and engage in conversational exchanges with 

the Target VM.  Rather, spatial separability of the callers was critical to maintain effective 

communication when the acoustic content of the vocal signal was limited to a single pulse.  

We next analyzed how the challenges of communicating in these Cocktail Party 

Environments affected subjects’ vocal behavior. Analyses revealed that like Experiment 1, 

marmosets systematically modified their communication behaviors. The pattern of changes, 

however, were notably different from what we observed in the previous experiment.  Figure 3.3E 

shows that there was a significant change in the distribution of the number of pulses per call 

made by the subject (Kruskall-Wallis, df = 4424, p < 0.0001). Whereas here we observed a 

higher ratio of 1 pulse calls produced by the subjects in the High Distractor Density conditions, 

Experiment 1 had the opposite effect.  The ratio of 1 pulse calls produced by subjects increased 

from 59.6% to 70.7%, the 2 pulse and 3+ pulse calls dropped (-11.1% and -0.06%). Again, in 

contrast to results seen in Experiment 1, Figure 3.3F shows this did not result in a significant 

overall change in the duration of calls produced by subjects; rather, the significant changes in 

duration was apparent when subject calls were broken down by the number of pulses (3-Way 

ANOVA (Spatial, Acoustic, Pulse count), total df = 4424, acoustic p = 0.385 and acoustic*pulse 

count p < 0.0001). The 1 pulse calls increased in duration from lower to higher by 10.6% 

(Tukey-Kramer corrected p < 0.0001). The 2 pulse and 3+ pulse calls did not change 

significantly from lower to higher at -1.17% and 7.04%, respectively. (Tukey-Kramer corrected 

p = 0.427 and p = 0.788). We also observed a significant decrease in latency to respond to Target 
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VM at the High Distractor Density level relative to the lower level (Kruskall-Wallis test, df = 

2119, p = 0.0019), similarly to Experiment 1 (Figure 3.3G).  The median latency within the 

conversation went from 5.09 sec to 4.71 sec in lower to higher conditions (-7.54% change or 384 

msec shorter response time). One potential reason for the notable change to producing more 1-

pulse phee calls in this experiment may be because of an unintended change in the acoustic scene 

statistics that emerged as a result of matching the amount of acoustic interference between the 

two experiments. In doing so, the inter-call interval between the VM Distractor calls decreased 

significantly which may have driven marmosets to adjust their own call structure to compensate 

for the increased periodicity of the conversational exchanges, as has been observed previously in 

marmosets (Roy et al., 2011).  This observation suggests that marmosets may have implemented 

more adaptive changes to vocal behavior in response to the dynamics of the acoustic scene that 

emerged as a biproduct of the Cocktail Party landscapes generated in these experiments.  

3.4.3 Emergent Acoustic Scene Dynamics Reveal Adaptive Changes in Vocal Behavior 

An unintended biproduct of our effort to control for acoustic interference across the two 

experiments was systematic changes to other dimensions of the acoustic scene statistics. Most 

notably was a systematic change in the timing and variability of the interval between the 

Distractor VM calls to achieve the desired Distractor Density when constructing these 

conversations. To explore their respective impact on marmoset vocal behavior, we limit our 

analyses only on the Fixed-Location and Single-Location  conditions because the Random-

Location was not performed in Experiment 2.  

Figure 3.4A shows the distribution of the mean inter-call interval (ICI) against the 

calculated Distractor Density for each session within Fixed-Location and Single-Location (Low 

and High Distractor Density for both Experiment 1 and 2). Notably, significant negative 
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correlations exist between the two values for both Experiment 1 and 2 (rho = -0.796 & p < 

0.0000, rho = -0.935 & p < 0.0000, respectively). The broad pattern revealed by these 

quantifications emerged because the shorter duration 1-pulse phee calls necessitated a shorter ICI 

between VM distractor pairs to ensure similar levels of Distractor Density across the 

experiments. This characterization formed the foundation for the subsequent statistical analyses 

aimed at explicating the relationship between the emergent scene structure and marmoset vocal 

behavior in these experiments. 

We next applied a linear model to test how facets of marmoset vocal behavior covaried 

with dimensions of the acoustic scene. The following were input into the Linear Model - VM 

Pulse # (2-pulse:Expt 1, 1-pulse:Expt2), Low and High Distractor Density, and Fixed and Single 

conditions – for a total of 144 sessions. We also chose to include the calculated Distractor 

Density for each session along with the Distractor ICI. Given a strong positive correlation 

between Distractor ICI and standard deviation (rho = 0.931 and p < 0.0001), we took the 

coefficient of variance (COV, standard deviation divided by mean) as a way to encapsulate these 

two correlated factors while avoiding rank deficiency in any linear model (COV v Mean ICI, rho 

= -0.0956, p = 0.254. Figure 3.4B). This also gave an added benefit of enumerating the relative 

dispersion of the Distractor ICI. This analysis yielded six total predictor variables. The following 

8 vocal behavior response variables were also input into the GLM: the mean duration of all calls, 

the duration of the 1-Pulse calls, Index of relative 1 and 2 pulse calls produced by subjects (Pulse 

Number Index), the Conversation Index, subjects mean latency to respond in a conversation, the 

number of subject calls produced, the number of conversations, and the mean length of those 

conversations.  
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We tested eight interactive linear models which included 22 terms (1 intercept, 6 linear 

predictor terms, and 15 pairs of distinct predictor terms). The statistical threshold for significant 

terms and models was corrected for multiple comparisons with Bonferroni correction based on 

22*8=176 comparisons with a corrected P value threshold at 0.05/176 = 0.000284. Of these eight 

models, four models reached significance: duration of the subject 1-Pulse calls, Pulse Number 

Index, number of subject calls, and number of conversations (R2 = 0.332, 0.396, 0.451, 0.489, 

adjusted R2 = 0.216, 0.291, 0.357, 0.401). Of these four models, the duration of 1-Pulse subject 

calls did not have a significant term below the corrected threshold. Two significant terms were 

shared across the remaining three significant models. The Distractor ICI x COV Distractor ICI 

(which results in standard deviation Distractor ICI) for subject calls produced and number of 

conversations, and the mean distractor ICI x 1/2 Pulse VM Calls Condition for all three models. 

Figure 3.4C-G plots the five significant terms against the respective response variables in 

interaction effects plots. Each image plots the adjusted response function of the given response 

variables on the Y-axis against the values of the first predictor in the interactive term with the 

second predictor at fixed values (for categorical: all levels, and numeric: minimum, maximum, 

and average of minimum and maximum). Given that all five interactive terms have significant 

coefficients within their respective models, and that the slopes of the lines in all five plots are not 

parallel, there is significant interactive effect between the predictors for predicting the Pulse 

Number Index, the number of subject calls produced, and number of conversations.  

Presenting subjects with VM calls comprising either 2 or 1 pulse phee calls – 

Experiments 1 and 2, respectively – resulted in opposite effects on the adjusted response 

variables. For Pulse Number Index (Figure 3.4C), Calls Produced (Figure 3.4E) and 

Conversation Count (Figure 3.4E), these behavioral metrics revealed a positive correlation with 
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Distractor ICI in Experiment 1, but a negative relationship in Experiment 2.  In other words, 

when hearing 2-pulse VM calls in Experiment 1, subjects were more likely to produce 2-pulse 

phees, produce more calls and engage in more conversations as the Distractor ICI increased in 

duration. By contrast, the opposite was true when hearing only 1-pulse phee calls in Experiment 

2. This suggests that the strategy to optimize communication exchanges when the Distractor 

streams are heard at a certain interval is not static, but highly correlated with the types of calls 

marmoset subjects heard in the Cocktail Party. In other words, the behavioral strategy did not 

change linearly as a function of the VM call rate, but that call rate was perceived to warrant 

different vocal behaviors from marmosets depending on which phee variant they heard in the 

scene. It should be noted that the consistency in the change of call rate and number of 

conversations is notable because these need not necessarily be parallel.  It suggests that the 

increased number of calls are specifically being committed to conversations rather than calls 

produced independent of these active communicative exchanges. 

A further significant factor affecting marmoset vocal behavior in the linear model was 

COV Distractor ICI.  Both the number calls produced (Figure 3.4F) and conversations (Figure 

3.4G) showed a similar pattern relative to Distractor ICI. As the Distractor ICI increased, at low 

COV, the relationship of number of subject calls and conversations produced decreased. At the 

highest level of COV, the opposite relationship emerged with increasing calls produced and 

conversations (with a smaller relative change). This suggests that as the predictability of the 

Distractor ICI increased (high to low COV), shorter Distractor ICI were optimal for the subject 

to produce calls and engage in more conversations with the Target VM. Similarly to the 

importance of spatial predictability for marmosets in Experiment 1, temporal predictability was 
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advantageous for marmosets to navigate the complex acoustic scene and selectively engage with 

the Target VM. 

3.5 Discussion 

Here we leveraged the advantages of our innovative, multi-speaker virtual monkey (VM) 

paradigm to systematically manipulate specific features of the acoustic landscape to test which 

mechanisms support nonhuman primate communication in Cocktail Party environments. Results 

clearly demonstrate that marmoset monkeys were readily able to identify a conversational 

partner and maintain communicative exchanges despite the complex acoustic and social 

landscapes comprising multiple conspecifics. A crucial question, however, pertains to how 

precisely marmosets solved the challenges of these test environments to maintain conversational 

exchanges. One possibility is that marmosets are simply excellent acoustic scene analyzers that 

are readily able to parse meaningful signals from interfering background masking noise 

principally using bottom-up mechanisms (Aubin and Jouventin, 1998; Bee and Micheyl, 2008; 

Bee, 2015; Lee et al., 2017). Certainly, such scene analysis mechanisms supported marmosets 

here, but those mechanisms alone cannot account for the pattern of results that emerged from 

these experiments; rather, evidence suggests that selective attention was likely used under at least 

some conditions to segregate the Target VM stream from the Distractors and resolve the CPP. 

Furthermore, a systematic failure to maintain conversational efficacy when hearing 1-pulse – 

rather than 2-pulse – phee calls is suggestive that the signal structure of this long-distance 

contact call may have evolved to facilitate this cognitive process for effective communication.   

Evidence from the experiments here support the use of auditory attentional mechanisms 

by marmosets to resolve the CPP.  Experiments in humans that employed a task involving 

multiple speakers found that when the spatial position of each talker randomly changed across 
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locations, subjects’ intelligibility scores decreased (Brungart and Simpson, 2007). Likewise, 

human subjects performed significantly better when the spatial location of the target was cued 

prior to hearing the sound (Kidd et al., 2005).  In both cases, it was concluded that the 

predictability of a talker’s position in space allowed subjects to focus attention to that position in 

space. When that predictability was eliminated, attention could not be focused, and it accordingly 

had a negative impact on humans capacity to understand what was spoken. Experiment 1 sought 

to test whether a nonhuman primate would exhibit a similar pattern of behavior under these 

conditions. In the Random-Location condition, we randomized the spatial location across seven 

speaker locations each time one of the Target/Distractor VM calls were broadcast. Importantly, 

the vocal behavior of the VMs (i.e. the acoustic scene) was identical across all three test 

conditions, and the only difference in the Random-Location condition was the randomness of 

where each phee call was broadcast from amongst the seven speakers. As a result, marmosets 

could not predict where in the scene the Target VM call would be broadcast. As shown in Figure 

3.2D&E, subjects performed significantly worse under these test conditions than either of the 

other two conditions. In fact, their conversational behavior was statistically indistinguishable 

from Baseline at both Distractor Density levels suggesting that a lower level of acoustic 

interference did not allow them to overcome the lack of predictability in the Target VMs spatial 

location.  By contrast, marmosets were readily able to engage in conversational exchanges when 

VM calls were broadcast from a separate, but consistent locations like in Fixed-Location or 

where all VM calls broadcast from a single speaker like in Single-Location. The similarities 

between marmosets and humans (Kidd et al., 2005; Brungart and Simpson, 2007) when a talker’s 

spatial position could and could not be predicted was nearly identical and suggestive that similar 

selective attentional mechanisms were leveraged to resolve the CPP in both primate species.   
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The dynamics of marmoset conversations may lend itself to a schema-based mechanism 

for speaker stream segregation (Bregman, 1994; Bey and McAdams, 2002; Woods and 

McDermott, 2018).  First, marmosets needed to learn the identity of the Target VM for each 

session.  While the spectro-temporal structure of marmoset phee calls is relatively stereotyped, 

lending itself to potential specializations for parsing the signal from the myriad of potential 

acoustic interference in the natural environment (Mcdermott, 2009), each monkey’s phee is 

individually distinctive (Miller et al., 2010; Miller and Thomas, 2012). As a result, segregating 

one caller’s phee call from amongst the phee calls of many conspecifics presents a different 

challenge that relies on learning the identity of a willing conversational partner. Although all 

calls broadcast from VMs were produced by animals in the UCSD colony who were familiar to 

subjects, no phee calls from subjects’ cage-mates were used. As a result, familiarity was likely 

consistent across the VM callers (Johnsrude et al., 2013).  Second, this learning occurred only 

based on direct feedback of subjects own vocal behavior. While subjects heard high number of 

calls from Distractor VMs, the lower call count in Target VM occurred interactively with 

subjects.  The timing of Target VM calls conformed to the statistics of natural marmoset 

conversational exchanges and was designed to broadcast in response to subject’s call as an 

interactive vocal exchange (Miller and Wang, 2006; Miller et al., 2009b; Toarmino et al., 2017). 

Therefore, marmosets learned the identity of the Target based on the statistical occurrence of this 

critical temporal cue in the VM’s behavior relative to their own rather than anything intrinsic to 

the vocalizations themselves. Third, once the Target VM identity was learned, marmosets 

continuously monitor conspecifics’ behavior and must temporally coordinate their own behavior 

for conversations to occur. A series of previous studies has shown that these temporal cues are 

governed by social rules that differ based on the age, sex and relatedness of the individuals and 
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are crucial for the coordination at the core of these vocal interactions (Miller and Wang, 2006; 

Miller et al., 2009b; Chow et al., 2015; Toarmino et al., 2017). Amongst these temporal 

dynamics, however, is the relatively slow periodicity of these conversations. Marmosets abide 

turn-taking in these conversations but the interval between calls is ~3s, but can range up to 10s 

(Miller and Wang, 2006; Miller et al., 2009b). Because of the cacophony of marmoset phee calls 

broadcast in these experiments, particularly at the high Distractor Density level, focusing 

attention to a predictable spatial location would have been notably advantageous considering a 

latency of several seconds between the offset of the subjects call and the Target VM response, 

during which time the calls of multiple Distractor VMs could have been emitted. Notably, 

however, the advantages of attention and a schema-based learning to stream the Target VM did 

have its limits, as evidenced by the difficulties of marmosets to communicate in the Single-

Source condition for Experiment 2 when hearing only 1-pulse phee calls produced by VMs.  

Results from Experiment 2 contrasted with Experiment 1 in several important ways that 

may reveal an evolutionary relationship between vocal signal design and audition in marmosets.  

While marmosets performed similarly in the Fixed or Single-Location test conditions when 

hearing 2-pulse phee calls from all VMs in the first Experiment, only showing difference at the 

higher Distractor Density level (Figure 3.2C&E). this pattern did not replicate in Experiment 2.  

When hearing only 1-pulse phee calls from VMs, marmosets did indeed continue to engage in 

conversational exchanges with the Target VM in the Fixed-Location condition irrespective of the 

level of acoustic interference, but exhibited notable declines when all VM calls were broadcast 

from a single speaker in the Single-Location condition (Figure 3.3B&D).  Indeed, though 

marmosets engaged in conversations at significantly higher levels than Baseline in the Single-

Location condition at the lower Distractor Density level, their performance statistically declined 
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relative to the Fixed-Location. Moreover, at the higher Distractor Density level, marmosets’ 

conversations were statistically indistinguishable from Baseline.  In other words, under these 

conditions spatial-release from masking was necessary to identify the Target VM and maintain 

conversational exchanges (Litovsky, 2005; Jones and Litovsky, 2011; Pastore and Yost, 2017). 

An explanation for this pattern likely pertains to the selective pressures on the phee calls 

themselves that occurred over evolution to maximize signaling efficacy (Morrill et al., 2013). 

Nonhuman primate long-distance contact calls – including the phee – often comprise the 

repetition of a single syllable, a signal design structure conjectured to limit degradation of the 

signals communicative content when transmitting long distances through noise acoustic 

environments (Waser and Waser, 1977).  By effectively reducing the number of pulses in each 

call, we effectively halved the amount of acoustic information available to both identify the 

Target VM and recognize it in subsequent potential interactions. Indeed, in tamarin monkeys – a 

close phylogenetic cousin with marmosets – reducing the number of pulses in their contact call 

significantly impairs their ability to recognize the caller’s identity (Miller et al., 2005). While 

marmosets were able to overcome this challenge when each VM called from a different - but 

consistent - position in space, subjects had difficulty (i.e. Low Distractor Density) or were unable 

to converse with the Target VM (i.e. High Distractor Density) when all calls were broadcast 

from a Single-Location. This suggests that under conditions with the highest acoustic 

interference, the redundancy of a two-pulse phee call is crucial to maintaining active 

conversational changes. Selection for multi-pulsed phee calls in marmoset evolution, and more 

broadly for other nonhuman primates, may have been driven specifically by the limits of audition 

for parsing vocalizations and recognizing callers amid the myriad of biotic and abiotic noise 

common in the species forest habitat.    
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We have thus far only considered the role of audition in resolving the challenges of 

communicating in Cocktail Party environments, but evidence here demonstrates that marmosets 

actively modified their own vocal behavior in response to changes in the acoustic scene statistics 

that emerged as a biproduct of how the environments were constructed. To control for acoustic 

interference, it was necessary to decrease the inter-call interval (ICI) between phees in the 

Distractor VM conversations. The emergent effect on the acoustic scene was a systematic change 

in properties of the conversation’s periodicity – i.e. variance and inter-call interval.  The effect of 

these scene characteristics on marmoset vocal behavior was considerable.  When Distractor VM 

Conversations comprised 1-pulse calls and occurred at a faster call rate (i.e. decrease in 

Distractor ICI), marmoset had a propensity to produce more calls in more conversations while 

producing more 1 pulse calls (Figure 3.4C,D). By contrast, when Distractor VM conversations 

comprised 2-pulse phee calls, these same measures of volubility increased for slower Distractor 

VM conversations (i.e. increase in Distractor ICI). Furthermore, marmoset behavior was 

significantly influenced by the predictability of the Distractor ICI, as subjects exhibited 

significant biases to produce more calls (Figure 3.4F) and conversations (Figure 3.4G) when 

Distractor VM conversations were the least variable.  These patterns are notable for several 

reasons. First, across the Linear Model, changes in the number of calls produced and 

conversations occur in parallel with Distractor VM ICI.  This suggests that marmoset are not 

simply calling more, but are specifically producing more calls within the context of active 

communication. Second, interactive effects revealed by the model suggests that optimizing the 

dynamics of these conversations necessitates a dynamic strategy, one in which marmosets must 

exert control over both the call structure and the behavior (Pomberger et al.; Miller et al., 2009a; 

Pomberger et al., 2019; Zhao et al., 2019). Consistent with previous experiments (Roy et al., 
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2011) and results in Experiment 1, the predictability of the environment plays a significant role 

in how marmosets resolve the CPP for effective communication. Finally, the outcome of this 

model suggests that subjects are not ignoring the Distractors VMs. Rather marmosets appear to 

attend to the dynamics of the Distractor VM conversations and actively modify their own 

behavioral strategies that optimize conversations with the Target VMs.  

Here we show the mechanisms employed by a nonhuman primate – common marmoset 

monkeys – to actively communicate in Cocktail Party environments.   These novel insights were 

possible because the innovative, multi-speaker paradigm developed for these experiments 

afforded the powerful opportunity to systematically manipulate various features of the acoustic 

scene in a manner not previously possible. As an inherently interactive process, communication 

is particularly at risk of decreased signaling efficacy in dynamic acoustic environments. By 

explicitly testing marmoset conversational exchanges, a coordinated vocal interaction, our 

experiments revealed significant insight into the mechanisms used to resolve the CPP in a 

primate. Results are suggestive that human and nonhuman primates likely resolve the CPP using 

similar mechanisms and lay a critical foundation for further explication of these issues at the 

neurobiological level. The neural basis of the auditory scene analysis and the CPP are poorly 

understood in primates.  The marmoset auditory system shares the core functional architecture of 

all primates, including humans (Kaas and Hackett, 2000; de la Mothe et al., 2006; Bendor and 

Wang, 2008; Hackett, 2009), and has been a key primate model of sound processing, including 

vocalizations, for many years (Wang and Walker, 2012; Wang, 2013; Miller et al., 2016; Song et 

al., 2016 ; Eliades and Miller, 2017). By integrating existing technologies for recording neural 

activity in freely-moving marmosets with the current behavioral paradigm, the potential to 
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explicate the neural basis of the CPP in the primate auditory system with cellular resolution can 

be realized.  
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3.7 Figures 

 

 

 

 

 

 

Figure 3.1: Design of the marmoset Cocktail Party experiments. (A) Schematic drawing of the spatial 

configuration of the testing room. Subjects were placed in a clear acrylic box with a mesh front (box 

around subject not pictured). Seven speakers were positioned to have spatial separation in height, distance 

and width. An opague curtain was placed equidistant between the subject and speakers to occlude visual 

access. (B) An exemplar two-minute sample of the vocalizations broadcast by the Virtual Monkeys (VM) 

and a live marmoset subject from a High Distractor Density, Fixed-Source session in Experiment 1. VM 

1-4 are Distractors. VM1 and VM2 (shown in red) have been designed to broadcast 2-pulse phee calls that 

reflect a conversation with each other, while VM3 and VM4 (shown in brown) are likewise designed to 

engage in a reciprocal conversational exchange. The Target VM (blue) is engaged with the live marmoset 

Subject in an interactive reciprocal exchange based on subjects’ vocal behavior. engaging in back The 

combined view shows the summation of all VM phee calls – Distractors (purple) and Target (blue). 
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Figure 3.2: Experiment 1 Results.A schematic drawing of the spatial configuration of the seven speakers 

used in these three test conditions: Fixed-Location, Random-Location, and Single-Location. Grey shading 

indicates which speakers broadcast phee calls for that condition. Arrows in the Random-Location 

condition indicate the fact that the speaker location from which each VM phee was broadcast was 

randomized for each stimulus presentation across the seven-speakers.  (B,C) Plots the Interference Ratio 

as measured by portion of Target VM calls that overlapped temporally with Distractor VM calls. Low 

Distractor Density (Low DD) is shown in red (B), while High Distractor Density (High DD) is shown in 

blue (C). (D, E) Plots the Mean Conversation index [95% CI] for Baseline, Fixed-Location, Random-

Location, and Single-Location test conditions. ** Significant difference of condition from Baseline, p < 

0.0001. (D) Plots Conversation Index for the Low Distractor Density condition, while (E) plots the High 

Distractor Density condition. (F) Stacked bar graph showing the distribution phee calls produced by 

subjects that comprised 1-Pulse (black), 2-Pulses (dark-grey) and 3 or more pulses (light-grey) in both the 

Low DD and High DD environments. ** Significant difference between distributions, p < 0.0001 (G) The 

change in duration of all calls, and sub-groups of phee-pulse calls from Low to High DD is shown as 

percent change. ** Significant difference for that category, p < 0.0001. (H) Histogram plots subjects’ 

latency to respond to the Target VM in conversations in both Low DD (red) and High DD (blue) 

conditions. The median value is shown as a vertical red bar – Low DD – and blue bar – High DD. * 

Significant difference between distributions, p < 0.05. 
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Figure 3.3: Experiment 2 Results. (A, B) Plots the Interference Ratio as measured by portion of Target 

VM calls that overlapped temporally with Distractor VM calls. Low Distractor Density (Low DD) is 

shown in red (A), while High Distractor Density (High DD) is shown in blue (B). (C, D) Plots the Mean 

Conversation index [95% CI] for Baseline, Fixed-Location and Single-Location test conditions. ** 

Significant difference of condition from Baseline, p < 0.0001. (C) Plots Conversation Index for the Low 

Distractor Density condition in red, while (D) plots the High Distractor Density condition in blue. (E) 

Stacked bar graph showing the distribution phee calls produced by subjects that comprised 1-Pulse 

(black), 2-Pulses (dark-grey) and 3 or more pulses (light-grey) in both the Low DD and High DD 

environments. ** Significant difference between distributions, p < 0.0001 (F) The change in duration of 

the phee calls comprising 1, 2, 3 and Overall duration is shown as percent change from Low DD to High 

DD conditions. ** Significant difference for that category, p < 0.0001 (G) Histogram plots subjects’ 

latency to respond to the Target VM in conversations in both Low DD (red) and High DD (blue) 

conditions. The median value is shown as a vertical red bar – Low DD – and blue bar – High DD. * 

Significant difference for that category, p < 0.01. 
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Figure 3.4: Linear Model Outcome (A) Scatter plot displaying Interference Ratio for the Distractor ICI 

measured during in each test session. Lines represent the least-squares fit for each Experiment. (B) Plots 

the COV Distractor ICI for the Distractor ICI measured during in each test session. Figure legend for (A 

& B) is shown below (B). (C-E) Significant interactive effects of Distractor ICI with different metrics of 

vocal behavior revealed by the linear model are shown. Results of the model from Experiment 1: 2-pulse 

VM phee calls (red line) and Experiment 2: 1-pulse VM phee calls are shown (blue line). The adjusted 

response value accounts for the average values of all other terms except Distractor ICI x Experiment 

within the linear model. (C) Plots Distractor ICI by the adjusted response variable of Pulse Number 

Index. Pulse Number Index refers to the difference over sum of the portion of 1-pulse subject calls to 2-

pulse subject calls. The more positive a value the higher the portion of 1-pulse phee calls subjects 

produced, while more negative values indicate a bias towards subjects producing 2-pulse phee calls. (D) 

Plots the relationship between the model adjusted calls produced by subjects by the Distractor ICI. (E) 

Plots the relationship between model adjusted Conversation Count (i.e. the number of at least two calls 

produced by a subject in succession with the target) by the Distractor ICI. (F,G) Distractor ICI x COV 

Distractor ICI term is plotted against its effect on the number Calls Subjects Produced (F) and 

Conversation Count (G). COV values plotted include minimum (light grey), maximum (dark grey), and 

the average of the two (mid-grey). 
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