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Abstract

Integrated Electronics for Energy-efficient Coherent Optical Communication

by

Ghazal Movaghar

Data center traffic continues to experience considerable growth due to the vast amount

of data generated by cloud computing, augmented reality, and the internet of things and

Intra-data center traffic makes up to 77% of the total traffic, so improvements in spectral

efficiency, bandwidth and power consumption of data center interconnections contribute

to overall energy efficiency. Intra-data center traffic interconnects aim for data rates above

200 Gbps per wavelength while reducing power consumption. Coherent links leveraging

orthogonal polarization and quadrature modulation schemes are an energy-efficient al-

ternative approach to commonly used intensity modulation direct detection (IMDD). A

component to this vision is the realization of low-power, broadband optical receivers for

quadrature phase shift keying (QPSK) or higher-order coherent waveforms. Improve-

ments in energy efficiency through increased data rate and reduction in power consump-

tion is also significantly affected by electronic-photonic integration. Co-packaged optics

have been proposed as one approach to fulfill this demand by minimizing the high-speed

I/O power consumption. Nevertheless, parasitic resistance, inductance and capacitance

between electronic and photonic circuits deteriorates the high-speed performance and re-

quires power hungry equalization, thereby eliminating improvements in energy efficiency.

Consequently, packaging approaches that enable either monolithic or 3D integration of

heterogeneous ICs, i.e. silicon photonic and electronic ICs, are promising approaches

to improve performance. The focus of this work is to develop energy-efficient optical

fiber communication links through studying the system architecture trade-offs, as well

vii



as integrated opto-electrical circuit design for the link implementation. Performance

degradation due to packaging effects is also studied and quantized. Several fiber optic

communication links have been designed and measured. The first monolithically inte-

grated CMOS-Photonic coherent optical receiver was implemented and achieved 80 Gbps

with 1.2 pJ/bit energy efficiency. The O-band receiver was redesigned to further improve

the performance and achieved above 100 Gbps and a record energy efficiency below 1

pJ/bit. These results show the possibility to implement O-band coherent optical links to

support 200 Gbps per wavelength below 10 pJ/bit for next generation intra data center

applications.
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Chapter 1

Introduction

Within the past decade data centers have become an integral technology to enable

internet-based applications. Vast amount of data generated by augmented reality, in-

ternet of things, and other cloud based applications have resulted in significant increase

in data traffic as shown in Fig. 1.1[1, 2]. Also shown in Fig. 1.1, more than 77% of the

total data center traffic is attributed to short-range (< 2km) intra-data center links.

Figure 1.1: Global data center IP traffic showing threefold increase in the last 5 years [1, 2].

Low loss of optical fibers in the order of 0.2 dB/km as well as high bandwidth enables

Tb/s per fiber data transfer up to 10s of km without a need for optical amplification.
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These characteristics have made fiber optic interconnects the key technology to implement

data center interconnects (DCI), covering link distances from a few meters to thousands

of kilometers [3]. However, technology requirements for short range DCI vary signifi-

cantly from traditional long-haul communication, where maximizing per fiber capacity

with more stringent requirements on power consumption, and cost is critical [3, 4]. As

these short-range links encounter a large number of connections demanding continual

scaling in spectral efficiency and bandwidth, their cost is largely dominated by the high

speed transceivers. As a result improvements in spectral efficiency, bandwidth and power

consumption of optical transceivers contribute to overall data center efficiency [5].

To address this data growth, DCIs will operate above 200 Gbps per wavelength with

optimized energy efficiency. This dissertation aims to outline various approaches toward

implementing these optical links. The rest of this chapter provides a thorough comparison

between direct and coherent detection followed by a discussion of co-packaged optics.

1.1 Intra-data Center Link Implementation

1.1.1 Intensity-Modulation Direct Detection (IMDD) Links

The simplicity and low-cost of IMDD links, illustrated in Fig. 1.2a, have made it

a popular approach to implement fiber optic links despite its low tolerance to optical

impairments. For example, 400 G transceivers use 4x100 G 4-level pulse amplitude

modulation (PAM4) to deploy next-generation 1.6 T ethernet [6]. Fig. 1.2a shows the

evolution of Google IMDD based DCI modules for short range applications [3].

As shown in Fig. 1.3, Google’s optical module implementation has evolved from one

10-Gbps NRZ lane to 8 100-Gbps PAM4 lanes. Scaling per lane speed from 100 Gbps to

200 Gbps is achievable through either utilizing more spectrally efficient modulation for-
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(a) (b)

Figure 1.2: Optical link architecture using (a) 4-lane IMDD (b) dual polarization
coherent link.

Figure 1.3: Google DCI optical modules evolution for short range applications [3].

mats such as PAM8, or doubling the circuit bandwidth. Nevertheless, both approaches

prove challenging with stringent requirements on SNR and linearity. Moreover, heavy

equalization is essential for bandwidth improvements, resulting in significant power con-

sumption.

As a case in point, A 200-Gbps/lane PAM-4 link has been shown to operate over

400 meters using 71 feedforward equalizer (FFE) taps and 15 decision feedback equalizer

(DFE) taps to achieve a pre-FEC (Forward Error Correction) bit error rate (BER) limit

of 2×10−2 with more than 7 dBm received optical power demanding a significant output

power from the transmitter (TX) source laser [7]. Moreover, scaling beyond PAM-4

results in further increases in linearity and power consumption in the transmitter and
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receiver.

1.1.2 Coherent Detection Links

Coherent detection is an alternative to IMDD [8]. Fig. 1.2b illustrates the overall link

architecture for dual-polarization with coherent detection to enable a 200 Gbps/lane. De-

spite direct detection where the only variable is the signal intensity, coherent detection

takes advantage of three different dimensions to modulate the signal. Quadrature am-

plitude modulation (QAM) adds in-phase and quadrature phase space as well as orthog-

onal polarization to intensity of light to transmit data and hence offers more scalability

compared to IMDD. Moreover, coherent detection offers improved receiver sensitivity as

well as higher tolerance to optical impairments such as chromatic dispersion (CD) and

polarization mode dispersion (PMD). Due to high power requirements attributed to high-

speed coherent DSP, as well higher cost of coherent transceivers, this technology has been

mostly deployed for long-haul communication links. However, continual advancements in

IC technologies have helped reduce the power consumption with improved performance

[9].

Fig. 1.4 depicts the power breakdown for a 400-G coherent transceiver using 7-nm

CMOS technology [10, 11, 12].

Figure 1.4: Power breakdown of 400-G coherent transceiver [12].
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As shown in Fig. 1.4, coherent laser and driver/TIA electronics constitute 40% of total

power consumption while almost 50% of total power is consumed within the ASIC chip.

Inside the ASIC chip, coherent and IMDD mostly share the same functional blocks except

for the carrier phase/frequency recovery and polarization demultiplexing equalizer specific

to coherent digital signal processing (DSP). These extra functionality only attribute to

10% of the total ASIC power concluding that a coherent DSP could potentially consume

10% more power than IMDD. Additionally, it is important to note the most significant

power contributors within the DSP is high speed analog-to-digital converter (ADC) and

digital-to-analog converter (DAC).

Detailed comparison of IMDD versus coherent detection has been extensively re-

searched concluding lower laser power requirements for coherent with comparable ASIC

power [6, 3]. These coherent power analysis and comparison with traditional IMDD links

shown the potential to replace IMDD with coherent detection for short range DCI.

While 1.6-T coherent links have been demonstrated with discrete components [13],

strict power consumption requirements must be met with reduced equalization and more

energy-efficient demodulation using an analog coherent optical receiver (CORX) [12, 8,

14, 15]. Consequently this thesis will study different techniques to implement coherent

optical links with improved efficiency. The remainder of this chapter reviews evolution

of electronic/ photonic technologies and interconnects and a brief preview of the thesis.

1.2 Co-Packaged Optics

As previously discussed, there is a continual demand for an increase in capacity

and speed of data transfer demanding innovation in both system and chip architectures.

Optical fiber has been a promising technology for high-speed data transfer. Nevertheless,

bandwidth limitation of electronic/photonic interconnects remains one major bottleneck
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in continuous scaling of the baud rate further.

Fig. 1.5 shows the currently used technology within data centers with discrete elec-

tronic and photonic components. Co-Packaged Optics (CPO) is an advanced heteroge-

neous integration of optics and silicon on a single packaged substrate aimed at addressing

next generation bandwidth and power challenges [16].

Figure 1.5: Evolution of electronic/photonic interconnects published by Broadcom [16].

Let us return to coherent optical signal processing which places demanding require-

ments on both photonic and electronic circuits. Heterogeneously-integrated energy-

efficient dual polarization coherent optical links operating at 224 Gbps/wavelength have

been demonstrated [17, 18]. However, monolithic optical transmitters and receivers offer

reduced parasitics between the photonic and RF integrated circuit components. Sili-

con photonics (SiPh) has enabled CMOS compatible optical structures with extensive

research on implementing high-speed electro-optic silicon modulators, SiGe photodetec-

tors, low loss fiber to waveguide couplers as well as silicon based lasers [19]. Monolithic

coherent receiver at C-band have been demonstrated operating with 3.2 pJ/bit using a

photonic BiCMOS 0.25-µm SiGe technology [20]. However, RF CMOS circuit techniques
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complementing silicon photonic (SiPh) devices enable further improvement in energy ef-

ficiency [21].

Fig. 1.6 depicts GlobalFoundries 45-nm CMOS SOI technology (45CLO) which offers

NMOS devices with fT = 290 GHz and supports a process development kit (PDK) that

includes optical structures for waveguides, photodetectors, fiber coupling, polarization

control structures, as well as ring and Mach-Zehnder modulators (MZMs) [22] with recent

implementations of 112 Gbps IMDD links [23].

Figure 1.6: GlobalFoundries 45-nm CMOS SOI photonic technology [23].

As this dissertation focuses on implementing optical coherent links with optimized, it

is essential to study various integration and packaging approaches and leverage minimized

parasitic components in monolithic technologies.

1.3 Dissertation Preview

This dissertation will cover system and chip architectures, as well as design and

implementation of energy-efficient intra-data center coherent optical links.

Chapter 2 will cover design methodologies and architectures for short-reach coherent

links with a focus on transition from digital to analog signal processing for power saving.

Chapter 3 will outline an analysis on power optimization for short reach coherent

detection.
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A quantitative comparison between two high-speed packaging platforms will be pre-

sented in Chapter 4, showing reduced error rates in data transfer with utilization of

through silicon vias (TSVs) to implement chip to PCB interconnects.

Chapter 5 will cover design and measurement of a Costas phase/frequency detector

(PFD) as an integral part of analog coherent signal processing.

Chapter 6 shows the design and full demonstration of first O-band coherent receiver

with monolithic CMOS SOI photonic technology.

Coherent link design optimization enabled with co-simulations of electrical and op-

tical components will be reported in Chapter 7. This chapter also shows the O-band

coherent full link measurement results with the most energy-efficient coherent receiver

design reported up to date.

Finally, Chapter 8 will conclude the designs with a discussion of future work.
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Chapter 2

Analog Coherent Detection

2.1 Introduction

As indicated in the previous section, coherent detection improves receiver sensitivity

and supports a pathway to improving energy efficiency with high speed electronic devices.

In this section, we will review various approaches to implement coherent architecture.

Currently, high speed coherent detection in long haul communication relies on digital

signal processing (DSP), a mature technology using a linear receiver front-end followed

by an analog-to-digital converter (ADC) to empower the DSP to perform carrier recov-

ery, equalization, and polarization de-multiplexing. CMOS scaling of DSP circuitry has

provided continued improvements in energy required by DSP; however, the high-speed,

high-resolution ADC requirement results in high power consumption. For instance, [24]

demonstrates a 56-GS/s 8-bit ADC implemented in 28-nm CMOS that consumes 702

mW. A dual-pol I/Q receiver operating at 56 GB requires 4 such ADCs, resulting in 12.5

pJ/bit just from analog to digital conversion.

An alternative approach is to use analog coherent circuits for short range interconnects

that operate at O-band to avoid equalization caused by optical dispersion. Quadrature
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phase shift keying (QPSK) uses a single decision threshold which eliminates the need for

high-speed ADC enabling direct demodulation using analog circuitry [8, 25]. A multi-

wavelength analog coherent detection (ACD) architecture utilizing a chip-scale optical

phase lock loop (OPLL) is proposed in [25]. The proposed architecture is based on

50 GBd polarization-multiplexed QPSK (PM-QPSK) for an aggregate data rate of 200

Gbps/λ at sub-10 pJ/bit energy per bit. Although high order QAM modulations still

needs high speed ADCs, analog carrier recovery enables compatible DSP with IMDD

links.

Moreover, re-configurable data center links and improvement in energy efficiency

through optical switching have become a major research topic [5, 26, 27, 28, 29, 30, 31, 32].

However, the losses of the switched network result in strict link budget. One approach

to relax link budget requirements is to make the switch transparent by incorporating

optical gain through semiconductor optical amplifiers [8]. This approach is presented

in [33] showing integration challenges in Si photonic platforms as well as operational

issues including added noise, gain uniformity across wavelengths, and crosstalk. To en-

able photonic switching through expanding available link budgets, an analysis on various

modulation formats is presented in [8, 3]. For an analysis conducted under a consistent

set of assumptions for each link the conclusion in these publication was the following.

For drive swings above Vπ, 16QAM can offer some improvement in budget compared to

IMDD, but the advantages of QPSK are much more substantial. At full 2Vπ drive levels,

QPSK expands link budgets by 8 dB compared to PAM4 and 12 dB compared to PAM8.

At a more practically realizable drive voltage of 0.6Vπ, QPSK offers increases of 2 dB

and 6 dB compared to PAM4 and PAM8, respectively.

In summary, the analog coherent detection architecture proposed in [8] and reviewed

briefly here, enables optical switching through improved link budget while operating at

sub-10 pJ/bit energy per bit. However, in previous analysis the complications to lock the
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LO laser to the transmitter was not fully considered. In this section we review QPSK

link architectures with analog carrier recovery circuitry and discuss the advantages and

drawbacks of each architecture.

2.2 Optical Phase Lock Loop (OPLL) Homodyne De-

tection

Fig. 2.1 shows a coherent link block diagram using an OPLL to lock the frequency

and phase of the LO laser to an incoming wavelength channel. The CORX includes

an optical hybrid to produce quadrature versions of the LO and received data. The

electronic circuits capture differential I/Q signals and amplify these as well as driving a

Costas phase/frequency detector (PFD) used to lock the phase/frequency of the tunable

LO laser [34, 35]. Previous implementations of optical phase locking with simpler BPSK

modulation format can be found in [36, 37, 38, 39]. Highly tunable InP [40, 41], and

Silicon photonic integrated lasers have been demonstrated [42, 43, 44, 45]; however,

temperature control to ensure a mode-hop free operation is essential. Moreover, a high

loop bandwidth with minimum loop delay is essential to ensure stable locking with the

required pull-in and lock-in range. In the following section, a simplified loop dynamics is

conducted to quantify the OPLL performance and implementation challenges.

2.2.1 Dynamics of the OPLL

To review dynamics of the frequency recovery loop, let us quantify the output of the

hybrid for a general case. We will further discuss the hybrid functionality and design

to generate desired fields in chapters 3 and 5. The hybrid can be viewed as a mixer

generating electrical fields with components at ωLO + ωRX and ωLO − ωRX . The PDs
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Figure 2.1: Coherent optical data link with OPLL carrier recovery circuitry.

perfrom as a low pass filter (LPF) and remove the ωLO + ωRX component. The I/Q

received signal can be expressed as mI cos(ωRXt) + mQ sin(ωRXt) and the LO laser as

cos(ωLOt+ ϕ). As depicted in Fig. 2.1, the current at each PD is the following



Ip

In

Qp

Qn


=



1
2
(mI cos(ωIF t− ϕ) +mQ sin(ωIF t− ϕ))

1
2
(−mI cos(ωIF t− ϕ)−mQ sin(ωIF t− ϕ))

1
2
(−mI sin(ωIF t− ϕ) +mQ cos(ωIF t− ϕ))

1
2
(mI sin(ωIF t− ϕ)−mQ cos(ωIF t− ϕ))


, (2.1)

where ωIF = ωRX − ωLO. mI and mQ are random ones and zeros. The feedback loop

shown in Fig. 2.1 minimizes the correlation seen betweenmI andmQ in (2.1) to near zero.

We will start by discussing the Costas PFD performance and continue by introducing

a linear model for the OPLL to help determine the functionality for small frequency

perturbations.

Costas PFD Gain and Bandwidth

As shown in Fig. 2.1, the PFD response is generated from the multiplication and

addition of I/Q signal with the limited version of Q/I waveforms. Setting Φ(t) = ωIF t−ϕ,

the signal generated at the output of the adder equals
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PFDout = [ZTIA · [mI cos(Φ(t)) +mQ sin(Φ(t))] ·Gmix·

sign[−mI sin(Φ(t)) +mQ cos(Φ(t))]− ZTIA · [−mI sin(Φ(t)) +mQ cos(Φ(t))]·

Gmix · sign[mI cos(Φ(t)) +mQ sin(Φ(t))]] ·Gadd,

(2.2)

where ZTIA is the transimpedance from the TIA, Gmix is the mixer gain and Gadd is the

gain from addition circuitry. Of course, this equation does not take into account mixer

and adder non-linearity that will affect the PFD response. Using trigonometric identities,

we have

mI cos(Φ(t)) +mQ sin(Φ(t)) =
√
m2

I +m2
Q × sin(Φ(t) + arctan(

mI

mQ

)), (2.3)

and

−mI sin(Φ(t)) +mQ cos(Φ(t)) =
√
m2

I +m2
Q × sin(Φ(t)− arctan(

mI

mQ

)). (2.4)

This will generate the following output voltage as a function of phase error and

quadrature data mI ,mQ

PFDout(t) =



√
2 · VPFD · sin(Φ(t)− arctan(mI

mQ
)− π

4
), 0 < Φ(t)− arctan(mI

mQ
) < π

2
,

−
√
2 · VPFD · sin(Φ(t)− arctan(mI

mQ
) + π

4
), π

2
< Φ(t)− arctan(mI

mQ
) < π,

−
√
2 · VPFD · sin(Φ(t)− arctan(mI

mQ
)− π

4
), π < Φ(t)− arctan(mI

mQ
) < 3π

2
,

√
2 · VPFD · sin(Φ(t)− arctan(mI

mQ
) + π

4
), 3π

2
< Φ(t)− arctan(mI

mQ
) < 2π,
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where VPFD = ZTIA ·Gmix ·Gadd ·
√

m2
I +m2

Q. Taking into the account that mI

mQ
= ±1,

for both cases the response simplifies to

PFDout(t) =



VPFD · sin(Φ(t)), −π
4
< Φ(t) < π

4
,

−VPFD · cos(Φ(t)), π
4
< Φ(t) < 3π

4
,

−VPFD · sin(Φ(t)), 3π
4
< Φ(t) < 5π

4
,

VPFD · cos(Φ(t)), 5π
4
< Φ(t) < 7π

4
.

The normalized response to VPFD as a function of phase error is shown in Fig. 2.8.

Figure 2.2: Calculated PFD response normalized response to VPFD as a function of
phase error.

PFD gain, KPFD, is found to be KPFD = 2VPFD

π
V/rad. Input signal amplitude√

m2
I +m2

Q depends on both signal power, PRX , and LO power, PLO, and is found to be

RPD

√
2PLOPRX . We will review the derivation of this equation in next chapter in (3.3).

Consequently, we have KPFD = 2
π
ZTIA ·Gmix ·Gadd ·RPD

√
2PLOPRX V/rad. There is

a well known limit for the transimpedance, ZTIA, as a function of the bandwidth that we

will address in the next chapter [46], but for the purpose of this analysis let us assume,

ZTIA = 380Ω is chosen for optimized performance in data path. For a passive mixer
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Gmix = 2
π
, and assuming ideal addition Gadd = 1, we find

KPFD = 154RPD

√
2PLOPRX . (2.5)

Since the PFD response is dependent on the input signal amplitude, it is essential to

ensure that the OPLL can achieve locking at the receiver sensitivity levels.

The PFD bandwidth depends on TIA front-end bandwidth, how fast the mixer can

switch to follow high speed data transitions as well as the adder capability to subtract the

signals without degradation in amplitude at higher data rates. As circuit components in

the Costas loop are designed to be wide-band to support high data rates up to 56 GBaud,

we can safely model the PFD as a first order system having a wider bandwidth compared

to other components in the loop. In the following section, a mathematical model for the

PLL is introduced in order to review loop stability as well as phase/frequency tracking

ability of the OPLL.

Tunable Laser

The design and fabrication of the tunable laser can be found in [42]. The tunable laser

can be modeled as a current control oscillator (CCO) with a phase/frequency efficiency

KCCO = 600 GHz/A. The phase tuning diode is forward biased to achieve a high phase

efficiency and can be modeled as a 15 Ω resister. So, we can rewrite the phase efficiency

as KV CO = 40 GHz/V.

The maximum LO laser power including on chip semiconductor optical amplifiers

(SOA) for this design is 10 mW.
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Linear PLL Model

Fig. 2.3 depicts a block diagram to help evaluate the PLL dynamics. To simplify the

mathematical analysis, the electrical circuitry in the Costas loop can be modeled as a

first order system with HPFD = kPFD
ω

ωPFD
+1

, described as PFD and a low pass filter (LPF)

in Fig. 2.1.

Figure 2.3: PLL mathematical model including a PFD, low pass filter (LPF), a loop
filter (LF) and voltage control oscillator (VCO).

The costas loop is then followed by a loop filter (LF). Because of its superior perfor-

mance an integrator with a zero is chosen as the LF. The output of the LF will see a time

delay before reaching the tunable laser modeled as a voltage/ current control oscillator

(VCO/CCO).

Stability

The open loop transfer function HOL for the PLL model depicted in Fig. 2.3 is defined

by

HOL =
θe
θin

= kPFDkV CO
1 + sτzero
s2τLF

e−sτdelay . (2.6)

The amplitude of the transfer function is unaffected by the delay; however, the phase

is shifted by ϕdelay = ω.τdelay. To ensure stability,the phase must remain larger than −π

rad at the frequency where the amplitude crosses 0 dB. The amplitude of the transfer
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function equals

|HOL| = kPFDkV CO

√
1 + ω2.τ 2zero
ω2τLF

, (2.7)

and the phase of the transfer function is

< HOL = −π + arctan(ω.τzero)− ω.τdelay. (2.8)

Assuming that the LF zero frequency is much smaller than the unity gain frequency ωu;

i.e. ωu.τzero >> 1, we find ωu = kPFDkV CO
τzero
τLF

. The phase at this frequency equals

ϕu = −π + arctan(kPFDkV CO
τ2zero
τLF

)− kPFDkV CO
τzero
τLF

.τdelay.

For graphical aid, positive phase margin= arctan(ωu · τzero) − ωu.τdelay as a function

of unity gain bandwidth, ωu, and time delay, τdelay is shown in Figs . 2.4a and . 2.4b for

choices of LF zero frequencies fzero =
1

2πτzero
at 10 and 100MHz. As shown, pushing the

LF zero to higher frequencies limits the phase margin. It is also important to note that

larger delay values significantly limits stable unity gain bandwidth. Although the zero

improves stability for smaller delays, as the loop delay increases, its effect is reduced and

it can not help improve the stable bandwidth. We will review circuit designs of the LF

to further evaluate actual implementation challenges but for calculation purposes we will

just use the ideal transfer function in this section.

(a) (b)

Figure 2.4: Phase margin as a function of time delay and unity gain bandwidth for
(a) fzero = 10MHz (b) fzero = 100MHz.
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The closed loop transfer function for this linear PLL model can also be found. For

the closed loop, we have

(θin − θe)(kPFDkV CO
1 + sτzero
s2τLF

e−sτdelay) = θe. (2.9)

As a result, we can find

HCL =
θe
θin

=
kPFDkV CO

τLF

1 + sτzero

s2esτdelay + s.kPFDkV CO
τzero
τLF

+ kPFDkV CO

τLF

. (2.10)

For small loop delay values such that sτdelay < 0.1, we can estimate the closed loop

transfer function as a second order system with natural frequency ωn =
√

kPFDkV CO

τLF
,

and damping factor ζ = τzeroωn

2
, whereas with higher delay values the closed loop re-

sponse approaches the open loop transfer function and can be estimated as HCL =

kPFDkV CO

√
1+ω2.τ2zero
ω2τLF

. This can indicate instability and failure to lock for large loop

delays.

The linear model determines the step response and the PLL lock dynamic for small

instantaneous frequency drifts. Let us find the step response assuming the abrupt changes

in frequency are such that the phase shift from the time delay can be neglected.

Hstep =
1

s
2ζωn

s+ ωzero

s2 + 2ζωns+ ω2
n

=
2ζωzero

ωn

[
1

s
−

s+ (2ζωn − ω2
n

ωzero
)

s2 + 2ζωns+ ω2
n

], (2.11)

where ωzero =
1

τzero
For damping factor 0 < ζ < 1, the response can be expressed as

Hstep =
2ζωzero

ωn

[
1

s
−

ζωn − ω2
n

ωzero

(s+ ζωn)2 + ω2
d

− s+ ζωn

(s+ ζωn)2 + ω2
d

], (2.12)

where ωd =
√
ω2
n(1− ζ2). The time domain response in this case equals
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hstep(t) =
2ζωzero

ωn

[1− (
ζωn − ω2

n

ωzero

ωd

)e−ζωnt sinωdt− e−ζωnt cosωdt]. (2.13)

The equation can be further simplified

hstep(t) =
2ζωzero

ωn

[1− e−ζωnt(
−ζ√
1− ζ2

sinωdt+ cosωdt)]. (2.14)

ζ = 1√
2
is a proper choice to optimize rise time for a reasonable overshoot. The normalized

step response is shown in Fig. 2.5. The response settles at ωnt√
2
= 4 and hence the settling

time is ts =
4
√
2

ωn
.

Figure 2.5: Normalized step response.

And for damping factor ζ > 1, the response can be expressed as

Hstep =
2ζωzero

ωn

[
1

s
−

ζωn − ω2
n

ωzero

(s+ ζωn)2 − ω2
d

− s+ ζωn

(s+ ζωn)2 − ω2
d

], (2.15)

where ωd =
√
ω2
n(ζ

2 − 1). The time domain response in this case equals

hstep(t) =
2ζωzero

ωn

[1−(
ζωn − ω2

n

ωzero

2ωd

+
1

2
)e(−ζωn+ωd)t+(

ζωn − ω2
n

ωzero

2ωd

− 1

2
)e(−ζωn−ωd)t]. (2.16)
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The under-damped response has slower rise time which will limit the lock time. However,

the damping factor ζ = τzero
2

√
kPFDkV CO

τLF
depends on KPFD which varies with transmitted

signal amplitude. As a result the OPLL tracking capability highly depends on signal

power.

To summarize, in an analog Costas OPLL, locking dynamics highly depend on signal

and LO powers as well as loop delay which is inherently large due to integration challenges

between electronic and photonic components. Techniques for rapidly acquiring the LO

might use non-linear adaptation schemes to change the loop filter dynamically and allow

for a fast acquisition period, followed by a longer time constant to improve the phase

noise rejection. Moving forward we will review frequency locking dynamics for the linear

model by calculating pull-in, and lock-in range and time.

Pull-in Frequency

Pull-in range is defined as the largest interval [0,∆ωP ) of frequency such that the

loop achieves lock for any initial state.

To find the Pull-in frequency, let us revisit QPSK Costas PFD response shown in

Fig. 2.8. Assume there is an initial frequency offset ∆ωP . The costas PFD response

quadrupled the phase/frequency offset; hence, the signal traveling through the LF has a

frequency equal to 4∆ωP . The output of the LF will have another phase shift equal to

ϕdelay(ω) = −ωτdelay due to the time delay before reaching the tunable laser.

To ensure the output frequency, ωout, pulls toward the desired frequency of received

signal, ωRX , the total phase shift of the signal driving the VCO, must be at most −π/2.

The signal space analysis as well as mathematical proof for the statement can be found

in [35].
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The phase of the signal traveling in the loop equals

ϕtotal(∆ωP ) = 4ϕPFD(∆ωP ) + ϕLF (4∆ωP ) + ϕdelay(4∆ωP ), (2.17)

where ϕPFD = − arctan( ∆ωP

ωPFD
) is the phase shift in PFD response from the LPF

single pole model. At 4∆ωP , the phase shift from the loop filter shown in Fig. 2.3 equals

to −π/2 phase shift from the integrating pole and arctan(4∆ωP

ωzero
) phase shift from the

zero in the transfer function. Finally, the phase shift from the time delay equals to

ϕdelay(4∆ωP ) = 4∆ωP .τdelay. Replacing the phase shifts in (2.17) with calculated values,

to find ∆ωP we should solve

ϕtotal(∆ωP ) = −4 arctan(
∆ωP

ωPFD

)− π/2 + arctan(
4∆ωP

ωzero

)− 4∆ωP .τdelay = −π/2. (2.18)

We can modify the equation using the following trigonometric identity

4 arctan(x) = arctan(
4x(1− x2)

1− 6x2 + x4
). (2.19)

The pull-in frequency, ∆ωP , must satisfy the following equation

− arctan(
4 ∆ωP

ωPFD
(1− ( ∆ωP

ωPFD
)2)

1− 6( ∆ωP

ωPFD
)2 + ( ∆ωP

ωPFD
)4
) + arctan(

4∆ωP

ωzero

) = 4∆ωP .τdelay, (2.20)

and using

arctan(x) + arctan(y) =


arctan( x+y

1−xy
), xy < 1,

π + arctan( x+y
1−xy

), xy > 1.
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We find that for ∆ωP < ωPFD

√
6− ωzero

ωPFD
−
√

(6− ωzero
ωPFD

)2−4(1+ ωzero
ωPFD

)

2
, ∆ωP , must satisfy

arctan(

4
∆ωP
ωPFD

(1−(
∆ωP
ωPFD

)2)

1−6(
∆ωP
ωPFD

)2+(
∆ωP
ωPFD

)4
− 4∆ωP

ωzero

1−
4

∆ωP
ωPFD

(1+(
∆ωP
ωPFD

)2)

1−6(
∆ωP
ωPFD

)2+(
∆ωP
ωPFD

)4
· 4∆ωP

ωzero

) = 4∆ωP .τdelay. (2.21)

And for ∆ωP > ωPFD

√
6− ωzero

ωPFD
−
√

(6− ωzero
ωPFD

)2−4(1+ ωzero
ωPFD

)

2
we have

arctan(

4
∆ωP
ωPFD

(1−(
∆ωP
ωPFD

)2)

1−6(
∆ωP
ωPFD

)2+(
∆ωP
ωPFD

)4
− 4∆ωP

ωzero

1 +
4

∆ωP
ωPFD

(1−(
∆ωP
ωPFD

)2)

1−6(
∆ωP
ωPFD

)2+(
∆ωP
ωPFD

)4
· 4∆ωP

ωzero

) = −π + 4∆ωP .τdelay. (2.22)

The equation does not provide much insight into how each variable contribute to the

pull-in range. To better understand the design criteria let us start by analyzing a special

case where the loop delay is negligible. In this case we can find the pull-in frequency by

solving

(
∆ωP

ωPFD

)4 + (
∆ωP

ωPFD

)2(
ωzero

ωPFD

− 6) + 1 +
ωzero

ωPFD

= 0, (2.23)

which results in

∆ωP = ωPFD

√√√√6− ωzero

ωPFD
−

√
(6− ωzero

ωPFD
)2 − 4(1 + ωzero

ωPFD
)

2
. (2.24)

However, in general, the equation needs to be solved numerically to find the pull-in range.

The zero frequency in the loop filter is at a much lower frequency compared to the pull in

frequency and hence has π/2 phase shift. The effects of PFD bandwidth and time delay

on the pull-in frequency is shown in Fig. 2.6.

As shown, for large loop delay values the pull-in range is highly limited and improving
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Figure 2.6: Pull-in frequency as a function of loop delay and PFD bandwidth for
ωzero = 10MHz.

the PFD performance does not have a significant effect on the pull-in range. For instance,

with 100 ps time delay in the loop, which is expected from the packaging traces, at least

20 GHz 3dB BW is required for the PFD design to achieve only 800 MHz pull-in range.

Reducing the PFD BW to 5 GHz will change fpull−in to 400 MHz. This means the LO

laser frequency must be withing 400 MHz of the transmitter laser to achieve lock. limited

dependency of fpull−in on PFD BW for large loop delays is easier perceived in Fig. 2.7.

Figure 2.7: Pull-in frequency as a function of loop delay and PFD bandwidth for
ωzero = 10 MHz.
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Since an electrical signal is fed back to the tunable laser, a large loop delay is inherent

to the architecture. As a result, high levels of integration is essential to enable reliable

OPLL functionality.

Pull-in Time

To find the pull-in time, the signal traveling in the loop should be studied in the time

domain. Derivation of time domain signal at each node when not in a lock state can be

found in [35] and the pull-in time Tp is calculated by solving the following equation

τLFπ
2

kLF .K2
PFD.k

2
V CO

∫ ∆ωL

∆ωinit

∆ω

cos(ϕtotal)
d∆ω = −

∫
0

Tpdt, (2.25)

where ∆ωinit is the initial frequency offset, and ϕtotal taking into account the phase

shift from the loop delay was found in (2.17). The equation is not easily solvable and

can be studied numerically for various loop components.

Lock-in Frequency

Lock-in range is defined as the largest interval [0,∆ωL) of frequency within pull-in

range such that the loop achieves lock without cycle slipping after an abrupt change.

Assuming the phase shifts from the time delay and limited BW are negligible within

lock-in range, the VCO frequency is modulated with the following signal

ωout = ωfree + kLF .kV COPFDout(∆ωL), (2.26)

where kLF is the LF amplitude variation at the desired frequency and PFDout(∆ωL)

is the PFD output for the frequency error ∆ωL. The PFD response was calculated and

shown in Fig. 2.8. Now let us look at the modulated frequency based on the PFD response

The maximum abrupt frequency change the PLL can track equals
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Figure 2.8: Calculated PFD response normalized response to VPFD as a function of
phase error.

∆ωL =

√
2

2
VPFD.kLF .kV CO. (2.27)

For KV CO = 40 GHz/V, RPD = 0.9 A/w, and LO laser power set to maximum

PLO = 10 mW, we find

∆fL =
∆ωL

2π
= 138kLF

√
PRXGHz. (2.28)

The lock-in frequency as a function of kLF and signal power PRX is shown in . This figures

provide guidance on the LF design in order to ensure frequency lock can be achieved for

the minimum detectable signal.

Note that for simplicity effects of loop delay was neglected while calculating the lock-

in range; however, as discussed inherent large loop delay highly affects stability, pull-in

frequency and essentially lock-in range.

Lock-in Time

In previous section, the step response for the linear PLL model was studied. As

discussed, for a second order system, the choice of damping factor, ζ = τzeroωn

2
where
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Figure 2.9: Lock-in frequency as a function of PRX and KLF .

ωn =
√

kPFDkV CO

τLF
, affects how fast the system responds to an instantaneous change in

input frequency. ζ = 1√
2
is a reasonable choice to balance the overshoot and rise time

which will result in a settling time equal to ts =
4
√
2

ωn
. For this case, the lock-in time can

be found

tL = ts =
4
√
2τLF√

kPFDkV CO

. (2.29)

Consequently, the lock-in time depends on the loop filter design as well as kV CO.

Summary

To summarize the findings in this section, the OPLL design proves to be challenging

raising concerns regarding stability and frequency locking range. The loop stability as

well as locking dynamic is dependant on signal levels and a dynamic loop filter is essential.

Moreover, the loop delay drastically affect the stability of the loop and limits the choice

of loop filter components for fast tracking. To address these drawbacks, this dissertation

will focus on two alternative architectures to implement CORX.
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2.3 Electrical Phase Lock Loop (EPLL) Heterodyne

Detection

As reviewed in the previous section, the loop delay has a significant effect on the

locking dynamic. For instance, if the output of the loop filter has a 50 ps delay to reach

to the laser the pull-in range remains below 5 GHz meaning the initial LO frequency

should be within that range to ensure locking. As discussed, the inherent large loop

delay in OPLLs can cause instability and chip-scale integration is essential. To minimized

the loop delay, the carrier recovery may be performed on a single chip. Fig. 2.10 shows

the architecture for a heterodyne optical receiver, where the LO laser is free running at

an offset from the transmitter laser frequency. The electrical carrier recovery circuitry

follows the offset frequency between the lasers which may drift up to 10 GHz.

Figure 2.10: Coherent optical data link with EPLL carrier recovery circuitry.

The PD currents depicted in Fig. 2.10 are calculated in (2.1). In the wireless het-

erodyne receiver, depicted in Fig. 2.11, the intermidiate signal is down converted and

low pass filtered to remove frequency components at 2ωIF . However, despite the wireless

architecture, the optical receiver is wide-band and low pass filtering 2ωIF may filter the

data mI and mQ as well.

To down convert the data to base-band, differential I/Q signals ∆I = mI cos(ωIF t−

ϕ) + mQ sin(ωIF t − ϕ), ∆Q = −mI sin(ωIF t − ϕ) + mQ cos(ωIF t − ϕ), are mixed down
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Figure 2.11: Heterodyne wireless data link with PLL carrier recovery circuitry.

with cos(ωIF t− ϕ) and sin(ωIF t− ϕ).



A

B

C

D


=



∆I cos(ωIF t− ϕ)

∆I sin(ωIF t− ϕ)

∆Q cos(ωIF t− ϕ)

∆Q sin(ωIF t− ϕ)


=



1
2
(mI +mI cos(2ωIF t) +mQ sin(2ωIF t))

1
2
(mQ +mI sin(2ωIF t)−mQ cos(2ωIF t))

1
2
(mQ −mI sin(2ωIF t) +mQ cos(2ωIF t))

1
2
(−mI +mI cos(2ωIF t) +mQ sin(2ωIF t))


(2.30)

Based on (2.30), mI is recovered from A-D and mQ is recovered from B+C. Fig. 2.10

shows the circuit block diagram to generate the required signals. Fig. 2.11 shows proposed

circuit design to perform the above mentioned analog signal processing. The front-end

consists of 4 double balanced mixers in which in-phase and quadrature signals are each

down converted to base-band with cos(ωIF t−ϕ) and sin(ωIF t−ϕ) to generate the outputs

shown in (2.30). The outputs are then combined as expressed to remove unwanted signals.

A quadrature VCO (QVCO) generates cos(ωIF t−ϕ) and sin(ωIF t−ϕ) and an EPLL

will track the offset frequency and phase to down convert the signal using the circuit

showin in. The rest of this section reviews a proposed QVCO design, its characteristics

and the locking dynamics of the EPLL.
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Figure 2.12: EPLL front-end circuit.

2.3.1 Quadrature VCO

Low noise oscillators with high oscillation frequency are widely used in wireless com-

munication. For instance, 110 GHz VCO is proposed in [47]; however, with a limited

tuning range. LC tank oscillators with a wide tuning range and low phase noise have

been widely studied [48, 49, 50, 51]. Nevertheless, ring oscillators easily generate multiple

phases consuming relatively low power but with worse noise compared to LC oscillators

[52]. A ring oscillator with improved phase-noise is proposed in [53]. For the EPLL

architecture, we took a similar approach. The proposed QVCO schematic is shown in

Fig. 2.13.

The QVCO consists of a two stage differential ring oscillator to generate 0◦, 180◦, 90◦,

270◦ as needed for the down conversion shown in Fig. 2.11.

The QVCO consumes 10 mW and the schematic simulation, depicted in Fig. 2.14,

shows 14 GHz tuning range as needed to adjust any drift in LO laser frequency. The
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Figure 2.13: QVCO circuit schematic.

center frequency can be adjusted by varying the transistor sizing and hence gm depending

on the link architecture and laser frequency offset.

Figure 2.14: Simulated oscillation frequency as a function of control voltage.

We will continue to analyze loop dynamics for the proposed architecture and will then

review the coherent circuit design and co simulations of electronic and photonic ICs.

2.3.2 Dynamics of the EPLL

The effects of loop delay on OPLL stability and locking was thoroughly discussed in

the previous section. The main advantage of the EPLL architecture is to minimize the
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loop delay; however, the electrical VCO has a smaller range compared to the tunable

laser. In this section, the effects of limited KV CO and minimized loop delay is reviewed.

Pull-in Frequency

Fig. 2.6 and 2.7 show the pull-in range dependency on the loop delay. Restricting

the delay to 20 ps in the design will provide more than 5 GHz of pull-in range with

ωPD = 10 GHz. As shown, for smaller loop delay, the response is more sensitive to the

PFD bandwidth and hence to improve the pull-in range further, wide-band PFD design

is required.

Pull-in Time

The pull-in time is calculated similar to the OPLL design.

Lock-in Frequency

The lock-in range depends on KV CO which is smaller than the laser tunability. For

the QVCO design described in 2.3.1, KV CO = 14 GHz/V. With the same PFD design

flock−in for the EPLL is

∆fL =
∆ωL

2π
= 24.5kLF

√
PRXGHz. (2.31)

The lock-in range is shown in Fig. 2.15. To compensate for limited KV CO the LF may

be redesigned to provide higher gain.

Lock-in Time

Previously, the OPLL lock-in time was found to betL = 4
√
2τLF√

kPFDkV CO
; hence, the smaller

kV CO in the EPLL will result in an increase in the lock-in time for the same loop filter
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Figure 2.15: Lock-in frequency for the EPLL as a function of PRX and KLF .

design.

2.4 Self-Homodyne Detection

To meet strict power and cost requirements and further simplify the use of coherent

optical architecture in low-power environments self-homodyne architecture have gained

popularity. A self-homodyne receiver architecture simplifies the LO requirements by

receiving the unmodulated carrier from the transmitter either through a separate fiber

or an orthogonal polarization.

Fig. 2.16a illustrates a self-homodyne link where a portion of the laser power is splitted

and forwarded to the RX on a separate fiber to use as the LO, PLO. Forwarded laser is

then used as a reference for the receiver; however, with the LO having a different delay

as the modulated signal the demodulation circuitry needs to lock the phase of the LO

laser with an optical delay lock loop (ODLL) [54]. Similar to OPLL architecture a Costas

PFD can be utilized to drive a high speed active optical phase tuner to adjust the phase

of LO laser.
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(a)

(b)

Figure 2.16: Self-homodyne optical link a) using a separate fiber to forward the LO
laser and ODLL for phase locking b) using an orthogonal polarization to forward LO
laser.

Fig. 2.16b shows an alternative to using an extra fiber by sending the LO on the

orthogonal polarization. This removes the need for phase locking since the LO and

signal are now traveling on a single fiber; however, it eliminates the capability to double

the data rate by sending data on both polarization.

2.4.1 Dynamics of the ODLL

Fig. 2.17 represents a linear phase model for the DLL.

Similar to the PLL the PFD and LPF model the costas loop as a first order linear
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Figure 2.17: A linear model for the DLL. THe PFD and LPF blocks model the costas
PFD. The LF is modeled as an ideal integrator. The voltage controlled delay line
(VCDL) adjusts the output phase based on the input voltage.

system. The LF role is to generate infinite gain at low frequencies and remove high

frequency components of the PFD. Hence, an integrator is a proper choice. The voltage

control delay line (VCDL) provides a variable time delay or phase shift in the signal as a

function of the voltage applied to it. For now, let us assume that the VCDL has a linear

phase response and can be modeled as ϕout = ϕin +KV CDLVcont. Using the linear model,

the phase through the loop obeys the following equation

ϕout = ϕin +
KLF

S
kPFD.kV CDL.(ϕin − ϕout). (2.32)

Consequently, the phase error, ϕe = ϕin − ϕout, follows

ϕe ·
KLF

S
kPFD.kV CDL = −ϕe. (2.33)

For the equation to hold correct across all frequencies, ϕe should approach 0. In time

domain, if the input phase fluctuates slowly the output phase follows the input phase

with a time delay. So we have

ϕout = ϕin + ϕe0e
−t
τL , (2.34)

where ϕe0 is the initial phase error, and τL = 1
KLF kPFDkV CDL

is the loop time constant.

At t = 7τL, the phase error is reduced by a factor of 10−3. Hence, we need to ensure the

loop can track the phase faster than the phase variations.
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The VCDL in optical domain can be implemented either with an active PN phase

tuner or a thermal phase tuner. The active phase tuner provides a higher speed response

and is more suitable. For the PN phase tuner the phase efficiency VπL (V.Cm) is defined

as the voltage required for π radian phase shift for 1cm long device and is technology

dependent and is about 1.8V.Cm for the 45CLO technology. For this case, we have

kV CDL = π
Vπ

= π·L
1.8

rad/V, which depends on the length of the active device L. for a 3mm

device we have kV CDL = 0.5 rad/V.

Revisiting (2.5), the PFD gain is a function of signal and LO laser power and equals

KPFD = 154RPD

√
2PLOPRX V/rad for the same Costas circuit design. In the self homo-

dyne approach, the LO is forwarded from the transmit side and the loss in the LO path

limits the KPFD as well as the receiver sensitivity. Assuming a 10 dB loss in the LO path

compared to the OPLL design, we use PLO = 1 mW for this analysis. With RPD = 0.9

A/w, we have KPFD = 6.2
√
PRX V/rad.

The loop time constant, τL = 1
3.1KLF

√
PRX

, is shown as a function of signal power PRX

and KLF . Fig. 2.18 shows the LF design requirement to make sure the loop locks within

the required time frame for the minimum detectable signal on the received channel.

Figure 2.18: Lock time as a function of PRX and KLF .
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Thus far we assumed the LF is based on an ideal integrator; however, in practice, the

integrator may saturate before generating enough swing to adjust the phase.

2.5 Conclusion

To conclude, in this chapter we reviewed 3 different approaches to implement a coher-

ent optical link with analog carrier recovery. The carrier recovery for OPLL homodyne

architecture is challenging requiring on chip tunable laser which places strict require-

ments on the photonic IC (PIC). The self-homodyne architecture simplifies the carrier

recovery and PIC design by replacing the tunable laser with an optical phase tuner to

adjust the incoming LO phase. However, the sensitivity is degraded as for the same laser

power the optical loss due to forwarding the LO from transmit side limits the received

power.

The heterodyne architecture requires a higher front-end bandwidth compared to the

homodyne design to acheive the same data rate. This is due to the fact that the signal

at PDs are not at base-band and are up-converted by the TX and RX laser offset fre-

quency. Higher bandwidth requirement may result in worsen integrated noise and higher

power consumption as well. In this approach the PIC design is simple; however, all the

complication is transferred to the electronic front-end.

Table 2.1: Architecture comparison
Homodyne Self-homodyne Heterodyne

Front-end BW Moderate Moderate Large
Carrier recovery Hard Easy Moderate
Photonic IC Hard Moderate Easy
Sensitivity Best Moderate Worst
Pitfalls LO leakage Additional fiber I/Q imbalance
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Chapter 3

Coherent Detection Power

Optimization

3.1 Introduction

In chapter 1, we reviewed the importance of continual improvement in bandwidth,

and power consumption of optical transceivers. Moreover, we studied different analog

coherent architectures to implement energy efficient short range optical links.

In this chapter, we will express an analysis for coherent link optimization.

The CORX consists of an optical 90◦ hybrid which mixes the local oscillator (LO) and

signal electric fields, respectively ELO and ERX , that impinge on a photodetector (PD)

as illustrated in Fig. 3.1. In terms of the optical power, the fields can be expressed as a

function of the LO power PLO, the received optical power PRX and the relative frequency

and phase of each, e.g. ωLO is the LO frequency and ϕLO is the LO phase of electric field.

Therefore, the electric fields are expressed respectively as

ELO =
√
PLOe

j(ωLOt+ϕLO). (3.1)
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Figure 3.1: Single polarization coherent optical data link with.

ERX =
√

PRXe
j(ωRX t+ϕRX). (3.2)

The transmitted optical power is found from the received optical power by accounting

for the transmitter loss (LTX), i.e PLAS = PRXLTX , where LTX is the transmitter loss

and PLAS is the transmitter input optical power. Channel loss is negligible in short-

range data center interconnect (DCI) since these are much smaller than the transmitter

losses. The field incident at each quadrature PD differential pairs can be found applying

(3.1),(3.2) according to



E1

E2

E3

E4


=



1
2
(ERX + jELO)

1
2
(ERX − jELO)

1
2
(ERX − ELO)

1
2
(−ERX + ELO)


(3.3)

For a locked phase and frequency between signal and LO, i.e. ωLO = ωRX and

ϕLO = ϕRX , the amplitude of the current at each PD is attributed to the optical power

converted into electrical current through the PD responsivity, RPD [55].
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IPD =
RPD

4
(PLO + PRX + 2

√
PLOPRX). (3.4)

Usually PLO is much larger than PRX so the first term will generate a DC current at

the PD while the second term will generate the modulated current. The peak-to-peak

current swing at each PD is then Ipp =
1
2
RPD

√
PLOPRX = 1

2
RPD

√
PLASPLO

LTX
.

The PD current is then amplified using a transimpdedance amplifier (TIA) to generate

a voltage for sampling. The overall link efficiency depends on the DC power required

to amplify PDs current to a minimum sampling voltage as well as the optical power

consumption generating a minimum detectable current for the TIA.

In order to design an energy efficient coherent optical link, section 3.2 reviews different

transimpedance amplifier (TIA) architectures and their noise, bandwidth (BW), gain and

power consumption trade-offs. The chapter will continue to analyze the affect of these

factors in overall link performance. A detailed power consumption analysis is performed

to determine required optical power, the dc power consumption of the TIA, as well as a

methodology to optimize the link efficiency. Finally, we will review coherent transmitter

design and trade-offs between driver swing and optical power dissipation.

3.2 Transimpdedance Amplifier (TIA) Architecture

Transimpdedance Amplifier (TIA) plays an important role in the optical receiver

design. The TIA is required to have a wide bandwidth to support high data rates as well

as a high gain to minimize noise contribution of following stages. The power consumption

is also an important design criteria.

In this section we review how these design requirements trade-off with one another

for different TIA architectures and discuss design optimization based on the application
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requirements.

3.2.1 Open Loop TIA

Common Gate (CG) TIA

Fig. 3.2a shows a circuit schematic for a common-gate TIA with the PD modeled as

an ideal current source and a capacitance CPD.

(a) (b)

Figure 3.2: Common gate TIA schematic (a) ideal dc bias (b) circuit implementation
for the dc bias.

Let us start with the low frequency behavior of the TIA. Neglecting channel length

modulation all input current flows through output load; hence, the output voltage equals

Vout = RD.Iin and hence the low frequency transimpedance equals RT = RD. The input

resistance of the TIA together with the input capacitance determines the input pole and

BW. For the current source implementation shown in Fig. 3.2b, the input impedance
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for the common gate TIA equals the input impedance of M1 in parallel with output

resistance of the current source MC .

RIN =
rds +RD

1 + gm.rds
||rds,c. (3.5)

Assuming that RD << rds the input resistance can be estimated by 1
gm

. The input

pole for the CG TIA equals

fin =
1

2πRinCIN

. (3.6)

Wehre CIN = CPD + cgs + cgd,c + cdb,c. The output pole roughly equals

fout =
1

2πRDCout

. (3.7)

Where Cout = cgd + cdb + Cin, next, Cin, next showing the loading capacitance from

the next stage. CPD is typically the largest capacitance and we can assume that the

3dB bandwidth is determined by the input pole. To push the input pole to higher

frequencies M1 should be biased at higher dc currents, requiring either a larger MC

device or more head room for the device. Higher dc bias also increases the voltage drop

across RD and limits the maximum gain for a given supply voltage. Before moving to

the noise performance, let us quantify the trade-offs between gain, bandwidth, and power

consumption for a CG TIA.

The current flowing through a short channel transistor can be estimated with

ID = vsatCoxw(vgs − vth). (3.8)

Where w is the device width, Cox is the gate oxide capacitance per unit length, Vgs is

the voltage across gate and source of the device, and vth is transistor threshold voltage.
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Minimum supply voltage to keep the devices in saturation equals

VDD = ID.RD+vgs,1+vgs,C −2vth = vsatCoxw1(vgs,1−vth)RD+vgs,1+vgs,C −2vth. (3.9)

Where vgs,c =
w1

wc
vgs,1 + (1− w1

wc
)vth.

Estimating the 3dB BW with the input pole we can roughly find

BW3dB =
gm,1

2π(CPD + cgs + cgd,c + cdb,c)
. (3.10)

Where gm,1 is calculated from

gm,1 = vsatCoxw1. (3.11)

Device capacitance is also dependent on the device size. cgs =
2
3
w1LCox +w1Cov, cgd,c =

wcCov, and cdb,c = CjwcE+2(wc+E)Cj,sw. Cov, the the overlap capcitance between gate

and source/drain per unit width, Cj is the bottom plate junction capacitance per unit

area between source/drain and substrate, Cj,sw, is the sidewall junction capacitance per

unit length between source/drain and substrate, and E is the source/drain length[56].

For simplicity, we neglect the junction capacitance between source/drain and substrate.

We can estimate 3dB bandwidth as a function of device width in (3.12).

BW3dB =
vsatCox

2π(CPD

w1
+ 2

3
LCox + Cov +

wc

w1
Cov)

. (3.12)

To improve BW, M1 should be a large device, while the current source width wC should

be minimized which will increase required voltage across it to keep the current constant.

In practice, increasing w1 will increase output cpacitance which will eventually start

limiting the BW; hence, width of M1 could be optimized to maximize the BW.

Revisiting (3.9), we can find minimum dc power dissipation for agiven M1 device
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width and its overdrive voltage.

Pdc,min = ID.VDD = w1vsatCox(vgs,1 − vth)
2[vsatCoxw1RD + 1 +

w1

wc

]. (3.13)

To conclude, we need a large M1 device while the current source device width wC needs

to be minimized to improve BW. The transimpedance is determined by RD which also

needs to be maximized. Moreover, the overdrive voltage across M1 must be minimized

to reduce required supply voltage and power consumption. Let us now analyze the noise

contribution of each transistor and load resistance.

Figure 3.3: Noise model schematic including thermal noise of RD, and channel noise
of M1,Mc

Fig. 3.3 shows the thermal noise contribution of RD and channel noise of M1, and

Mc. First, ignoring channel length modulation all of in,RD
flows through RD and gen-

erates 4kTRD output noise voltage. Also, all of in,Mc flows through RD and generates

4kTγgm,cR
2
D output noise voltage. For an infinite output resistance for M1,Mc, all of

in,M1 flows through M1 and it does not have nay noise contribution at the output. The
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input referred noise current in this case equals

i2n,in = 4kT (γgm,c +
1

RD

). (3.14)

So, to minimize input referred noise RD must be maximized and gm,c minimized which

again leads back to the increase in overdrive voltage and required supply. In other word,

noise contribution of RD and Mc trade off with one another. Considering gm,c =
ID

vgs,c−vth
,

overdrive voltage can be expressed as vgs,c − vth = 4kTγID
i2n,Mc

. We can also find VDD,min =

ID.RD + (vgs,c − vth)(1 +
wc

w1
) which results in

VDD,min =
4kTID
i2n,RD

+
4kTγID
i2n,Mc

(1 +
wc

w1

). (3.15)

(3.15) indicates that to reduce noise contributions ofM1, RD noise is essentially increased.

Now let us analyze how channel length modulation contributes to the noise. We can

find that the output voltage noise from M1 is equal to

vn,out,M1 = − RDrds,1
rds,c(1 + gm,1rds,1) +RD

in,M1 ≈ − RD

rds,cgm,1

in,M1. (3.16)

Consequently, we have v2n,out,M1
= 4kTγ

R2
D

r2ds,cgm,1
, and i2n,in,M1

=
v2n,out,M1

R2
D

= 4kTγ
r2ds,cgm,1

. Taking

into account noise contribution from M1 total input referred noise current equals

i2n,in = 4kT (γgm,c +
γ

r2ds,cgm,1

+
1

RD

). (3.17)

In conclusion, in a CG TIA design different design parameters closely trade off with one

another and are interleaved. As a result there is not much degree of freedom to satisfy all

design criteria while minimizing power consumption. In the next section we will review

a modified CG TIA design to address the above mentioned challenges.
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Gain-boosted Common-gate TIA

The CG design can be modified with a negative feedback between source and gate as

shown in Fig. 3.2.1.

(a) (b)

Figure 3.4: (a) Gain boosted common gate TIA (b) circuit implementation for the
gain boosting amplifier.

Similar to the CG design, neglecting the channel length modulation all the input

current flows through RD and hence low frequency transimpedance equals RT = RD.

The transimpedance including the channel length modulation is found in (3.18) yielding

the effect of channel length modulation is negligible even for Av = 0.

RT = RD(1−
rds,1 +RD

rds,1 + rds,c + gm,1rds,1rds,c(1− Av) +RD

). (3.18)

Let us find the input resistance for this modified circuit to evaluate how the input pole

deviates from the CG design. We can find that
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RIN =
rds,1 +RD

1 + gm.rds,1(1− Av)
||rds,c. (3.19)

Assuming RD << rds, 1 the input resistance is reduced to RIN = 1
gm.rds,1(1−Av)

. Ignoring

device parasitic capacitance the input pole is PIN = 1
2πCPDRIN

which is (1 − Av) times

higher than the CG design and the BW is more likely limited by the output pole. How-

ever, in practice the device gate capacitance of the modified design increases by (1−Av)

which limits BW improvements. Fig. 3.2.1 shows an implementation of the feedback

amplifier with parasitic components from each device. Looking through the source of M1

the device capacitance can be estimated as (cgs,1 + cgd,f )(1 − Av) + cgs,f + cgd,c + cdb,c

Where AV = −gm,fRL. The input pole is found in (3.20)

PIN =
gm,1(1 + gm,fRL)

2π(CPD + (cgs,1 + cgd,f )(1 + gm,fRL) + cgs,f + cgd,c + cdb,c)
. (3.20)

Simplifying (3.20), we find PIN = gm,1

2π(cgs,1+cgd,f+
CPD

1+gm,fRL
)
, indicating that in the modified

CG design the effective PD capacitance is reduced to CPD

1+gm,fRL
.

Let us now find an estimated power consumption for the modified design. Clearly,

this design requires a higher headroom to bias Mf as well as increase power consumption

inside the feedback amplifier. The minimum supply voltage to ensure all devices operate

in saturation equals

VDD = ID.RD + vgs,1 + vgs,f − vth. (3.21)

Moreover, we need to ensure ID,f .RL + vgs,1 + vgs,f < vDD. Although this modification

provides more design flexibility and removes the trade-offs between gain, bandwidth and

power consumption by introducing the extra design parameters RL, and gm,f , for low

power applications we should explore other architectures.

Let us now examine the trade-offs in a shunt feedback amplifier design in order to
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determine the more appropriate approach for the power optimized link.

3.2.2 Shunt Feedback TIA

Fig. 3.5a shows the shunt feedback TIA using a core open loop amplifier with a

feedback resistance RF . The transimpedance is

(a) (b)

Figure 3.5: (a) Generic shunt feedback TIA (b) noise sources for the TIA.

ZT =
VO

IPD

=
A0ω0

CIN

s2 + ( 1
RFCIN

+ ω0)s+
(A0+1)ω0

RFCIN

. (3.22)

where CIN is the total input capacitance contribution due to the PD and the transistor

capacitance. The damping factor in the second-order transfer function must be equal to
√
2/2 to ensure a well-behaved response, forcing the pole frequency of the core amplifier

to be f0 =
ω0

2π
= 2A0

2πRFCIN
, resulting in a 3-dB bandwidth for the TIA equal to [56]

BW =
1

2π

√
2A0

RFCIN

. (3.23)

The gain-bandwidth product is limited to the technology which suggests the trans-

impedance-bandwidth limit [46].
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RF =
A0f0

2πCINBW 2
. (3.24)

Let us now examine the noise contribution of each the feedback resistor and core

amplifier. Based on the noise model shown in , we can find

Vn,out =
Vn,RF

+ (RFCPDS + 1)Vn,A

1 + RFCPDS
A

. (3.25)

The IRNC at low frequency where A >> RFCPDS can be simplified to

i2n,out =
4KT

RF

+
V 2
n,A

R2
F

. (3.26)

Consequently, the current noise from the feedback resistor is directly reffered to the input

similar to the contribution of load resistor RD in the common gate design. However,

despite the common gate design, the resistor value does not affect the headroom and

enables low power design with noise optimization.

In summary, in the shunt feedback design, the feedback resistor determines the gain

with no DC current flowing through it and affecting the headroom. This may simplify

low power design while optimizing the trade-offs between gain, bandwidth and noise.

Taking into account the findings in this section, we choose a shunt feedback TIA for

link optimization and continue to explore gain, bandwidth and noise trade-offs for this

design taking into account the transimpedance limit. For this purpose, we will continue

the discussion by first exploring how receiver noise affects the required laser power. We

will then continue to evaluate how the receiver design can be optimized.
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3.3 Laser Power Requirements

In previous section, TIA design and trade-offs between noise, bandwidth, and power

consumption was reviewed. As discussed previously, to minimize the DC power consumed

in the coherent link for a given bit rate, both the receiver power and transmit optical

power must be optimized.

The minimum transmit laser power is dependant on the receiver sensitivity. Hence,

to design the coherent link, one must study how required optical power trades off with

the DC power inside the receiver.

The minimum peak-to-peak current at each PD to achieve the desired BER is [57]

Ipp = 2Q · in,rms. (3.27)

where Q is a constant for a given BER and in,rms is the rms input referred noise current

(IRNC). In terms of the IRNC, the minimum required transmit laser power is

PLAS =
LTX

PLO

(
4Q · in,rms

RPD

)2. (3.28)

The total DC laser power consumption is

PDC =
PLAS + PLO

ηLAS

=
1

ηLAS

(PLO + (
4Q · in,rms

RPD

)2
LTX

PLO

). (3.29)

where ηLAS is the wall-plug efficiency, defined as the laser’s ability to convert electrical

DC power into optical power, and is assumed for both LO and laser powers. An optimum

DC laser power consumption is found from trading off the LO power in the receiver for
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TX power. This minimum power is

PDC,LAS,MIN =
8

ηLAS

Q · in,rms

RPD

√
LTX . (3.30)

The total DC optical power is clearly closely connected to the IRNC of the electronic

receiver and the losses of the transmitter. The laser efficiency and PD responsivity are

contributions to power beyond the scope of this work.

3.4 Receiver Power Requirement

To calculate the power consumption required to reach a given IRNC requires some de-

tails about the process technology. The PD current is amplified using a transimpdedance

amplifier (TIA) to generate a voltage for sampling. The overall link efficiency depends

on the DC power required to amplify PDs current to a minimum sampling voltage as

well as the optical power consumption generating a minimum detectable current for the

TIA. To detect a peak voltage VO at RX output, the required transimpedance ZT , is
2VO

IPP

and substituting IPP with (3.27),

ZT =
VO

Q · in,rms

. (3.31)

Assuming a technology-dependent coefficient KZ that relates the desired ZT to power

consumption, the DC power dissipation of a single channel is PDC,RX = KZ × ZT . The

total power consumption for a dual channel I/Q receiver, excluding the transmitter elec-

tronic driver is

PDC,TOT =
8Q

ηLASRPD

√
LTXin,rms +

2KZ · VO

Q · in,rms

. (3.32)

The first term is found from (3.30) while the second term is the electronic receiver con-
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tribution. Since the optical power consumption reduces with lower rms current but the

receiver power increases with lower rms current, the total power is minimized for

in,rms,MIN =

√
Kz · VO

4Q2 ·
√
LTX

·RPD · ηLAS. (3.33)

Applying this condition to the total power consumption, the minimum required total

power for a dual channel I/Q receiver is

PDC,TOT,MIN = 8

√
KZ · VO

√
LTX

ηLAS ·RPD

. (3.34)

Consequently, the minimum power is closely related to the efficiency of the transistors

at producing transimpedance gain for a given DC power consumption and the reduction

of the sampling voltage range.

The TX losses also feature prominently in (3.34). For amplitude modulation, the

MZM is biased at the quadrature bias where the applied voltage produces maximal

optical power variation. For phase modulation, the MZM is biased at the null of the

optical power. The optical carrier undergoes 180◦ phase shift as the modulated signal

swings around the null bias point. As the signal swings, the electric field as well as

the optical power varies depending on the modulator phase efficiency Vπ defined as the

voltage required to generate π phase shift [8]. Fig. 3.6 plots the optical power loss as a

function of modulated voltage normalized to the MZMs phase efficiency, Vπ. For SiPh

processes, a typical VπL of 2 V-cm is expected where L is the modulator length which

is inversely proportional to the speed. Trade offs between driver and laser power as well

as optimum swing for TX optimum power consumption can be found in [58]. For this

analysis, a typical of 20-dB optical loss due to limited modulation is assumed.

Moreover, assuming 5-dB coupling loss for the input and output couplers at the TX as
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well as at the receiver, LTX is at least 35 dB. The ηLAS depends strongly on the linewidth

requirements and device technology and might be relatively low for an integrated SiPh

tunable laser. For instance, [59] shows an implementation of a heterogeneously-integrated

III-V/silicon interferometric widely tunable laser with 17% peak efficiency. Moreover, the

optical versus electrical power curve is typically not linear, and we would expect a drop

in the efficiency for higher output optical powers. However, for an external cavity laser

(ECL), ηLAS could be as high as 50%. For this analysis, a ηLAS = 25% is assumed to

estimate the ECL used for the measurement. Considering a minimum of 50-mV peak

swing requirement, KZ = 0.01mW/Ω, RPD = 0.9A/W and Q = 7 for a BER below

10−12, the minimum required optical power will be 16.4 dBm, and power consumption

for dual channel receiver will be 44 mW. This minimum power consumption requires

3.2µA IRNC. Nevertheless, dependence of noise on the bandwidth and high bandwidth

requirements for desired SR exceeding 50 GBd, where SR = BW/0.7 for each channel

and BR = 2BW/0.7 for the dual channel I/Q receiver, make this power challenging

and determining the bandwidth that provides the minimum current suggests the optimal

SR. The transimpedance required to amplify minimum detectable current to 50-mV peak

swing is 66 dBΩ. The DC power PDC,TOT,MIN is proportional to 1√
ηLAS

, hence a laser with

Figure 3.6: optical power loss as a function of modulated voltage normalized to the
MZMs Vπ.
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Figure 3.7: Shunt feedback TIA block diagram with an inverter cell for the core amplifier

twice the better efficiency reduces the total DC power by a factor of 1.4 while increasing

minimum noise requirement by the same amount. In general, an exact optimization value

depends on several link components that could be refined through further study.

3.4.1 Noise and Bandwidth

To evaluate the optimal power consumption against bandwidth requirements, the

analysis might assume a shunt-feedback TIA shown in Fig. 3.7.

Transimpedance, bandwidth , and TIA limit was previously explored in (??), (3.23),

(3.24). With enough transimpedance, the noise added from following stages can be

neglected. Hence, neglecting the shot noise contribution of PDs, IRNC for the shunt

feedback TIA is calculated from [57] to include the thermal noise contributions at the

input due to RF and the channel noise contributions at the output. In terms of the

Boltzman constant k and temperature T , the rms current is

in,rms =

√
kT (

4p2
RF

BW +
2p3
Gm

(2πCIN)2BW 3). (3.35)

The noise bandwidth is scaled using Personik coefficients where p2 and p3 are roughly

1.11 and 3.3 for a Butterworth response, CIN = CPD + CGS = CPD + Gm

2πfT
is the total
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Figure 3.8: fT and intrinsic gain A0 = Gm · RDS = 4.8 for an inverter cell in 45CLO
technology

input capacitance. To minimize the noise contributions, the approximation CPD = CGS

is applied to (3.24) and (3.35) [57], the IRNC equals

in,rms =

√
8πkTBW 3CIN(

p2√
2A0BW

+
p3
fT

). (3.36)

For the core amplifier, an inverter amplifier produces high gain from the composite

Gm of both NMOS and PMOS devices while operating at low DC currents producing

high intrinsic gain while minimizing power consumption for a given bandwidth [60]. The

composite Gm for the inverter is

Gm = gm,n + gm,p = vsat,nWnCox + vsat,pWpCox. (3.37)

where Wp = 1.2Wn are NMOS and PMOS transistor widths. The DC intrinsic gain is

A0 = GmRDS where RDS = rds,n||rds,p.

For the 45CLO technology, fT and intrinsic gain as a function of current is plotted

in Fig. 3.8. The cell has a A0 = Gm ·RDS = 4.8 for a wide current range.

Based on (3.36), the IRNC is plotted as a function of SR and fT in Fig. 3.9a. The
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(a)

(b)

(c)

Figure 3.9: (a) IRNC (b) total power consumption (c) EE as a function of DR and
fT . Cross lines show the maximum expected data rate for a given fT .

IRNC contours indicate that for a given SR improving fT reduces the IRNC and therefore

should achieve lower DC power.
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Extending the argument to the power consumption based on (3.32), (3.36), and the

earlier assumptions for VO and LTX of 50 mV and 35 dB, the total power consumption

for the coherent link is plotted in Fig. 3.9b. Higher transmit laser power is required to

achieve higher SR; however, increasing fT can reduce required laser power by improving

receiver sensitivity. Nevertheless, biasing the device at a higher fT requires an increase

in current and receiver power dissipation. As a result, there is a trade-off between speed

and fT in total power consumption shown in Fig. 3.9b.

The EE is calculated using EE = PTOT

BR
where BR for the dual channel receiver is

twice the SR 2·BW
0.7

and is plotted in Fig. 3.9c and determines a minimum EE for a desired

SR. For instance, a maximum SR of 60 GBd can be achieved with EE of 0.75 pJ/bit for

fT of 300 GHz, which consumes 44 mW DC power from the optical sources and requires

3.2 µA IRNC, and 46 mW for the dual channel RX. In practice, device level analysis

should be conducted to capture the exact bandwidth for a given fT . Section III reviews

implementation challenges and trade-off between achievable bandwidth, noise, and EE

in CMOS circuits.

3.5 Transmitter Drive Power Requirement

In previous sections, we explored the trade offs between required transmit power and

receiver power consumption. As a result, minimum dc power consumption was found in

(3.34). However, so far, the transmitter electrical power was not considered. Fig . 3.6

depicts the optical power loss as a function of electrical signal swing. This loss due to

modulation factor can be modeled as

LTX = [
1

2
(1− cos(π

Vsig

2Vπ

)) = (sin(π
Vsig

4Vπ

))2]−1. (3.38)
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Table 3.1: Link parameters
Parameter KZ γLAS VO RPD Vπ ZMZM C0 C1 C2

Value 0.01 mW/Ω 25% 50 mV 0.9 A/W 10 V 36 Ω 75 mW 175 mV 1.225

The transmitter power consumption as a function of required swing is modeled in [58]

based on linear fitting on various designs.

PTX = C0 + C1
Vsig

ZMZM

+ C2

V 2
sig

ZMZM

, (3.39)

where ZMZM , C0, C1, C2 are MZM termination and process dependant coefficients.

Consequently, adding the transmitter electronic power to the minimum power con-

sumption we previously found, we have

PDC,TOT,MIN +PTX = 8
1√

sin(π
Vsig

4Vπ
)

√
KZ · VO

ηLAS ·RPD

+C0 +C1
Vsig

ZMZM

+C2

V 2
sig

ZMZM

. (3.40)

Let us return to previously assumed link parameters summarized in Table 3.1 to

examine how the power consumption varies with driver swing.

Figure 3.10: Required driver power and optimized receiver and laser power found in (3.34)
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Fig . 3.10 shows how increasing driver swing reduces the required laser power and DC

power consumption in the receiver by reducing the optical loss while it results in higher

power consumption in the electrical driver. Based on these link parameters there is an

optimum swing below 2 V; however, in this simplified model, driver noise and degradation

of transmitter OSNR is neglected. Lower driver swing may result in undetectable signal

at the receiver and for better transmitter design and optimization, its noise must be

included in the analysis.

3.6 Conclusion

In this chapter, a power analysis for coherent optical links was provided. Shunt-

feedback and open loop TIAs were reviewed and a shunt-feedback inverter based TIA

was chosen for minimized power consumption in the link. Based on the TIA topology,

the analysis provides insight into how different link parameters, including laser efficiency,

transmitter optical loss, and electronic technology node, affect the link performance. This

chapter was mainly focused on receiver power consumption and sensitivity; however, the

transmitter electrical driver plays an important role in the link efficiency as well. There

is a trade-off between the optical loss and electrical voltage swing which was also briefly

studied.

3.7 Acknowledgment
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Coherent Optical Receiver for Energy-Efficient Links,” published in the IEEE Journal of

Solid-State Circuits ©2023 IEEE.

58



Chapter 4

Electronic and Photonic Packaging

and Integration

4.1 Introduction

As data centers demand substantial improvements in energy efficiency through in-

creased data rate and reduction in power consumption, Co-packaged optics have been

proposed as one approach to fulfill this demand by minimizing the high-speed I/O power

consumption. Nevertheless, parasitic resistance, inductance and capacitance between

electronic and photonic circuits deteriorates the high-speed performance and requires

power hungry equalization, thereby eliminating improvements in energy efficiency. Con-

sequently, packaging approaches that enable 2.5D and 3D integration of heterogeneous

ICs, i.e. silicon photonic and electronic ICs, are promising approaches to avoid parasitics

associated with interconnects by introducing through-silicon vias (TSVs).

Fig. 5.1 juxtaposes a conventional multi-chip wirebond assembly with the TSV ap-

proach to assembly. The TSV approach proposed in this work allows ground connections

and eliminates the need for ground wirebonds. These TSVs are connected electrically
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Figure 4.1: Two packaging approaches where chip ground is connected to PCB ground
either through wirebonds (right) or TSVs (left).

to a backside metalization layer to produce a ground plane beneath the die that reduces

the inductance to the ground path. While the TSV is limited to ground connections

here, future TSV development might allow signal and power interconnects that support

a general three dimensional (3D) IC packaging approach.

TSVs have been widely evaluated in the context of radio-frequency and millimeter-

wave circuitry for 3D packaging [61, 62, 63, 64, 65, 66, 67]. Recent work has demonstrated

that TSVs can offer low loss through to 300 GHz and support equalization of signals [68].

However, less work has been reported on the signal integrity of TSVs as measured through

bit-error rate.

To quantify the signal integrity improvement of the ground TSV, this chapter presents

an analysis of the impact of the ground TSV on the electrical bandwidth of each circuit

block as well as the temperature rise of the chip in the presence of the TSV. In section II,

the TSV feature and simulated improvement is reviewed for the optical receiver (ORX).

The electrical characterization of the ORX with and without ground TSVs is demon-

strated through eye diagrams and BER measurements before both assembly techniques

are compared in Section III.
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4.2 Through Silicon Vias

The TSVs are etched vertical vias through the silicon wafer that consists of a field

of 21 µm by 3µm rectangular tungsten filled bars. These bars are organized into arrays

that are scaled by the number of elements and the linear dimension. An illustration

of the via and its parasitic component from M1 metal layer to backside metalization is

shown in Fig. 4.2. The wafer is thinned to 100 µm to form the TSV and finished with

backside metalization. The thinning of the wafer already provides a substantial reduction

in wirebond length so the experimental comparison between wirebonded and TSV chips

used similar die thickness.

Figure 4.2: Ground TSV cross-section and equivalent circuit model. M1 connection to
the backside metallization through silicon can be modeled as an inductance in series
with a resistance depending on the number of vias in the array.

TSVs can potentially affect performance through different electrical and thermal

mechanisms. By reducing the path of the signal or ground by directly connecting to

the backside of the IC, the parasitic inductance is minimized. As illustrated in Fig. 4.2,

the larger the number of via bars reduces both the series resistance and the inductance.

Additionally, DC power consumption in the chip increases operating temperature and

deteriorates signal performance and ultimately can lead to more DC power consumption

in power amplifiers or drivers. As a result, understanding improvements in the gain and
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frequency response of a circuit is crucial for investigating TSVs thermal conductivity and

potential impact on die temperature.

4.3 Optical Receiver Circuit

To quantify the impact of the TSV on the circuit performance, a reference circuit is

introduced in Fig. 6.7. An ORX consists of a fully differential Cherry-Hooper tran-

simpedance amplifier (TIA), Gilbert cell for variable-gain amplifier (VGA), and 50-

Ω buffer to provide matching to the 50-Ω measurement environment. The detailed

schematic for TIA and VGA were previously presented in [69, 70] and were redesigned

to incorporate the TSVs. The output buffer uses CTLE and inductive peaking for band-

width improvements. The ORX variants include a wirebond ground and TSV ground

version.

In the following section, the bandwidth dependence on wirebond inductance is first

reviewed. A thermal analysis on the ORX IC is then provided to show temperature

variations throughout the chip and heat sinking effects of tungsten TSVs.

Figure 4.3: Differential optical receiver consisting of a TIA, VGA, and 50-Ω output
buffer fabricated in 130 nm BiCMOS process.
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4.3.1 Wire-bond Effects

Wirebond inductance introduces a pole and zero to the transfer function. As a result,

circuits may experience either peaking or degradation in the 3-dB bandwidth depending

on the design. To evaluate circuit sensitivity to wirebond inductance each circuit block

was simulated individually. Individual wirebonds from chip pads to PCB were modeled

as ideal inductors and the value is swept for the ground and signal inductance.

Fig. 4.4 shows simulated 3-dB bandwidth as a function of signal and ground wirebond

inductance for a) 570 µm CPW transmission line separated from the substrate by metal

layer with coupled differential signal paths driving the circuit, b) TIA, c) VGA, and d)

OB. In Fig. 4.4a, increasing the ground and signal inductance from 0 to 300 pH for a

CPW transmission line reduces the bandwidth significantly from more than 70 GHz to

(a) (b)

(c) (d)

Figure 4.4: Simulated 3-dB bandwidth as a function of input signal and individual
ground wirebond inductance from chip pads to PCB for a) 570 µm CPW transmission
line driving the circuit, b) TIA, c) VGA, and d) OB.
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35 GHz. Notably, the signal and ground wirebond has similar impact in this case.

In Fig. 4.4b), increasing ground inductance on the TIA reduces the bandwidth com-

pared to the signal wirebond between the source (e.g. photodiode and the TIA).

In Fig. 4.4c), the signal wirebond inductance improves the bandwidth due to peaking

in the frequency response, while the ground inductance significantly reduces the band-

width. Since the VGA already has very high gain at lower frequencies then slightly

peaking its response at the input with ∼200 pH of inductance results in optimal perfor-

mance.

Fig. 4.4d plots the dependence of wirebonds on the output buffer bandwidth. No-

tably, given some signal wirebond inductance the ground inductance introduces almost

no bandwidth reduction.

4.3.2 Thermal Effects

To evaluate thermal performance, the Lumerical HEAT simulator modeled temper-

ature increases when the total dissipated power of the measured circuit is 168 mW and

was uniformly sourced from the center of the chip where the vast majority of electronic

devices were located. This was done with TSVs both enabled and disabled on the GND

plane to investigate thermal effects on the chip. The simulations indicate very negligible

differences between TSV and non-TSV chips at these power levels in the temperature

rise, with both heating up to ∼307 K around the center. Results were physically con-

sistent with expectation since the tungsten TSVs have a similar thermal conductivity

compared to pure silicon. Thus, most of the performance improvement for this specific

circuit can be attributed to the RF bandwidth differences introduced by wirebonds.
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4.4 Experimental Results

Fig. 6.8 shows the PCB mounted chip assembly for the two variants. The photograph

on the top shows the wirebond variant and the one below shows the TSV assembly. As

mentioned, the non-TSV variant was thinned from 350 µm to 100 µm to ensure both

assemblies have same signal wirebond lengths for input and output signal paths and elim-

inate any other substrate thickness factors affecting measured performance. Moreover,

VGA gain setting is the same in both assemblies.

Figure 4.5: Photograph of the two assemblies under test for investigating packaging effects.

Frequency response and stability factor µ of both assemblies are measured and pre-

sented in Fig. 6.10. S-parameter measurements are single-ended where one input is ac

grounded and its output is 50 Ω terminated. As expected, wirebond inductance con-

strains bandwidth and the TSV variant has a flatter gain over a larger frequency range.

The assembly with TSV shows a 3-dB bandwidth of 36.6 GHz while the non-TSV vari-

65



Electronic and Photonic Packaging and Integration Chapter 4

Figure 4.6: Measured S21 for two assemblies showing 3-dB bandwidth of 32.3 GHz
for the non-TSV assembly and 36.6 GHz for TSV assembly.

ant bandwidth is reduced to 32.3 GHz, suggesting a roughly 12% improvement. Both

assemblies remain stable for the entire frequency range.

The output noise voltage is also measured and compared in Fig. 6.11, indicating 3.84

mVrms output noise for TSV assembly and 3.58 mVrms for non-TSV assembly. This 7%

increase in integrated noise by the TSV assembly is consistent with its larger bandwidth.

The TSV effects are further investigated through eye opening measurements with a

Figure 4.7: Noise histograms for TSV and non-TSV assemblies. The TSV assembly
shows a slightly higher output voltage noise due to its larger bandwidth.
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fully differential PRBS31 sequence. Fig. 6.9 shows eye diagrams for TSV and non-TSV

assemblies at 50, 56, and 64 Gb/s data rates. In all cases, peak to peak swing is 100

mV while TSV assembly shows substantial improvement in eye opening resulting from

the larger 3-dB bandwidth. The bit error rate (BER) as a function of sampling time

and sensitivity curves as a function of bit pattern generator (BPG) voltage are shown in

Fig. 4.9 and Fig. 4.10. Dashed lines show BER for the TSV assembly and solid lines are

contributed to non TSV assembly. The BER performance exceeds the acceptable FEC

limit (<2.2e-3) for G.975.1 I.4 (UFEC) up to 64 Gb/s in both assemblies. Nevertheless,

TSV packaging shows a significantly lower error rate enabling higher speed data transfer

and could be potentially pushed to higher rates.

4.5 Conclusion

This chapter compared the frequency response, eye opening, and BER for two vari-

ants of an optical reciever to assess the benefit of through-silicon vias and analyzed how

packaging parasitic components affect different blocks in the optical receiver. We com-

pared the performance of a 64 Gb/s (2.6 pJ/bit) optical receiver with and without ground

TSVs and found more than 4GHz improvement in 3-dB bandwidth, as well as 100 times

reduction in BER for TSV assembly.
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This chapter is in part a reprint of material in the manuscript, ”Improved Signal

Integrity at 64 Gbps in a 130-nm SiGe Optical Receiver With Through-Silicon Vias,”
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Figure 4.8: Measured eye diagrams at 50, 56, and 64 Gb/s with 6.5 mV inputs. TSV
assembly shows a larger eye opening resulting in lower BER at high data rates
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Figure 4.9: Bathtub curves at 50, 56, and 64 Gb/s for TSV and non-TSV assemblies
for 6.5 mV input voltage. TSV assembly shows almost 100 times improvement in
BER as a result of higher bandwidth

Figure 4.10: Sensitivity curves at 50, 56, and 64 Gb/s for TSV and non TSV assemblies.
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Chapter 5

A Costas PFD Implementation

5.1 Introduction

A component to enabling intra-data center interconnects (intra-DCIs) operating at

data rates above 200 Gbps per lambda, is the realization of low-power, broadband optical

receivers for quadrature phase shift keying (QPSK) or higher-order coherent waveforms.

Recent work has demonstrated RXICs for QPSK and 16-QAM coherent links operating

with optical data rates above 100 Gbps/polarization with energy efficiencies below 5

pJ/bit [71, 72, 73, 74]. In the analog coherent receiver architecture, an optical phased-

lock loop (OPLL) locks to the phase and frequency of the incoming optical carrier. The

OPLL uses a Costas loop to lock to a QPSK signal [54]. However, adding the Costas

PFD to a conventional shunt-feedback TIA and variable gain amplifier (VGA) with high

bandwidth demands additional emitter followers to buffer the signal through separate

signal paths. Energy efficiency in the conventional voltage-mode SiGe HBT-based QPSK

receiver design with a Costas loop is 5.34 pJ/bit [74]. To improve the energy efficiency

of the RXIC, the blocks in the Costas loop-based receiver must be combined with the

receive blocks to reuse the current and reduce power consumption.
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Figure 5.1: a) Conventional shunt-feedback TIA, b) shunt-feedback TIA with emitter
follower in the feedback and c) proposed common-base(CB)/common-emitter(CE)
front-end for hybrid TIA/mixer interface.

In this paper, we present a new architecture for the QPSK receiver based on a current-

mode TIA. The scheme indicated in Fig. 5.1 replaces the conventional shunt-feedback

resistor with a cross-coupled CB current buffer. As the comparison between the shunt-

feedback TIA and shunt-feedback TIA with emitter follower in the feedback to isolate

input and output indicates, the CB stage replaces the role of RF and improves ZT

Zin
= 1+

gm1RD to (gm1+gm2)RD while allowing a current-controlled transimpedance for the front-

end. Additionally, current generated by the CB and CE stages is tapped into a current-

mode mixer that replaces RD to form the Costas loop and reduce power consumption by

roughly 50%.

Section II discusses a current-mode CB/CE TIA circuit implementation with em-

phasis on the overall power reduction of the novel QPSK Costas loop architecture. The

electrical characterization of the current-mode I/Q receiver based on a Costas loop fab-

ricated in the 130-nm SiGe technology is presented in Section III with measurements of

the data rate, PFD output, and BER for the RFIC. To the best of our knowledge, this

is the first current-mode I/Q receiver and achieves the best energy efficiency for designs
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operating over 40 GBaud (GBd) among SiGe HBT-based designs.

5.2 Current-mode QPSK Receiver Design

The detailed schematic of the current-mode QPSK receiver is illustrated in Fig. 5.2.

The input stage of the receiver consists of a differential common-base current buffer (Q2-

Q4) with a cross-coupled common-source pair (Q1-Q3) to increase the current gain. The

current generated by the common-base and common-emitter devices is fed directly into

a Gilbert cell current-mode mixer pair. The output voltage of the TIA is

VTIA,I/Q =

β(gm,1+gm,2)

gm,1+βgm,2

gm,eff,5/6

IPD,I/Q, (5.1)

where we assume gm,1 = gm,3, gm,2 = gm,4 and gm,eff,5/6 is the effective transconductance

of the switched HBT devices.

Photo-detector current is provided through the dc current source used to bias the

common-base devices (Q7). The TIA provides a limited gain of 38dBΩ and hence the

collector voltage of Q2/Q4 further amplified with the Cherry-Hooper limiting amplifier

(LA) shown to the right of the TIA schematic to produce the limited versions of the

signal. In the modified Costas loop architecture, the limited voltage output from the

quadrature channel, shown as VLIM,I/Q, drives the Gilbert cell multiplier through an

emitter follower buffer to combine it with the output current of TIA (ITIA,Q/I).

The limiting amplifier output voltage VLA is written as

VLA,I/Q = tanhGCHVTIA,I/Q (5.2)

where GCH is the gain of the Cherry-Hooper stage. Therefore, the differential current at
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Figure 5.2: Schematic of the current-mode receiver combining the TIA and PFD mixer
interface with an input common-base TIA embedded within a Gilbert cell mixer for
input photodector current reuse, Cherry-Hooper limiting amplifier (LA), and output
buffer with CTLE

the output of the current-mode HBT switches is

∆IPFD,I/Q = ∆ITIA,Q/I × tanh(
∆VLA,I/Q

2VT

). (5.3)

where VT is thermal voltage, ITIA,I/Q is the respective collector current of the TIA

stages and VLA,I/Q is the respective output voltage of the limiting amplifier. Ideally,

the LA provides large enough gain to rail the output voltage and remove any amplitude

information generating an ideal QPSK costas loop PFD response presented in Eq. (5.4).

VPFD = (IPFD,I − IPFD,Q) ·RL. (5.4)

Finally, the limited signal is buffered for the 50-Ω environment as shown in on the far

right of Fig. 5.2. The 50-Ω output buffer includes a continuous-time linear equalization

network through a parallel RC-degeneration circuit that allows for a broadband output

interface to standard 50-Ω measurement equipment.

The current of cross-coupled pair (Q2/Q4) is tuned by modulating the VE,CE pro-
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viding variable gain control through effectively changing gm,1 and thus transimpedance

gain as illustrated in (5.1). In this prototype, manual tuning of VE,CE allows for gain

control in the TIA through the common-emitter current. A comprehensive automatic

gain control (AGC) design would ensure that the TIA remains in the linear region and

compensates for any mismatch between I and Q channels for a correct Costas loop op-

eration [72]. Transimpedance (ZT ) and input impedance (ZIN) as a function of VE,CE is

shown in Fig. 5.3. The RXIC has 61.2 dBΩ maximum ZT and changing VE,CE from -0.4

V to 0.4 V provides 2.4 dB of gain variation while the ZIN remains roughly constant. For

short-range data center interconnects, the required dynamic range is around 10 dB and

integrated optical attenuators or laser current adaptation avoids wasting power. Gain

control is included to assist the mismatch between channels.

Figure 5.3: Midband TI gain and input impedance as a function of VE,CE .

The frequency response is shown in Fig. 5.4. The simulation assumes 50 fF photo-

detector capacitance, 700 pH wirebond inductance from the photo-detector to receiver

input pads, and 200 pH output wirebond inductance 3-dB bandwidth is 29.7 GHz. Co-

packaged electronic and photonic ICs can leverage the flexibility to use long input wire-

bond generating peaking above 20GHz and improving 3-dB bandwidth while maintaining
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minimum output wirebond inductance.

Figure 5.4: Frequency response of the receiver for 700 pH and 400 pH input wirebond
inductance. Also assuming 50 fF photo-detector capacitance, and 200 pH output
wirebond inductance

5.3 Experimental results

Fig. 5.5 illustrates mounted chip assembly on a FR-4 PCB as well as the chip micro-

graph. TIA combined with the Gilbert cell draws less than 17 mA from a 3.8-V source.

Rest of the receive chain draw around 63 mA from a 3-V supply. This results in 254.6

mW power consumption for main branches and total of 290 mW including all reference

biasing circuits. All packaging parasitic components such as wirebond inductance are

embedded in the measurements.

Functionality of the PFD is demonstrated through driving I and Q channels with sine

and cosine waveform at 100 MHz. PFD output measured using the real-time Keysight

oscilloscope (DSAV134A) is illustrated in Fig. 5.6. The saw-tooth waveform is at four

times the input frequency. Some non uniformity in the peaks in the saw-tooth waveform

are attributed to minor offsets in the circuit. VE,CE can help compensate for minor offsets

and imbalance in I/Q channels and create more uniform PFD waveform. As shown in
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Figure 5.5: Receiver assembly on a FR-4 PCB and chip micro-graph.

Fig. 5.6. VE,CE,I = −200 mV and VE,CE,Q = −400 mVprovides minimum mismatch

between I and Q channels and was used to measure the data paths. Main source of

gain mismatch between 2 channels can be contributed to local mismatch predicting 5 dB

variation for the 3-sigma deviation by Monte Carlo simulation.

Figure 5.6: PFD output at (a) 100 MHz and for two VE,CE,I/Q settings to show offset
and imbalance compensation capability of this node

NRZ eyes up to 44 Gbps were measured for both channels using a PRBS31 sequence

without the use of any transmit pre-emphasis. The bit pattern generator (BPG) output

drives the RXIC input with 13.3 mV peak input voltage. For eye diagram measurements,
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one of the differential output of the RXIC was connected to a Tektronix digital serial

analyzer sampling oscilloscope (DSA8300) and the other output was terminated with a

50-Ω load. Measured eyes are shown in Fig. 5.7. The output of the receiver is limited;

hence, despite the PFD response where the output of TIA with limited gain is tapped,

the eye diagrams do not show the mismatch between channels. The output voltage swing

of 238 mV voltage swing for I channel and 231 mV for Q channel.

Figure 5.7: Eye diagrams for I and Q channels at 40 and 44 Gbps data rates. Mea-
surements indicate 45 mV eye opening at 40 Gbps and 30 mV at 44 Gbps. The time
scale is 5 ps per division and the voltage scale is 28 mV per division

The receiver bit error rate (BER) was characterized by connecting the differential

outputs to the error analyzer (EA) (SHF 1104A). The bit error rate (BER) is plotted as

a function of sampling time in Fig. 5.8. Dashed lines show BER for I channel and solid

lines are contributed to Q channel. The combination of noise and intersymbol interference

causes the eye to rapidly close above 40 Gbps indicating that BER is rapidly degrading.

The BER performance exceeds the acceptable FEC limit (<2.2e-3) up to 44 Gbps.

Fig. 5.9 shows output voltage noise measurement as a function of VE,CE,I/Q

Input referred noise current (IRNC) is then calculated by dividing total output voltage
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Figure 5.8: BER bathtub curves for I(solid line) and Q(dashed line)

noise by TI gain. Both output voltage noise and TI gain reduce as VE,CE increases and

IRNC remains almost constant. The variation between 2 channels may be expected

due to local mismatch and a large integrated noise variation from 1.2 mV to 3.6 mV is

predicted by Monte Carlo simulation.

Figure 5.9: Noise histogram, measured output noise voltage and IRNC variation for I
and Q channels as a function of VE,CE compared with simulated IRNC.

Table 1 demonstrates the state-of-the-art performance for differential RXICs across

SiGe HBT technologies. Notably, this work provides among the highest energy efficien-
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cies. Prior work [74] uses a conventional Costas loop and Fig. 5.10 compares power of the

conventional and proposed Costas loop designs with an overall receiver energy efficiency

reduction by a factor of 1.8.

Figure 5.10: Power consumption breakdown for the modified and conventional Costas
loop design presented in [74].

5.4 Conclusion

This chapter presented a 3.3-pJ/bit I/Q receiver with a Costas loop PFD in a 130-nm

SiGe technology. The amplifier and PFD employ a current reuse technique to improve

energy efficiency. Electrical characterization demonstrates the functionality of the PFD

and I/Q data paths up to 88 Gb/s while maintaining BER below FEC limits.
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Table 5.1: State-of-the-Art Comparison
Reference [71] [75] [72] [74] This Work

Modulation 16QAM QPSK QPSK QPSK NRZ/QPSK

Bit rate 136 64 128 100 88
(Gbps/Pol.)

Efficiency 4.61 6.811 4.331 3.321/ 3.32

(pJ/bit) 5.342

TI Gain 73 743 803 67.2 61.2
(dBΩ)

Avg. IRNCD 20 12.23 24.863 10.74 15.64

(pA/sqrt(Hz)

Optical/ Optical Electrical Optical Optical Electrical
Electrical

1 only RX circuits, 2 RX and Costas loop circuits, 3 differential transimpedance gain:
ZT,diff = 2ZT = 2∆Vout/in,

4 Calculated using simulated gain/BW and measured output noise
histogram statistics at the maximum gain setting
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Chapter 6

Coherent Receiver Circuit Design

6.1 Introduction

In chapter 4, the effects of parasitic components due to package interconnects was

studied showing significant improvement with TSV interconnects. Consequently, moving

toward fully-integrated designs is beneficial for high-speed coherent links.

In this chapter a monolithic design is presented An O-band coherent optical receiver

(CORX) is integrated in a 45-nm monolithic CMOS SOI process. The CORX operates

to 80 Gbps with FEC-acceptable BER at 1.2 pJ/bit energy efficiency. To our knowledge,

this is the first monolithically-integrated Silicon CMOS CORX.

6.2 80-Gbps, 1.2-pJ/bit Fully-Integrated O-band I-

Q Optical Receiver

The coherent receiver consists of an optical 90◦ hybrid which produces differential

optical signals and drives two integrated Germanium photodetectors (PDs). The dif-

ferential PD current is then amplified through a low-power pseudo-differential push-pull
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shunt-feedback TIA. This section reviews optical and electrical front-ends.

6.2.1 Optical Front-end

The received optical signal and LO are coupled into the chip through waveguide

grating couplers. Each coupler has an anticipated loss of 3 dB. The optical 90◦ hybrid,

depicted in Fig. 6.1, comprises 3-dB directional couplers and a thermal phase shifter (PS),

biased to 90◦ to generate quadrature fields expressed in (3.3). The directional coupler

splits the power and applies a 90◦ phase shift to the opposing output arm.

Figure 6.1: Block diagram for optical hybrid.

Fig. 6.2 simulates the wavelength dependence of the power splitting ratio and indicates

less than 0.1 dB penalty across the band. The PDK PDs also illustrate a wavelength

variation for the PD responsivity in Fig. 6.2.

To illustrate the ability of the optical hybrid to tune the quadrature phase rela-

tionship, an optical simulation of the QPSK constellation is performed with the PDK

elements for the directional couplers and the thermal phase shifters in Fig. 6.3a. A 56-
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Figure 6.2: Power splitting ratio inside directional couplers and PD responsivity RPD

as a function of wavelength.

(a) (b)

Figure 6.3: Simulated 56 GBd QPSK constellations at the output of hybrid with the
phase tuner biased at (a) 17mW (b) 13.6mW with normalized amplitudes

GBd constellation is plotted in under two heater bias conditions in Figs. 6.3a and 6.3b.

The mismatch in the bias may result in phase mismatch and distort the constellation.

The simulation uses 0 dBm laser power and -15 dBm modulated signal power incident

at the hybrid generating an average 218-µA DC current at each PD. Also, 70-µA peak

current swing is generated close to the DC and swing values predicted based on (3.4).

These constellations do not capture the bandwidth limitation of the receiver.
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6.2.2 Electrical Front-end

In the proposed technology, the RX consists of a TIA, LA, and OB as indicated in

Fig. 5.1. The Costas loop analysis, to implement the carrier recovery circuit, typically

assumes limiting amplification in the PFD but analysis indicates that gain compression

still produces the desired phase response with slightly lower sensitivity. To achieve large

swing through the LA incurs higher power penalty. Considering a 845-Ω transimpedance

achieved in this design at the output of LA, a 235-µA peak input current generates 200-

mV peak voltage swing which will saturate the LA. Considering 0.8 A/W responsivity

for the photodetectors (PDs), -5.3-dBm input power is required to saturate the receiver

channel.

Figure 6.4: Half-circuit schematic of pseudodifferential receiver implemented in 45-nm
RF/photonic integrated circuit process with a transimpedance amplifier, limiting am-
plifier and output buffer.

A pseudodifferential scheme is used since the optical hybrid produces differential

currents from two PDs receiving differential optical signals. A variable current source
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at the differential input allows manual adjustment of the DC current to the PDs. To

avoid the overhead power consumption of a fully differential circuit, the TIA and LA are

pseudodifferential while the OB is fully differential to provide improved common mode

rejection.

In this design, the objective was establishing techniques to reduce electronic IC power

consumption while improving bandwidth and support the analysis of a full optical coher-

ent receiver in which the LO and transmit optical power required is related to the input

referred noise current and sensitivity of the receiver.

The circuit schematic of the RX is shown in Fig. 6.4. The TIA is a push-pull amplifier

with resistive feedback. In a shunt-feedback TIA, assuming the bandwidth limitation is

only due to PD capacitance at the input, the transimpedance can be estimated from

(6.1), where A is the voltage gain of the push-pull amplifier, Rf is the feedback resistor,

and CPD is the PD capacitance.

ZT = − A

A+ 1

Rf

1 +
RfCPD

A+1
s
. (6.1)

To achieve a high bandwidth, the push-pull amplifier in the TIA needs to have a large

voltage gain and, hence, a large gm requiring high power consumption. Inverter-based

amplifiers produce high gain by adding the gm of both nmos and pmos devices while

operating at low dc currents to increase the gds. Circuit simulations demonstrate that

the 45CLO process maintains an intrinsic gm/gds gain of 5 across a wide range of current

density. Consequently, the choice of current density in the TIA is limited by input-noise

current requirements.

To improve the TIA bandwidth, a feedforward capacitor, Cf , provides a negative

capacitance at the TIA output, which reduces loading effects of the next stage. In Fig. 6.5,

the simulated transimpedance at the output of the TIA and IRNC is plotted to twice the
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3 dB bandwidth. The feedforward capacitor generates peaking in the frequency response

but worsen the noise slightly at high frequencies. A second inverter stage increases the

gain and is followed by a common-source amplifier with active peaking. The frequency-

dependent load impedance of this stage is

ZL =
1 +R2Cgs6s

gm6 + Cgs6s
. (6.2)

Through the zero in the load impedance, the gain increases at higher frequencies as the

Cgs of M6 becomes a small impedance and the impedance presented to M5 is limited by

R2 rather than 1
gm6

. This peaking compensates for the loading effects of the feedforward

capacitor.

Figure 6.5: Simulated transimpedance and input-referred noise current (IRNC) to
show the effect of feedforward capacitor. Simulated IRNC for electrical characteriza-
tion indicates that the total integrated input noise current over twice the simulated
bandwidth of 23 GHz is 10 µA when the wirebonds are not present

In order to provide common-mode rejection, a fully differential stage is added before

the 50Ω buffer. To provide the headroom for current sources, a pmos level shifter was

used. The OB is designed to drive the 50-Ω load through a wirebonded chip and hence

is the most power-hungry part of the circuit. Most silicon photonic systems target short
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reach applications where the transceivers might be co-packaged with a switch or other

functions. In a co-packaged solution, the wirebonds would be replaced with flip-chip

packaging. To demonstrate the functionality and characterize the electronics in the pro-

cess, we used a source follower at the output, which introduces 8 dB of additional loss

limiting both output swing and gain. Capacitive degeneration and inductive peaking

are added to the differential stage to counterbalance the loading effects of large output

transistors. Each of the pseudodifferential receive channels consumes 36 mW DC power,

21.6 mW of which is accounted in the OB.

6.3 Receiver Measurement Results

6.3.1 Electrical Measurement

Fig. 6.6 shows the receiver chip micrograph and the mounted chip assembly on a

PCB. The area of the chip is 800µm x 840µm with wirebonds of approximately 800µm,

which constrains the 3-dB bandwidth to just under 20 GHz as described in Fig. 6.7.

which plots the measured transimpedance based on fully-differential S-parameter mea-

surements. The frequency response of the receiver is compared with measured data

without any de-embedding. In the absence of the wirebonds, the simulated bandwidth

is 23 GHz assuming a 50-fF PD capacitance, typical in this process. The 800-pH input

and output wirebond inductance, expected for this assembly, as well as losses from PCB

traces reduces the bandwidth to 9.6 GHz. The dual channel RX performance presented

here demonstrates the eye opening with a PRBS31 sequence and Fig. 6.8 shows output

eye diagrams at 36, and 40 Gbps. Additionally, the eyes are generated through 20dB

attenuators connected to bit pattern generator (BPG) (SHF 12105A) to generate a dif-

ferential input at 40 mV peak swing to drive the RX. The I channel output swing is
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150 mV for a 11-dB differential voltage gain and corresponds a 49 dB-Ω transimpedance.

The Q channel shows a larger swing of 180mV and corresponding transimpedance gain

of 52 dB-Ω which is in agreement with the small-signal measurements.

Figure 6.6: Receiver assembly on a PCB and chip micrograph

Figure 6.7: Simulated transimpedance gain without the wirebond inductance com-
pared with measurement results . The receiver presented here has a 13-GHz band-
width penalty due to the wirebond inductance.

The output noise histogram for both channels is shown in Fig. 6.9 and indicates

approximately 1-mV rms output noise. Based on the transimpedance, this suggests an

integrated rms current noise of 3-uA rms which varies from the simulated value because

of 3dB bandwidth degradation due to packaging parasitics .
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(a) (b)

Figure 6.8: Measured eye diagrams at a) 36 Gbps and b) 40Gbps per channel. The
time scale is 6 ps per division and the voltage scale is 21 mV per division.

To verify the open eye diagrams, the BER is plotted as a function of sampling time

in Fig. 6.10. The BER curves are relatively symmetric and show that up to 40 Gbps

the BER performance exceeds the acceptable FEC limit (2.2e-3) for G.975.1 I.4 (UFEC).

Fig. 6.11 shows BER variation as a function of input voltage and indicates that below

4 mV input voltage the BER is noise limited. BER mismatches between two channels

may be contributed to both gain mismatch and imbalanced wirebond length limiting the

bandwidth.

A performance summary for this design is shown in Table ?? and compared against

recent work. While the 50-Ω buffer is required for measurement purposes, it might be

eliminated in a link implemented for data centers changing the energy efficiency from

0.9 to 0.36 pJ/bit. While recent work using FinFet CMOS has indicated excellent power

for a given transimpedance at similar data rates, this process does not support silicon

photonic integration. When compared with recent assembled optical receivers based

on separate 45-nm CMOS and 90-nm silicon photonic chips for coherent detection, the
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Figure 6.9: Noise histogram measurement for a) I channel indicating 0.9727mV rms
output noise and b) Qchannel indicating 1.081mV rms output noise

energy efficiency is improved (0.9 pJ/bit).

6.3.2 Optical Coherent Link Measurement

The receiver was tested in a self-homodyne link configuration. The measurement

setup as well as chip micrograph and assembly on a FR-4 PCB is shown in Fig. 6.12. A

1310-nm external cavity laser (ECL) splits into local oscillator (LO) and signal paths.

In the signal path, an iXblue MXIQER-LN-30 I/Q modulator is driven with a 600-mV

PRBS-15 signal from a bit pattern generator (BPG) (SHF 12105A). The signal path

also includes an attenuator for sensitivity measurements. The receiver I/Q channels

are connected to a real-time oscilloscope (RTO) (Keysight UXR0702A). with a 0.875 µs

acquisition time at 256 GSa/s to detect the transmitted QPSK signal.

The ECL power is set to 13 dBm providing 10-dBm LO power and 10-dBm input

power to the transmitter. The transmitter has a typical bandwidth of 25 GHz and 15

dB of loss at O-band. The 10-dBm LO power and -5.3-dBm signal power translate to

0.59-mA LO and 8-µA signal current per PD indicating 12.2 dB of coupling loss. The

differential dual-channel electrical circuit draws 60-mA current from a 1.2-V supply and
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Figure 6.10: Bathtub curves illustrating FEC-compatible operation up to 40 Gbps
per channel

thermal phase-shifter inside the optical hybrid consumes 24-mW for quadrature bias

corresponding to 96-mW dc power consumption for the CORX.

Fig. 6.13 shows the measured constellations at 20, 32, and 40 Gbaud and bit error

rate (BER) as a function of signal power incident at signal grating coupler which is 23

dB larger than signal power at each PD. The single ended output voltage swing is 28 mV

for 67-µA (calculated based on signal and LO power) input current per PD driving the

TIA showing 415Ω (52.3dBΩ) transimpedance gain.

A performance summary for this design is shown in Table 7.1 and compared against

recent work. FinFet CMOS has indicated excellent power; however, this process does not

support silicon photonic integration. When compared with monolithic coherent design

in O-band, we achieved a 3.6 times improvement in energy efficiency.

6.4 Conclusion

This chapter described the performance of a 1.2-pJ/bit coherent optical receiver fabri-

cated in the 45CLO technology that supports both silicon photonic components as well as
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Figure 6.11: Sensitivity curves as a function of input current

Figure 6.12: Self-homodyne link configuration and microscopic view of the chip.

high speed electronics. Measured constellations and sensitivity curves show performance

up to 40 Gbaud below FEC BER limit of 2.2× 10−3
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Figure 6.13: Measured constellations at 20, 32, and 40 GBd and sensitivity curves.
Equalized results use a post-processing script on raw data to apply a 7-tap feed–
forward equalizer (FFE) to compensate for bandwidth limitations of TX and RX
packaging losses. The equalization adds 6dB of peaking at 40GHz and reduces BER
for a given signal power and data rate.

IEEE Optical Fiber Communication (OFC) Conference ©2023
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Chapter 7

Coherent Receiver Circuit Design:

Optimization and Co-simulation

7.1 Introduction

In previous chapter a prototype monolithic coherent receiver designed in a 45nm

CMOS-SOI photonic process was presented. Nevertheless, as reviewed in chapter 2, for

analog carrier recovery in self homodyne architecture, a PFD is required. Moreover,

chapter 3 provided a power analysis and a guideline to optimizing overall coherent linkef-

ficiency. In this chapter, we will use discussions in chapters 2 and 3 in order to implement

an optimize coherent link.

A 1310-nm (O-band) coherent optical Link is demonstrated for short-range optical

interconnects that operate to 56-GBd symbol rate (SR)(112 Gbps) with FEC-acceptable

BER. The coherent optical receiver (CORX) leverages a monolithic 45-nm CMOS SOI

photonic-enabled process to realize an energy-efficient quadrature phase shift keying

(QPSK) demodulation. Co-design of the optical and electronic circuit elements supports

high-speed operation and low power consumption. The coherent link is demonstrated
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Figure 7.1: Optical receiver implemented in 45-nm RF/photonic integrated circuit
process consisting of an optical hybrid, TIA, limiting amplifier (LA), 50Ω output buffer
(OB), and a Costas phase/frequency detector (PFD). Detailed design parameters can
also be found in [78].

with an optical transmitter photonic IC (PIC) fabricated in silicon photonic (SiPh) pro-

cess with laser diodes wirebonded to a 90-nm SiGe driver electronic RFIC. The transmit-

ter operates at 5.9-pJ/bit energy efficiency (EE) while the receiver achieves 0.73 pJ/bit

and, to our knowledge, is the best EE reported for a coherent optical receiver.

7.2 112-Gbps, 0.73-pJ/bit Fully-Integrated O-band

I-Q Optical Receiver

The optical and electronic receive circuity implemented in the 45CLO process are

illustrated in Fig. 7.1.

7.2.1 Optical Front-end

The optical front-end is similar to the design in chapter 6. The received optical signal

and LO are again coupled into the chip through waveguide grating couplers. In Fig. 7.1,

a PN-type phase shifter is also introduced to allow a large tuning range to adjust the

phase of the LO.
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7.2.2 Electronic Front-end

In this design, the differential PD current is amplified through a low-power pseudo-

differential push-pull shunt-feedback transimpedance amplifier (TIA). The PD DC cur-

rent calculated in (3.4) flows through a variable current source shown in Fig. 7.1. The

current source is adjusted manually based on the incident optical power to ensure it does

not flow through the feedback resistor affecting the inverters bias and gain, causing the

outputs to rail. An automatic DC sink can be implemented similar to [73].

A fully-differential TIA offers high common mode rejection and immunity to envi-

ronmental noise, such as supply noise, compared to a single-ended design with a power

penalty. To better evaluate the common mode rejection of the inverter cell, the output

voltage variation with a noisy VDD is found from the inverter model in Fig. 3.7. Ne-

glecting channel length modulation, −VDD = Vgs,p − Vgs,n and Vout = Vgs,n. As a result,

∂Vout

∂VDD
= ∂Vgs,n

∂ID

∂ID
∂VDD

. Moreover, |∂VDD

∂ID
| = ∂Vgs,p

∂ID
− ∂Vgs,n

∂ID
= 1

gm,n
+ 1

gm,p
. Consequently,

| ∂Vout

∂VDD

| = 1
gm,n

gm,p
+ 1

. (7.1)

which will provide roughly 6-dB isolation between output and VDD. In practice, channel

length modulation further limits the ideal isolation. Simulation shows 4.6-dB supply noise

rejection for a single ended inverter TIA. The differential PDs and common-mode noise

rejection are improved from the pseudo-differential outputs. Assuming the differential

NMOS and PMOS devices have a mismatch of δn and δp, the supply noise rejection

becomes

|∂∆Vout

∂VDD

| =
gm,n(δn−δp)

gm,p(1+δp)
+ 1

(gm,n

gm,p
)2 1+δn

1+δp
+ gm,n

gm,p
(1+δn
1+δp

+ 1) + 1
. (7.2)

In the limit that the mismatch is zero, the rejection is infinite. Otherwise, the mis-
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match produces finite rejection.

In Section II, the minimum EE that can be achieved for a for a given technology

was calculated. In practice, layout and packaging parasitic components further limit the

available fT and achievable EE. Section II assumes the maximum DR based on available

fT ; however, the shunt feedback TIA can be designed to maximize ZT for a given power

consumption while achieving desired bandwidth using inductive peaking [76, 77].

For further analysis, device level parameters, illustrated in Fig. 3.7, are included in

the equations. The 3-dB bandwidth for the core cell ω0 is estimated as

ω0 =
1

RDSCDS

=
Gm

A0CDS

, (7.3)

where CDS = Cgd,n + Cgd,p + Cdb,n + Cdb,p is the total capacitance at the drain of nfet

and pfet transistors, Cdb,n/p is the capacitance between drain and substrate and Cgd,n/p

is the capacitance between gate and drain. Note that, as described in section II, C, the

damping factor in the second-order transfer function of the shunt feedback TIA found

in (3.22) must be equal to
√
2/2 to ensure a well-behaved response, forcing the pole

frequency of the core amplifier to be ω0 =
2A0

RFCIN
resulting in a 3-dB bandwidth for the

TIA equal to BW = 1
2π

√
2A0

RFCIN
. Consequently, the bandwidth of the core amplifier (ω0

2π
),

modeled as a first order amplifier, should be chosen
√
2 times higher than desired BW of

the TIA.

The IRNC in (3.35) is recalculated as a function of transistor parameters.

in,rms =

√
kT√
2π

(
1

A0CDS

)3(CPD + Cin,i)×√
G2

m(p2CDS + p3(CPD + Cin,i)).

(7.4)

The total inverter input capacitance equals to Cin,i = Cgs,n +Cgs,p + (1−A)(Cgd,n +
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Cgd,p) where gate source capacitance for each device, Cgs,n/p, Gm, and CDS are all pro-

portional to device widths Wn,Wp. A larger device improves noise performance, reduces

required transmit power in expense of higher receiver power and limited bandwidth.

These trade offs between noise, bandwidth and power consumption yield an optimum

choice for device width. Fig. 7.2 shows the bandwidth and noise trade-off as a function

of device width and indicates that for data rates exceeding 50 Gb/s, the device should

ideally be under 10 um.

Figure 7.2: Simulation of the IRNC and BW for an inverter TIA as a function of
device width assuming a photodetector capacitance of 50 fF.

With the link parameters used in Section II, the EE of the receiver, taking into account

the total power consumption calculated from (3.32), is shown in Fig. 7.3. The DC power

consumed in the receiver as well as the minimum transmit laser power requirement is

also shown in Fig. 7.3. Introduction of Kz allows an estimation of a multistage receive

chain power consumption based on the desired gain while assuming the TIA dominates

the IRNC. Although the calculated bandwidth of the TIA will be further limited in

the multistage design, series inductive peaking allows for bandwidth adjustment. The

total power consumption is minimized to 90 mW with 45 mW of receiver DC power

consumption for a 8-µm device resulting in 32 GHz of bandwidth, which should support a
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desired SR of 56 GBd. A higher bandwidth is possible through passive inductive peaking

to peak the frequency response to 40GHz without extra power in the receiver chain.

However, this frequency response will increase IRNC slightly and reduce maximum Rf

to 375Ω. Consequently, the TIA illustrated in Fig. 7.1 uses M1 = 8.25µm and M2 = 10

µm to scale the PMOS slightly according to the relative velocity. The TIA stage consumes

around 2.4 mW, suggesting a transimpedance power efficiency of KZ = 0.01mW/Ω as

estimated in Section II. The EE of just under 1 pJ/bit considers only a single channel

of the receiver. The TIA stage consumes around 2.4 mW with 47-dBΩ gain, suggesting

a transimpedance power efficiency of KZ = 0.01 mW/Ω as estimated in Section II. The

calculations also predict 3.2-µA IRNC and a desired transimpedance of 66 dBΩ for the

receive chain. To achieve the higher desired transimpedance, a cascade of inverter cells

with scaled transistors as well as inductive peaking follow the TIA to minimize loading

effects and bandwidth reduction.

Figure 7.3: EE of the design as a function of device width

Fig. 7.4 plots the simulated receiver frequency response assuming 400-pH output

wirebond inductance from the driver to a printed circuit board assembly. The post-layout

simulations indicate that a 40-GHz 3dB bandwidth is achievable. Measured S-parameters
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of an electrical test structures with wirebond assembly is cascaded with the PD model

to determine the transimpedance of the packaged receiver. The measured result is also

shown in Fig. 7.4 including 4-inch cable connection to the VNA and PCB traces. The

slight discrepancy between simulation and measurement may be attributed to the PCB

packaging and connection to measurement device which is present in all time domain

measurements as well.

Figure 7.4: Comparison of simulated transimpedance for the RX channel and mea-
surements based on an electrical test structure

The simulated output voltage noise for PD operating under dark current and with

0dBm unmodulated optical power is shown in fig. 7.5. Higher Dc currents flowing in the

PD will increase the shot current noise at the input. IRNC integrated across twice the

bandwidth will increase from 3.9 µA for dark current to 5.6 µA for 0.93mA dc current

at the PD.

The co-simulation of the photonic and electronic circuits is indicated in Figs. 7.6a

and 7.6b. The demodulation of the QPSK constellation at 40 and 56 GBd is performed

using the post-layout CORX circuitry. No noise is added to the transient simulation and

the impairments in the eye indicate slight intersymbol interference. The simulated error

vector magnitude (EVM) equals -10.9 dB for the constellation shown at 56 GBd, and
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Figure 7.5: Power spectral density of output noise voltage for PD operating in dark
current and 0dBm optical power, translating to 0.93mA PD current.

(a) (b)

Figure 7.6: Simulated constellations on the CORX (a) 40GBd with EVM=-14.5dB
(b) 56GBd with EVM=-10.9dB and normalized amplitudes

-14.5 dB for the constellation shown at 40 GBd

As shown in Fig. 7.1, the design also includes a Costas phase/frequency detector

with detailed analysis in [34, 35] to enable analog phase recovery of LO similar to the

implementation in [54].
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7.3 Coherent Transmitter

7.3.1 Optical Front-end

The TX PIC was fabricated in Intel’s silicon photonic process and includes a dual-

polarization (DP)-IQ traveling-wave Mach-Zehnder Modulators (MZM) with more than

30-GHz EO bandwidth. Previous work has reported on the design and performance of

the SiPh DP-IQ MZM and includes detailed DP transmitter measurements [79].

7.3.2 Electrical Front-end

Fig. 7.7a provides a schematic of the MZM driver EIC fabricated in a 90-nm Glob-

alFoundries SiGe BiCMOS process (9HP). The output stage load resistor RL is 200Ω

to reduce the total current required to drive 30Ω MZM termination while suppressing

backward reflections. The dual-channel driver consumes 250 mW (2.2 pJ/bit/channel).

The driver also includes a continuous time linear equalizer (CTLE) circuit in the out-

put stage to peak the output. This is realized by the emitter degeneration as shown in

Fig. 7.7a. As operating frequency increases the emitter degeneration impedance reduces

and hence the gain of the driver increases resulting in a peak in frequency response. As

shown in Fig. 7.8, the CTLE circuit generates 11 dB of peaking at 36 GHz to compensate

for bandwidth degradation in a silicon modulator. The simulated driver circuit exhibits

66-GHz bandwidth and can provide 2-V peak to peak swing excluding packaging and

parasitic components. Trade offs between driver and laser power as well as optimum

drive swing for TX EE can be found in [58].

The measured TX 56 GBd constellations with a 70-GHz reference PD is shown in

Fig. 7.9a and Fig. 7.9b. Moreover, Fig. 7.9c shows the BER measurement with -2 dBm LO

power per PD. This constellation offers a baseline comparison to the QPSK constellations
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(a)

(b)

Figure 7.7: (a) Coherent optical transmitter including differential driver with CTLE
and I/Q MZMs and (b) transmitter assembly used for testing .

that will be plotted for the CORX.

7.4 Receiver Measurement Results

The chip micrograph for the TX and RX chips and chip-on-board assembly are illus-

trated in Figs. 7.7b and 7.10. The TX chip measures 3.4 mm by 8.25 mm. The entire
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Figure 7.8: Simulated S21 of the driver showing 11 dB of peaking at 36 GHz and 66
GHz of 3-dB bandwidth.

RX MEPIC is contained within 2.6 mm by 1.1 mm, where a significant area is required

for the LO phase shifter. The optical hybrid and electronics have relatively equal area.

The die is wirebonded to a high-speed test PCB.

The measurement setup is illustrated in Fig. 7.11. For testing, a 1310-nm external

cavity laser (ECL) splits into the LO and signal paths where 25% of ECL power goes to

LO and 75% goes to the transmitter. In the signal path, a coherent transmitter is driven

with a 500-mV PRBS-15 signal from a bit pattern generator (BPG) (SHF 12105A).

The signal path also includes an O-band fiber amplifier (PDFA) compensating for

high coupling loss in both transmitter and receiver and an attenuator for sensitivity

measurements. The ECL output power is set to 20 dBm for 200mA input current pro-

viding 14-dBm LO and 18.7-dBm input power to the TX. The signal power at the output

of the attenuator with minimum attenuation of 0.6dB is 2.6dBm. The 14-dBm LO power

and 2.6-dBm signal power correspond to 0.3-mA LO and 4-µA peak signal current per

PD indicating coupling loss of 12.2 dB for LO and 19.8 dB for signal. Manual alignment

and sensitivity to mechnical perturbations of couplers contributed to the high coupling

loss. Probes are used only to introduce the optical fibers to the waveguide grating cou-
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(a) (b)

(c)

Figure 7.9: Standalone TX (a) constellation (b) eye diagram at 56 GBd with 18-mV
swing and 4-mV eye opening, and (c) BER as a function of RX input power for -2-dBm
LO power per PD.

plers on the receiver chip. The excessive optical losses in the link measurement is due to

non ideal coupling as well as other components in the setup that significantly attenuates
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Figure 7.10: Chip micrograph and PCB assembly for the coherent optical receiver
chip and assembly.

Figure 7.11: Self-homodyne test setup for link testing of the coherent optical receiver.

the modulated signal. As described in Section II, the modulators are biased at minimum

transmission resulting in very low signal power and are driven with a limited swing not

providing the full Vπ swing, further limiting the modulation factor for the QPSK signal.

With the additional optical loss compared to the initial estimation, and a 50/50 split in

the laser power, the modulated signal power was significantly limited generating less than

1-µA current. In theory, the LO can compensate for low signal swing as shown in (3.4).

However, in practice, the transmitter is not ideal and its noise affects the signal received,

106



Coherent Receiver Circuit Design: Optimization and Co-simulation Chapter 7

Figure 7.12: Power consumption from the current drawn form VDD, VDD,buffer and
optical tuning element.

and the signal becomes undetectable even with an ideal noiseless amplifier in the receiver

as the optical SNR (OSNR) reduces. Moreover, to boost the modulated current with a

very high LO power, the DC current shown in (3.4) has a larger increase compared to

the AC signal, which will result in a higher shot noise which was originally neglected in

the analysis assuming the noise contribution is due to the thermal and channel noise in

the receiver. To compensate for high transmitter loss and generate a detectable signal at

the receiver, a higher portion of the optical power was split into the transmitter.

The receiver outputs are connected through high-speed 2.4-mm connectors to a re-

altime oscilloscope (RTO). The receiver I/Q channels are connected to a 70-GHz RTO

(Keysight UXR0702A) with a 0.875-µs acquisition time at 256 GSa/s to capture the re-

ceived QPSK signal. The differential, dual-channel electrical circuit draws 42-mA current

from a 1.1-V supply, or 46.2 mW. The adder used in the Costas loop draws 5.4 mA from

1.5-V supply consuming 8-mW power. The thermal phase shifter inside the optical hybrid

consumes 36 mW for quadrature bias corresponding to 82.2-mW DC power consumption
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(a) (b)

(c) (d)

Figure 7.13: QPSK raw and sampled constellations at (a) 28 (b) 40 Gbaud with BER
less than 1×10−5 and (b) 56 Gbaud with 1.5×10−3 BER (c) 60 Gbaud with 6×10−3.

for the data path and additional 8 mW for the Costas implementation. A significant

portion of the total receiver power was therefore consumed in optical tuning elements.

Fig. 7.12 details the simulated power breakdown compared to the total measured power

consumption of the CORX.

Figs. 7.13a, 7.13b, 7.13c, and 7.13d plot the measured QPSK constellations at 28, 40,

56, and 60 Gbaud based on the I / Q electrical outputs of the receiver. The constellation

at 28, 40 Gbaud illustrates slight gain and phase imbalance. The constellations on

the left show the transition between symbols while the constellations on the right are

sampled to just determine ISI and noise effects on broadening the points and causing

error. The constellations at 56 and 60 GBaud indicate lower imbalance but higher noise

and intersymbol interference (ISI) contributions. Figs. 7.14a, 7.14b and 7.14c, 7.14d

show all electrical eye diagrams, driven with 40mV input voltage generated directly from

SHF 12105A railing at 200mv, compared to the full link optical eyes.
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(a) (b)

(c) (d)

Figure 7.14: All electrical and full link optical eyes at (a) 28 Gbaud (b) 40 Gbaud (c)
56 Gbaud (d) 60 Gbaud.

The bit-error rate (BER) as a function of signal power incident at each PD is shown

in Fig. 7.15. At lower data rates, the error rate is mainly due to noise while as data

rate increases ISI degrades the error rate and sensitivity.The receiver input referred noise

current can be estimated at 28 GBd, where the minimum signal power to achieve BER

below FEC limit of 3.8× 10−3 is -35 dBm. The LO power of -4.2 dBm incident at each

PD results in a sensitivity of 19.7 µA assuming RPD = 0.9A/W (-19.6 dBm optical power

from
√
PLOPRX) calculated from (3.4). The IRNC can be estimated from (3.27) to be

roughly 3.6 µA. The LO power is constant for all BRs yielding a sensitivity of -14.6 dBm

for 40 GBd and -13 dBm at 56 GBd. The observed degradation above 28 GBd is worse

than expected and was not predicted in RX simulations but can be accounted to other

frequency-dependent non-idealities including including group delay dispersion and power

supply sensitivity. Based on electrical eye openings, more BER degradation is expected

as the data rate increases from 40 GBd to 56 GBd compared to going from 28 GBd to 40

GBd. In the full optical link measurements, the received signal has limited eye opening

and worse OSNR at higher data rates that could further limit the sensitivity above 28

GBd. To compensate, fiber amplifiers are also used to improve optical swing, but also
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Figure 7.15: BER curves at different bit rates indicating the power penalty to higher
data rates as referenced to the FEC limit.

optical noise for higher Baud rates. Note that all data includes packaging and cable

connections to the measurement equipment which is not included in the simulation and

their effect is not predicted.

The Costas loop performance was investigated in an electrical test structure by gen-

erating quadrature beat-tones at the I/Q input with 80-mV swing, translating to 600-µA

current, and the measured output voltage is shown in Fig. 7.16. To investigate the PFD

performance, let us reiterate on the analysis in chapter 2 and examine how it may enable

a self-homodyne link. The ideal Costas PFD response is analyzed in [35] and is shown

in (7.5), where VPFD = ZTIA · Gmix · IPD assuming the LA stage fully limits the signal

and the addition is ideal and perfectly linear. The Gmix = 2/π is the gain of the passive

mixer stage.
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Figure 7.16: PFD output as a function of phase error.

PFDout(t) =



VPFD · sin(Φ(t)), −π
4
< Φ(t) < π

4
,

−VPFD · cos(Φ(t)), π
4
< Φ(t) < 3π

4
,

−VPFD · sin(Φ(t)), 3π
4
< Φ(t) < 5π

4
,

VPFD · cos(Φ(t)), 5π
4
< Φ(t) < 7π

4
,

(7.5)

Fig. 7.16 also shows the ideal PFD response as a baseline for performance analysis

considering ZTIA = 223 and IPD = 600 µA. The finite LA stage gain limits the PFD

swing in the measurement. The response also suffers from imbalance in amplitude and

0 crossing which maybe due to slight gain mismatch between I and Q channels and DC

offsets in the mixing stage. For a more symmetrical response gain control and DC offset

compensation circuitry should be added to the design.

Network switching would ideally be much faster than the dynamics of a phase-locked

loop for carrier recovery. Two solutions to eliminating this bottleneck are possible. First,

the self-homodyne approach discussed here where the clock is sent along with the data.

This eliminates the need to track the frequency and rather to adjust to the phase rapidly.
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Second, if a network architecture really benefits from generating the LO locally, tech-

niques for rapidly acquiring the LO might use non-linear adaptation schemes to change

the loop filter dynamically and allow for a fast acquisition period, followed by a longer

time constant to improve the phase noise rejection.

As discussed in chapter 2, the linear Costas loop would follow a linear phase model,

where the Costas PFD provides an error voltage based on the initial phase error between

signal and LO. To remove high frequency component of the PFD and provide high DC

gain, a loop filter should follow the Costas PFD whose output drives the optical phase

tuner. An integrator is an ideal choice for the loop filter. The optical phase tuner can

be modeled as a voltage control delay line (VCDL) providing a variable time delay or

phase shift in the signal as a function of the voltage applied to it. Let us assume that

the VCDL has a linear phase response and can be modeled as ϕout = ϕin +KV CDLVcont.

Using the linear model the phase through the loop obeys the following equation

ϕout = ϕin +
KLF

S
kPFD.kV CDL.(ϕin − ϕout). (7.6)

Consequently, the phase error, ϕe = ϕin − ϕout, follows

ϕe ·
KLF

S
kPFD.kV CDL = −ϕe, (7.7)

For the equation to hold correct across all frequencies, ϕe should approach 0. In time

domain, the input phase fluctuates slowly the output phase follows the input phase with

a time delay. We have

ϕout = ϕin + ϕe0e
−t
τL , (7.8)

where ϕe0 is the initial phase error, and τL = 1
KLF kPFDkV CDL

is the loop time constant. At

t = 7τL, the phase error is reduced by a factor of 10−3. Hence, To ensure the loop can
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track the phase faster than the phase variations, KPFD and loop filter should be designed

properly.

The PFD response highly depends on optical power. The PFD swing is proportional

to RPD

√
PLOPRX . For instance, the PFD swing for 600µA current is 100 mV. Assuming

a linear attenuation, the PFD swing is expected to reduce to 7.5 mV for the receiver

sensitivity of -13 dBm at 56 GBd. Also assuming the optical phase tuner has a KV CDL =

0.5rad/V , and the integrator has a time constant (1/KLF ) of 10 ps, the loop takes 15 ns

to reduce the phase error to 10−3.

A performance summary for this design is provided in Table 7.1 with comparison

against recent work at similar data rates. Notably, this result is fully integrated and was

tested on a PCB assembly and not probed electrically. The finFET CMOS has indicated

excellent power; however, this process does not support silicon photonic integration and

the measured results are not for a full link optical assembly. When compared to prior

monolithic coherent design in O-band, this design achieved a 6-fold improvement in

energy efficiency for similar data rates. Compared to monolithic IMDD design, the

energy efficiency we achieved was almost half with for the same data rate. Although

SNR requirements are more strict for a PAM4 receiver compared to QPSK to achieve

same BER, low IRNC in [76] allows sensitivity of -12dBm required for FEC level BER.

Compared to coherent designs this work achieves best sensitivity except for [81]which

has a much lower BW and hence lower integrated noise. This design also has the highest

FOM defined as ZTBW/PDC among coherent receivers.

7.5 Conclusion

This chapter described a coherent optical receiver that achieves 0.73 pJ/bit at 56

GBd fabricated in a 45-nm CMOS silicon photonic technology. An analysis of the trade-
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offs between device speed and energy efficiency illustrates the optimal input-referred

noise current. Design optimization indicating transistor sizing, as well as the monolithic

technology with high fT allows for maximized FOM and best EE when compared to

other coherent designs at same data rates. Measured constellations and sensitivity curves

indicate bit error rates below forward error correction limit of 3.8× 10−3.
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Chapter 8

Summary and Outlook

In this dissertation implementation of next-generation power efficient intra-data center

optical links leveraging analog coherent detection was studied. A detailed assessment of

homodyne, heterodyne, and self- homodyne analog coherent was provided in chapter 2.

This thesis was mainly focused on implementing heterodyne and self-homodyne links. In

the proposed optical transceiver implementation, the receiver, transmitter driver circuits

as well as the laser power account for the majority of dissipated power, which motivates

the link optimization proposed in chapter 3. Various TIA circuit designs and techniques

were also presented to be utilized in low-power high-bandwidth analog coherent detection

based links.

Significant effects of package parasitic components were evaluated in chapter 4.

A QPSK Phase/frequency detector which may be employed for analog carrier recover

was discussed in chapter 5 where a 3.3-pJ/bit I/Q receiver with a Costas loop PFD

in a 130-nm SiGe technology was presented. The amplifier and PFD employ a current

reuse technique to improve energy efficiency. Electrical characterization demonstrates

the functionality of the PFD and I/Q data paths up to 88 Gb/s while maintaining BER

below FEC limits.
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Advantage of monolithic electronic/photonic integration in optical receivers was fur-

ther described in chapter 6. The performance of a 1.2-pJ/bit coherent optical receiver

fabricated in the 45CLO technology that supports both silicon photonic components as

well as high speed electronics was explored in this chapter. Measured constellations

and sensitivity curves showed performance up to 40 Gbaud below FEC BER limit of

2.2× 10−3.

Finally, in chapter 7, a 1310-nm (O-band) coherent optical Link is demonstrated for

short-range optical interconnects that operate to 56-GBd symbol rate (SR)(112 Gbps)

with FEC-acceptable BER. The coherent optical receiver (CORX) leverages a monolithic

45-nm CMOS SOI photonic-enabled process to realize an energy-efficient quadrature

phase shift keying (QPSK) demodulation. Co-design of the optical and electronic circuit

elements supports high-speed operation and low power consumption. An analysis of the

trade-offs between device speed and energy efficiency illustrates the optimal input-referred

noise current. Design optimization indicating transistor sizing, as well as the monolithic

technology with high fT allows for maximized FOM and best EE when compared to other

coherent designs at same data rates. The coherent link is demonstrated with an optical

transmitter photonic IC (PIC) fabricated in silicon photonic (SiPh) process with laser

diodes wirebonded to a 90-nm SiGe driver electronic RFIC. The transmitter operates

at 5.9-pJ/bit energy efficiency (EE) while the receiver achieves 0.73 pJ/bit and, to our

knowledge, is the best EE reported for a coherent optical receiver.

8.1 Future Work

Chapter 2 explores a heterodyne analog coherent receiver design and reviews circuit

implementation. This chip was also taped-out and fabricated in the monolithic 45nm

CMOS SOI photonics process. Fig. 8.1 shows the chip micro-graph of this design which
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is under measurement.

Figure 8.1: Heterodyne monolithic receiver

The CORX designed in chapter 7 showed great potential for an energy efficient short-

range optical link. Consequently, we design a dual polarization version of the receiver with

an on chip polarization controller. Fig. 8.2 shows the chip micro-graph for this design.

Future wrok includes a dula polarization coherent link measurement to implement a 224

Gbps/ λ QPSK coherent link.

Figure 8.2: Dual polarization monolithic receiver
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