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Stochastic analysis of surface metrology

Anastasia Y. Tyurina,a,* Yury N. Tyurin,a and Valeriy V. Yashchukb

aSecond Star Algonumerix, Needham, Massachusetts, United States
bLawrence Berkeley National Laboratory, Berkeley, California, United States

Abstract. The design and evaluation of the expected performance of optical systems require
sophisticated and  reliable  information  about  the  surface  topography  for  planned  optical
elements  before  they  are  fabricated.  Modern x-ray source facilities are reliant upon the
availability of optics with unprecedented quality (surface slope  accuracy  <0.1  μrad).  The
problem is especially complex in the case of x-ray optics, particularly for the X-ray Surveyor
under development and other missions. The high angular resolution and throughput of future x-
ray  space  observatories  requires  hundreds  of  square  meters  of  high-quality  optics.  The
uniqueness  of  the  optics  and limited number of proficient vendors makes the fabrication
extremely time consuming and expensive, mostly  due to the limitations in accuracy and
measurement rate of metrology used in fabrication. We discuss improve- ments in metrology
efficacy via comprehensive statistical analysis of a compact volume of metrology data. The
data are considered stochastic, and a statistical model called invertible time-invariant linear
filter (InTILF) is developed now for two-dimensional (2-D) surface profiles to provide compact
description of the 2-D data in addition to one-dimensional data treated so far. The InTILF model
captures stochastic patterns in the data and can be used as a quality metric and feedback to
polishing processes, avoiding high-resolution metrology mea- surements over the entire optical
surface. The modeling, implemented in our BeatMark™ software, allows sim- ulating metrology
data  for  optics  made  by  the  same vendor  and  technology.  The  data  are  vital  for  reliable
specification for optical fabrication, to be exactly adequate for the required system
performance.

1 Introduction
The  design  and  evaluation  of  the  expected
performance  of  optical  systems  require
sophisticated and reliable informa- tion about
the surface topography for planned optical ele-
ments before they are fabricated. Modern x-ray
source facilities are reliant upon the availability
of x-ray optics of unprecedented quality, with
surface  slope  accuracy  better  than  0.1  μrad
and surface height error of less than 1 nm.1–  5

The problem is especially severe in the case of
x-ray optics  for  modern  diffraction-limited-
storage-ring  and  free-elec-  tron-laser  x-ray
source facilities, as well as x-ray astrophys- ics
missions  under  development.  The
unprecedented  high  angular  resolution  and
throughput of future x-ray space observatories,
such as the X-Ray Surveyor mission,6 require
high quality optics of hundreds square meters
in total area. The uniqueness of the optics and
limited  number  of  profi-  cient  vendors  make
the  fabrication  extremely  time  consum-  ing
and expensive, mostly due to the limitations in
accuracy  and measurement rate of the
available metrology.

Recently, a possibility to improve metrology
efficiency  via comprehensive statistical
treatment of a compact volume  of metrology
data has been suggested (see Refs.  7–9 and
references  therein).  It  has  been
demonstrated8,9 that  one-  dimensional  (1-D)

surface slope metrology with super-pol- ished x-
ray  mirrors  can  be  treated  as  a  result  of  a
stochastic  polishing  process.  In  this  case,
autoregressive moving-aver- age (ARMA) and an
extension of ARMA to time-invariant linear filter
(TILF) modeling10,11 allows a high degree of



confidence  when  fitting  the  metrology  data
with a limited number of parameters.

With the parameters of the determined
model, the surface  slope  profiles  of  the
prospective  optics  (before  they  are
fabricated), made by the same  vendor  and
technology,   can  be  forecast.  The  forecast
data  are  vital  for  reliable  specification  for
optical  fabrication,  with  evaluation  from
numerical  simulation  being  necessary  and
sufficient  for  the  required  system
performance,  avoiding  both  over-  and
underspecification.12,13

In  this  work,  we  continue  investigations,
started  in  Refs.  8–14; we consider surface
slope  metrology  data  sto-  chastic  and
stationary  and  use  a  compact  volume  of
metrol- ogy data to develop the TILF model15

and determine its parameters.  We prove that
the  model  thoroughly  describes  the  surface
topography over the entire spatial frequency

range,  important  for  the  optical  system
performance.  Otherwise,  whole  scale  high-
resolution  measurements  over  the  entire
optical surface would be necessary. In addition
to  a  significant  time  saving  using  the
metrology  data  of  a  limited  number  of
measurements,  the  model  can  be  utilized  to
provide feedback to deterministic optical
polishing.

This paper is organized as follows. First, we
briefly review the mathematical fundamentals
of  1-D  ARMA  mod-  eling  of  topography  of
random rough surfaces (Sec.  2).  In Sec. 3, we
analyze a generalization of ARMA modeling
with  invertible time-invariant linear filters
(InTILF). We have ana- lytically shown that the
suggested symmetric InTILF approximation has
all  advantages  of  one-sided  AR  and  ARMA
modeling, but it additionally has improved
fitting

*Address all correspondence to Anastasia Y. Tyurina, E-mail: atyurina@ 
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accuracy.  It  is  free  of  the  causality  problem,
which  can  be  thought  of  as  a  limitation  of
ARMA modeling of surface metrology data. We
developed a new algorithm for identifi- cation
of an optimal, symmetric InTILF model with  a
minimum number of parameters and smallest
residual  error  for  1-D  and  2-D  data.  As  an
extension  to  Ref.  14,  where  we  verified  the
efficiency  of  the  developed  1-D  InTILF  algo-
rithm in application to modeling of a series of
stochastic processes, which are generated with
a known ARMA model, determined for surface
slope data for a state-of-the-art x-ray mirror, in
this paper, we discuss the generalization of the
approach  to  2-D  InTILF  modeling  and  the
software  that  implements  the  method.  The
software  allows  the  user  to  parametrize  1-D
and  2-D  stochastic  data,  to  see  stochastic
patterns within it, and to generate statistically
equivalent 1-D and 2-D data. To the best of our
knowledge, the software is the first of its kind
for 2-D stochastic surface metrology data.  We
verified the 2-D InTILF analysis via comparison
with  the  analysis  of  the  1-D  sections  of  the
data.  We discuss  the  results  in  Sec.  4.  The
paper concludes (Sec. 5) by sum- marizing the
main concepts discussed throughout the paper
and stating a plan for extending the suggested
approach  to  using  the  suggested  InTILF
parametrization of surface met- rology data to
develop a surface quality indicator and use it
to optimize surface polishing.

2 Brief Review of Statistical Modeling of
1-D Metrology Data

When a surface of a mirror is polished by a tool
guided by its specific algorithm, the polishing

process leaves a stochastic but unique pattern
on the surface. The pattern is defined by the

shape of the tools, and the character of its
motion in the polishing process, which in turn

is defined by the polishing algorithm and its
parameters. The pattern is stochastic and
cannot be reliably described using Fourier

transform-based frequency analysis without
giving consideration to statistical significance

of the found spectrum. We used methods of
stat- istical analysis suited for stochastic data

to describe sta- tistically significant
characteristics of the stochastic pattern. We

postulate that irregular character of the
surface topol- ogy of the polished mirror would
be well represented by a stationary stochastic

process of 1-D or 2-D depending on the data.
The task then is to find a suitable

mathematical model for the process. The
model should be simple (with the small- est

number of parameters), but it should describe
the data with good precision. We measure the

precision of the model by the difference
between the computed autocovariance

function (ACF) of the model and the actual
sample ACF

of the data.
We  use  linear  models  of  stationary

stochastic  processes,  namely autoregressive

type models, moving-average models,  and a
combined ARMA model. In AR type models, the
value of the measured surface height in a point
of  the discrete sur-  face data is approximated
using the values in the surrounding points.

As  the  result,  the  observed  process  X  is
modeled by the process Y

Y ¼ ðI − AÞ X þ σ   W; (1)

where  A  is  a  linear  operator,  I  is  the  identity
operator, W is white noise random process, and
σ2 is the variance of the remaining error.



We also use the MA-type model Y (here B is
a linear operator acting on white noise W)

Y  ¼ B   W;

(2)

especially for generation of similar processes
and  the  combination  of  the  two  types  of
models:

Y ¼ ðI − AÞ X þ B   W:

(3)

Models of  AR type turned out to be most
suited  for  description  of  the  surface  slope
data measured with high quality x-ray mirrors
as surfaces under testing.8–14

In our previous work,10,11 we have described
the construc- tion of InTILF models of AR, MA,
and ARMA types (sym- metric ARMA models)
and determination of its coefficients. We have
shown  that  the  optimal  InTILF  model  of  a
given  type (AR, MA, or ARMA) and given
number of coefficients  can  be  derived
analytically  using  the  ACF  of  the  data.  The
best size of the filter is then determined with
Akaike infor- mation criterion (AIC),16,17 which
suggests  at  which  size  (number  of
coefficients) the extension of the model stops
capturing more information.

In  our  previous  work,10,11 we  have  shown
that  AR-type  symmetric  InTILF  models
precisely  describe  1-D  surface  slope data
obtained with high quality x-ray mirrors. We
have demonstrated that InTILF models give

• good precision with the residual smaller 
than that of the ARMA models and

• good pattern capture qualified by a white
noise residual, entirely devoid of pattern.

We  have  also  shown  that  InTILF  models
with a  small  number of coefficients (5 to 12)
are  capable  of  successfully  approximating
surface metrology data. The criteria here is a
small value (1% to 3% of the data variance)
of the residual that is the difference between
the original data and its  rep-  resentation via
InTILF model.

3 Generaliza
™

tion InTILF Modeling to 2-D 
Case and BeatMark Software

In  this  section,  we discuss  generalization  of
stochastic  mod-  eling  to  analysis  of  2-D
surface  metrology  data.  To  the  best  of our
knowledge, the extended InTILF suggested
here is the  first  parsimonious  descriptive
model of 2-D invariant sto- chastic processes.
We also first introduce an original  soft-  ware
with  the  trademark  name  BeatMark,™
implementing  the  developed  algorithms  of
InTILF  modeling  of  1-D  and  2-D  stochastic
processes. The software has been  developed
in the course of our work on a related project

supported by a NASA SBIR grant and now is
available on the market.

3.1 Construction of 2-D InTILF

Autoregressive  invertible  time-invariant  linear
filter  (AR  InTILF) model Y of a given 2-D
spatially invariant stochastic  process X is
determined by an operator A [similar to 1-D
case  given with Eq. (1) and considered in
detail in Ref. 14]:

Y ¼ ðI − AÞ X þ σ   W; (4)



þ
þ

þ

ð

þ

ð

ð þ  Þ ð þ Þ ð þ 
Þ

ð þ 
Þ

X

ð

¼   ð

¼   ð

½  ð  Þ] ð Þ¼   ð

X

where X and Y are 2-D processes as opposed
to 1-D proc- esses in Eq. (1) and W is a 2-D

white noise random process. A stochastic
process is called spatially invariant if it is

invariant under translations along the surface.
The postulated spatial invariance of the

stochastic data has an important cor- ollary.
We have shown (see Refs. 11 and 14) that just

like in the case of time-invariant processes, the
spatially invariant stochastic processes can be

modeled with symmetrical optimal InTILF. This
means that in the 1-D case, the array of the
coefficients is symmetrical (even) about its
center. Correspondingly, the 1-D filter A of

size (2N 1) can be
represented by a vector of (2N 1)

coefficients. Because of the symmetry of the
filter, the vector of coefficients is sym- metrical

about its center and thus the filter A of the
size (2N 1) can be fully

described by N nonzero coefficients (because
the coefficients on the left side of the center

are equal to the ones on the right and the
central coefficient

is zero).
In the 2-D case, the filter A is a matrix of

coefficients and,  as  a  matrix,  it  is  axially
symmetrical about both its central row and its
central column.

We limit the 2-D model to a finite number of
neighboring points within the finite masks, M is
a  rectangular  area  in  the  space  of  k2;  k2

coordinates,  centered  about  the  origin  and
limited  by  the  absolute  values  of  the
coordinates by m1 and m2 correspondingly

Mðm1; m2Þ∶jk1j;     jk2j ≤ ðm1; m2Þ:

(5)

The number of coefficients in the InTILF with 
the  mask

M is (2m1 1) (2m2 1).
With accounting Eq. (5) in Eq. (4), the finite 

InTILF model Y can be expressed as

Because ACF is  symmetrical  in  x  and  y,  it
can be shown (similar to the consideration in
Ref.  14) that an optimal 2-D InTILF is a matrix
of size of M, its middle element A 0;0 is equal
to zero and

Að−l1; −l2Þ ¼ Að−l1; þl2Þ ¼ Aðþl1; −l2Þ ¼ Aðþl1;
þl2Þ:

(9)

Such  2-D  symmetrical   filter   of  the  size
2m1  1  by  2m2 1 is fully described by its  m1  1
m2  1  − 1 coefficients.

The  algorithm  to  determining  the  optimal
InTILF model,  outlined above,  constitutes  the
computation  method  for  evaluation  of  the
coefficients A of the InTILF model of the given
size. The algorithm was realized in  MATLAB™
code  and tested on a few 2-D residual  (after
subtraction  of  the  desired  shape)  surface
height  distributions  measured  with  an
interferometric  microscope  ZYGO NewView™-
7300 available at  the Advanced Light  Source
(ALS) X-Ray Optics Laboratory (XROL).18,19

In Sec.  4, we present the results of the 2-D
modeling and cross-check them with the 1-D
data  processing  of  the  1-D  sections of the
measured 2-D surface topography.

™3.2 BeatMark Software
The InTILF method developed for analyzing 1-D
and  2-D  stochastic  processes was realized in
BeatMark™ software.20 In particular, the
software allows description of the stochastic
properties of 1-D and 2-D surface topography
with a  small  number of parameters. Based on
the determined parameters (coefficients of the
optimal InTILF), one can generate syn- thetic,
statistically  equivalent  data  needed,  for
example,  for  numerical simulation of optical
system (beamline) perfor-

Yðt1; t2Þ ¼ 
ðk ;k 
Þ∈M

aðk1; k2ÞXðt1 − k1; t2 − k2Þ:

(6)

mance and fabrication specification of x-ray 
optics before purchasing.12,13 The software is 
designed to process 1-D and
2-D data in formats of the main commercially 
offered surface

The goal of the modeling is to find an
optimal filter, deter-  mined  by  a  set  of
coefficients

Aopt  a l1; l2 , such that the model  Y best fit
the data  X  with minimum possible difference
between X and its model Y:

Aopt  ¼  arg  minðkX  −  YkÞ  ¼  arg  minðkX  −
AXkÞ; (7)

where arg min f x is the value of x for which
f x attains its minimum. Here l1; l2 refers to
a coordinate point within the mask area M.

The optimal filter, represented as the set of
coefficients  Aopt  a  l1;  l2 can be related to the

ACF  of  the  data through a system of equations
similar  to  the  one  we  intro-  duced and
discussed in Ref. 14

qðk1; k2Þ ¼ aðl1; l2Þrqðk1; k2; l1; l2Þ: (8)
ðl1;l2Þ∈M

In Eq. (8), q is the ACF of the data and rq is a
four-dimen- sional tensor defined through ACF.14

The system of equations Eq. (9) can be
analytically solved to determine A  a l1; l2  using
the  approach  applied  in Ref. 14 to the case of
1-D InTILF modeling of the data     of surface
slope metrology with high quality x-ray mirrors.

1 2



profilometers and electron microscopes (Fig.
1). The demo version of the software as well
as and sample processing are available upon
request.

BeatMark™ software has an intuitive, user-
friendly GUI, allowing for a broad spectrum of
functionalities including preprocessing of the
data with detrending the profiles  to  remove
the  desired  shape,  trend,  and  periodical
variation  (cycling) of the residuals. The
preprocessing step also allows the operator to
exclude data points missed or corrupted in
the metrology tests.

The major features of the developed InTILF
modeling  method  and  the  dedicated
BeatMark™ software are as follows:

• representation of  the 1-D and 2-D data
with a  small  number of parameters that
are the InTILF coefficients;

• generation  of  2-D  and  1-D  data
statistically equivalent  to  the  original
data;

• definition of Mirror Quality Metric through
the InTILF  analysis (implementation in
BeatMark™ software is in progress);

• operation  with  data  from  various
metrology  tools:  interferometers,
profilometers,  long  trace  profilers,
microscopes, such as,  to list just a  few,
Ultra Surf, Zeiss CMM-Calypso, OptiTrace,
Zygo Verifire,™



Fig. 1 BeatMark™ Software demonstration video (Video 1, AVI, 10396 KB [URL: 
https://doi.org/10.1117/ 1.OE.58.8.084101.1]).

DynaFiz,™  GPI,™  and  ProTower
interferometers,  NewView™  series  of
interferometric  microscopes,   On  Board
Touch Probe, accepting a broad spectrum
of  data  formats,  such  as  csv,  xyz,  and
Zygo’s dat for 1-D data, and xyz, tiff, giff,
jpeg for 2-D data.

We also plan to use the analysis for 
feedback in polishing optimization.

4 Two-Dimentional INTILF Analysis of Results
of Interferometric Microscope Metrology 
with High Quality X-Ray Mirrors

In  this  section,  we  present  the  results  of
application of 2-D InTILF analysis to 2-D surface
topographies of two different mirrors  (named
here  “mirror A”  and  “mirror B”) fabricated for
x-ray  applications  by  different  vendors  using
different polishing technologies. The 2-D InTILF
models  for  the mir-  rors  were  analytically
identified using the BeatMark™ soft-  ware. We
show that the modeling provides:

• high  confidence  of  modeling  that  is  the
magnitude  of  the root-mean-square (rms)
variation  of  the  residual  difference
between the data and the model is  small
compared with the rms height variation of
the modeled topographies and

• high accuracy pattern capture, meaning
that the topog-  raphy  of  the  residual  is
white-noise-like  without  a  noticeable
contribution of the pattern of the original
data.

We also compare the InTILF models for these
mirrors  with significantly different surface
topography and show that InTILF analysis can
provide a new metric of mirror surface quality,
which can potentially be used as a feedback in
mirror fabrication.

4.1 InTILF Modeling of Mirror A

The  goal  of  the  modeling  is  to  minimize  the
residual:

Residual ¼ kOriginal Data − Modelled Datak

in order to increase the accuracy of the model
(aka  filtered  data)  as  much  as  possible,  in
terms of the data variance with the norm in
terms of L2 (or rms).

Figure  2  shows  the  surface  height
distribution of the mir- ror A measured with an
interferometric  microscope  ZYGO  NewView™-
7300 equipped with 2.5×  objective with  ×2.0
zoom. The microscope is available at the ALS
XROL.18,19 Figure 2(a) shows the rectangular
surface area of 1.06 mm ×



Fig. 2 (a) The measured 640 pixels × 480 pixels surface height distribution of mirror A 
with the rms varia- tion of 6.75 Å and (b) its 200 × 200 pixels2 subarea.



1.41 mm  measured  with  the  effective  pixel
size of 2.2 μm (the data set consists of 640 ×
480 pixels2). The measured surface topography
has  a  characteristic  “diamond”-like  pattern
with rms variation of the surface height of 6.75
Å. Figure  2(b) shows a subarea of 200  ×  200
pixels2 of the same height distribution.

Figure 3 shows the results of InTILF modeling
of  the  640  pixels  ×  480  pixels  height
distribution  of  mirror  A  shown in Fig. 2(a).
Figure 3(a) shows the topography recon-
structed  in  the  course  of  the  2-D  InTILF
modeling of  the  measured height distribution.
Figure 3(b) shows the residual  height
distribution  equal  to  the  difference  between
the  mea-  sured and the modeled data. The
magnitude of the rms height  variation of the
residual is about 0.4 Å, which is less than 6% of
that of the measured topography. This result
was obtained with the 2-D symmetrical InTILF
of the size of 5 × 5 with only eight parameters.

During the optimization of the InTILF model,
we varied the size of the filter and analyzed the
change of the magni- tude of the rms variation
of  the  residual  height  distribution  and its
character aiming for the random, white noise-
like one  (see more detailed discussion in the
Sec.  4.2, below). The similarity of the residual
data [shown in Fig. 3(b)] to the white noise was
shown by comparing its autocovariance with
the flat and centrally peaked autocovariance of
the  white  noise  and  using  the  independence
criterium (the  Diehard  tests) for the residual
data viewed as individual pixel-signals.  The
fact  that  the  difference  between the  surface
data and  its  InTILF model is devoid of pattern
(the very definition of the  white  noise)  is
indicative  of  the  model  capturing  all  of  the
pattern present in the data. It also follows that
the  data  lend  itself  to  the  description.
Effectively this result (previously discussed for
the 1-D InTILF models)  shows the validity of
the stochastic approach, and we consider it
one of the cen- tral findings of this research.
Further analysis (see Sec.  4.4)  of the surface
data  coming  from the  different  areas  of  the
same mirror show the stability of the InTILF
model through- out the surface, indicating that
the model (and the process) is stationary.

In  summary,  the  optimal  2-D  symmetrical
InTILF mod- eling of the mirror A topography
has shown:

• the  rms  variation  of  the  residual  signal
(the difference between the original data
and the model) of less than 10% of that of
the original data;

• very accurate and compact description of
the stochastic  properties of the 2-D
surface topography with a model with only
eight  coefficients  and  white  noise-like
residual;

• the  surface  data  can  be  viewed  as
stochastic because it is well described by
the InTILF model as it captures the entire
pattern  of  the  signal,  the  difference
between  the  model and the surface data
being  white  noise,  entirely  devoid  of
pattern;

• the  surface  data  can  be  viewed  as
invariant  stochastic  process  because
different areas of the same mirror are well
described by the same InTILF model.

4.2 InTILF Modeling of Mirror B

Figure 4 shows the surface height distribution
of the mirror B  also  measured  with  the  ALS
XROL  interferometric  micro-  scope  ZYGO
NewView™-7300  equipped  with  2.5×  objec-
tive  with  ×2.0  zoom.  Figure  4(a) shows  the
rectangular  surface  area of  1.06 mm  ×  1.41
mm measured with the effective pixel size of
2.2 μm (the data  set  consists  of  640 pixels ×
480 pixels). In this case, the measured surface
topography  has  a  structure  of  horizontal
“stripes”  with the rms variation of the surface
height of 1.74 Å. Figure  4(b) shows a subarea
of  100  ×  100  pixels2  of  the  same  height
distribution but with a better seen stripe
pattern.

The  optimal  filter  for  this  mirror  was
computed  by  BeatMark™  software  and  was
found   to  be  of  the   size   of   3 × 15. The
modeled surface topography is shown in Fig.
5(a). In this experiment, the height data were
preliminary normal- ized, and we show it in this
form for better visualization. The rms variation
of the residual signal (the difference between
the original data and the model) shown in Fig.
5(b) is about 24% of that of the original data in
Fig. 4(a). Note that the absolute value of the
residual is much larger than the one found for
mirror A. We find the difference instructive; it is
discussed in Sec. 4.3.

4.3 Size of 2-D Filters

There is always a question of how to choose
the best size for the filter. The answer depends
on the stochastic properties of the data under
treatment  (in  our  case,  the  mirror  surface
height distribution). As mentioned above, our
method allows



Fig. 3 (a) 2-D InTILF model of the mirror A surface height distribution (aka Y ); (b) the 2-D
residual X -Y .



Fig. 4 (a) The measured 640 pixels × 480 pixels surface height distribution of mirror B 
with rms variation of 1.74 Å and (b) its 100 × 100 pixels2 subarea.

Fig. 5 (a) 2-D InTILF model of the mirror B surface height distribution (aka Y ); (b) the 2-D residual X -Y .

analytic construction of an optimal filter for any
given  size  and the larger the size, the better
the  approximation.  However, in practice we
see that the marginal improvements from an
increase in filter  size quickly diminish.  AIC  is
used to determine the size of the optimal filter
representing the best approximation accuracy
return  on  its  number  of param-  eters as
described in Refs. 16 and 17.

Below, we demonstrate that larger InTILF
models are not materially different from those
with the AIC determined opti- mal size.

Figure  6(a)  shows the optimal 2-D filter for
mirror  B that  corresponds  to  a  matrix  of
coefficients with 15 columns and 3 rows. The
optimal filter has strong “directionality,” mean-
ing that the matrix of InTILF coefficients is
longer along the  horizontal  direction.  The
directionality of  the filter  reflects the surface
topography of mirror B with the pattern of hori-
zontal strips.

One  can  ask  what  would  happen  to  the
residual (and  the  goodness of the fit with the
model), if we do not stop increas- ing the size
of the InTILF from 3 × 15, but make the filter
longer  and/or  wider.  Figure  6(b) shows  the
middle  row  of  coefficients  of  InTILFs   of
increasing  horizontal  length:  3 × 15, 3 × 17,
and 3 × 25. Note that, since the filter is sym-
metrical and the middle coefficient is zero, we
only  need  12  coefficients to define a middle

row of the overall length of
25. When we find an InTILF of a prescribed size,
we are not  using the filter we found for the
smaller size. The filters of



Fig. 6 (a) 2-D InTILF of 3 × 15 elements optimal for
mirror B; (b) mid- row coefficients of InTILFs of 3 × 15, 3
×  17, and  3  ×  25  elements, evaluated for the mirror B
topography. The coefficients along the right  side of the
filter’s mid-row are presented. The solid points show the
standard deviation of the same coefficients of the three
InTILFs.



different sizes are theoretically independent. In
fact, if  we increase the size of the filters from
the minimal possible size of 3 × 3 to a given
size n × m, the coefficients of the InTILF
fluctuate  widely  (over  50%  difference  in
coefficients  of  the  same  number)  while  the
filter’s  size  increases  from  3  to  the  optimal
size. However, when the optimal size is
reached, the  material coefficients (the ones
within the optimal size matrix) stabilize and no
longer  change  with  the  increase  of  the  filter
size. The other coefficients outside of the
optimal size matrix  are smaller than some
within the optimal size matrix.

In the case of mirror B, the mid-row
coefficients are larger  in  value  than  the
coefficients  in  other  rows  of  the  matrix  [Fig.
6(a)].  We  use  the  mid-row  coefficients  to
illustrate the point, but the result is the same
for any set of the InTILF coefficients.

Consider      InTILFs      A       of       different
sizes 3 × 15;3 × 17;:::;  3 × 25. The middle
(second) row of coef- ficients is a 1-D array of
the size of 1 × 15 for the 3 × 15 case, 1 × 17
for the 3 × 17 case, and 1 × 25 for the 3 × 25
case. These coefficients are symmetrical about
the  middle  of  the  row  (because  InTILF  is
symmetrical). Therefore,  we may limit the
comparison to the right half of the mid-row
arrays and compare the arrays of 1 × 7, 1 × 8,
and 1 × 12 [Fig. 6(b)].

Figure 6 shows the behavior of these mid-
row coefficients of InTILF for the three filters of
which  the  first  one  is  of the  optimal size.
Standard deviation for coefficients of the same
number  along  the  right  side  (the  filter  is
symmetrical,  so  we  are  looking  at  the  right
side) of the mid-row of the InTILF matrix is also
shown and it is found to be less than 0.1% of
the value of the largest InTILF coefficient.

4.4 Stability of 2-D InTILF Analysis of Surface 
Height Topography of Uncorrelated Surface
Areas

In order to verify the stability (uniqueness) of
the  InTILF  modeling surface topography of a
mirror with overall surface  area  much  larger
than  the  measured  areas,  we  compare  the
models  for  uncorrelated  (separated  by  much

more  distance  than  the  linear  size  of  the
measured area) areas of the same

Fig. 7 Coefficients of the InTILF of 3 × 23 elements
evaluated for the surface topography of two uncorrelated
areas of mirror B. The coef- ficients along the right side of
the filter’s mid-row are shown.



mirror measured in the same manner.  Such
data  were  obtained  in  the  interferometric
microscope measurements with mirror B in a
manner and experimental arrangement the
same as described above in Sec. 4.2. Note
that the stability of  1-D  TILF  modeling  of
surface slope distributions has been proved in
Ref. 14.

Figure  7 shows  the  results  of  2-D
symmetrical  InTILF  modeling  of  metrology
data  corresponding  to  two  uncorre-  lated
surface areas of mirror B. For these data sets,
the differ-  ence  between the  coefficients  of
the InTILF with the size of 3 × 23 is less than
4% of the numerical value of the average of
coefficients themselves.

5 Discussion and Conclusion
In  this  work,  we  have  continued  the
investigation  started  in  Refs.  8–11,  and  14
that will  potentially allow us to analyti-  cally
model 2-D surface topography of high-quality
x-ray  optics  and  characterize/parameterize
the polishing capabil- ities of different vendors
for x-ray optics. In the modeling, the treated
data are considered to be stochastic and the
stat- istical model called InTILF is used to best
fit the data with a  limited number of
parameters. The classical work by Church and
Berry20 provides a comprehensive analysis of
the prob- lems and the limitations of reliable
spectral  estimations  of  measured  surface
profile  data.  The  work  also  introduces
treatment  of  the  metrology  surface  as  a
stochastic  random  process  described  by  an
autoregressive  (AR)  model.  The  ideas are
developed in Refs. 21 and 22. The surface
descrip-  tion based on the AR model  or  the
extended  ARMA  model  provides a way to
replace the spectral estimation problem by
that  of  parameter  estimation.  We  have
suggested  and  dem-  onstrated  a
generalization of 1-D InTILF approach10,11,14   to
a symmetric 2-D InTILF approximation and
have analyti-  cally shown that all the
advantages of 1-D InTILF modeling are realize
in the 2-D case, including the improved
accuracy and efficiency of the fitting. In this
context,  the  model  is  called  accurate  if  it
captures all of the pattern in the data, that is
if  the  difference  between  the  data  and  the
model  (residual)  is  white  noise  (devoid  of
pattern).  This  finding,  namely,  that  InTILF
models  capture  all  of  the  pattern  in  the
metrology data also definitively confirms the
ultimate adequacy of the InTILF modeling and
more generally the entire approach to surface
data  from  ultraprecisions  mirrors  as
stochastic.

We  have  developed  a  new  analytical
algorithm  for  iden-  tification  of  an  optimal
symmetric InTILF with a minimum number of
parameters  and  the  smallest  residual  error,
which  is  applicable  to  1-D  and  2-D  data
arrays. The algorithm  has  been implemented

in  original  BeatMark™  software.20 To
characterize BeatMark in comparison with the
existing appli-  cations  providing  statistical
analysis  of  the  1-D  data,  we  looked at the
industry standard for 1-D stochastic analysis
—EViews  software.  It  is  based  on  ARMA
models.  The  1-  D  InTILF  model  discussed  in
Ref.  10  is  a  development  of  the  technique,
gives  better  accuracy  with  fewer  coefficients
for the same data. We were not able to find
any software gen- eralizing the technique to 2-
D data analysis. Neither do we know of ARMA-
like  theoretical  analysis  for  2-D  stochas-  tic
data.

In  this  paper,  we  demonstrated  the
capabilities of BeatMark software in application
to  surface  topography  of  two  x-ray  mirrors
fabricated by different vendors using



different polishing technologies. The modeling
has  accu-  rately  described  the  stochastic
patterns in the 2-D surface height distributions
of  these  significantly  different  mirrors
measured with an interferometric microscope.

We have also verified the uniqueness of the
2-D  TILF  parametrizations  for  the  case  of
multiple  2-D  surface  height  distributions
measured over uncorrelated surface areas of
the same mirror.

Based  on  the  parametrization  with  the
symmetrical  1-D  and 2-D InTILF models, the
expected surface profiles (in the  slope and
height domain) of prospective (before
fabrication)  x-ray optics can be reliably
simulated (forecast) prior to pur-  chasing. The
simulated 1-D surface slope and 2-D height dis-
tributions of prospective optics can be used for
estimations of  the  expected  performance  of
new  x-ray  optical  systems  (beamlines,  x-ray
telescopes, etc.) as discussed in Refs.  12 and
13.

We  should  mention  here  one  interesting
observation  that  is waiting for a thorough
explanation. In the examples of the metrology
data treated in this paper, we have found that
2-D  InTILF analysis  appears to provide better
accuracy as com- pared with 1-D processing of
the same data. This result was not anticipated
and needs to be confirmed by further analysis
of 1-D and 2-D data from additional different
mirrors;  it  is  outside the scope of this paper
and will be discussed in more detail elsewhere.

We are also working on an application of the
developed  methods  and  analytical  algorithms
to the optimization of machining parameters of
polishing tools. For this applica- tion, we aim to
construct  a  reliable  surface  quality  indicator
based on the BeatMark™ analysis that will be
used  as  an  optimization  criterion  in  the
feedback  to  polishing  parame-  ters
optimization. In the field of ultraprecision
surface polish- ing (and the polishing in general
as far as we know about it), there is a large list
of polishing parameters, such as

• shape of a polishing tool,
• path of the polishing process,
• rotation speed,
• pressure of the polishing tool on the 

workpiece,
• and a long list of other variable 

parameters.

The consensus in the field is that rotation
speed and pres- sure are the most impactful
among  the  easily  changeable  parameters  of
the polishing process. In our further work    in
progress,  we  are  attempting  to  optimize  the
polishing  process  for  the  two  parameters  of
rotation  speed  and  pres-  sure.  The  polishing
parameter  optimization  work  is  not  yet
complete and is not covered in the publication.
If successful,  this could be a revolutionary
impact in the polishing industry, increasing the

efficacy of the processes and reducing both the
metrology  cycle  (avoiding  high-resolution
metrology  mea-  surements over the entire
optical surface) and fabrication cost of state-of-
the-art x-ray mirrors.
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