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Abstract!

In an earlier study, we modeled subjects’ beliefs in textu-
ally embedded propositions with ECHO, a computa-
tional system for simulating explanatory evaluations
(Schank & Ranney, 1991). We both presumed and found
that subjects’ representations of the texts were not com-
pletely captured by the (a priori) representations gener-
ated and encoded into ECHO; extraneous knowledge
likely contributed to subjects’ biases toward certain hy-
potheses. This study builds on previous work via two
questions: First, how well can ECHO predict subjects'
belief evaluations when a priori representations are not
used? To assess this, we asked subjects to predict (and
explain, with alternatives) an endpoint pendular-release
trajectory, while collecting believability ratings for their
on-line beliefs; subjects’ protocols were then "blindly"
encoded and simulated with ECHO, and their ratings
were compared to ECHO's resulting activations. Second,
how similar are different coders' encodings of the same
reasoning episode? To assess intercoder agreement, we
examined the fit between ECHO's activations for coders'
encodings of the same protocols. We found that inter-
coder correlations were acceptable, and ECHO predicted
subjects' ratings well—almost as well as those from the
more diminutive, constrained situations modeled by
Schank and Ranney (1991).

Introduction

People often differentially evaluate the plausibility of
similar or even identical beliefs when reasoning or argu-
ing about a situation. How do people decide what descrip-
tion of the world is most plausible? Thagard (1989) and
others characterize the plausibility of a belief as generally
increasing with its increasing simplicity (e.g., fewer nec-
essary cohypotheses), increasing breadth (i.e., more cov-
erage of observation), and decreasing competition with al-
ternate (especially entrenched) beliefs (cf. Johnson &
Smith, 1991). These principles play important roles in
evaluations of the quality of an explanation (Schank &
Ranney, 1991; Read & Marcus-Newhall, 1991).

1 Preparation of this article was supported by the Spencer
Foundation, the Evelyn Lois Corey Fund, and a Faculty
Research Grant from the University of California, Berkeley.

Science is a rigorous interpretive system that we over-
lay on our experiences to understand and use them.
Although individuals' beliefs may not fit precisely into a
scientific framework (i.e., their beliefs may conflict with
established scientific hypotheses), people often hold their
beliefs as long as they help explain many of their experi-
ences. For example, students leaming physics tend to
hold strong intuitive beliefs about the physical world that
tend to resist revision (e.g., Ranney 1987/1988; Hartley,
Byard, & Mallen, 1991). Ranney and Thagard (1988)
characterize belief revision as the result of seeking ex-
planatory coherence between theories and observations.
The Theory of Explanatory Coherence (TEC) is intended
to account for a variety of explanatory evaluations. This
theory has been implemented in a computational model
called ECHO, based on the claim that beliefs and data are
related explanatory entities, and evaluating their plausi-
bility is an interactive, principled, coherence-seeking pro-
cess (Thagard, 1989; Ranney, in press).2

We describe here an empirical study that extends our
previous research (Schank & Ranney, 1991) by focusing
on two questions: First, how well can ECHO predic-
tively model how strongly individuals believe the asser-
tions they make in the course of an explanation or argu-
ment? Second, how subjective is the ECHO encoding
process? To further assess ECHO's predictive ability, we
asked subjects to predict the path a bob follows when re-
leased from the endpoint of a pendular swing, to explain
their own (and others') predictions, and to rate the
strength of the beliefs used. Their verbal protocols were
then encoded and simulated with ECHO, and its activa-
tions compared to the subjects' ratings. To assess inter-
coder reliability, multiple coders encoded the protocols,

2 ECHO's “theoretical/systemic" coherence differs from (and
is generally orthogonal to) standard notions of "linguistic”
coherence (Ranney, Schank, & Riter, 1992). In ECHO, co-
herence is seen from the perspective of competing theories,
where the dynamic tension represented as explicitly con-
flicting theories reduces the overall coherence of a system of
propositions (compared to a single-theory network). In con-
trast, textual/discourse coherence is generally viewed as in-
creasing with more explicit relations among various entities
and assertions in a text, and less reliance on implicit back-
ground knowledge for making inferences (such as
anaphoras). (E.g., the textual stimuli used in Schank &
Ranney, 1991 were designed to be low in sysiemic coher-
ence and high in linguistic coherence).
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and we examined differences among ECHO's eventual ac-
tivations with respect to the coders’ encodings of identical
protocols.

TEC and its ECHO Model

In TEC, coherence involves relations among two or more
propositions that may “hold together” or "resist holding
together." (We use “proposition” for something pro-
posed, e.g., a piece of evidence or hypothesis, such as
“"gravity pulls objects down"—in contrast to a concept,
such as "gravity.") For current purposes, the following
principles establish the local pairwise relations among
cohering and incohering propositions (nb. these princi-
ples are, selectively, from Schank & Ranney, 1991,
Thagard, 1992, and Ranney & Thagard, 1988): (1)
Coherence and incoherence are symmeltric relations. (2)
Hypotheses that together explain a proposition cohere
with each other and with the explained proposition. (3)
Simplicity: The plausibility of a belief is inversely re-
lated to the number of cohypotheses it needs to explain a
proposition. (4) Data Priority: Results of observations,
such as evidence and acknowledged facts, have a degree of
acceptability on their own. (5) Contradictory hypotheses
incohere. (6) The acceptability of a proposition depends
on its coherence within the system of propositions in
which it is embedded. A proposition’s acceptability in-
creases as it coheres more with other acceptable proposi-
tions and incoheres more with unacceptable propositions.
(In ECHO, a proposition’s acceptability is measured by
its activation value, ranging from -1, complete rejection,
to 1, complete acceptance.) (7) The overall coherence of a
network of propositions depends on the local pairwise
cohering of its propositions.

Schank and Ranney (1991) and Read and Marcus-
Newhall (1991) show that these principles play impor-
tant roles in explanations. They found that subjects prefer
explanations that account for more data, are simpler, and
involve hypotheses that can be further explained.
Subjects' evaluations of explanations are also changed by
the availability of competing explanations.

ECHO uses a connectionist architecture in which each
node represents a proposition. Hypothesis evaluation is
treated as the satisfaction of many constraints, determined
from the explanatory relations and from a few parameters
that provide degrees of freedom. Given declared input
propositions and relations between them, node activa-
tions are updated using a simple settling scheme. For
more complete descriptions of ECHO's algorithms, see
Thagard (1989 & 1992), Schank and Ranney (1991), and
Ranney and Thagard (1988).

Why Physics, and Why ECHO?

This study focuses on questions regarding (a) ECHO's
ability to predictively model individual subjects’ evalua-
tions of their beliefs about physical motion (encoded
from verbal protocols), and (b) intercoder reliability re-
garding ECHO. We chose to model beliefs about motion
since studies have shown that individuals tend to persis-

tently hold naive beliefs about the natural world that
sometimes conflict with scientific explanations (e.g.,
Brewer & Chinn, 1991; Ranney, 1987/1988).

ECHO has been used (mostly ex post facto) 1o model
changes in subjects' beliefs about physical motion
(Ranney & Thagard, 1988), scientific and juror reasoning
(Thagard, 1989, etc.) and social situations (e.g., Read &
Marcus-Newhall, 1991), and to examine and foster stu-
dents’ scientific reasoning skills (e.g., Carlock, 1990;
Ranney, in press). We used ECHO to model subjects’ be-
liefs in textually embedded propositions, and found that
subjects sometimes entertained competing hypotheses as
nonexclusive and seemed to presume an implicit backing
(i.e., other evidence or beliefs) that supported certain hy-
potheses (Schank & Ranney, 1991). Despite attempts o
decontextualize texts, our subjects (not surprisingly)
brought extraneous knowledge to bear when reasoning
about the texts' statements. Consequently, the subjects’
representations of the texts were not completely captured
by the representation encoded into ECHO, and this unrep-
resented extraneous knowledge likely contributed to their
relative biases. We coarsely modeled this tendency for
subjects to presume backing behind "superordinate” hy-
potheses in ECHO by assigning them a fraction of data
priority (usually reserved for evidence). Still, the study
raised the question: Can ECHO predict subjects’ beliefs
as well or better if they make their implicit backings
(coarsely modeled by Schank & Ranney, 1991) explicit?

Other computational models. Several models of
explanation evaluation and belief change are compatible
with TEC and ECHO. Ranney (in press) points out that
TEC does not explicitly account for memorial capacity
and processing limitations, inspiring Bar-On's (1991)
theory of local coherence within views, an attempt to
account for attentional and short term memory effects via
limited capacities. Bar-On argues that localist connection-
ist models provide more appropriate levels of abstraction
(than distributed models) for simulating locally coherent
views. Also similar to ECHO is HEIDER, Gabrys'
(1989) simulation, which seeks consistency (coherence)
within its world view in the face of new information.

ECHO may initially seem less compatible with other
computational models. For example, Ram and Leake
(1991) argue that people best learn to accept explanations
when they come with needed information, and present a
goal-based computational model that focuses on finding
"useful” (vs. “valid”) explanations by incorporating the
goals into explanatory evaluations. Okada and Klahr
(1991) code subjects' naive, complex, idiosyncratic, be-
liefs (garnered from transcribed protocols) as a hypothesis
space, but they view belief revision as a search through
this space of beliefs (vs. parallel constraint satisfaction,
as in ECHO). However, both of these models highlight
goal- or utility-based reasoning, which ECHO does not
attempt to model. These models are more comparable to
MOTIV-ECHO (Thagard, 1992), a program that allows
ECHO's inferences to be biased by goals.

Models of text and discourse analysis. Our pre-
vious methodology was limited in that the extraneous



knowledge subjects brought to bear when reasoning
about assertions in the texts were not completely cap-
tured by the representation encoded into ECHO (Schank
& Ranney, 1991). Hence, we asked subjects in the cur-
rent study to explain their beliefs and predictions, and en-
coded their protocols as ECHO belief networks.

Other researchers represent mental interpretations of
text and discourse by systems of interrelated propositions
(e.g., Trabasso, van den Broek, & Suh, 1989; Givon,
1991). Kintsch's work (in press, cf. 1988) supports the
use of higher-level (e.g., causal or explanatory) relations
between belief propositions as a powerful level of ab-
straction. He describes text comprehension as the con-
struction of representations consisting of primary con-
cepts and higher level propositions, in a network with as-
sociative relations at the conceptual and propositional
levels and causal (explanatory) relations at the proposi-
tion level. Including both types of links in the represen-
tation enabled more accurate predictions of subjects' im-
mediate recall (r=.76), but causal links alone explained
most of the variation (r=.61).

Method

In this study, we use ECHO encodings, produced from a
qualitative analysis of the subjects' protocols, for a more
ecologically valid and comprehensive test of the ECHO
model and encoding schemes (cf. Ranney and Thagard,
1988). Design decisions followed the desire to represent
subjects’ explanations and believability ratings as com-
pletely and accurately as possible, and to assess intercoder
reliability for ECHO networks. We used a novel combi-
nation of convergent methods (cf. Ranney 1987/1988) in
that we collected (a) drawn trajectory predictions, (b)
quantitative believability ratings (to avoid subjective bias
about the strength of subjects’ beliefs), and (c) verbal pro-
tocols (with evaluative comments and ratings edited out),
used as the basis for the ECHO encodings.

Subjects and Procedure

Ten subjects, four men and six women, were chosen
from the University of Califomnia (Berkeley) student pop-
ulation, from responses to an advertisement. The subjects
had various backgrounds, but little or (usually) no formal
physics background. During the 30-60 minute sessions,
subjects were asked to make predictions about pendular—
release situations, and to rate the believability of the
hypotheses and evidence they verbalized as they reasoned
about the task. The interviewer recorded subjects’ beliefs
on paper (in real-time, as they completed an utterance)
using the subjects' terminology. (Subjects were later
given feedback on the situations' outcome, and then again
asked to rate the believability of the same, noted, propo-
sitions.) Audiotaped protocols were collected and tran-
scribed for encoding and intercoder reliability analyses.

Tasks. Subjects were first shown an animated pendular—
release situation (from Ranney, 1987/1988) in which the
swinging motion of the pendulum-bob was frozen in

time at the endpoint of its swing. Subjects were asked to
imagine that the pendulum string broke at the extreme of
the swing and/or the bob was rcleased, and to predict
(draw and explain) the subsequent trajectory of the bob.
They were then shown, serially, five alternative, com-
monly predicted, paths (generated by subjects in Ranney,
1987/1988, and in a recent pilot study), and asked to ex-
plain why each path may or may not be correct.

As a subject reasoned out loud about the plausibility of
the paths, the interviewer noted the subject’s assertions.
After the subject finished reasoning about the endpoint-
release situation, the interviewer read back to the subject
the list of beliefs she had noted. Subjects were then asked
to rate (on a scale from 1, "completely unbelievable," to
9, "completely believable™) how strongly they believed
the propositions they had verbalized, and to rate how
strongly they believed in the alternative paths (now dis-
played in parallel).3

Encoding. Subjects' stated believability ratings were
edited out of copies of the transcribed protocols, as were
evaluative statements that qualitatively revealed the
strength of their beliefs. The edited protocols were then
encoded into ECHO-style input by one to four, variously
experienced, "blind" coders. (I.e., coders segmented and
categorized subjects’ assertions into beliefs, evidence, ex-
planations, and contradictions.) Encodings of only the
first (prediction) part of the first (pendular-release) task
are reported here (see footnote 3). This portion generally
accounted for over half of the transcribed sessions.
Coders 1 (who coded all of the protocols at least once)
and 2 had experience encoding previous protocols (e.g.,
from Ranney, 1987/1988, and the pilot study), but coders
3 and 4 had virtually none. Coders discussed encoding
principles at length, and incorporated agreed—upon princi-

3 Data from what follows are not analyzed here: After elabo-
rating on their predictions on the endpoint pendular-release
task, subjects read and made predictions about an isomorphic
playground swing situation. Subjects were asked to predict
the path that a child leaving the seat at the endpoint of a
playground swing would follow, and to rate both their be-
liefs (again, noted "on-line” by the interviewer) and their
predicted path.

Following their predictions in the pendular-release and
playground situations, subjects were allowed to change their
predictions, then given trajectory feedback: The pendular-re-
lease task's simulation was repeated and subjects were asked
(1) if they chose to modify or draw a new path, and (2) to rate
their beliefs (read back by the interviewer), including the al-
ternative paths (displayed in parallel). Subjects were then
shown the actual path (i.e., a dynamic feedback simulation
of both the swing and the subsequent vertical trajectory after
release; Ranney, 1987/1988). They were then asked, with
hindsight, (a) to try to explain why the (usually surprising;
Ranney & Thagard, 1988) feedback was correct, and (b) to
again rate the strength of their beliefs. Similarly, on the
isomorphic playground task, subjects could change their
prediction and re-rate their beliefs before being given (ver-
bal) feedback. After feedback (indicating a vertical, post-re-
lease trajectory), they were asked to give a hindsight expla-
nation of the vertical wajectory, and to re-rate their beliefs.
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ples into an “explanation encoding guide" that included a
list of syntactic and grammatical cues that tend to indi-
cate explanation structures (e.g., verbs that signal beliefs;
conjunctions and verbs that signal explanations; nega-
tions, conjunctions, and verbs of conflict that signal con-
tradictions;? see Table 1 for an example encoding).

ECHO simulations of the encodings were run with the
parameter settings used by Schank and Ranney (1991),
which were also in the midrange of those used by Ranney
and Thagard (1988).5 Each subject's belief ratings (i.e., of
assertions encoded as ECHO propositions for which the
subject reported a rating) were then compared with the
ECHO activations from the simulations. Comparisons
between ECHO's activations and subjects’ ratings (just
prior to the time of feedback) were made for each subject—
coder pair and for each coder overall. For each subject,
ECHO activations among coders were also compared.

By having coders unfamiliar with the subjects’
(excised) believability ratings and qualitative evaluations
encode the protocols, we could use the results of ECHO
simulations on these encodings to assess how well
ECHO predicts a priori the subjects' beliefs. Thus, we
compared ECHO's activations for the various encodings
with subjects' evaluations (i.e., believability ratings). We
assessed intercoder agreement by comparing differcnt en-
codings and simulation results of the same protocols.

Results

Figure 1 shows subjects’ average ratings (prior to feed-
back) for each path. We computed correlations between
ECHO's activations and subjects’ ratings for each sub-
ject—coder pair (see Figure 2), and for each coder.
Analyses of variance of the subjects' ratings were per-
formed; we also computed correlations between ECHO's
activations among the various coders for each protocol.
Analyses were computed both (a) over all beliefs, and (b)
for the path propositions only.

Protocol and Encoding Analyses

Encoded portions of the protocols averaged about 600
words in length. On average, about 23 propositions, 2
data (e.g., observations or remembered experiences), 13
explanations (3 of which were considered “implicit” by
coders), and 21 contradictions (17 of which were consid-
ered implicit, including 15 essential contradictions be-
tween the competing release paths) were encoded per pro-
tocol. As expected, subjects did not make all of their ex-
planations and contradictions explicit, even with prompts
for elaboration (cf. Grice, 1975, on the conversational
maxim of quantity, which predicts that people typically
avoid being overly informative). The interviewer captured

4 We encoded the alternative pendular-release trajectories in
this study as contradictory, based on the assumption that
subjects believe one unique trajectory exists.

5 The parameter values used were: decay = .04, excitation =
.03, inhibition = -.06, and data excitation = .055.

Table 1. Example protocol and its encoding.

Convention: Indicates:

underlines explanations

italics contradiction/competition
bracket] beliefs/data sitions

[ propo:

Protocol: "I've changed my mind. (no coding; monitoring
statement.). I like P1[the arch path). I think P1{the bob will
fly out in an arch curve] gince l'”[iu; got motion right] and
H2(yp], and H3[gravity is pulling it down). But H1[it has
motion right] so I guess P2(the diagonal path] is possible.
NP3 (1t won't drop straight down], though, because H1(i{ has
motion right]. Hm. I remember El[jumping off a swing and
flying out in an arch], though, so I think Pliis going to fly
up and out like it does in that arch path you have there],
Yeah, I really think P2[the diagonal path] won't happen (no
coding; evaluative statement.). "
Encoding:

P1 The arch path

H1 Bob has motion right

H2 Bob has motion up

H3 Gravity is pulling down

H1, H2, and H3 explain P1

P2 Diagonal path
H1 explains P2

P2 contradicts P1 (implicit)

NP3 Not straight down path

H1 explains NP3

E1 I fly out in an arch when
I jump off a swing

data E1

El explains Pl

on-line (and hence had subjects rate) about 60% of the
belief propositions that were later encoded by coders, so
ratings for 60% of the encoded propositions were avail-
able for comparison with ECHO activations. Ratings for
most of the subjects' key central beliefs, and all altemna-
tive trajectories, were collected. Analyses of the encod-
ings also revealed that beliefs not rated played more pe-
ripheral explanatory roles, compared to their rated coun-
terparts. (E.g., compared to rated beliefs, unrated beliefs
were about twice as likely to not be part of any explicit
explanation of a path, and about thrice as likely to not be
part of any explicit explanation. Further, rated beliefs
were about twice as likely as their unrated counterparts to
be within two explanatory links from any path-predic-
tion, and almost 50% more likely to directly explain a
path-prediction. These differences were significant at
p<.0l.)

Subjects’ Diagonal Retro-
drawn  Arch+ Full w/curve Vertical grade
path vertical arch +vertical (Correct) curve
) |
II"\ ,!"' J'f' .'t" . '!lfl \ :'|II
?
5.6 4.3 5.8 4.1 2.6 3.8

Figure 1. Mean path believability ratings (1-9 scale; prior
to feedback). (Nb. Four subjects drew unique paths not
among the 5 alternatives. Mean ratings for drawn paths were
about 5.6 both for unique paths and for non-unique paths.)
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Figure 2. Distribution of correlations between ECHO's acti-
vations and subjects’ ratings on all rated propositions (grey)
and on endpoint-release paths only (white).

Prediction of Subjects’ Ratings

ECHO simulations were run with the implicit explana-
tions and contradictions, added by the coders, included.
Final ECHO activations, over all rated beliefs, were posi-
tively correlated (at p<.05) with subjects’ ratings in 14 of
the 23 simulations. Correlations were as high as r >.80
on seven simulations, and as low as r=.25 on one (see
Figure 2).8 Overall, there was a significant positive cor-
relation (r =.56) between ECHO’s activations and the
subjects’ ratings (r=.65 for most highly correlated coder).

Correlations between ECHO activations and the sub-
jects' ratings for the path-propositions alone mirrored
those computed over all beliefs, with correlations as high
as r= .99 and as low as r=.23. The overall correlation for
paths was nonsignificantly higher (at r=.61) than the cor-
relation over all beliefs (r=.56). The overall correlations
were also slightly higher for most of the coders (r=.70 for
the most highly correlated coder).” In general, results
from coders who coded the most protocols yielded higher
correlations between coding—based ECHO activations and
subjects’ ratings.

Intercoder Agreement

Over all beliefs, and for the paths alone, ECHO’s final
activations were significantly correlated with subjects’
ratings for coders 1 and 2 (r >.57; p<.0001). These coders
were the most experienced, and encoded more of the pro-
tocols (and thus had more data to correlate); the correla-
tions between ECHO''s final activations and subjects’ rat-
ings generally increased with encoding experience.

6 Earlier versions of this article, due to a single coding error,
spuriously reported two negatively correlated simulations.

7 As predicted by Ranney and Thagard's (1988) simulation,
feedback on the vertical pendular-release trajectory influ-
enced subjects’ believability ratings for the (uncoded) iso-
morphic playground situation: Belief in predicted, non-ver-
tical release paths for the playground swing went from
strong belief (mean = 7.1) prior to pendular feedback, to
slight disbelief (mean = 4.0) after such feedback.

Comparing ECHO networks to assess intercoder agree-
ment is difficult; tractable methods of comparing such
network topologies have not, to our knowledge, been de-
veloped. Therefore, we used approximating measures 10
gauge intercoder agreement. We analyzed the propositions
common among coders; pairs of propositions were judged
to be the same if both their wording and source locations
in the protocol were virtually the same. On average,
about 60% of encoded propositions were judged to be the
same between pairs of coders. For these, the overall inter-
coder correlation (i.e., between ECHO activations for
common propositions) was significant (r=.49; p<.001).

Analysis of variance results for the subjects' ratings
over all beliefs (with ECHO activations as a covariate)
later indicated that ECHO's activations explain about
28% of the variance in the subjects' ratings, while indi-
viduals account for about 8% of the variance in the rat-
ings (both p<.001). As one would hope, the ANOVAs
also indicate that none of the variance is accounted for by
the coder, so systematic coder effects are negligible.
Similar results are found when only the path propositions
are considered, except that the type of path considered also
accounts for a significant amount of variance.

Discussion and Conclusions

Schank and Ranney (1991) raised the question of whether
ECHO can predict subjects' beliefs as well as or better
than they had observed (r >.7) if subjects make their
“implied backings” explicit. However, we found slightly
lower ECHO-subject correlations (about r =.6).8 This
might suggest that ECHO does not predict subjects' be-
liefs better (or perhaps even as well as) when they make
their implicit backings explicit. There are several reasons
to resist this conclusion. First, of the ten individuals’ rat-
ings in this study, six were predicted with a correlation of
r >.80 (seven, when only the paths were considered); the
data also suggest that the ECHO-subject correlation tends
to increase when only the (more central) path beliefs are
examined. Second, combined with other variables, ECHO
helped account for about 40% of the variation in subjects’
ratings. Third, the texts used in our prior study reflected
topologies defined a priori, which likely constrained sub-
jects' representations of the situation. (Le., subjects in
Schank & Ranney, 1991, were not encouraged to
elaborate on their beliefs and bring other knowledge into
their representations, as they were encouraged to do here).
For these (and other content- and context—dependent) rea-
sons, the task of modeling the subjects’ beliefs in Schank
and Ranney (1991) was, in essence, of smaller scale.
Fourth, the ECHO networks generated here were, by
salient measures (e.g., the number of propositions, the
number of links), about two to over 20 times larger and
much less explicit than the networks in the our prior
study. This extra complexity may have caused difficulties
for subjects who, unlike ECHO, have limited attention

8 Recall Kintsch's (in press) aforementioned r=.61 between
his activations and his subjects’ propositional recall.
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and memory (Ranney, in press). We plan (o incorporate
such limitations in future modeling efforts.

In sum, ECHO predicted subjects’ ratings fairly well,
and the overall intercoder agreement was acceptable
(r=.49; so, the coders' simulations currently correlate bet-
ter with the subjects’ data than with each other). Still,
the model did not fit the data as well as one might have
expected, based on the more diminutive, constrained, the-
oretical conflicts modeled by Schank and Ranney (1991).
But the correlation between ECHO's activations and sub-
jects’ believability ratings seems to increase with encod-
ing experience, suggesting that the encoding process is
successful and refinable. Further, this study's method is
novel, so these nascent attempts to establish intercoder
reliability will, no doubt, improve. However, the moder-
ate intercoder correlation also suggests that, for modeling
purposes, a better approach may be to have subjects en-
code their own representations directly into ECHO—with
a user—friendly interface (e.g., Carlock 1990). Thus, we
are now incorporating ECHO into a computer-based
learning environment in which subjects can directly en-
code their own representations. We plan to use the envi-
ronment ("the reasoner's workbench;" Ranney, in press)
to teach coherent argumentation, and to encourage Stu-
dents to think about consistency and coherence as metrics
of reasoning and rationality.
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