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High-resolution and wide-field imaging is of great value for various scientific disciplines; 

such tasks demand the imaging modalities to possess large space-bandwidth products. The rapid 

evolutions of modern image sensor technologies and computing power have provided 

tremendous opportunities for development of new imaging systems with significantly larger 

space-bandwidth products than conventional lens-based systems. This dissertation introduces the 

latest advance in lensfree holographic microscopy, a computational imaging technique that 

serves as a potent solution for high-resolution, wide-field microscopy. By placing the specimen 

at a close proximity to the image sensor (e.g., ~100 µm - 1 mm), lensfree microscopy runs at unit 

magnification and possesses significantly larger field-of-view (FOV) than conventional lens-
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based systems. There are two major challenges in lensfree holographic microscopy: (1) 

undersampling by the image sensor; and (2) phase retrieval of the light field. This work first 

shows that, by using the two-dimensional pixel function of an image sensor-array as an input to 

lensfree holographic image reconstruction, pixel super-resolution can improve the numerical 

aperture (NA) of the reconstructed image by a factor of ~3 compared to a raw lensfree image. 

This pixel super-resolution-based lensfree microscope, when combined with an ultra-violet (UV) 

light emitting diode (LED), is capable of resolving 225 nm line-width gratings and is useful for 

wide-field on-chip imaging of nano-scale objects such as helical multi-walled carbon nanotubes. 

To further increase the bandwidth of this imaging modality, I developed lensfree imaging using 

synthetic aperture (LISA), which delivers an effective numerical aperture of ~1.4 across a wide 

FOV of ~20 mm2. LISA utilizes multiple angles of illumination to holographically synthesize the 

largest numerical aperture for an on-chip microscope and enables color imaging of tissue 

samples, including pathology slides, using complex wave retrieval.  

In the pursuit of more efficient pixel super-resolution techniques, I developed a 

fundamentally new resolution enhancement technique, namely wavelength scanning pixel super-

resolution. It relies on an iterative algorithm to generate high-resolution reconstructions of the 

specimen using undersampled diffraction patterns recorded at a few wavelengths, covering a 

narrow spectrum (~10-30 nm). When combined with synthetic aperture technique, this 

wavelength scanning super-resolution approach can achieve a resolution of ~250 nm, 

corresponding to a numerical aperture of ~1.0 across a wide field-of-view (>20 mm2). Compared 

to lateral displacement-based super-resolution, wavelength scanning brings uniform resolution 

improvement in all directions across the sensor array and requires significantly less number of 

measurements.  
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 The development of wavelength scanning pixel super-resolution eventually led to a new 

computational framework, termed as propagation phasor approach, which for the first-time 

combines pixel super-resolution and phase retrieval techniques into a unified mathematical 

framework. In contrast to previous holographic reconstruction algorithms, my new algorithm 

reduces the number of raw measurements by five to seven folds, while at the same time 

achieving a competitive resolution across a large field-of-view. These technological advances 

could greatly benefit the development of high-resolution, wide-field computational imaging 

modalities with compactness, cost-effectiveness and superior data efficiency. 
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Chapter 1 Introduction to lensfree holographic imaging 

 Parts of this chapter have previously been published in A. Greenbaum, W. Luo, TW Su, Z. 

Göröcs, L. Xue, S. O Isikman, A. F Coskun, O. Mudanyali & A. Ozcan. Imaging without lenses: 

achievements and remaining challenges of wide-field on-chip microscopy. Nat Meth 9, 889–895 

(2012). 

 Lensfree on-chip imaging refers to using a digital opto-electronic sensor-array, such as a 

CCD or CMOS imaging chip to directly sample the light transmitted through a specimen without 

the use of any lenses between the object and the sensor planes1–25. Such an imaging geometry is 

significantly simpler in hardware and much more compact and lightweight than conventional 

lens-based microscopes. In addition, this geometry, as will be detailed later on, can decouple 

imaging field-of-view (FOV) and resolution from each other, creating unique microscopes where 

improved resolution and field-of-view can be achieved at the same time with new sensor chips 

that are being introduced in consumer electronics products, in particular cellphones and high-end 

digital camera. This feature might place lensfree on-chip microscopes on a performance curve 

that qualitatively follows the Moore’s Law, a trend that is new in optical microscopy. 

 For a lensfree on-chip microscope there are various design choices that one can select from. 

In general we can categorize lensfree microscopes into two main streams: (1) contact mode 

shadow imaging based microscopes22–25; and (2) holographic microscopes1–21. The first group of 

lensfree microscopes aims to minimize the distance between the sample and the active region of 

the detector-array (or an aperture array in some cases22,23) so that diffraction can be minimized. 

Therefore these contact mode lensfree microscopes sample the shadow of objects and treat these 

shadows as object images under the assumption that optical diffraction within the object body 
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and between the object and sensor planes can be ignored, where the latter cannot typically get 

lower than ~0.9-1 µm (since the active region of a pixel is buried under its surface)24,25. On the 

other hand, the second category of lensfree microscopes relies on digital holography to partially 

undo the effects of optical diffraction that occur between the object and the detector planes, i.e., 

unlike contact imaging approaches a sizeable distance between the objects and sensor chip can 

be accommodated. In this second group of lensfree microscopes, the scattered light from each 

object interferes with the unscattered background light to create an in-line holographic 

‘shadow’12, which is then digitally processed to reconstruct an image of the object5.  

 There are various holographic imaging and processing techniques that have been used so far 

in lensfree microscopy context, some of which use a spatially and temporally coherent light 

source such as a laser that is filtered by a small pinhole (e.g., ≤1-2µm)1–4, while some others rely 

on partially-coherent illumination provided by e.g., light-emitting-diodes (LEDs)5–18,26. In this 

Perspective, we will focus on the latter and present the unique features of such partially-coherent 

lensfree microscopy tools (see Figure 1) that operate under unit fringe magnification and report 

some of the emerging results that they provide for wide-field imaging needs, achieving e.g., a 

numerical aperture (NA) of ~0.8 across 20-30 mm2, or an NA of ~0.1 across ~18 cm2, 

corresponding to a space-bandwidth product of ≥1 Billion. We will also present some of the 

current challenges that these computational on-chip microscopes face, and compare different 

approaches to shed more light on their future directions and applications. 
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Figure 1.1. Schematic diagram of a partially coherent lens-free transmission microscope that operates under unit 

magnification, such that the active area of the imager chip (for example, a CCD or CMOS sensor array) is the same 

as the object FOV. 

 

1.1 Key components of a lensfree holographic on-chip microscope 

 In a partially-coherent holographic on-chip microscope (Fig. 1) the source can simply be an 

LED or an array of LEDs. In case wavelength tunability is desired a monochromator can also be 

used that is coupled to e.g., a multi-mode fiber. The spectral bandwidth of the source can vary 

between a few nanometers to e.g., 20-30 nm depending on the resolution requirement of the 

system. Because the sample plane is rather close to the detector plane (e.g., ≤ 1-2 mm), 

significantly reduced temporal coherence lengths of such broadband sources (compared to a laser) 

do not constitute a problem since the scattered light rays and the background light can still 

interfere at the sensor-chip.  

 In addition to temporal coherence requirements, spatial coherence of the illumination is also 

critical in lensfree holographic microscopy. Under unit fringe magnification, since holographic 
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shadows of objects do not spread across the entire sensor active area, the spatial coherence 

diameter that is required at the sampling plane is also significantly smaller6. This implies that an 

LED can simply be butt-coupled without the use of any mechanical alignment stage or light-

coupling optics to a large-core fiber-optic cable or a simple pinhole (e.g., 50-100 µm in 

diameter). This makes alignment and operation of a partially-coherent lensfree holographic 

microscope rather straight-forward. Since coherence is now used as a gating function, this choice 

of partial-coherence, besides simplicity of alignment and cost-effectiveness, also helps us reduce 

speckle and multiple reflection interference noise terms as well as cross-interference among 

objects’ diffraction patterns, which is in general a source of artifact for holography27. 

 Apart from the illumination end, the other key component involved in a lensfree holographic 

microscope is the optoelectronic sensor array that is used to sample the transmitted light pattern 

from each specimen. Under unit magnification, the imaging FOV of a lensfree microscope 

equals to the active area of the sensor chip, which implies that using state-of-the-art CCD and 

CMOS chips, one can achieve a wide range of FOVs varying between e.g., 0.2 cm2 to >15 cm2. 

These numbers constitute significantly wider imaging areas compared to standard objective-

lenses employed in conventional optical microscopes.  

 In addition to the FOV or active area of the sensor chip, another key feature is the pixel size, 

which directly influences the spatial resolution that can be achieved. Whether or not holographic 

or contact mode lensfree imaging is used, a smaller pixel size will in general help us achieve 

better resolution, unless the pixel design exhibits severe angular distortions that create 

aberrations for oblique rays, corresponding to high numerical apertures. Since the area of the 

pixel shrinks with the square of its size, to claim the same active area or imaging FOV, more 

megapixels would also be needed for an ideal lensfree on-chip microscope, which fortunately is 
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already a major trend in consumer electronics mostly driven by the massive volume of camera-

phones, which are now claiming ~40 megapixel imagers28.  

1.2 Reconstruction techniques 

 For lensfree imaging in general there are two important reconstruction blocks that are needed 

to visualize an object’s image. The first one of these computational blocks, termed “pixel super-

resolution” is used to partially remove the under-sampling related limitations due the pixel size 

and is required to achieve sub-pixel spatial resolution on a chip7–9. Contact mode and 

holographic lensfree on-chip microscopes share this common step to digitally embed more pixels 

to an image by e.g., shifting the light source and capturing multiple lensfree images of the same 

static object7,8. Alternatively, the motion of the object within e.g., micro-fluidic devices can also 

be used for the same pixel super-resolution step to resolve finer features of an object9,16,25. 

 The second reconstruction block, which follows the “pixel super-resolution” step, is only 

required for holographic lensfree microscopy, where there is a considerable distance between the 

objects and the detector array, such that optical diffraction cannot be ignored. In this second 

computation step, the image of the specimen is reconstructed from its super-resolved holographic 

shadow by employing e.g., iterative phase reconstruction29 or twin-image elimination 

algorithms30 that are commonly used in holography literature. As a result of this step, both 

amplitude and phase images of the object are generated, where the latter might be especially 

important to image weakly scattering transparent specimen like sub-micron bacteria or 

parasites.8 . 

 In addition to these, lensfree holographic on-chip microscopy can also employ additional 

computational tools to move from 2D cross-sectional images to a lensfree tomogram of the 

object by e.g., merging the spatial frequency information of different illumination angles16–18. 
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We should note that such computational blocks are not needed for a conventional lens-based 

microscope, which can provide immediate visualization of specimen through e.g., the eye-piece. 

While this can be considered an important limitation of computational microscopy tools in 

certain settings, the recent advances in micro-processors such as graphics processing units 

(GPUs) that are now appearing even on our cellphones31 make computation extremely cost-

effective and widely accessible globally, which we believe would be a key factor for lensfree 

imaging techniques to scale up. 

1.3 Gigapixel imaging using lensfree on-chip microscopes  

  

Figure 1.2. (a) A super-resolved lens-free image obtained by a partially coherent holographic on-chip imaging 

platform with a FOV of ~18 cm2 (~4.9 cm × 3.7 cm) and >1.5 billion pixels. The inset images show a lens-free 

hologram and its reconstruction results for a resolution target (USAF 1951 test chart) to demonstrate a half-pitch 

resolution of ~2.19 µm corresponding to an NA of ~0.1. (b) Four selected areas of interest (corresponding to the 

circles and roman numerals in ashown at higher magnification. The first column shows raw lens-free holograms of 

human sperm (immobilized on a glass slide9). Because the physical pixel size of this monochrome CCD chip is 6.8 

µm, severe under-sampling of holograms is observed. The second column shows the pixel super-resolved lens-free 

holograms for the same regions, which are digitally synthesized by combining 36 (6 × 6) subpixel-shifted raw lens-
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free holograms. The third column illustrates the reconstruction results for these pixel super-resolved lens-free 

holograms. The fourth column shows the same region imaged with a conventional microscope. 

 After going over some of the basic features of lensfree on-chip microscopes in general, next 

we would like to give examples of their state-of-the-art performance. Lensfree computational 

microscopy permits imaging at extreme space-bandwidth products in excess of e.g., 1 Billion. 

Using for instance a state-of-the-art CCD enables imaging an ultra-wide FOV of ~18 cm2 with a 

spatial resolution of ~2.2 µm, which constitutes a space-bandwidth product of ~1.5 Billion (see 

Figure 2). In this case, the CCD chip itself has ~40 megapixels, where each pixel is physically ~6 

µm wide. However, by employing pixel super-resolution, a deeply sub-pixel resolution 

corresponding to a numerical aperture of ~0.1 can be achieved across the entire active area of the 

CCD chip (i.e., an FOV of 18 cm2). In comparison, conventional objective-lenses with a similar 

numerical aperture would typically have a few mm2 FOV. While mechanical scanning of the 

sample or the objective-lens could be used to widen the imaging area, it would be a complicated 

and costly solution to achieve such a wide imaging area of e.g., ~18 cm2.32 

 On the other extreme, using a state-of-the-art CMOS chip, instead of a CCD, enables 

achieving ~350 nm resolution (illumination wavelength: 530 nm) across a field-of-view of ~20-

30 mm2 in both phase and amplitude images (see Fig. 1.3). In this case, the CMOS chip is a 16 

megapixel color RGB sensor with a pixel size of ~1.1 µm that is manufactured to be used in e.g., 

cellphone cameras. Once again, using pixel super-resolution (only for the green pixels) enables 

achieving deeply sub-pixel resolution, corresponding to a numerical aperture of ~0.75 across the 

entire active area of the CMOS sensor chip (i.e., FOV >20 mm2). 

 One of the most unique aspects of lensfree computational imaging is the fact that these 

quoted numbers will immediately improve as new sensor arrays become available. This rapid 
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advancement in sensor array technologies is driven mostly by the cellphone and digital camera 

industries, which manufacture more than 1 Billion new camera modules each year, placing 

lensfree on-chip microscopy on a sweet spot to follow a rapid trend that is qualitatively similar to 

the Moore’s Law in terms of its performance. 

 

Figure 1.3. (a–c) Pixel super-resolved lens-free holographic images of a USAF 1951 test chart (a), custom-

fabricated gratings (milled onto a glass substrate using a focused ion beam system) (b) and human red blood cells (c) 

are summarized and compared against conventional high-NA objective lenses. Panel b illustrates that this lens-free 

imaging platform achieves an NA of ~0.8 (in air) together with a half-pitch resolution of <350 nm over a FOV of 

~20.5 mm2. Using oil immersion between the sample and the sensor array, a half-pitch resolution of ~300 nm is also 

demonstrated in b, corresponding to an effective NA of ~0.9 (illumination wavelength, 530 nm). The raw lens-free 
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holograms in a and b exhibit the Bayer pattern of the color CMOS sensor, only the green pixels of which were used 

in our image reconstructions. We used up to 100 (10 × 10) subpixel-shifted raw lens-free holograms in these pixel 

super-resolution results. 

 Equally important is that the imaging geometry of Figure 1 decouples spatial resolution from 

imaging field-of-view. Stated differently, as more megapixels are introduced onto the same chip, 

while keeping the pixel size the same (or even smaller), we can achieve a larger FOV without 

sacrificing resolution (or keep the same FOV with improved resolution). Therefore, the current 

trend in digital electronics toward smaller pixel size and larger megapixel imager chips will 

continue to improve the resolution and field-of-view of such lensfree computational microscopes 

providing us a unique on-chip microscopy platform, where the resolution and FOV are not 

necessarily tied to each other. 

1.4 Future challenges and opportunities for lensfree on-chip microscopes 

 Resolving micro-scale features of specimen in both space and time, lensfree on-chip 

microscopes could impact almost all the fields that their conventional lens-based counterparts are 

used, including imaging6–8, screening and tracking of cells and other micro-organisms for various 

applications ranging from high-throughput screening methods to lab-on-a-chip 

technologies13,14,24. Next, we will discuss some of the key challenges that remain for improving 

the performance and scaling the applications areas of lensfree on-chip microscopes.   

 Spatial Resolution: Despite their large imaging areas, the state-of-the-art resolution for 

lensfree on-chip microscopy is still not diffraction limited. Improving the numerical aperture 

from its current level of e.g., ~0.8 to 1 or even higher (using e.g., liquid immersion) would 

necessitate new sensor chips that have sub-micron pixel sizes. While this seems to be on the 

horizon with especially next-generation CMOS imager chips, an important factor that is less 
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demanding for main-stream use of sensor arrays (e.g., in digital cameras) is angular distortion of 

pixels. At high numerical apertures, the pixels of a sensor array would typically exhibit artifacts 

since oblique light rays would experience much higher losses (as a function of e.g., angle) and 

more importantly could end up generating a signal in neighboring pixels, which would distort the 

accurate sampling of lensfree transmission patterns. Therefore, special attention has to be given 

to the design of lensfree imager chips in terms of their angular response, which is not as critical 

for cellphone camera applications due to the presence and the lower NA of the imaging lens. To 

reduce pixel related imaging aberrations and get closer to the diffraction limit, new sensor chips 

that have sub-micron pixel size and a decent external quantum efficiency which is not a strong 

function of illumination angle are needed. 

 In addition to these, new signal processing approaches that rely on sparse signal recovery and 

compressive sampling algorithms19,20,33are also promising future directions that can be combined 

with pixel super-resolution schemes to further improve the resolution of lensfree on-chip 

microscopes. 

 Sample density: Because lensfree on-chip microscopy is a transmission imaging modality, 

sample density can cause issues in our imaging performance, for both holographic and contact 

imaging schemes. For contact shadow imaging, if the density of the specimen increases in 3D, it 

creates aberrations since the objects will effectively move away from the sensor active area, 

increasing the contribution of diffraction to shadow images, reducing the resolution and creating 

aberrations using pixel super-resolution algorithms24,25. In case of density increase for planar 2D 

objects (where thickness of the specimen can be ignored, e.g., ≤1 µm), contact imaging would 

still exhibit aberrations since pixel super-resolution approaches would create artifacts for 

imaging dense and connected objects covering a large field-of-view due to: (1) inaccurate sub-



11 

pixel shift estimations for local features; and (2) partial interference of dense object shadows 

with each other, which is a phenomenon that needs to be carefully analyzed in high-resolution 

shadow imaging even if the coherence diameter at the detector plane is e.g., less than 1-2 µm. 

Stated differently, contact mode lensfree imaging that uses pixel super-resolution could exhibit 

artificial sub-micron features under even a very small coherence diameter that is for example an 

order of magnitude narrower than the spatial coherence provided by the sun on earth. 

 Similar limitations also apply for holographic lensfree on-chip imaging in the case of dense 

samples. For in-line holographic imaging geometry, as the density of the samples gets higher the 

background light (which acts as a reference wave for encoding the phase of the scattered object 

field into intensity oscillations) gets distorted deviating from a plane wave for each object 

hologram. One potential solution for this issue is to increase the distance between the sample and 

the detector chip so that a beam splitter can reflect an unscattered reference beam on the sensor 

array34. This, however, would necessitate the use of increased temporal and spatial coherence for 

illumination and relatively complicate the set-up in terms of alignment and size. Due to 

significantly increased distance between the sample and sensor planes, it would also reduce the 

useable field-of-view especially for large area CCD chips.  

 Another solution to this object density issue that has been successfully applied to wide-field 

on-chip holographic imaging is multi-height lensfree imaging, where the sensor array records the 

lensfree diffraction holograms of the specimen at different heights. By iteratively propagating 

back and forth between different heights, phase and amplitude images of dense objects can be 

reconstructed11,13,35. The disadvantage of this approach is that more measurements are now 

required for the same sample, which also requires the use of additional computation to finely 

align the FOV of each multi-height lensfree hologram to each other. 
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 Reflection imaging: While dense and transparent specimen can potentially be imaged using 

lensfree on-chip microscopy tools, if the sample is not transparent it cannot be reconstructed 

using the above discussed approaches. For thick and non-transparent samples, such as tissue 

slides, reflection imaging would be needed. There are earlier reports on lensfree reflection 

imaging methods,21, however, these approaches have relatively smaller FOV and resolution, 

which is mostly due to significantly increased distance between the specimen and the detector 

array in reflection imaging geometry. Furthermore, while these reflection imaging approaches 

are lensfree, they still rely on a beam splitter cube to channel the scattered reflection field onto a 

sensor array. As the active area of the sensor array gets larger (e.g., >10 cm2) the size of such a 

beam splitter would also grow, which would further increase the distance between the specimen 

and the detector planes, causing signal to noise ratio limitations for sub-micron features of the 

object. Therefore, unlike its transmission counterpart, lensfree reflection microscopy is less 

suitable to reach extreme FOVs (>10-20 cm2) that are enabled by e.g., the state-of-the-art CCD 

chips. 

 Fluorescent imaging: Our lensfree imaging discussions so far have been limited to bright-

field transmission microscopy on a chip. Fluorescent imaging, however, is another important 

modality that needs to be merged onto the same lensfree on-chip microscope for various 

applications that demand e.g., the use of molecular probes to bring specificity and sensitivity to 

their imaging needs. For this end, there have been some efforts to create dual-mode lensfree 

microscopes that can switch back and forth between bright-field and fluorescent imaging36. 

However, the resolution and image quality of these existing lensfree fluorescent imaging 

solutions are not yet as competitive as their bright-field counterparts33,37,38. There are several 

reasons behind this limited performance of lensfree fluorescent imaging. First, fluorescent 
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emission is not directional as a result of which the signal strength drops much faster as a function 

of vertical distance in a lensfree imaging geometry. This lower signal to noise ratio demands 

placing the labeled specimens rather close to the sensor chip surface (e.g., <400-500 µm). 

Second, decent filtering of the excitation light on a chip is challenging. Thin-film based standard 

fluorescent filters would not work as desired in a lensfree configuration since the scattered 

excitation light would not be collimated unlike conventional lens-based fluorescent microscopes. 

This requires relatively thicker absorption filters to be used, which would increase the distance 

between the sample and the detector active area, reducing the achievable resolution. Third, 

fluorescent emission is spatially and temporally incoherent, and therefore holographic digital 

reconstruction and related pixel super-resolution techniques are not useful in this case. While 

recently emerging sparse signal recovery techniques (based on e.g., compressive sampling) have 

been used to decode lensfree fluorescent images37, their resolution level is still relatively coarse 

(~3-4 µm)which is due to reduced signal to noise ratio of fluorescent on-chip imaging.  

 While the issues discussed above are creating technical challenges to achieve sub-micron 

fluorescent resolution over a large imaging area, which is the characteristic signature of lensfree 

on-chip imaging, these difficulties are not fundamental in that systematic improvements in 

detection signal to noise ratio (through e.g., actively cooled sensor chips), absorption filter 

performance, smarter illumination schemes (involving e.g., the use of structured excitation light) 

and better incoherent signal recovery algorithms could help us achieve a dual-mode lensfree on-

chip microscope that can switch between fluorescent and bright-field imaging across a large 

FOV. Once combined with color sensor arrays (e.g., RGB CMOS chips) multi-color lensfree 

fluorescent imaging could also be achieved, which could further expand the application of these 

on-chip microscopes into fluorescent cytometry. 
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 Imaging speed: Imaging speed of lensfree on-chip microscopes are limited by the frame rate 

of the sensor array, which varies from ~1 fps to >50 fps depending on the megapixel count of the 

sensor chip. On the other hand, this frame rate can be significantly increased to e.g., >200-300 

fps by digitally selecting a smaller FOV within the active area of the chip. This also implies that 

high-throughput scanning of large areas at high frame rates can be achieved by digitally moving 

the region of interest within the chip active area. This could be quite useful for e.g., observing 

spatio-temporal dynamics of fast moving micro-organisms such as sperms15, across large sample 

volumes to collect massive statistics about their behavior. 

 Regarding imaging speed, one final note is that the surface temperature of the sensor chip can 

easily go above 40°C at continuous operation, and therefore places an important limitation for 

especially contact imaging approaches, which might not succeed in cooling the immediate 

surface of the imager chip despite the use of cooling circuitry or heat sinks. This concern is also 

true for lensfree holographic approaches, to a lesser degree however, due to increased distance 

(e.g., 1-2 mm) between the sample and the sensor chip. 

 Standardization of reconstruction techniques: The landscape of lensfree on-chip 

microscopes is rather complicated with various designs. What makes this picture even more 

confusing is that reconstruction methods/algorithms also vary depending on the imaging 

architecture. An important obstacle for wide-scale use of such emerging computational 

microscopy tools, especially in biomedical sciences, can be overcome through standardization of 

reconstruction algorithms in modular blocks that are integrated to each other for handling 

different possible lensfree imaging configurations. 



15 

Chapter 2  Incorporation of pixel function in pixel super-resolution 

 Parts of this chapter have been previously published in Greenbaum, A. W. Luo, B. 

Khademhosseinieh, T-W. Su, A.F. Coskun, and A. Ozcan. Increased space-bandwidth product in 

pixel super-resolved lensfree on-chip microscopy. Sci. Rep. 3, 1717 (2013). 

 Spatial resolution of lensfree on-chip microscopy is in general limited by the pixel size of the 

image sensor chip. This limitation can be circumvented by utilizing pixel super-resolution 

techniques that can synthesize a much smaller effective pixel size, achieving an improved spatial 

resolution. Here we shed more light into this improvement and report that by using the two-

dimensional pixel function of an image sensor-array as an input to lensfree holographic image 

reconstruction, pixel super-resolution can improve the numerical aperture (NA) of the 

reconstructed image by a factor of ~3 compared to a raw lensfree image. This improvement 

factor was confirmed using two different image sensors that significantly vary in their pixel sizes, 

circuit architectures and digital/optical readout mechanisms. Under unit magnification, using a 

40 Mega-pixel monochrome CCD (Charge-Coupled-Device) image sensor chip with a physical 

pixel size of 6.8 µm, we achieved an NA of ~0.14 across an ultra-large field-of-view (FOV) of 

~18 cm2 yielding a super-resolved effective pixel size of λ/0.56, where λ is the illumination 

wavelength. Under the same lensfree on-chip imaging geometry, using a 16.4 Mega-pixel color 

CMOS (Complementary Metal-Oxide-Semiconductor) image sensor chip that has a physical 

pixel size of 1.12 µm, we achieved an NA of ~0.83 across a FOV of ~ 20 mm2, yielding a super-

resolved effective pixel size of λ/3.32. Compared to the original pixel count of each sensor chip, 

these pixel super-resolved lensfree images demonstrate a pixel count increase of (3.81µm/λ)2 and 

(3.72µm/λ)2, for our CCD and CMOS imagers respectively, which empirically point to roughly 
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the same space-bandwidth improvement factor regardless of the sensor chip architecture used in 

our lensfree on-chip imaging set-up. Besides the resolution improvement, such pixel count 

increase immediately renders our lensfree on-chip microscope into a Giga-pixel throughput 

imaging platform without sacrifice in FOVs: with the 6.8 µm-pitch CCD sensor we obtained an 

effective pixel count of up to 2.52 Giga pixels; with the 1.12 µm-pitch CMOS sensor the 

effective pixel count reached up to 1.64 Giga pixels. We also demonstrate that this pixel super-

resolution based lensfree microscope, when combined with an ultra-violet light emitting diode, is 

capable of resolving 225 nm line-width gratings and is useful for wide-field on-chip imaging of 

nano-scale objects such as helical multi-walled carbon nanotubes (MWCNTs). 

2.1 Introduction  

 Lensfree imaging is an emerging technique that requires no imaging lens or its equivalent 

between the specimen and the image sensor planes 2,4,19,39–46. In its specific ‘on-chip’ 

implementation, by placing the sample close (e.g., <1-2 mm) to the active area of an image 

sensor chip, this technique brings not only extreme compactness to the entire optical system, but 

also the unique feature of unit fringe magnification, where the object field-of-view (FOV) of the 

lensfree on-chip imaging platform is equal to the active area of the sensor chip 6,15,47–56. 

Therefore, the FOV of a lensfree on-chip microscope can easily reach e.g., ~20-30 mm2 or ~10-

20 cm2 using a CMOS or a CCD imager, respectively 56–59. Unlike conventional lens-based 

microscopy approaches, an increase in FOV does not necessarily sacrifice spatial resolution, and 

new image sensor chips with larger active areas and smaller pixel sizes immediately translate 

into a larger FOV as well as a better spatial resolution, without a change in the optical design of 

the lensfree on-chip microscope 7,8,60. 
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Figure 2.1. Lensfree on-chip microscopy setup. (a) Shows a schematic of the lensfree holographic microscope setup. 

In this geometry, light coming out from the optical fiber illuminates both the sample and the image sensor.  The 

fiber tip is latterly shifted to perform pixel super-resolution. The close-up of (a) shows that the scattered wave from 

the object interferes with the unperturbed reference wave and forms a hologram, which is then sampled by the image 

sensor. The pixel structures exhibits large variability in terms of pixel pitch and morphology as can be seen in (b) 

and (c). (b) Shows an optical microscope image (20× objective, NA = 0.5) of a 6.8 µm monochrome CCD image 

sensor chip. (c) Shows an optical microscope image (100× Water immersion objective, NA = 1) of a 1.12 µm color 

CMOS image sensor chip, the Bayer pattern can be readily seen. 

 

 The setup of a lensfree microscope is simple and compact (see e.g., Fig. 2.1.a); a partially 

coherent and quasi-monochromatic light source (center wavelength, λ) illuminates a specimen 

that is positioned onto an optoelectronic image sensor-array 56,57,61. The scattered light 

transmitted through the specimen interferes with the unperturbed background light and creates an 

in-line hologram that is sampled and digitized by the image sensor-array (see inset Fig. 2.1.a). 

Since this on-chip microscope design has unit magnification, when capturing a raw lensfree 
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hologram, the spatial sampling rate and the sampling function are determined by the sensor’s 

pixel pitch and its two-dimensional (2D) pixel responsivity map within each pixel (which we 

refer to as the pixel function). Stated differently, it is the pixel function of an opto-electronic 

sensor-array that fundamentally affects the spatial resolution and image distortions/aberrations in 

a lensfree holographic on-chip microscope. Different sensor chips have different pixel functions 

(with various pixel widths/heights and 2D functional forms), and therefore the nature of the 

spatial under-sampling and convolution operations that occur at the sensor plane is highly 

dependent on the sensor choice62. 

 In this chapter we demonstrate that by incorporating the 2D pixel function of an image sensor 

chip into lensfree holographic image reconstruction steps (Fig. 2.2), one can improve the 

numerical aperture (NA) of the reconstructed images by a factor of ~3 compared to a raw 

lensfree image. This improvement is achieved using pixel super-resolution techniques, and is 

found to be, by and large, independent of the sensor chip design. Toward this end, we worked 

with both a monochrome CCD and a color CMOS image sensor chip that had a physical pixel 

size of e.g., 6.8 µm (Fig. 2.1.b) and 1.12 µm (Fig. 2.1.c), respectively. We used experimental and 

numerical techniques to estimate the 2D pixel function of each sensor-array, which in general 

would also be applicable for characterization of other opto-electronic sensors. Based on the 

information of this 2D pixel function, we experimentally found that in our reconstructed super-

resolved images an effective pixel size of λ/0.56 and λ/3.32 can be synthesized (assuming two 

pixels define the minimum feature size) with an effective NA of 0.14 and 0.83, using the same 

CCD and CMOS sensor arrays, respectively. Compared to the pixel count (i.e., megapixel value) 

of each native sensor chip, these pixel super-resolved lensfree images demonstrate a pixel 

density increase of (3.81µm/λ)2 and (3.72µm/λ) 2, for the CCD and CMOS imagers respectively, 
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which empirically point to roughly the same space-bandwidth improvement factor regardless of 

the sensor chip architecture used in our lensfree on-chip imaging set-up. Under unit fringe 

magnification, the pixel count increase applies for every pixel over the FOV, therefore 

dramatically increases the throughput of the imaging platform: in practice we have achieved 

effective pixel count of 2.52 Giga with the 40 Mega-pixel, 6.8 µm-pitch CCD image sensor; we 

also obtained effective pixel count of 1.64 Giga with the 16.4 Mega-pixel 1.12 µm-pitch CMOS 

image sensor. 

 

Figure 2.2. Image processing block diagram of lensfree imaging technique. (a) Illustrates the block diagram of the 

computational methods that are used in producing a high-resolution image. In the hologram deconvolution step, 

either experimental or computational approach can be used to obtain the pixel function of the image sensor. (b) 

Shows two pixel function estimations obtained with different methods: the left pixel function obtained with an 

experimental method for the 6.8 µm monochrome CCD image sensor; and the right pixel function obtained with a 

computational methods for 1.12 µm color CMOS image sensor. With the estimated pixel function the hologram can 

be processed with deconvolution algorithms, in which the estimated pixel-function is provided as the blur kernel. 
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 Finally, we also demonstrate that by utilizing a light emitting diode (LED) with a short 

illumination wavelength (λ = 372 nm), this pixel super-resolution based lensfree on-chip 

microscope can resolve periodic grating lines with a line-width of 225 nm. To better illustrate the 

capabilities and the potential applications of this wide FOV high-resolution lensfree microscopy 

platform we also imaged helical MWCNTs with a diameter of ~160 nm. 

 

2.2 Materials and methods  

Experimental setup for measuring the pixel function 

 The scanning microscope used for CCD pixel function measurement was composed of a 

bright field microscope in reflection mode (Olympus, BX51), an X-Y-Z piezo stage (PI, 611.3S) 

and an LED (λ = 470 nm, Mightex, FCS-0470-000) that was butt-coupled to a single mode fiber 

(ThorLabs, P1-630A-FC2). To create the illumination spot, the eyepiece of the microscope was 

removed and the fiber end was mounted instead of the eyepiece, while allowing movement of the 

fiber in only one axis (toward and away from the microscope). In this configuration the image of 

the fiber is demagnified and projected on the object plane. The demagnification factor used in 

our setup was 20×, as determined by the objective lens in use. To independently verify the 

illumination spot size and to focus the spot on the KAF 39MP image sensor, a calibration step 

was performed. In this step, the focal plane of the projected image of the fiber was calibrated to 

coincide with the focal plane of the bright field microscope in reflection mode. The calibration 

was done by placing a reflective metal surface on the microscope stage and focusing the bright 

field microscope on this reflecting surface. Then, the microscope lamp was turned off, while the 

LED was turned on, thus creating a spot on the reflective surface. By moving the fiber in the 

eyepiece toward and away from the microscope, the minimum spot size was found.  The fiber is 
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then fixed to the position that corresponds to the minimum illumination spot size, in order to 

ensure that the illumination focal plane would coincide with the microscope focal plane. The 

FWHM of the illumination spot after this calibration step was ~ 1.4 µm as shown in Fig. 3.a. 

 

Figure 2.3. Experimental approach for pixel function estimation using a scanning microscope. (a) Shows a cross 

section of the illumination spot (see inset) of the scanning microscope, which is used to probe the pixel function of 

the 6.8 µm CCD image sensor. The illumination spot measured FWHM is ~ 1.4 µm in both axis. (b) Shows the 

illumination spot (the bright spot on the upper right corner) over the CCD image sensor. To estimate the pixel 

function 54 different locations were probed, each probed location is marked by a yellow hollow rectangle. (c) Shows 

the measured pixel function after interpolation. (d) Shows the resulting pixel function after the measured pixel 

function was given as an input to a blind deconvolution algorithm. 

 

 Next, the image sensor was placed on the top of the X-Y-Z stage and the X-Y-Z stage was 

placed on the microscope stage. By turning the LED on and observing the image sensor with the 
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reflection microscope the spot position could be determined. Fig. 2.3.b shows the reflection 

microscope image and the illumination spot (bright spot on the upper right corner). To probe a 

specific location within a single pixel area, the X-Y-Z piezo stage was used to change the 

relative position of the illumination spot and to correct for focus drifts.  After a specific location 

was selected, the bright field microscope illumination was turned off while the LED (positioned 

in the eyepiece) was kept on. In this configuration, a narrow spot illuminates only a single pixel 

while the KAF 39MP image sensor acquires an image. To reduce noise, multiple measurements 

(~10) were averaged for the same spot location. It should also be noted that to reduce the 

intensity of the illumination spot and to avoid saturation while capturing the KAF 39MP image, a 

neutral density filter, which was placed in the filter cube of the microscope, was brought into the 

illumination path of our set-up.  

 

From raw CCD measurements to pixel function estimation 

 After probing the area of a single CCD pixel at 54 locations (see Fig. 2.3.b) the pixel function 

was derived using the following steps. First, the relative position of each measurement was 

determined by finding the correlation peak between a Gaussian spot and the blue channel image 

of the microscope image. The blue channel was selected since the illumination spot contrast was 

higher in comparison to the pixel structure. Second the image was shifted by three pixels to 

compensate for a systematic bias caused by the positioning of the neutral density filter in the 

illumination path. Third, the measurements were interpolated to obtain the resulting pixel 

function shown in Fig. 2.3.c.  

 To deconvolve the holograms of the test objects with the estimated pixel function we used a 

built in MATLAB routine deconvblind. This routine implements maximum likelihood estimation 
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for both the blur kernel (the pixel function in our case) and the unblurred image, by using the 

expectation-maximization algorithm 63,64. The measured pixel function (Fig. 2.3c) serves as an 

initial guess for the algorithm and after 35 iterations the unblurred hologram and the modified 

pixel function (see Fig. 2.3.d) are provided as outputs.  

 

Computational method for 1.12 µm CMOS sensor pixel function estimation:  

 As show in Fig. 2.4, based on the assumption that a Gaussian distribution can be used as an 

estimation of our CMOS pixel function, we optimized the vertical and horizontal FWHM of the 

distribution and the center position within the pixel area. During the optimization process both 

FWHMs and center position were numerically scanned, and their corresponding Gaussian 

distributions were applied in hologram deconvolution step using Wiener deconvolution 

algorithm 65. The deconvolved holograms were then back-propagated using an angular spectrum 

approach to reconstruct the objects 60,66. By evaluating all the reconstructed images one can find 

an optimized Gaussian distribution, which can be considered as a close approximation to the 

actual pixel function. 

 To evaluate the reconstruction results, two types of known objects were chosen: (1) periodic 

grating lines fabricated onto a glass substrate using focused ion beam (FIB) milling; and (2) 

helical MWCNTs (CheapTubes Inc.), which were smeared on a thin glass substrate (~50 µm). 

During the lensfree imaging process, the vertical distance between the objects and the image 

sensor were within the range of 50 ~ 150 µm. This gap between the substrate and image sensor 

planes is filled with a refractive index matching oil to minimize reflection losses and increase 

NA.  

  



24 

 

Figure 2.4.  Computational approach for 1.12 CMOS pixel function estimation. (a) Shows the block diagram of 

pixel function estimation using the computational method. (b) Shows the reconstructed images when a globally 

optimized pixel function is used in hologram deconvolution. Three representative objects are shown : horizontally 

and vertically oriented grating lines (top and middle), and helical multi-walled carbon nanotube (bottom). The insets 

show the pixel function estimation of the 1.12 µm CMOS sensor which is a two-dimensional Gaussian distribution 

centered in a 1.12 µm square and the FWHMs of the distribution in both horizontal and vertical directions are both 

550 nm.  

 

 Grating lines exhibit a strong signal-to-noise ratio (SNR) at specific spatial frequencies due 

to their periodic structure. As expected, the reconstruction results of grating lines show a strong 
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orientation dependency: when the vertically oriented grating lines are imaged, the parameters of 

horizontal pixel distribution drastically affect the reconstructed image, while parameters of 

vertical pixel distribution do not exhibit such strong effect on the reconstruction results. 

Considering this orientation sensitivity, in our lensfree imaging experiments each set of grating 

lines has been imaged in horizontal and vertical orientations in order to find the optimized pixel 

parameters in both directions. The reconstructed images are then evaluated by measuring the 

corresponding modulation depth at the period of the grating lines. 

 We should also emphasize that the gratings lines are not sufficient for searching the globally 

optimized pixel parameter space since gratings are inherently limited in terms of their spatial 

frequency contents, which might lead to locally optimized pixel parameters. To avoid such a bias, 

besides grating lines with various periods, we also used the helical MWCNTs for pixel function 

parameter scan. These helical MWCNTs vary in their widths (e.g., ~100-300 nm) and 

morphologies, and therefore are quite rich in spatial frequency content. To verify our results, 

same MWCNTs imaged with the lensfree microscope are also imaged with a scanning electron 

microscope (SEM) to confirm their widths and morphologies. After reconstruction of a lensfree 

amplitude image, cross-section profiles are taken across the entire imaged MWCNT and the 

average width of these cross-sections is used for evaluation of the success of reconstruction. 

 During the search for the pixel function, each individual object has its own ‘locally optimized’ 

pixel distribution: for each individual periodic grating, the pixel distribution which leads to the 

largest modulation depth is considered ‘locally optimized’; while for one specific helical 

MWCNT the pixel distribution which leads to the minimum cross-section width is considered 

‘locally optimized’.  Since the pixel function is independent from the objects, we combine of all 

the evaluation results of the imaged objects as the cost function and search for a ‘globally 
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optimized’ pixel distribution. The pixel distribution which gives maximum overall modulation 

depth in grating modulation depth and overall minimum MWCNT width is considered as the 

pixel function. 

 

Implementation of pixel super-resolution in lensfree on-chip holography 

 Pixel super-resolution is a computational method to overcome undersampling of an image, 

due to the physical pixel size of the image sensor 8,62,67,68. Pixel super-resolution aims to generate 

a high-resolution image from a stack of lower resolution images. Each image in the lower 

resolution image stack should be of the same object; however, each image should also be 

translated from the other images in the stack, thus containing new undersampled information 

about the object of interest. In our experimental setup we used lateral movements of the light 

source, which was mounted on an X-Y stage (Newport, SMC100PP) in order to achieve sub-

pixel shifts of the lensfree holograms on the sensor-chip. The high-resolution lensfree hologram 

is then synthesized by first digitally estimating the shifts between the acquired lensfree 

holograms in the stack using an iterative gradient method 62. After the shifts are calculated, we 

have chosen a highly efficient non-iterative method to synthesize the high-resolution lensfree 

hologram (with a much smaller effective pixel size), while preserving the optimality of the 

reconstruction in maximum-likelihood sense 69. Pixel super-resolution performs very well with 

either monochrome or color image sensors (see e.g., Figs. 2.5-2.6); however, for color image 

sensors minor modifications are required as detailed in 70,71. 



27 

 

Figure 2.5. Lensfree imaging results obtained with a 6.8 µm CCD image sensor demonstrating an NA of ~ 0.14 with 

a field-of-view of ~18 cm2. (a) Shows a lensfree amplitude image, which was reconstructed from a single hologram 

without using pixel super-resolution (b) Shows a lensfree amplitude image, which was reconstructed from the pixel 

super-resolved hologram without deconvolution. The horizontal lines of group 8 element 1 and 2 were resolved, 

while the vertical lines were not resolved as indicated by the cross sections in the image. (c) Shows a lensfree 

amplitude image, which was reconstructed from  the pixel super-resolved hologram with deconvolution. The 

hologram was deconvolved with the estimated pixel function before the reconstruction step (see Fig. 3.d). The 

vertical lines in group 8 element 1 and 2 are now resolved as indicated by the cross sections in the image, which 

corresponds to half pitch resolution of ~1.74 µm and an NA of ~0.14. 

 

Hologram reconstruction and phase recovery 

 To reconstruct pixel super-resolved lensfree holograms, they are first multiplied by a 

reference wave, which can be approximated as a plane wave in our current experimental 

setup60     . Then, the holograms are back-propagated to the object plane by using the angular 
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spectrum approach 66. The resulting back-propagated field is complex and it contains both the 

phase and amplitude information of the imaged object. The resulting back-propagated field 

would also contain a noise term commonly referred to as the twin image noise, which is 

unavoidable in in-line holography geometry. This twin image noise can be mitigated by using an 

object support based phase-recovery approach; an iterative process that iterates between the 

object and the hologram planes. In each one of these planes this iterative algorithm enforces a 

unique constraint 7,60. In the hologram plane, the enforced constraint is the measured intensity, 

while in the object plane the enforced constraint suppresses the field to a constant value outside 

the object support, while keeping the field unchanged in the object support 7,60. The object 

support can be evaluated by a simple threshold in the object domain and this phase recovery 

process typically converges after ~10-15 iterations.  Recently, a multi-height lensfree imaging 

technique has also been demonstrated for on-chip microscopy to entirely eliminate this object 

support step, which is found especially superior for imaging of dense and connected specimen 

72,73. 

 

2.3 Results and discussion 

 The resolution improvement of lensfree on-chip imaging is achieved by incorporating the 

estimated pixel functions into the computational procedures that are used in lensfree imaging 

(see Fig. 2.2.a). In the next sub-sections, we will report estimation of the pixel function of CCD 

(pixel size: 6.8 µm) and CMOS (pixel size: 1.12 µm) image sensors, using an experimental and a 

numerical approach, respectively (see Fig. 2.2.b). These pixel functions are then used to 

deconvolve the high-resolution lensfree holograms to undo distortions and enhance high spatial 

frequency components that were suppressed. Following this deconvolution step, each lensfree 
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hologram is reconstructed to retrieve both the phase and the amplitude images of the object (see 

the Methods Section). We present lensfree imaging results of a resolution test chart (1951 

USAF), periodic grating lines and helical MWCNTs to demonstrate the resolution improvement 

on both of these CCD and CMOS image sensors. 

 

Pixel function estimation of 6.8 µm CCD image sensor 

 To measure the pixel function of our monochrome CCD image sensor, a scanning 

microscope was assembled from a bright field microscope, an LED (λ = 470 nm) and an X-Y-Z 

piezo stage (see the Methods Section). The scanning microscope illumination spot had a full 

width at half maximum (FWHM) of ~ 1.4 µm in both axes (Fig. 2.3.a), which is much narrower 

in comparison to the pixel size of the image sensor-array (6.8 µm). This illumination spot 

allowed a measurement of the pixel function, by probing different positions within the area of a 

single pixel and recording the pixel response at each position. Fig. 2.3.b shows a microscope 

image (20× objective lens, NA = 0.5) of a single pixel and the illumination spot (i.e., the bright 

spot on the upper right corner). Using the pixel output recorded from 54 measured sub-pixel 

locations (shown in Fig. 2.3.b), an initial estimate of the pixel function of the CCD image sensor 

was obtained (Fig. 2.3.c, see the Methods Section for details). Since the illumination spot size 

(~1.4 µm) cannot be treated as a spatial delta function, further refinement of this initial pixel 

function could be achieved. Toward this end, we deconvolved the lensfree hologram of a known 

test object (e.g., 1951 USAF resolution test chart) using a blind deconvolution algorithm (built in 

MATLAB routine deconvblind), which provides maximum likelihood estimation for both the 

pixel function and the unblurred image 63,74–76. After 35 iterations of this blind deconvolution 
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algorithm a refined pixel function was obtained for our CCD image sensor as illustrated in Fig. 

2.3.d. 

 This asymmetrical CCD pixel-function reported in Fig. 2.3.d is in agreement with the 

literature that reports the architecture of this sensor-array 77,78. The KAF 39MP CCD image 

sensor has two gate electrodes for each pixel; one is built using Indium Tin Oxide (ITO), while 

the other gate electrode is built from doped Polysilicon. ITO is more transparent, and therefore 

the light collection within the ITO region should be more efficient then in the doped Polysilicon 

gate electrode 78. This is also confirmed by the optical microscope image of the pixel (Fig. 2.3.b) 

which clearly shows its asymmetrical structure: the dark rectangle is the ITO gate electrode and 

bright rectangle is the doped Polysilicon. Furthermore, the KAF 39MP pixel architecture 

includes a lateral overflow drain (LOD), which allows off-chip draining of the excessive signal. 

Accordingly, this LOD region does not collect light; and we believe that its position, which is not 

visible in the microscope image shown in Fig. 2.3.b, corresponds to the right area of the pixel 

function that is not sensitive to light.  

 

Pixel function estimation of 1.12 µm CMOS image sensor  

 It is experimentally challenging to directly measure the pixel function, when the pixel size of 

image sensor approaches a micrometer scale. Therefore we adopted a computational approach 

instead, to estimate the pixel function of the 1.12 µm CMOS image sensor (see the Methods 

Section for details). This computational method generates various pixel functions, and for each 

pixel function the hologram of a known test object is deconvolved and reconstructed. By 

evaluating these reconstructed images one can quantify the effect of the estimated pixel function, 

and the pixel function with the best performance can be treated as an approximation to the real 
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pixel function. Based on the literature 79 and the image of the lens array installed on this CMOS 

imager (see Fig. 2.1.c), two assumptions were made on the structure of the pixel function. (1) 

Similar to the morphology of the microlenses, the pixel function possesses a circular symmetry. 

(2) The crosstalk between neighbouring pixels is negligible; and therefore the size of the pixel 

function equals the pixel pitch. Accordingly, we approximated the pixel function of our CMOS 

sensor-array with a two-dimensional Gaussian distribution within a 1.12 µm square area. Four 

parameters of the Gaussian pixel function were optimized: the X-Y coordinates of its center 

position and the FWHM of the Gaussian in both the vertical and the horizontal directions. We 

scanned the values of these parameters to generate various responsivity distributions within the 

pixel, and fed each distribution into the hologram deconvolution step (Fig 2.4.a). As shown in 

Fig. 2.4.b, the objects reconstructed from the deconvolved holograms are evaluated by either 

measuring the modulation depths (grating lines), or the width of averaged cross-section profiles 

(helical MWCNTs). We combined all the evaluation results from various objects, and used this 

combination as the cost function for pixel function optimization. By minimizing this cost 

function, our estimate of pixel function converged to a Gaussian distribution, which has both a 

vertical and a horizontal FWHM of ~550 nm as illustrated in Fig. 2.2b. 

 

Lensfree imaging results obtained with 6.8 µm CCD image sensor 

 Using the CCD sensor-array, we imaged a 1951 USAF resolution test chart to quantify the 

resolution improvement of our holographic microscope, when pixel super resolution and 

hologram deconvolution steps are utilized. In these experiments, the illumination wavelength 

was 480 nm (illumination bandwidth ~4 nm) and the objects were located ~390 µm away from 

the CCD image sensor. Fig. 2.2.5.a shows the amplitude image of a reconstructed hologram 
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obtained from only one lensfree hologram measurement i.e., without pixel super resolution. The 

thinnest resolved grating lines are within Group 6 Element 4, which corresponds to a half-pitch 

resolution of ~5.52 µm and an NA of ~0.04. After applying only pixel super-resolution, the 

amplitude image of a reconstructed hologram exhibits a major improvement in resolution (see 

Fig. 2.5.b). The entire group 7 can now be resolved, which translates to half pitch resolution of 

~2.2 µm and an NA of ~0.11. In group 8, the horizontal lines of elements 1 and 2 are also 

resolved, while the vertical lines cannot be resolved as indicated by yellow cross sections in the 

same figure. Fig. 2.5.c shows the amplitude image of a reconstructed hologram after applying 

hologram deconvolution. To deconvolve the image we used 35 iterations of MATLAB built in 

routine deconvblind, using the measured pixel function described earlier as the initial guess 63,75. 

The horizontal and vertical lines in group 8 element 1 and 2 are now resolved as indicated by the 

cross sections in the image, which translates to half pitch resolution of ~1.74 µm and an NA of 

~0.14. Overall, after applying pixel-super resolution and hologram deconvolution with the pixel 

function, the NA of the lensfree holographic microscope improves by a factor of ~3 compared to 

a single lensfree hologram. Therefore, the effective pixel size is also reduced from λ/0.16 to 

λ/0.56, yielding an increase in the pixel count by a factor of ~12. Moreover, this resolution 

improvement does not compromise the FOV, thus with our 6.8 µm 40 Mega-pixel CCD image 

sensor, the effective pixel count over the entire FOV of 18 cm2 reaches to 2.52 Giga pixels when 

480 nm illumination wavelength is used. 

 

Lensfree imaging results obtained with 1.12 µm CMOS image sensor 

 Using the 1.12 µm CMOS image sensor, we imaged 225 nm grating lines and a helical 

MWCNT at an illumination wavelength of 372 nm. With hologram deconvolution based on the 
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estimated pixel function (Fig. 2.2b), both the grating lines and the helical MWCNT can be 

clearly resolved as illustrated in Fig. 2.6. At an illumination wavelength of 372 nm, resolving a 

grating of 225 nm line-width corresponds to an NA of ~0.83, which once again confirms an 

improvement factor of ~3 compared to a single lensfree holographic image. Therefore, using 

pixel super-resolution and hologram deconvolution steps on the 1.12 µm CMOS platform, the 

effective pixel size can be reduced from λ/1.08 to λ/3.32. Such pixel size reduction yields an 

increase in the effective pixel count by a factor of ~9.4. Thus with a 16.4 Mega-pixel CMOS 

image sensor we can achieve a pixel count of 1.64 Giga over a FOV of ~20 mm2 when 372 nm 

illumination wavelength is used. 

 

Figure 6. Lensfree imaging results obtained with a 1.12 µm CMOS image sensor demonstrating an NA of ~ 0.83 

with a field-of-view of ~20 mm2. (a) Shows lensfree images reconstructed from high-resolution holograms without 

deconvolution. (b) Shows lensfree images reconstructed from deconvolved high-resolution holograms. The 
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holograms were deconvolved with the optimized pixel function before the reconstruction step (see Fig. 2.4.b).  (c) 

Top: a conventional optical microscope image (60× water immersion objective, NA = 1) of the 225 nm line width 

gratings. Bottom: a SEM image of the helical carbon nanotube. Note that in the SEM image, the 160 nm in diameter 

helical MWCNT is coated with 20 nm metal coating and thus the observed helical MWCNT diameter is ~ 200 nm. 

 

 The image sensor properties play a critical role in lensfree imaging performance, especially 

for implementing pixel super-resolution. In this work, we shed more light into this affect and 

reported that by using an estimated 2D pixel function of an image sensor-array as an input to 

lensfree holographic image reconstruction steps, pixel super-resolution can improve the NA of 

the reconstructed images by a factor of ~3 compared to a raw lensfree image. We confirmed this 

improvement factor using two different image sensors that significantly vary in their designs, i.e., 

a monochrome CCD and a color CMOS image sensor. Using the CCD image sensor-array (pixel 

size of 6.8 µm), we achieved an NA of ~0.14 across an ultra-large field-of-view (FOV) of ~18 

cm2 yielding a super-resolved effective pixel size of λ/0.56; whereas using the CMOS image 

sensor-array (pixel size of 1.12 µm), we achieved an NA of ~0.83 across a FOV of ~ 20 mm2, 

yielding a super-resolved effective pixel size of λ/3.32. Furthermore, by adopting a short 

illumination wavelength (λ = 372 nm) a record high spatial resolution for lensfree on-chip 

imaging is obtained with the same CMOS sensor: a grating with a line width of 225 nm is 

resolved and a helical MWCNT with a diameter of ~160 nm is successfully imaged.    

 An interesting observation in these results is a sensor-array independent NA improvement 

factor of ~3, which is achieved by utilizing pixel super-resolution and hologram deconvolution. 

Furthermore, compared to the original pixel count of each sensor chip, our pixel super-resolved 

lensfree images demonstrate a pixel count increase of (3.81µm/λ)2 and (3.72µm/λ)2, for our CCD 

and CMOS imagers respectively, which empirically point to roughly the same space-bandwidth 
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improvement factor regardless of the sensor chip architecture used in our lensfree on-chip 

imaging set-up. We believe that a similar level of space-bandwidth improvement could be 

maintained in lensfree on-chip imaging even if the image sensors differ in their technologies 

(CMOS vs. CCD), pixel-pitches, detection architectures (e.g., back illuminated vs. front 

illuminated), and imaging applications (color vs. monochrome). 

 Finally, we would like to emphasize that in our hologram deconvolution process, higher 

spatial frequencies that are normally undersampled and suppressed are now boosted; and as a 

direct consequence of tis, the noise is also amplified. Different deconvolution algorithms might 

better handle this noise amplification problem, and therefore future research on optimization of 

deconvolution steps could further improve our results since most of the existing deconvolution 

codes are optimized for photography applications and not for holography 76. 

 

2.4 Conclusions 

 The resolution of lensfree holographic microscopes with unit magnification is generally 

determined by the pixel size of the image sensor.  Fortuitously, pixel super-resolution, which is a 

computational method, can reduce the effective pixel size of the image sensor and consequently 

improve the spatial resolution of lensfree microscopes. Here we have demonstrated that given a 

close approximation to the two dimensional pixel-function of the image sensor, pixel super-

resolution can improve the NA of the holographic microscope by a factor of ~3, compared to the 

raw lensfree image. The NA improvement factor was demonstrated using two independent image 

sensors that varied in their pixel-size, read-out mechanism and circuit architecture. By utilizing a 

CCD image sensor with a physical pixel size of 6.8 µm we achieved an NA of 0.14 across a FOV 

that can reach up to 18 cm2, this result translates to an effective pixel-size of λ/0.56. Furthermore, 
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by maintaining the same imaging geometry and utilizing a CMOS image sensor with a physical 

pixel size of 1.12 µm we achieved an NA of 0.83 across a FOV that can reach up to 20.5 mm2, 

this result translates to an effective pixel-size of λ/3.32. The improvement in the pixel count i.e. 

the area of the physical pixel divided by the area of an effective pixel is (3.81µm/λ)2 and 

(3.72µm/λ)2 for the CCD and CMOS image sensors respectively. Interestingly, this empirical 

improvement in the space-bandwidth product i.e. pixel count is roughly the same for the two 

very different image sensors. Thanks to the lensfree on-chip configuration, this improvement 

benefits the entire FOV, which equals to the area of the image sensor, and thus converting our 

microscope into a Giga-pixel imaging platform: with a 6.8 µm 40 Mega-pixel CCD sensor one 

can achieve an effective pixel count of up to 2.52 Giga pixels; while with a 16.4 Mega-pixel 

CMOS sensor the effective pixel count can reach up to 1.64 Giga pixels. Upon such 

improvement in resolution, by utilizing a ultra-violet LED (λ = 372 nm) as our illumination 

source our holographic microscope resolved periodic grating lines with a width of 225 nm and 

imaged nano-objects like helical MWCNT. This demonstrates a potential application for this 

large FOV and yet high-resolution lensfree microscope. 
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Chapter 3 Lensfree imaging using synthetic aperture 

 This chapter has been previously published in Luo W, Greenbaum A, Zhang Y, Ozcan A. 

Synthetic aperture-based on-chip microscopy. Light Sci Appl 2015; 4: e261. 

3.1 Introduction 

 Wide field-of-view (FOV) and high-resolution imaging is crucial for various applications in 

biomedical and physical sciences. Such tasks demand microscopes that have large space-

bandwidth products (SBP) with minimal spatial aberrations that distort the utilization of the SBP 

of the imaging system. Conventional lens-based digital microscopes can achieve high resolution 

imaging over a large FOV using mechanical scanning stages to capture multiple images from 

different parts of the specimen that are digitally stitched together. This scanning approach, 

however, demands a relatively bulky and expensive imaging set-up. In contrast, recent advances 

in digital components and computational techniques have enabled powerful imaging methods 

80,39,81–88, and when these are combined with state-of-the-art image sensor technology, it has 

made lenses unnecessary in certain microscopic imaging tasks 56,57,89–93. For example, by taking 

advantage of image sensor chips with large mega-pixels, small pixel pitch and low cost, lensfree 

holographic on-chip microscopy provides unique opportunities for achieving ultra-large SBP 

within a cost-effective and compact imaging design 94–96. Using source-shifting-based pixel 

super-resolution techniques 94,97, lensfree on-chip imaging achieves sub-micrometer resolution 

over a wide FOV of 20-30 mm2, providing gigapixel throughput with a simple, compact and 

unit-magnification design 61,98,99. This computational imaging technique reconstructs not only the 

amplitude but also the phase information of the specimen, revealing its optical path length 

distribution. For robust recovery of this phase information, previous lensfree on-chip imaging 
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approaches adopted a multi-height approach 96,100–103,46, which captures diffraction patterns of the 

sample at different sample-to-sensor distances. 25–29 

 To maintain a high numerical aperture (NA) and improved resolution across the entire visible 

spectrum, some of the major challenges that on-chip microscopy faces include signal-to-noise 

ratio (SNR) deterioration and aberrations that affect the high spatial frequencies of the sample. 

The physical origin of the challenge of detecting high spatial frequencies on a chip is the 

relatively narrow angular response and large pixel size of opto-electronic image sensor chips. 

This effect becomes much worse at longer illumination wavelengths because the diffraction 

angles of a given high spatial frequency band increase with wavelength. Although computational 

approaches involving pixel super-resolution 94,97 and pixel function estimation or measurement 98 

can help to boost some of these spatial frequencies, on-chip microscopy has thus far been limited 

to an NA of less than ~0.8-0.9 56,98,104. 

 Synthetic aperture approaches in optical microscopy 105–119 were originally implemented to 

overcome the limited space-bandwidth products of traditional objective lens-based imaging 

designs. Here, we demonstrate the first application of the synthetic aperture technique in lensfree 

holographic on-chip imaging to reach a record high NA of 1.4 over a large FOV of >20 mm2, 

where the sample is sequentially illuminated at various angles using a partially coherent light 

source (Figure 3.1). In this approach, which we term LISA (lensfree imaging using a synthetic 

aperture, see Figure 3.2 and the Methods Section), each hologram is recorded using an oblique 

illumination angle. Therefore, some of the higher spatial frequencies that are normally attenuated 

or missed by the sensor chip are shifted to lower spatial frequencies where the pixel response is 

significantly improved (Figure 3.3). This frequency shifting process due to angular diversity in 

illumination could also enable some of the evanescent waves that would normally never reach 
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the sensor chip to be converted to travelling waves, permitting the digital synthesis of an NA that 

is larger than the refractive index of air.  

 

Figure 3.1 Lensfree Imaging using Synthetic Aperture (LISA) experimental setup. (a) A partially coherent light 

source (spectral bandwidth: ~2.5 nm) is coupled to a single mode fiber. This fiber is mounted on a rotational arm to 

provide tilted illumination across two orthogonal axes (red and blue trajectories). At each angle, the source is 

laterally shifted multiple times (see bottom left inset) to capture a stack of lower-resolution holographic images. (b) 

The sample is placed onto the image sensor chip at a distance of ~100-500 µm. Both the sample-to-sensor distances 

and illumination angles are automatically calculated using computational methods, thus eliminating the need for 

complicated calibration procedures. 

 In addition to achieving the largest NA reported for on-chip microscopy, combining the 

information acquired at different illumination angles also significantly improves the overall SNR 

of the spatial frequency map of the sample, which permits robust phase recovery even for dense 

and connected samples, such as histopathology slides, without the need for multi-height scanning 

46,96,100–103 or any prior information about the specimen/object 60,120. To demonstrate LISA’s 
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success in complex wave retrieval, we performed lensfree color imaging of breast cancer tissue 

samples stained with hematoxylin and eosin (H&E) over a very large FOV of 20.5 mm2 (Figure 

3.4 and 3.5), which is equal to the active area of the sensor chip. Furthermore, we achieved high-

resolution imaging of unlabeled biological samples, such as unstained Papanicolaou (Pap) 

smears (Figure 3.6). Such unstained pathology samples do not exhibit sufficient contrast in 

intensity and are therefore difficult to observe unless phase contrast objective-lenses and special 

illumination schemes are used. With LISA, however, these unstained samples can be imaged 

using the reconstructed phase information without a change in either the imaging set-up or the 

reconstruction algorithm. 

 Compared to other applications of synthetic aperture techniques in microscopy 105–119, LISA 

has important advantages in terms of a significantly wider FOV, simplicity, compactness and 

cost of the imaging set-up and could be quite useful for various biomedical and physical science 

related applications that demand high-resolution and large FOV microscopic imaging. 

 

3.2 Materials and methods  

Experimental setup 

 In our setup (Figure 3.1), a broadband light source (WhiteLase-Micro from Fianium Ltd, 

Southampton, United Kingdom) is filtered using an acousto-optic tunable filter (AOTF) and then 

coupled into a single mode optical fiber to provide partially coherent and tunable illumination of 

the specimen. The spectral bandwidth of the light coming out of the fiber is approximately 2.5 

nm, and the power of the illumination is ~20 µW. The illumination fiber is mounted on a 

rotational arm whose axis of rotation is aligned within the plane of the image sensor chip (1.12 

µm pixel-pitch CMOS color sensor from Sony Corp, Tokyo, Japan). The distance between the 

fiber end and the image sensor is ~7-11 cm. The rotational arm is installed on a set of linear 



41 

stages that provide a lateral light source shift that is used for pixel super-resolution. The CMOS 

image sensor is also installed on a rotation mount so that the sensor can be rotated within a 

lateral plane. During the data acquisition process, source shift, angle tilt and image acquisition 

are all automated and coordinated by custom-written LabVIEW software. 

 

Pixel super-resolution  

 To digitally mitigate under-sampling artifacts and consequently improve LISA’s spatial 

resolution, pixel super-resolution is implemented. During the lensfree image acquisition at each 

angle, the light source is shifted laterally by a small amount (e.g., ~ 0.1–0.2 mm), and a raw 

diffraction pattern is sequentially captured at each light source position. Note that these sub-pixel 

lateral shifts are negligible compared to the source-to-sample distance (e.g., ~7-11 cm), and 

therefore, the illumination angle remains approximately constant during the pixel super-

resolution data acquisition. These sub-pixel shifts allow us to synthesize a high-resolution in-line 

hologram for each angle using multiple (typically 16 to 64) lower-resolution in-line holograms 

62,69,70,94,97,121. In the synthesis of the super-resolved holograms, the responsivity distribution 

within the pixel is also taken into account to compensate for the attenuation of the specimen’s 

high frequency components, as detailed in ref 98. In a typical lensfree synthetic aperture 

experiment, images from two orthogonal illumination axes are acquired at 10° increments 

spanning -50° to +50°.  

 

Autofocus algorithm 

 An autofocus algorithm is implemented to digitally estimate the sample-to-sensor distance as 

well as the illumination angle, which will be detailed in the next sub-section. For sample-to-
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sensor distance estimation, the super-resolved hologram from the lowest illumination angle is 

back-propagated to different planes; in each plane, the algorithm evaluates the sharpness of the 

resulting image, which is defined as the variance of the gradient of the image, calculated using 

Sobel operators 61,122. The plane with the highest sharpness is selected as the object plane. 

 

Computational calibration of the illumination angle  

 In our setup, a rotation arm is used to vary the illumination angle. This rotation arm is 

inaccurate and can cause up to 4° discrepancies between experiments. However, our iterative 

synthetic aperture and phase retrieval algorithm requires accurate angle information, as such 

errors would result in a loss of spatial resolution and phase convergence problems. To this end, 

we devised a three-step computational method to automatically calibrate the illumination angles. 

First, the sample-to-sensor distance is evaluated using an autofocus algorithm, as detailed in the 

previous sub-section. For this purpose, a hologram, which is captured at an approximately 

normal illumination angle, is utilized. Second, given the calculated sample-to-sensor distance, an 

“angular autofocus algorithm” is used to accurately find the illumination angle that is associated 

with one of the measurements. This algorithm receives one super-resolved hologram as input, 

which is captured with an oblique illumination angle, and an initial guess for the illumination 

angle based on the rotational arm position. The algorithm then back-propagates the hologram 

while scanning the illumination angles at 0.1° increments spanning -4° to +4° around the initial 

illumination angle estimate. The algorithm calculates the edge sharpness for each resulting image, 

and the angle that corresponds to the maximum sharpness is selected to be the correct 

illumination angle for this hologram. After finding the absolute illumination angle for one 
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hologram (i.e., the “anchor” hologram), the rest of the illumination angles can be found by 

finding the shifts of the rest of the super-resolved holograms relative to the “anchor” hologram. 

 

Iterative synthetic aperture-based phase recovery  

 The iterative phase recovery process enables the reconstruction of connected and dense 

specimens by reconstructing the phase of the optical wave. The algorithm receives as input N 

pixel super-resolved holograms that are synthesized from N different illumination angles and an 

initial guess of the specimen. This initial guess can be generated by simply back-propagating the 

hologram at one of the illumination angles using the angular spectrum approach 66. Alternatively, 

the initial guess can be generated by summing the back-propagation results from multiple angles 

and carrying out a four-step iterative process to perform synthetic aperture-based phase retrieval 

(see Figure 3.2). First, the initial guess, i.e., a complex field representing the specimen, is 

forward-propagated to the sensor plane. Before the propagation, a phase modulation is applied, 

which is determined by the illumination angle that is selected. Due to our lensfree and unit 

magnification configuration, we can simply use a flat-top filter as the forward-propagation 

aperture. Second, the amplitude of the forward-propagated field is updated using the square root 

of the diffraction pattern measured at this angle (updated using a weighted average: ~60% of the 

newly forward-propagated field and ~40% of the measured one). Third, this updated field on the 

sensor plane is back-propagated to the sample plane, and the phase modulation is removed. 

Fourth, in the frequency domain, a subregion, i.e., an aperture, is updated (also using a weighted 

average, as detailed above) using the back-propagated complex field from step three. The center 

of this aperture is determined by the illumination angle, and the boundary of this aperture is 

defined as where the signal attenuation is equal to 3 dB. In our setup, 22 angles (e.g., -50° to 50° 
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at 10° increments along two orthogonal axes) and 5 iteration cycles are typically utilized to 

achieve phase retrieval. The entire reconstruction algorithm, including pixel super-resolution and 

synthetic aperture phase retrieval, is implemented using MATLAB on a 3.60 GHz CPU 

computer (Intel Xeon E5-1620, 16 GB RAM). For a 1 × 1 mm subregion, the reconstruction time 

is 46 minutes; 21 minutes are required to super-resolve the 22 angles with 64 low-resolution 

images per angle, while 25 minutes are required to complete 5 iteration cycles of our phase 

recovery algorithm. During the reconstruction process, neither GPUs nor parallel computing 

were used. This reconstruction time could be considerably reduced by a factor of ~20 by 

implementing the algorithm using the C language on GPUs 90; refer to the Discussion Section. 

 

Digital colorization of lensfree on-chip images 

 Lensfree amplitude images reconstructed at three wavelengths (470 nm, 532 nm and 632 nm) 

are converted into intensity maps and then combined to form lensfree color (RGB) images of the 

sample. During this process, histogram equalization is applied to each individual color channel. 

Such equalization imposes a monotonic global intensity transformation to the reconstructed 

intensity map so that the resulting color images agree with a visual inspection of the same sample 

using conventional lens-based microscopy tools. This intensity transformation can be obtained 

by minimizing the overall difference between the histograms of the reconstructed image and 

conventional microscope images within several subregions of the sample FOV. Once the 

transformations for all color channels are obtained, they can be applied to other regions or 

samples as long as the same illumination conditions apply. 
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Figure 3.2 Reconstruction algorithm of lensfree on-chip imaging using the synthetic aperture approach. The pixel 

super-resolution algorithm uses lensfree lower-resolution images (left column) captured at different illumination 

angles (No. 1 through No. N) to synthesize pixel super-resolved in-line holograms. Middle: a four-step iterative 

process for synthetic aperture and phase retrieval, which is repeated for all the illumination angles. As an example, 

for a human breast tissue sample, the reconstruction of the complex sample field can be obtained (right column) 

after 5-10 cycles using 22 different illumination angles (-50° to 50° at 10° increments along two orthogonal axes). 

 

 Another method to create a color image is to digitally colorize a lensfree image that was 

reconstructed from only one illumination wavelength. This second colorization method maps 

intensity to color based on prior knowledge of the imaged sample (see, e.g., Figure 3.5). This 

colorization method works in the YUV color space 123,124, which contains three channels, the Y 

channel, which measures luma (brightness), and the U and V channels, which measure 

chrominance (color). The YUV color space can be converted to the RGB representation by a 

linear transformation. To map a mono-color image into a color image, the amplitude (or intensity) 

of the mono-color lensfree image is used as the Y channel, while the U and V channels can be 

inferred from the Y channel. The mapping is created by statistically learning a number of bright 
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field microscope color images of the same type of specimen that are also imaged by our lensfree 

on-chip microscope. In this training stage, the microscope images are transformed to the YUV 

color space, and a pixel-by-pixel scan then links each Y value to its corresponding average U and 

V values, yielding a nonlinear mapping. Before applying the mapping to the mono-color lensfree 

image, the brightness values of important features, such as the nuclei and the extra-cellular 

matrix, must be matched between the learning statistics and the to-be-colored gray scale image. 

This can be done either by manually picking features of interest or by matching histograms. We 

should emphasize that this learning step needs to be executed only once for each sample type of 

interest. 

 

Digital phase contrast in lensfree on-chip imaging 

 Once the complex field of the sample is obtained after the phase retrieval steps, a phase shift 

of π/2 is digitally applied to its zero-frequency (i.e., DC) component. The intensity of this 

modified complex object field is then calculated to create a digital phase contrast image of the 

specimen (see, e.g., Figure 3.6). 

 

Sample preparation steps 

 The grating lines (Figure 3.3) used for NA and resolution quantification are fabricated on a 

glass substrate using focused ion beam milling. Anonymized biological samples (human breast 

cancer tissue in Figures 3.4-5) were purchased from the Translational Pathology Core Laboratory 

(TPCL) at UCLA. Unstained Pap smears are prepared through ThinPrep® preparation (Figure 

3.6). All these pathology slides are sealed between two glass slides. The gap between the sensor 

and glass slides is filled with refractive index matching oil (n = 1.52). The sample-to-sensor 
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distances are ~100 µm for grating lines, ~255 µm for breast cancer tissue slides, and ~350 µm for 

Pap smear slides. 

 

3.3 Results and discussion  

 To demonstrate the NA improvement brought about by LISA, 250 nm grating lines were 

imaged under a 700 nm illumination wavelength using the unit magnification on-chip imaging 

set-up shown in Figure 3.1. As detailed in Figure 3.2, the spatial sampling limitation of the 

sensor chip due to its 1.12 µm physical pixel pitch and unit magnification is mitigated by using 

source-shifting-based pixel super-resolution, which achieves an effective pixel size of 100-150 

nm. The remaining major limitation on spatial resolution is the loss of SNR for high spatial 

frequencies, which can be addressed by the synthetic aperture approach that we have taken (see 

the Methods Section). In the frequency domain, this loss of high spatial frequency information 

fills a low-pass filter function (3. 3a). Tilting the illumination angle shifts the passband of the 

imaging system to a new subregion, allowing higher spatial frequencies to be detected by the 

image sensor (Figure 3.3b). By digitally combining lensfree holographic measurements obtained 

at different illumination angles (see Figure 3.2 and the Methods Section), we obtain the 2D 

image of the object (Figure 3.3d) with a significantly broadened spatial bandwidth, as shown in 

3.3b. Figure 3.3d illustrates our lensfree reconstruction results based on this synthetic aperture 

approach, clearly resolving 250 nm grating lines under a 700 nm illumination wavelength, which 

effectively corresponds to an NA of 1.4, i.e., 700 nm/(2 × 250 nm), much larger than earlier on-

chip imaging results using similar sensor chips 98. In this reconstruction result, the reduced 

modulation depth that is observed toward the edges can be partially attributed to the 3D structure 

of the fabricated grating, where focused ion beam milling induced structures at the edges start to 
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fall out of the reconstructed depth due to our high NA. Because resolution and FOV are 

decoupled in our on-chip imaging set-up (Figure 3.1), this large numerical aperture also comes 

with an ultra-large FOV of 20.5 mm2, which constitutes the active area of the sensor chip. 

 
Figure 3.3. Our synthetic aperture approach enables lensfree on-chip imaging to reach a numerical aperture of 1.4. 

(a) and (b) show the imaging system passbands in the spatial frequency domain, without and with the synthetic 

aperture, respectively. (c) and (d) lensfree amplitude images of 250 nm grating lines without and with the iterative 

synthetic aperture reconstruction algorithm, respectively. The spatial frequencies of the grating lines are marked by 

cyan dots in (a) and (b). To reconstruct the image in (d), illumination angles of -51°:17:51° across two axes are used 

(λ = 700 nm), and four iterations, as described in Figure 3.2, were sufficient to achieve convergence. Note that the 

sample-to-sensor distance is ~100 µm. 
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Figure 3.4 Lensfree color imaging of breast cancer tissue (H&E staining) using LISA. Top left: subregion of a 

lensfree hologram captured by a CMOS sensor chip; FOVs of 20× and 40× microscope objective lenses are also 

shown for comparison (white dashed squares). Top right: lensfree reconstruction of region of interest (ROI) No. 1. 

Bottom: zoomed images of lensfree reconstructions of various regions within the large reconstructed FOV. 

Conventional microscope images (40× objective, NA = 0.75) are also provided for comparison. To create the 

lensfree color image, on-chip holographic images at three different illumination wavelengths were used (λ = 472 nm, 

532 nm, 632 nm). The sample-to-sensor distance is ~255 µm. 

 

 Next, to demonstrate the significantly improved phase recovery performance of LISA, as 

well as its accurate color rendering capability, we imaged connected tissue samples (i.e., H&E 

stained breast cancer tissue) over a wide FOV, as illustrated in Figure 3.4. During the image 

acquisition process, we sequentially imaged these pathology samples at three distinct 

wavelengths (472 nm, 532 nm and 632 nm) to digitally generate a lensfree color (i.e., RGB) 

image of the specimen 20,56. LISA’s color images (see Figure 3.4 and the Methods Section for 

details) show very good agreement with 40× microscope objective images of the same specimen. 
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To boost the data acquisition speed, we further demonstrated that lensfree color imaging 

capability can also be achieved by transforming the intensity channel of a holographically 

reconstructed image acquired at a single wavelength 20 into a pseudo-color image (see Figure 

3.5). This intensity-to-color transformation, as successfully demonstrated in Figure 3.5, can be 

statistically established and fine-tuned based on prior knowledge of the sample type, as well as 

the stain of interest, and can provide a rapid solution for digital colorization of lensfree 

holographic images without the need to perform multi-wavelength illumination of the specimen. 

 

Figure 3.5 Colorization methods of LISA images. Top left column: lensfree color (RGB) image generated by 

combining the reconstructions from three wavelengths. Bottom left column: image of the same sample taken by a 

conventional lens-based microscope (40× objective, NA = 0.75). Center column: lensfree mono-color 

reconstructions at three different illumination wavelengths (λ = 472 nm, 532 nm and 632 nm). Right column: 
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lensfree color images generated by colorizing (using intensity for color mapping) a single gray scale image obtained 

using a single illumination wavelength. The specimen is a human breast cancer pathology slide. 

 

 To demonstrate the label-free imaging capabilities of LISA, we also imaged unstained 

Papanicolaou smear slides, as illustrated in Figure 3.6. Imaging this type of transparent and 

unlabeled samples usually requires adding a special objective lens and/or illumination module to 

a conventional microscope to convert optical path differences into brightness variations. With 

LISA, no additional components or modification in the reconstruction algorithm are needed 

because LISA inherently reconstructs both the amplitude and phase information of the specimen. 

In addition to directly visualizing the phase image of the specimen, as illustrated in Figure 3.6b 

and 6e, we can also digitally replicate the physical image formation process of a phase contrast 

microscope 125. For example, a phase shift of π/2 can be added to the zero frequency component 

of the complex field, and the intensity of this new field mimics a phase contrast image, as seen in 

Figure 3.6c and 3.6f. These lensfree images provide decent agreement with images of the same 

sample taken by an actual phase contrast microscope using a 40× (NA=0.75) objective lens. 

  

 In lensfree on-chip microscopy, the characteristic signature is unit magnification, where the 

FOV and resolution are decoupled, setting the active area of the sensor array as the sample FOV. 

While these features are highly desirable for creating high-throughput and compact microscopy 

systems, they also create two major problems, both of which are related to the pixels of the 

sensor array: first, spatial undersampling due to large pixel size (e.g., 1-2 µm) and, second, poor 

SNR and aberrations experienced by high spatial frequencies due to the narrow pixel acceptance 

angle and the opto-electronic hardware in front of the active region of the pixels. Pixel super-

resolution approaches 94,97 mitigate the first challenge by, e.g., source shifting, which creates sub-
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pixel shifted replicas of the diffraction patterns of the samples on the sensor array, which can be 

utilized to digitally divide each pixel into smaller effective pixels, undoing the effects of spatial 

undersampling. To implement pixel super-resolution, LISA uses a very small angular modulation 

of the source (<0.5° in our setup), which is sufficient to generate a sub-pixel shift of the in-line 

hologram at the sensor plane. In contrast, shadow imaging-based on-chip microscopes 93 demand 

very large illumination angles (e.g., ± 60°) to be scanned to perform pixel super-resolution 

because their sample-to-sensor distances need to be sub-micron for acceptable spatial resolution. 

Stated differently, shadow-based on-chip microscopy utilizes angular diversity of the 

illumination entirely for pixel super-resolution 93, whereas LISA uses a much smaller angular 

range (<0.5°) to perform pixel super-resolution and leaves the rest of the angular space in 

illumination to increase the effective NA using a synthetic aperture. This synthetic aperture 

approach is essential to mitigate pixel-related aberrations and signal loss that high spatial 

frequencies inevitably experience in an on-chip microscope design, the effects of which become 

even worse at longer illumination wavelengths because the diffraction angles of a given band of 

high spatial frequencies increase with wavelength. Such an improvement in NA brought about by 

LISA is critical for maintaining a competitive resolution, especially at longer wavelengths, which 

paves the way for high resolution on-chip microscopy across the entire visible spectrum. 

Assuming that the partial coherence of light does not pose any resolution limitations (i.e., the 

spectral bandwidth and the spatial coherence of the illumination source are appropriately 

adjusted), this synthetic aperture-based on-chip microscope, through pixel super-resolution, can 

theoretically achieve an effective NA of n1 + n2, where n1 is the refractive index of the medium 

above the sample plane and n2 is the refractive index of the medium between the sample and 

sensor planes. However, SNR degradation of the lensfree holograms, especially at oblique 
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illumination angles and with larger sample-to-sensor distances, would create practical limitations 

to ideal pixel super-resolution and phase recovery, which would make it challenging to reach this 

theoretical NA value (n1 + n2). In fact, compared to Figure 3.3, the relatively lower resolution 

that is observed in our reconstructed LISA images in Figures 3.4-3.6 can be attributed to reduced 

hologram SNR and increased sample-to-sensor distance (from 100 µm in Fig. 3.3 to 255 µm and 

350 µm in Figs. 3.4 and 3.6, respectively). 

 

Figure 3.6. LISA images of an unstained Papanicolaou smear. (a) A phase image of the sample obtained after 6 

iterations of the iterative synthetic aperture reconstruction algorithm and two zoomed in regions, (b) and (e). Note 

that with a regular lens-based microscope, these unstained cells suffer from poor contrast and could not be imaged, 

while the lensfree phase images reveal subcellular features of the specimen. (c) and (f) lensfree digital phase contrast 

images processed from (b) and (e), respectively. The corresponding conventional phase contrast microscope images 

(d and g) using a 40× objective-lens (NA = 0.75) are also provided for comparison. The sample-to-sensor distance is 

~350 µm. 

 

 In addition to a significant NA increase, LISA also has a very important advantage for 

performing robust phase recovery, even for dense and connected tissue samples that have been 
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difficult to reconstruct using transmission-based in-line holographic methods. The high phase 

recovery performance of LISA relies on our iterative synthetic aperture approach and is 

illustrated using pathology samples, as presented in Figures 3.4-3.6. It should be emphasized that 

this complex wave retrieval step also enables us to digitally ‘focus’ on the sample plane without 

the need for a priori knowledge of the sample-to-sensor distance. As a comparison, precise depth 

focusing during the imaging process is crucial for lens-based systems, especially when high-NA 

lenses are used, and mechanical implementation of precise autofocusing during the scanning 

process can dramatically increase the complexity and cost of the imaging set-up. Moreover, for 

transparent samples, such as unlabeled biological tissue, focusing is particularly difficult using 

conventional microscopes unless costly additional optical components are added to the imaging 

system. LISA replaces such laborious processes with automated sample-to-sensor distance 

search and angle calibration algorithms (detailed in the Methods Section), which enable 

autofocusing of the complex optical wave on the sample plane during the reconstruction process. 

Stated differently, local fluctuations of the vertical gap between the sample and sensor planes 

across the large imaging FOV are digitally tolerated in LISA, which is another major advantage 

over shadow-based on-chip microscopy. Shadow-based imaging demands the same vertical gap 

to be sub-micron across the entire FOV, which is rather difficult to satisfy in real samples. 

Placing the specimen directly in contact with the sensor chip surface can partially mitigate such 

height/depth variations for perfectly planar 2D objects, but it comes with the risks of 

significantly heating the sample and damaging the sensor and, more importantly, will inevitably 

demand very large illumination angles to perform pixel super-resolution. These large 

illumination angles unfortunately introduce major spatial artifacts for shadow/contact imaging 58 

because, at high illumination angles, the shadow of the specimen cannot be considered as a 
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shifted version of the same object function, which forms the basic assumption of pixel super-

resolution. Using synthetic aperture enabled robust phase recovery, LISA mitigates these 

autofocusing challenges and related spatial artifacts while maintaining a simple, cost-effective 

and unit magnification imaging design. 

  

 Once the high resolution complex field of the sample is recovered, various visualization 

methods are at the user’s disposal, such as multi-wavelength-based colorization 56, intensity-

based color mapping 20 and digital phase contrast techniques (see the Methods Section). 

Compared with the intuitive method of combining reconstructions at multiple wavelengths (e.g., 

red, green, blue) to digitally form a color image of the sample, intensity-based color 

mapping/transformation 20 takes advantage of prior knowledge of the sample type and staining 

method to transform a lensfree mono-color intensity image into a color image (see Figure 3.5). 

While such an approach could greatly reduce the data acquisition and reconstruction time for an 

unknown sample of interest without prior information of staining, lensfree colorization using the 

red, green and blue channels, as illustrated in Figure 3.3, would generally be the optimal choice. 

 

 To image transparent and colorless samples, instead of physically adding optical components 

to obtain phase contrast images, we can simply apply a digital phase shift to the zero frequency 

component of the holographically reconstructed complex object to mimic the physical image 

formation in phase contrast microscopy 125, and the intensity of this phase-shifted field serves as 

the phase contrast image of the sample. Such images can be especially appealing for unstained 

pathology samples (see, e.g., Figure 3.6), as they visualize and enhance the contrast of spatial 

features that are difficult to observe under regular bright field microscopes. 
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Although our proof-of-concept LISA system includes mechanical components such as linear 

stages to perform source-shifting-based pixel super-resolution and a rotational arm to vary the 

illumination angle, the implementation of our optical setup can be further simplified and 

constructed without any moving components. As demonstrated earlier, source shifting can be 

performed by sequentially lighting up fibers within a bundle that are individually butt-coupled to 

light emitting diodes (LEDs) 94–96. Furthermore, as a result of our wide passband in the frequency 

domain (i.e., 2.0 ~ 3.2 µm-1 in diameter), the number of illumination angles can also be reduced 

to, e.g., ~20 angles, further simplifying the optical set-up. Because the angle calibration is carried 

out during our numerical reconstruction process, precise alignment of the LISA set-up and 

illumination sources is not required, making the system robust even for mobile applications. 

 

 Being a computational imaging technique, LISA not only benefits from the rapid evolution in 

image sensor technology but also from advances in computing power; both the image sensor 

pixel count and CPU transistor count have exhibited exponential increases in the past decade, 

and such advances would provide immediate improvements to the performance of LISA in terms 

of larger space-bandwidth products and faster reconstructions. Parallel-computing platforms, 

such as graphics processing units (GPUs) and computer clusters, could also significantly increase 

the reconstruction speed of LISA, as our entire reconstruction algorithm is highly parallelizable. 

For instance, our full FOV (~20.5 mm2) image reconstruction can be digitally divided into 

subregions for parallel processing, and for each subregion, pixel super-resolution can be 

individually performed for different illumination angles. Our phase retrieval algorithm relies 

extensively on fast Fourier transform (FFT) operations, which can also be significantly 
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accelerated by using GPUs. In its current implementation, without parallel computing or GPU 

use, the entire image reconstruction (including pixel super-resolution and phase retrieval) for a 1 

× 1 mm subregion takes ~46 minutes on a single desktop computer (Intel Xeon E5-1620) using 

MATLAB (see the Methods section). This leaves significant room for speed improvement in our 

reconstructions; for example, utilization of the C language (instead of MATLAB) on a GPU 

could accelerate the phase recovery process by ~20 folds 90.  

 

3.4 Conclusions  

We demonstrated an on-chip microscopy modality that can achieve a numerical aperture of 

1.4 across a very large field-of-view (20.5 mm2) under unit magnification and without any lenses. 

This wide-field on-chip microscope utilizes multiple angles of illumination to holographically 

synthesize the largest numerical aperture reported for an on-chip microscope and enables color 

imaging of tissue samples, including pathology slides, using complex wave retrieval. Its simple 

and compact design makes this partially coherent holographic on-chip microscopy platform 

highly appealing for high-resolution and wide-field imaging applications in biomedical and 

physical sciences. 
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Chapter 4 Wavelength scanning pixel super-resolution  

 Parts of this chapter have been previously published as Luo W, Zhang Y, Feizi A, Göröcs Z, 

Greenbaum A, Ozcan A. Pixel super-resolution using wavelength scanning. Light Sci Appl 2015. 

doi:10.1038/lsa.2016.60. 

 Undersampling and pixelation affect a number of imaging and microscopy systems, limiting 

the resolution of the acquired images, which becomes especially significant for wide-field 

microscopy applications. Various super-resolution techniques have been implemented to mitigate 

this resolution loss by utilizing sub-pixel relative displacements in the imaging system, achieved 

by e.g., shifting the illumination source, the sensor array and/or the sample, followed by digital 

synthesis of a smaller effective pixel-size by merging this sequence of sub-pixel shifted low-

resolution images. Here we introduce a new pixel super-resolution method that is based on 

wavelength scanning and demonstrate that, as an alternative to physical shifting/displacements, 

wavelength diversity can be used to boost the resolution of a wide-field imaging system and 

hence significantly increase its space-bandwidth product. We confirmed the success of this new 

technique by improving the resolution of lensfree microscopy and developed an iterative 

algorithm to generate high-resolution reconstructions of the specimen using undersampled 

diffraction patterns recorded at a few wavelengths, covering a narrow spectrum (~10-30 nm). 

When combined with a synthetic aperture technique, this wavelength scanning super-resolution 

approach can achieve a half-pitch resolution of 250 nm, corresponding to a numerical aperture of 

~1.0, across a large field-of-view (>20 mm2). We further demonstrated the success of this 

approach by imaging various biological samples, including blood and Papanicolaou smears. 

Compared to displacement-based super-resolution, wavelength scanning brings uniform 
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resolution improvement in all directions across the sensor array and requires significantly less 

number of measurements. This technique would broadly benefit wide-field imaging and 

microscopy applications that demand larger space-bandwidth products. 

 

4.1 Introduction    

 High-resolution imaging across a wide field-of-view (FOV) is essential for various 

applications in different fields and it requires imaging systems to have large space-bandwidth 

products. Ever since the wide adoption of charge-coupled devices (CCDs) and complementary 

metal-oxide semiconductor (CMOS) based image sensors to capture digital images, tremendous 

amount of research and development has been devoted in optics, semiconductor technologies and 

signal processing to create high-resolution and wide-field imaging and microscopy systems. In 

conventional lens-based optical imaging designs, a large space-bandwidth product can be 

achieved by using higher magnification and bigger lenses, and the image sensors are accordingly 

made larger in area with more pixel counts. Another approach is to make image sensors with 

smaller pixel pitch while still maintaining a relatively large active area. However, both of these 

approaches have drawbacks: larger optical components make the imaging system bulky and 

significantly more expensive, on the other hand physically reducing the pixel size sacrifices the 

signal-to-noise ratio (SNR) because less light sensing area is made available for each pixel, 

reducing the external quantum efficiency of the imager chip126.  

 As an alternative, optical signal processing community has provided a powerful framework, 
which is termed pixel super-resolution127,62,69,121,7027,62,69,121,70 
28,63,70,122,71 
127,62,69,121,70, to obtain a high-resolution image from a series of low-resolution (i.e., undersampled) 

images. Pixel super-resolution was originally developed in lens-based, point-to-point projection 

imaging systems127,62,69,121,70 and later has been applied to lensfree and holographic imaging 
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techniques90,94,97,128–130 to significantly enhance the space-bandwidth product of the reconstructed 

images using both CCD and CMOS imager chips. In either implementation, lens-based or 

lensfree, this super-resolution framework requires the low-resolution undersampled 

measurements to have subpixel shifts with respect to each other so that new and independent 

information can be exploited at each raw measurement (even though pixelated) to digitally 

synthesize a much smaller effective pixel size for the reconstructed image. 

 Here we introduce a fundamentally new pixel super-resolution method that utilizes 

wavelength scanning to significantly improve the resolution of an undersampled or pixelated 

imaging system, without the use of any lateral shifts or displacements. In this technique, the 

specimen is sequentially illuminated at a few wavelengths that are sampled from a rather narrow 

spectral range of ~10-30 nm. Compared to sub-pixel displacement or lateral shift-based super-

resolution techniques, wavelength scanning brings uniform resolution improvement across all the 

directions on the sample plane and requires significantly less number of raw measurements to be 

made. Reduced number of measurements without sacrificing performance could greatly benefit 

high-speed wide-field imaging, field-portable microscopy and telemedicine applications, which 

are all sensitive to data transmission and storage.  

 We demonstrated the success of this new wavelength scanning based pixel super-resolution 

approach using lensfree holographic microscopy (Figure 4.1) to improve the resolution and the 

effective numerical aperture (NA) of a unit magnification imaging system by a factor of ~4 in all 

directions. Using 12 different illumination wavelengths between 480 nm and 513 nm, we 

achieved a half-pitch resolution of ~250 nm and an effective NA of ~1.0 across a large FOV of 

>20 mm2. At the heart of these results, there is an iterative pixel super-resolution algorithm that 
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was developed to obtain high-resolution complex (i.e., phase and amplitude) reconstructions 

from undersampled (i.e., pixelated) lensfree digital holograms acquired at different wavelengths.  

 
Figure 4.1. Optical setup of wavelength scanning pixel-super resolution. (a) A lensfree holographic on-chip 

microscope using wavelength scanning pixel super-resolution. A fiber-coupled tunable light source is placed above 

the object. When performing pixel super-resolution, the wavelength is scanned within a spectral range of ~10-30 nm. 

Multi-height and synthetic aperture imaging configurations are also integrated into this setup to enable phase 

retrieval. (b) Lensfree holograms at different wavelengths before and after digital sampling at the image sensor 

plane. 

 

 In previous work, wavelength diversity in illumination has been mainly utilized for two 

general purposes. The first one has been to obtain color or spectral information of the 

sample82,131–142; wavelength-dependent transmission, absorption or scattering features of the 
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specimen enhance the contrast of the image and might reveal chemical and/or physical properties 

of biological samples. The second purpose is to recover the phase of the optical wavefront in 

digital holography. Earlier reports143–146 have demonstrated a phase retrieval technique by tuning 

the wavelength of the illumination for non-dispersive objects. This wavelength diversity based 

phase retrieval approach requires the illumination to be tuned in a rather large spectral range143–

146 (i.e. > 60 nm) and assumes that the specimen maintains similar transmission properties across 

such a large bandwidth. Recently a means of using wavelength diversity to provide modest (e.g., 

~16%) improvement in resolution has also been reported147. However this method also assumes 

that the transmission properties of the specimen remain constant (unchanged) across an even 

larger spectral range of >400 nm (i.e., 460-870 nm), which would not be satisfied for realistic 

samples, including e.g., pathology slides and most biological specimens. 

 Besides significantly improving the resolution and the space-bandwidth product of the 

imaging system, our wavelength scanning pixel super-resolution approach over a narrow band 

also helps in robust phase unwrapping to accurately determine the optical path length differences 

between the sample and surrounding medium148–150. For samples where the optical path length is 

larger than the wavelength, the obtained phase map will be wrapped. Especially when the object 

has sharp boundaries, such errors may be difficult to correct using state-of-the-art phase 

unwrapping techniques based on a single wavelength reconstruction151–154. By making use of all 

the illumination wavelengths in our super-resolution approach, we also demonstrated robust 

phase unwrapping in our high-resolution microscopic phase images, correctly revealing the 

optical path length information of the samples.  

In addition to lensfree and/or holographic imaging techniques, the same wavelength scanning 

based super-resolution framework can also be applied to improve the resolution of lens-based 
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imaging techniques (with the introduction of a slight defocus), making this work broadly 

applicable to various coherent or partially coherent wide-field imaging modalities that are limited 

by pixelation or undersampling. Therefore, we believe that this new wavelength scanning based 

super-resolution technique would largely benefit various wide-field microscopy applications that 

require enhanced space-bandwidth products. 

 

4.2 Materials and methods 

Optical setup  

 As depicted in Figure 4.1, the optical setup of the lensfree microscope consists of three major 

components: the light source, the image sensor array, and the specimen. A fiber-coupled, 

wavelength-tunable light source (WhiteLase-Micro, model VIS, Fianium Ltd, Southampton, UK) 

is used to perform the wavelength scanning. During the imaging process, the central wavelength 

of the source is scanned within a spectral range of ~10-30 nm (e.g., from 498 nm to 510 nm) 

with a step size of ~3 nm. The spectral linewidth of illumination at each wavelength is ~2 nm, 

and the power of the light source is adjusted to ~20 µW. The image sensor chip is a 1.12-µm 

pixel size color CMOS sensor-chip manufactured for cellphone camera modules (IU081, Sony 

Corporation, Japan). During the imaging process, the specimen is mounted on a transparent 

substrate and placed ~100-500 µm above the image sensor chip. We merged our wavelength 

scanning based pixel super-resolution approach with both multi-height129 and synthetic aperture 

imaging130 configurations to obtain phase-retrieved, high-resolution reconstructions of the 

specimen. For synthetic aperture based imaging130, the fiber outlet of the light source is mounted 

on a rotational arm (PRM1Z8, Thorlabs, New Jersey, USA), and the image sensor is placed on a 

stage which can rotate within a horizontal plane. Therefore the incident light can be set to 
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arbitrary illumination angles, needed for the synthetic aperture approach. For the multi-height 

based phase retrieval128,129, the incremental height change between the image sensor and the 

specimen is enabled by a mechanical positioning stage (MAX606, Thorlabs, New Jersey, USA). 

The image sensor is mounted on this mechanical stage whereas the specimen is held by a 3D-

printed sample holder. After finishing the image capture for each height, the stage lowers the 

image sensor by typically 10-15 µm before the image capture for the next height starts. During 

the imaging process, all the necessary steps, including the wavelength scanning of the light 

source, multi-height and synthetic aperture related scans and the data acquisition using the image 

sensor chip are automated by a custom-written LabVIEW code (Version 2011, National 

Instruments, Texas, USA). 

 

Wavelength calibration and dispersion compensation 

 Wavelength calibration of our light source is achieved using an optical spectrum analyzer 

(HR2000+, Ocean Optics, Amersham, UK). The intensity-weighted average wavelength of each 

measured spectrum is considered as our illumination wavelength. To achieve optimal resolution, 

the refractive index of the glass substrate (100 µm, N-BK7, Schott AG, Mainz, Germany) at each 

wavelength is also corrected using the dispersion formula for borosilicate glass. 

 

Sample preparation 

 The grating lines used for resolution quantification are fabricated on a ~100 µm glass slide 

(N-BK7, Schott AG, Mainz, Germany) using focused ion beam (FIB) milling. Unstained 

Papanicolaou (Pap) smear slides are prepared through ThinPrep® method (Hologic, 
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Massachusetts, USA). The blood smear samples are prepared using EDTA 

(ethylenediaminetetraacetic acid) anticoagulated human blood and stained with Wright’s Stain155. 

 

Mathematical formalism of wavelength scanning pixel super-resolution 

 We assume that the specimen is a thin object mounted on a plane parallel to the image sensor 

chip and that the specimen is sequentially illuminated by multiple wavelengths { λk }. At a given 

wavelength λk, the object wave can be written as , where represents 

the scattered object wave, right at the exit of the object plane (z = 0, in Figure 4.1a). The 2D 

Fourier transform of  can be written as . At the image 

sensor plane (z = z0 in Figure 4.1a), the Fourier transform of the intensity distribution, , 

can be written as (see the Supplementary Materials for details): 

 
 

(4.1) 

To simplify our notation, we hide the expression of the variables for spatial frequencies , 

and the superscript ‘-’ stands for . On the right hand side of Eq. (4.1), the first item, δ, 

represents the background intensity; the second and third items are conjugate holographic terms, 

which represent the interference of the scattered object wave with the background wave at the 

sensor plane. The fourth item is the self-interference term, which can be considered to be 

negligible for weakly scattering objects. The expression of Tk can be written as: 

 
 

(4.2) 

where  is the free space transfer function, and the frequency shifts fx,k and fy,k are 

determined by the illumination wavelength and the incident angle (refer to the Supplementary 

Materials for details). After the object intensity is sampled by an image sensor array with a pixel 
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pitch of  and , the discrete Fourier transform (DFT) of the sensor’s output can be 

expressed as156: 

 
 

(4.3) 

where u and v are integers, fx and fy are discrete spatial frequency values. Note that

I pix,k ( fx , fy ) = Ik ( fx , fy ) ⋅Pk ( fx , fy ) , and  represents the Fourier transform of the pixel 

function, i.e., the 2D responsivity distribution98 within each pixel: . Variables u and v 

represent the order of spatial aliasing due to pixelation, and (u, v) = (0,0) corresponds to the non-

aliased real (i.e., target) signal. The periodic nature of DFT enables us to extend the expression 

of Isampled,k to a broader range of frequency space by upsampling (Figure 4.2). Based on these 

definitions, we can express the undersampled or pixelated lensfree hologram at a given 

wavelength λk as such: 

 
 

(4.4) 

The non-aliased target signal  or its spatial Fourier spectrum can be obtained under (u, v) 

= (0,0), i.e., , which can be written as: 

  (4.5) 

On the left side of Eq. (4.5), we still keep the pixel function , which can be removed later, at 

the last step of the image reconstruction,  using e.g., spatial deconvolution with a Wiener filter124 

as illustrated in Ref. 98. Eq. (4.5) also shows that, in order to obtain the non-aliased object at (u, v) 

= (0,0), one needs to eliminate or subtract four terms from the upsampled and back-propagated 

holographic term (i.e., ). For this aim, the first item to eliminate, 
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, is the twin image noise, a characteristic artifact of in-line holography. The 

second term in Eq. (4.5), which contains  and  (u ≠ 0, v ≠ 0) in the summation represents 

the effects of spatial aliasing and undersampling for both the real and twin image terms. The 

third item, which contains  in the summation is the periodic background artifact generated 

during the upsampling process, and the last item is the self-interference term and its upsampling 

related artifacts. Starting with the next subsection, we will discuss a two-stage reconstruction 

algorithm to eliminate all these four items listed on the right side of Eq. (4.5) using wavelength 

scanning to enable super-resolved reconstructions of complex (i.e., phase and amplitude) object 

functions. 

 
Figure 4.2. Reconstruction algorithm for wavelength scanning pixel super-resolution, integrated with multi-height 

or synthetic aperture based lensfree phase retrieval. Refer to the Materials and Methods Section for further details. 

The fourth column shows super-resolved and phase retrieved reconstruction of the specimen. FFT, fast Fourier 

transform; IFFT, inverse fast Fourier transform. 
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Reconstruction Stage 1: Generation of a high-resolution initial guess of the specimen using 

wavelength diversity 

 As depicted in Figure 4.2, the reconstruction of the specimen image includes two stages. First, 

notice that in Eq. (4.5) the functions {T00,k
* ⋅Tuv,k  (u≠0, v≠0)} have complex values with a unit 

amplitude, and their phases are very sensitive to changes in wavelength (see the Supplementary 

Materials for details). Therefore, when the illumination wavelength (λk) is scanned over K 

different wavelengths that are uniformly spread across a narrow bandwidth, the set of functions 

{T00,k
* ⋅Tuv,k  (u≠0 or v≠0)} can be considered as rotating unit vectors, and by summing up all 

these rotating vectors as a function of wavelength, we can get: 

 
 

(4.6) 

 

This expression means that by summing up all the back propagations at different wavelengths 

(over a narrow spectral range of e.g., 10-30 nm), the reconstructed image, i.e.,  or 

, can be significantly enhanced by a factor of K while the spatial aliasing and 

undersampling related terms with T00,k
* ⋅Tuv,k  will be considerably suppressed. Therefore in this 

first stage of our reconstruction process, we generate a high-resolution initial guess of the 

specimen by summing up all the upsampled and back-propagated raw measurements, i.e., low-

resolution diffraction patterns. We subtract the artifacts items {  (u≠0, v≠0)} before the back-

propagation step to create a cleaner image. 

 Notice that modifying Eq. (4.6) into a weighted average at each spatial frequency point could 

achieve better suppression of spatial aliasing and undersampling related artifacts. However, 

using our current computation platform that is based on a central processing unit (CPU), search 
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for optimal weighting factors at each frequency point will significantly increase the total 

computation time. Therefore, in this proof-of-concept implementation, we chose a simpler 

summation approach to minimize the computation time for generation of the initial object guess. 

The spatial aliasing and undersampling related artifacts of this initial guess will be further 

eliminated and cleaned up during the second stage of our algorithm, as will be detailed next. 

 

Reconstruction Stage 2: Multi-wavelength based iterative pixel super-resolution and phase 

retrieval 

 The second stage of our numerical reconstruction is composed of an iterative algorithm, 

which contains four sub-steps in each iteration:  

 (1) Knowing each raw measurement’s corresponding wavelength and incidence angle, we 

apply the corresponding plane wave illumination on the initial guess of the specimen (from Stage 

1, discussed above) and propagate the optical field from the object plane to the image sensor 

plane using the angular spectrum approach66.  

 (2) Update the amplitude of the high-resolution field on the image sensor plane using the 

low-resolution measurement at the corresponding wavelength. In order to do so, the intensity of 

the high-resolution field is convolved with the image sensor’s pixel function and downsampled 

to the same grid size as the pixelated raw measurement. The difference between the raw 

measurement and the downsampled intensity map is considered as a low-resolution ‘correction’ 

map for each illumination wavelength. A high-resolution correction map can be then generated 

by taking the Kronecker product of this low-resolution map and the pixel function. To perform a 

smooth update, this high-resolution correction map is added to the high-resolution intensity 

distribution with a relaxation parameter, typically set to ~0.5. After the smoothened update, a 
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Wiener deconvolution filter which incorporates the image sensor’s noise level is applied on this 

updated intensity distribution. The square root of this filtered high-resolution intensity 

distribution is then applied to the amplitude of the field on the sensor plane while the phase map 

is kept unaltered.  

 (3) This updated field is then back-propagated to the object plane.  

 (4) The back-propagated field is used to update the transmission field on the object plane. 

This update is performed in the frequency domain (see Figure 4.2) within a circular area whose 

center is determined by the corresponding illumination wavelength and angle. The radius of this 

circle is defined by the boundary within which all the spatial frequencies experience less than 

3dB attenuation after propagation in spatial domain. This update on object plane is also 

smoothened using a relaxation factor of ~0.5. After the update, the phase of the field on the 

object plane is converted to an optical path length map, and its amplitude is directly used as the 

transmission of the object. 

 These four steps described above are performed for every raw (i.e., undersampled) 

measurement captured by the image sensor array. It is considered as one iteration cycle when 

each one of the raw measurements has been used for amplitude update. Typically after 5-10 

iteration cycles the reconstruction converges. The convergence condition for the iteration is 

defined as157: 

 
 

(4.7) 

where  is the sum squared error between the raw measurement and the downsampled 

intensity map157, ‘itr’ is the index of the iteration, and ε is a convergence constant, typically 

determined by the noise level of the raw (undersampled/pixelated) measurements. 
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Phase retrieval using multi-height and synthetic aperture techniques 

 Multi-height128,129,100,101,103 and synthetic aperture130 techniques have been proven to be 

robust phase retrieval methods for lensfree on-chip imaging. In previously reported lensfree 

reconstructions128–130, pixel super-resolution and phase retrieval are carried out sequentially: at 

each height or illumination angle, first lateral shift-based pixel super-resolution is performed to 

obtain high-resolution diffraction patterns on the image sensor plane. Then these super-resolved 

diffraction patterns are used by an iterative phase retrieval algorithm, where wave propagations 

between the object plane and the image sensor plane are executed repeatedly128–130. However, in 

wavelength scanning based pixel super-resolution, raw measurements are essentially 

undersampled versions of different holograms. Therefore, we chose to use the same iterative 

algorithm detailed in the previous subsection (i.e., Reconstruction Stage 2) to realize resolution 

enhancement and phase retrieval altogether. More specifically, in the multi-height configuration, 

the specimen is illuminated sequentially at each wavelength, and the corresponding lensfree 

holograms are captured before the vertical scanning stage moves the sample or the image sensor 

to the next height. Each height will be labeled with index l and therefore all the measurements 

{Isampled,k} and the corresponding transfer functions {Hk} and {Tuv,k} that are used in the previous 

derivations can be relabeled as {Isampled,kl}, {Hkl} and {Tuv,kl}, respectively. During the numerical 

reconstruction process, all the raw holograms are upsampled, back-propagated, and then summed 

together to generate the high-resolution initial guess at a given height. In Stage 2 of our 

reconstruction algorithm, the aforementioned four-step process is applied to each raw 

measurement. The same set of operations and processing also apply to the synthetic aperture 

technique,130 except that index l now refers to each illumination angle instead of sample height.  
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 In general, for pathology slides such as blood smears and Pap smears, the optical path length 

difference between the specimen (i.e., biological tissue) and the medium (i.e., air or the sealing 

glue) is rather small. Under these circumstances, phase unwrapping is not a concern and 

therefore in the phase recovery process we can use a scrambled order of { Isampled,kl } in each 

iteration cycle. However, when dealing with samples with larger optical path length differences 

such as grating lines carved into a glass substrate, one extra step, i.e., phase unwrapping needs to 

be added after the reconstruction, and the order of iterations also needs to be modified 

accordingly, which will be detailed in the next sub-section.  

 

Multi-wavelength phase unwrapping 

 A robust phase unwrapping algorithm requires high-resolution and phase-retrieved 

reconstructions at multiple wavelengths, therefore we divide the raw measurements into subsets, 

where the wavelengths are identical or very close (e.g., Δλ ≤ 5 nm), and perform the four-step 

reconstruction process discussed earlier (as part of the Reconstruction Stage 2) on each subset 

separately. For example, reconstruction No.1 uses subset { Isampled,kl | k=1, l=1,…L}, No. 2 uses 

{ Isampled,kl | k=2, l=1,…L}, etc. When iterations for all these subsets are finished, we end up with 

high-resolution (i.e., super-resolved) phase-retrieved reconstructions at multiple wavelengths, i.e., 

{Ok}, whose phase maps { ϕk,wrapped } need unwrapping. Using these wrapped phase maps 

{ ϕk,wrapped } at multiple wavelengths, we perform phase unwrapping to accurately reveal the 

optical path length differences between the specimen and the surrounding medium. Assuming 

that the optical path length difference is , the phase distribution at the object plane at 

each wavelength can be written as . The wrapped phase can then be 

expressed as where  and N is an integer. These 

ΔL(x, y)

φk (x, y) = 2π ⋅ΔL(x, y) / λk

φk ,wrapped (x, y) = φk (x, y)± 2Nπ −π < φk ,wrapped ≤ π
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resulting wrapped phase maps { ϕk,wrapped } that are generated through super-resolved and phase-

retrieved reconstructions at multiple wavelengths are then fed into an optimization algorithm158 

which finds an optimum path length ΔLopt(x,y) at each spatial point (x,y) by minimizing a cost 

function that is defined as: 

 e jφk (x,y) − e j2π⋅ΔLopt (x,y)/λk
2

k=1

K

∑  

(4.8) 

 To avoid convergence to a local minimum and reduce the computation cost/time, we define a 

search range of [ΔL0-min{ λk }/2, ΔL0+ min{ λk }/2], where ΔL0 is the initial guess of the optical 

path length: 

 
 

(4.9) 

where the total number of wavelengths (K) is typically ~5-10. Within this search interval, we 

scan the values to find the optical path length ΔLopt(x,y) that minimizes the cost function, 

resulting in an unwrapped object phase image. 

  

Computation platform used for super-resolved image reconstructions 

 Our reconstructions are performed using MATLAB (Version R2012a, MathWorks, 

Massachusetts, USA) on a desktop computer equipped with 3.60-GHz central processing unit 

(Intel Xeon E5-1620) and 16 GB random-access memory. For a 1×1 mm2 sub-region with an 

upsampling factor of seven, one iteration of our wavelength scanning super-resolution routine 

takes ~1.2 seconds. As an example, one cycle of our algorithm, which goes through all the 

undersampled measurements (e.g., 7 wavelengths for each angle/height, and 22 angles/heights in 

total), takes ~3 minutes. In our proof-of-concept implementation, the iterations did not use either 

GPU (graphics processing unit) or parallel computing, which could significantly improve our 

ΔL0 (x, y) =
1

2π ⋅(K −1)
φk (x, y)−φk−1(x, y)[ ]

k=2

K

∑ ⋅ λkλk−1

λk−1 − λk
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overall computation time90. The total image reconstruction time could be further improved when 

the algorithm is implemented using C language, rather than MATLAB.  

 

4.3 Results and discussion 

 The physical basis for wavelength scanning pixel super-resolution is the strong wavelength 

dependency of the undersampled interference patterns in coherent or partially coherent 

diffraction imaging systems such as lensfree, holographic microscopy (Figure 4.1) or defocused 

lens-based imaging systems. When illuminated at slightly different wavelengths, the high 

frequency interference fringes due to object scattering will change, also changing the 

undersampled output of the image sensor chip (Figure 4.1b). Our derivations (see the Materials 

and Methods Section) show that, in the spatial frequency domain the aliasing signal caused by 

pixel induced undersampling is modulated by a complex transfer function whose phase is rather 

sensitive to even small wavelength changes, which makes it possible to use wavelength diversity 

within a narrow spectral range (i.e. ~10-30 nm) to cancel out the spatial aliasing term and 

enhance the resolution of the reconstructions beyond the pixel pitch. 

 
Figure 4.3. Resolution improvement brought by wavelength scanning pixel super-resolution. (a) Reconstruction 

from a single raw measurement captured by a 1.12 µm pixel pitch image sensor chip. (b) and (c): Lensfree 

reconstructions using lateral shift-based pixel super-resolution. (b) and (c) are reconstructed using super-resolved 

holograms synthesized from five and nine sub-pixel shifted raw measurements, respectively. The corresponding sub-
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pixel shifts of the raw measurements are marked within the hologram shift tables. (d) Reconstruction using 

wavelength scanning pixel super-resolution; 5 wavelengths are used with a scanning range of 498-510 nm and a 

scan step size of 3 nm. 

 

 This spatial resolution improvement brought by our wavelength scanning pixel super-

resolution technique for different lensfree imaging configurations is demonstrated very well in 

Figures 4.3, 4.4 and 4.5. 

 
Figure 4.4. Lensfree imaging using multi-height phase retrieval and wavelength scanning pixel super-resolution. 

Five heights are used in each case shown in (a-c). (a) and (b) are lensfree reconstructions using lateral shift-based 

pixel super-resolution and multi-height phase retrieval. (a) uses five and (b) uses nine sub-pixel shifted raw 

measurements at each height. (c) Lensfree reconstruction using wavelength scanning pixel super-resolution and 

multi-height phase retrieval; 5 wavelengths are used with a scanning range of 498-510 nm and a scan step size of 3 

nm. 

 

 Without pixel super-resolution, lensfree microscopy with a unit magnification on-chip 

imaging geometry (where the sample FOV equals to the sensor-chip’s active area) can achieve a 

half-pitch resolution close to the image sensor’s pixel pitch (i.e., ~1 µm in Figure 4.3a, using a 

CMOS sensor that has 1.12 µm pixel pitch). For the same configuration depicted in Figure 4.3, 
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utilizing the wavelength diversity in illumination boosts the half-pitch resolution to ~0.6 µm by 

using five different wavelengths between 498 and 510 nm (see Figures 4.3c-d). When integrated 

with the multi-height phase retrieval technique128,129, the resolution can be further improved to 

~0.5 µm, corresponding to an effective NA of ~0.5 (Figure 4.4). Using the synthetic aperture 

technique130, however, can provide not only twin image elimination, but also a significant 

increase in spatial bandwidth of the reconstructed images, which enables us to take full 

advantage of wavelength scanning based pixel super-resolution technique and achieve a half-

pitch resolution of ~250 nm with an effective NA of ~1.0 under a unit magnification geometry, 

where the FOV is >20 mm2 (see Figure 4.5). These results clearly demonstrate pixel super-

resolution capabilities of our wavelength scanning approach. 

 
Figure 4.5. (a) Lensfree imaging using synthetic aperture and lateral shift-based pixel super-resolution. At each 

illumination angle, 6×6 = 36 sub-pixel lateral shifts, which spread evenly within the pixel area, are used for super-

resolution. (b) Lensfree imaging using synthetic aperture and wavelength scanning pixel super-resolution. 12 

wavelengths are used with a scanning range of 480–513 nm and a scan step of 3 nm. The illumination angle 

scanning directions, ranges and scanning steps are the same in both (a) and (b). (c) Image of the specimen using a 

conventional lens-based microscope with a 60× water-immersion objective lens (NA = 1.0). 
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 Besides delivering a competitive resolution and NA, the wavelength scanning based super-

resolution approach also offers better data efficiency compared to lateral shift-based pixel super-

resolution techniques, i.e., fewer raw measurements are needed for the same resolution 

improvement. In lateral shift-based pixel super-resolution, the subpixel shifts between the raw 

measurements are obtained by moving the light source, image sensor and/or the specimen with 

respect to each other56,94,97,129, and the resolution improvement is direction dependent. Therefore, 

sub-pixel shifts that spread uniformly within a 2-dimensional pixel area are preferred in lateral 

shift-based pixel super-resolution techniques to achieve optimal resolution enhancement. As a 

result of this, the number of raw measurements generally increases as a quadratic function of the 

pixel super-resolution factor. On the other hand, in wavelength scanning super-resolution 

approach, the resolution improvement due to wavelength diversity is uniform in all lateral 

directions across the sensor array, which enables us to achieve competitive resolution with much 

fewer raw measurements compared to lateral shift shift-based super-resolution. To exemplify this 

important advantage of our approach, in a normal-illumination configuration, compared with 

lateral shift technique which needs nine measurements to achieve a half-pitch resolution of ~0.6 

µm (Figure 4.3b and 4.3c), it only takes wavelength scanning technique five raw measurements 

(Figure 4.3d) to reach the same imaging performance. Similarly, when combined with multi-

height phase retrieval128,129, wavelength scanning super-resolution needs 25 raw measurements in 

total (five wavelengths at each of five heights) which is significantly smaller than the amount 

needed using lateral shifts (i.e., 45 raw measurements as shown in Figure 4.4). When integrated 

with synthetic aperture based lensfree imaging130, an even higher spatial resolution can be 

achieved using wavelength diversity and the advantages of wavelength scanning over lateral 

shifts become more significant. As shown in Figure 4.5, to achieve a half-pitch resolution of 
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~250 nm in all lateral directions, lateral shift-based super-resolution approach takes 36 raw 

measurements at each illumination angle, while the wavelength scanning approach needs only 12 

raw measurements to achieve the same resolution improvement. This important advantage in 

terms of reduced number of measurements can be translated into shorter imaging times and 

smaller data storage space, which are critical for increasing the speed and utility of high-

resolution wide-field imaging techniques. 

 
Figure 4.6. Lensfree imaging of a Papanicolaou (Pap) smear using wavelength scanning pixel-super resolution and 

multi-height phase retrieval. (a) Super-resolved lensfree phase image of the Pap smear. Wavelength scanning range: 

510-531 nm, scanning step: 3 nm. (b) and (e) show regions-of-interest (ROI) No. 1 and 2, respectively. (c) and (f): 

digital phase contrast images generated from lensfree reconstructions (refer to the Materials and Methods Section for 

details). (d) and (g): Conventional lens-based phase contrast images obtained using a 40x objective lens (NA = 0.6). 

 

 We should re-emphasize that wavelength scanning super-resolution only requires a few 

wavelengths taken from a narrow spectral range (e.g. ~10-30 nm). With this new super-

resolution approach, we can obtain high-resolution amplitude reconstructions of not only 

colorless but also colored (i.e., stained/dyed) samples without further modifications in our 
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reconstruction algorithm. We demonstrated this capability by imaging various biological samples, 

including unstained Pap smears (Figure 4.6) as well as stained blood smears (Figure 4.7). Since 

our lensfree reconstructions provide both amplitude and phase channels, we can also visualize 

the reconstructed images using different methods to create e.g., a digital phase contrast 

image125,130 as illustrated in Figure 4.6. 

 
Figure 4.7. Lensfree imaging of a blood smear using wavelength scanning pixel super-resolution and synthetic 

aperture phase retrieval. Wavelength scanning range: 520-541 nm, scanning step: 3 nm. Angle scanning (two axis) 

range: -35° to 35° with 5° steps. (a) Lensfree raw hologram captured using a 1.12 µm pixel CMOS image sensor 

with a FOV of ~20.5 mm2. (b) Lensfree reconstruction of a sub-region, marked with a yellow square within the full 

FOV. (c) Conventional lens-based microscope image using a 20x objective lens (NA = 0.45). 

 

 Besides significantly improving the resolution and mitigating undersampling, wavelength 

diversity also enables us to perform robust phase unwrapping and reveal the optical path length 

differences between the specimen and surrounding medium. The retrieved phase reconstruction 

from a single wavelength is constrained to its principle value (-π, π], and therefore large optical 

path length differences can cause polarity errors that may not be corrected even using state-of-

the-art phase unwrapping algorithms151–154 (see e.g., Figures 4.8a-b). Such polarity errors in 

phase reconstructions can also be mitigated by detecting the phase differences between the 

reconstructions at two different wavelengths150,159. However, this two-wavelength phase 
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unwrapping approach still faces the challenge of ambiguity or uniqueness159. In addition to 

achieving pixel super-resolution, we further utilized wavelength scanning to significantly 

improve the robustness of phase unwrapping by incorporating all the wavelengths of illumination 

that are used in pixel super-resolution to unwrap the reconstructed phase (see the Materials and 

Methods Section). Our phase unwrapping results shown in Figures 4.8c,f clearly illustrate that 

through optimization we can entirely rule out incorrect optical path length differences within our 

reconstructed images and achieve robust phase unwrapping at a super-resolved image. 

 
Figure 4.8. Phase unwrapping using multiple wavelengths. The sample consists of four grating lines carved into a 

glass substrate using focused ion beam milling. (a) Lensfree phase image using a single wavelength; phase map is 

wrapped. (b) Unwrapped lensfree phase image from a single wavelength reconstruction using a 2D phase 

unwrapping technique that is based on minimum network flow153. (c) Unwrapped lensfree phase image using 

reconstructions from multiple wavelengths. 11 wavelengths are used with a scanning range of 501-531 nm and a 

scan step size of 3 nm. Refer to the Materials and Methods Section for further details on multi-wavelength phase 



81 

unwrapping. (d) (e) and (f): depth profiles of (a), (b) and (c), respectively. The blue dashed line in (f) is the depth 

profile of the sample gratings measured using an atomic force microscope (AFM).  

 

 Wavelength scanning pixel super-resolution approach, together with phase retrieval methods, 

including multi-height128,129, synthetic aperture130, and object support based techniques60,94,96, 

could constitute high-resolution imaging systems with greatly improved imaging speed. For a 

bench-top system, high-speed wavelength scanning can be realized using a fast tunable source 

(employing e.g., an acousto-optic tunable filter with a supercontinuum source) synchronized with 

the image sensor chip. Compared with lateral shift-based super-resolution setups, such a 

combination avoids motion blur, and could bring the data acquisition speed up to the maximum 

frame rate of the image sensor. Furthermore, the lateral shifts generated by source-shifting 

approach94,97,128,130 are determined by both the sample-to-sensor and sample-to-aperture distances, 

which can make it challenging to generate optimized lateral shifts for samples at different 

vertical heights. Wavelength scanning approach, on the other hand, is performed with evenly 

distributed wavelengths regardless of the sample height. Therefore, we believe that wavelength 

scanning pixel super-resolution is more favorable over lateral shifting techniques for building 

high-resolution wide-field microscopes with high imaging speeds. Additionally, better data 

efficiency of our wavelength scanning super-resolution approach can reduce the cost of data 

storage and transmission, benefiting telemedicine implementations and server-based remote 

reconstructions. 

 Besides delivering competitive results on a bench top system, the presented wavelength  

scanning pixel super-resolution approach also has great potential for field-portable microscopy 

applications. Compared to lateral shift-based pixel super-resolution, wavelength scanning 

approach does not require any mechanical motion or fiber bundle94,96, which could make the 
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mobile imaging platform more robust. Since the wavelength scanning range is narrow (i.e., ~10-

30 nm), the combination of a few light-emitting diodes (LEDs), each with a standard spectral 

bandwidth of ~15-30 nm and a variable optical thin-film filter to narrow down the LED spectra 

will be sufficient to implement wavelength scanning super-resolution in a field portable and cost-

effective design. 

 Finally, we should emphasize that the presented wavelength scanning pixel super-resolution 

approach, in addition to lensfree or holographic diffraction based imaging systems, can also be 

applied to lens-based point-to-point imaging modalities. By introducing a simple defocus into a 

lens-based imaging system (by e.g., a relative axial shift of the sensor array, object and/or the 

objective lens) the entire wavelength diversity framework described in this manuscript would be 

able to achieve pixel super-resolution. For proof-of-concept, as shown in Fig. 4.9, we 

demonstrated our wavelength scanning pixel super-resolution on a conventional lens-based 

microscope. A 10× objective (NA=0.3) with a 3.75-µm pixel size CMOS sensor is used. 

Originally the half-pitch resolution of the microscope is ~0.8 µm (corresponding NA of ~0.3 

and ) with a small FOV of ~0.17 mm2. We expanded the FOV to ~1.20 mm2 by adding a ×0.35 

camera adaptor, which makes the imaging system pixel size-limited. To bring the resolution back 

to the resolving capability of the objective lens, we defocused the lens to a distance of 160 µm – 

300 µm with 20 µm step size. The wavelength scanning range is from 500 nm to 521 nm with 3 

nm step size. We captured the diffraction patterns at these different wavelengths and focal 

distances, and reconstructed the image using the same two-stage algorithms that has been 

described in Materials and Methods Section. The result in Fig. 4.9c and 4.9d shows that, 

wavelength scanning pixel super-resolution successfully boosted the resolution back to the 

resolving capability of objective lens while expanding the FOV by ~7 folds. The simple 
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implementation confirms again that our wavelength scanning pixel super-resolution technique is 

broadly applicable to various coherent and partially coherent wide-field imaging modalities. 

 

 

Figure 4.9. Implementation of wavelength scanning pixel super-resolution on a lens-based microscope. (a) 

schematic of the optical setup. In the proof-of-concept system, a 10× objective lens with NA of 0.3 is used. The 

sample plane is scanned from160 µm to 300 µm from the focal plane of the objective lens at a 20 µm step size. The 

wavelength of the plane wave illumination is tuned between 500 nm and 521 nm with 3 nm step size. (b) full field-

of-view of a 3.75 µm CMOS image sensor (1280×960 pixels) using a 10× objective lens with a ×0.35 (×0.38 after 

calibaration) camera adaptor; (c) lensbased image of the resolution test chart without wavelength scanning pixel 

super-resolution. The line width of the smallest resolved feature is 1.95µm. (d) lensbased image of the resolution 

test chart without wavelength scanning pixel super-resolution. The line width of the smallest resolved feature is 0.78 

µm. 

 

4.4 Conclusions 

 We reported a new wavelength scanning based pixel super-resolution technique, which 

generates high-resolution reconstructions from undersampled raw measurements captured at 

multiple wavelengths within a narrow spectral range (i.e., 10-30 nm). Compared with lateral 

shift-based super-resolution, this wavelength scanning method avoids the need for shifting 

mechanical components and more importantly, brings uniform resolution improvement along all 
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the directions across the image sensor or sample plane. This framework enabled us to improve 

the resolution and effective NA of a wide-field lensfree microscope by a factor of ~4, achieving a 

half-pitch resolution of 250 nm with an NA of ~1.0 using significantly fewer measurements 

compared to lateral shift-based super-resolution methods. Since this wavelength scanning super-

resolution technique utilizes a narrow spectral range, it permits super-resolved imaging of both 

colorless (e.g., unstained) and stained/dyed biological samples. Reconstructions at multiple 

wavelengths also enable robust phase unwrapping to reveal the optical path length differences 

between the specimens and surrounding media. This new wavelength scanning super-resolution 

approach would broadly benefit various wide-field microscopy applications that require large 

space-bandwidth products. 
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Chapter 5 Propagation phasor approach in lensfree microscopes 

 Parts of this chapter have been accepted for publication and is currently in print: W. Luo, A. 

Greenbaum, Y. Zhang, and A. Ozcan, Propagation phasor approach for holographic image 

reconstruction, Scientific Reports (2016).  

5.1 Introduction 

 High-resolution wide-field optical imaging is needed in various fields, especially in medical 

and engineering applications that demand large space-bandwidth-products. Originally invented 

for electron microscopy160, holography has become an emerging solution for high-resolution and 

wide-field digital imaging. The concept of holography relies on reconstructing the image of a 

specimen using interference patterns created by the diffracted object fields, which can be 

recorded and digitized even without the use of any lenses. Recent advances in digital holographic 

microscopy have largely benefited from the rapid evolution of e.g., the opto-electronic sensor 

technology and computing power161, which have led to the development of various new imaging 

configurations and reconstruction techniques162–173,60,97,174–177,90,94,178,179,128,56,96,180,181,98,57,129,182–184.  

 Generally speaking, in-line holographic imaging modalities, where the diffracted object field 

and the reference wave co-propagate along the same direction are more susceptible to twin-

image noise that arises due to the loss of the optical phase or intensity-only spatial sampling at 

the sensor chip. Although off-axis holography offers a robust solution for this phase retrieval 

problem by using an angled reference wave, it sacrifices the space-bandwidth-product of the 

imaging system. For wide-field implementations of high-resolution holographic microscopy, 

another limitation is posed by pixelation of the holograms since high magnification optics (e.g., 

objective lenses) or fringe magnification in the form of large distance wave propagation would 
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both result in a significant reduction in the imaging volume and the field-of-view of the 

microscope.  

 Previously, these challenges of spatial aliasing (i.e., undersampling) and twin image noise in 

digital holography have been addressed by pixel super-resolution and phase retrieval techniques, 

implemented sequentially to reconstruct images of the specimen with ultra-large space-

bandwidth-products56,97,185,186. Conventional pixel-super resolution relies on digital synthesis of 

high spatial frequency content of the sample using multiple low-resolution measurements that are 

recorded at different sub-pixel displacements between the image sensor and object 

planes62,69,70,90,94,97,121,187. Using this mathematical framework, high-resolution (i.e., super-

resolved) holograms can be obtained, and then used for digital phase retrieval. To retrieve the 

lost optical phase in an in-line imaging geometry, multiple super-resolved holograms can be 

utilized at e.g., different sample-to-sensor distances128,185,186,46, illumination angles182, or 

illumination wavelengths145,146,188,189. Each one of these holograms essentially serve as 

independent physical constraints on the amplitude of the optical field, which enables the use of 

an iterative algorithm to force the complex object field to be consistent with all these 

measurements46,100,101,185,186.  Although this sequential implementation of pixel super-resolution 

followed by phase retrieval has enabled digital holographic microscopy to deliver high-

resolution and wide-field reconstructions with giga-pixel level throughput, they currently require 

large amounts of holographic data. For instance, in a multi-height configuration (i.e., using 

multiple sample-to-sensor distances)128,185,186,46, if 4×4 pixel super-resolution is implemented at 

eight different heights, the total number of raw holograms to be captured becomes 128, which 

could be a limitation for e.g., high-speed imaging applications. 
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 Here, we present a new computational method, termed as propagation phasor approach, 

which for the first time, combines pixel super-resolution and phase retrieval techniques into a 

unified mathematical framework, and enables new holographic image reconstruction methods 

with significantly improved data efficiency, i.e., using much less number of raw measurements 

to obtain high-resolution and wide-field reconstructions of the specimen. Based on our analytical 

derivations, the twin image noise and spatial aliasing signals, along with other digital 

holographic artifacts, can be interpreted as noise terms modulated by digital phasors, which are 

all analytical functions of the imaging parameters including e.g., the lateral displacement 

between the hologram and the sensor array planes, sample-to-sensor distance, illumination 

wavelength, and the angle of incidence. Based on this new propagation phasor approach, we 

devised a two-stage holographic image reconstruction algorithm that merges phase retrieval and 

pixel super-resolution into the same unified framework. Compared to previous holographic 

reconstruction algorithms, our new method reduces the number of raw measurements by five to 

seven fold, while at the same time achieving a competitive spatial resolution across a large field-

of-view. 

 Based on the same propagation phasor framework, we also created two new digital methods 

to achieve pixel super-resolution using (1) the diversity of the sample-to-sensor distance (i.e., 

multi-height based pixel super-resolution), and (2) the diversity of the illumination angle (i.e., 

multi-angle based pixel super-resolution). We demonstrated the success of these methods by 

imaging biological specimens such as Papanicolaou and blood smears. We believe that with its 

significantly improved data efficiency, this new propagation phasor based approach could be 

broadly applicable to increase the space-bandwidth-product of various digital holographic 

microscopy systems.     
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5.2 Materials and methods 

 Optical setup for holographic imaging  

 Fig. 5. 1a depicts our configuration of an in-line holographic imaging system: the coherent or 

partially coherent incident light first impinges on the specimen, the directly-transmitted light and 

the scattered light then interfere at an image sensor chip, which samples and digitizes the 

intensity of this interference pattern. To demonstrate our propagation phasor approach for 

holographic image reconstruction, we selected to implement it using lensfree holographic 

microscopy although it is broadly applicable to other holographic microscopy platforms. 

 

Figure 5.1. (a) Configuration of an in-line holographic imaging system. Some of the controllable parameters of the 

imaging system are marked in blue color, including the illumination angle (θk and φk), wavelength λk, sample-to-

sensor distance zk, and the lateral displacements between the hologram and the image sensor planes (xshift, k and yshift, 

k). (b) Schematic of the optical setup of a lensfree on-chip holographic microscope. 
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As depicted in Fig. 5. 1b, our lensfree holographic microscope includes three parts: a fiber-

coupled wavelength-tunable light source (WhiteLase-Micro, model VIS, Fianium Ltd, 

Southampton, UK), an image sensor chip (IU081, Sony Corporation, Japan), and a thin specimen 

mounted above the sensor chip. The optical fiber’s outlet is placed at e.g. ~10 cm away from the 

sample whereas the sample-to-sensor distance is typically 0.1-1 mm and thus the illumination at 

the object plane can be considered as a plane wave. By bringing sample close (sub-mm) to an 

image sensor chip, lensfree on-chip holography allows the utilization of the image sensor active 

area as the object field-of-view, creating a unit magnification in-line holographic imaging system, 

where the spatial resolution and field-of-view can be independently controlled and adjusted by 

the pixel design and the number of pixels, respectively190. The fiber optic cable is mounted on a 

rotational arm (PRM1Z8, Thorlabs, New Jersey, USA) that can move across a dome above the 

specimen so that the incidence light can also be adjusted to an arbitrary angle. The rotational arm 

is loaded on a mechanical linear stage that moves in lateral directions to introduce sub-pixel 

displacements between the hologram and the image sensor-array. The specimen is held by a 

piezo-driven positioning stage (MAX606, Thorlabs, New Jersey, USA), which can move 

vertically to change the distance between the sample and the image sensor chip. During the 

holographic data acquisition, the tunable source, the mechanical stages, and the image sensor 

chip are all automated and coordinated by a PC running a custom-written LabVIEW program 

(Version 2011, National Instruments, Texas, USA). 

 

Sample preparation 

Besides a standard 1951 USAF resolution test target, we also demonstrated the success of our 

propagation phasor approach by imaging biological samples, including unstained Papanicolaou 
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(Pap) smear slides and blood smears. Pap smears are prepared using ThinPrep® method 

(Hologic, Massachusetts, USA). The blood smear samples are prepared using EDTA 

(ethylenediaminetetraacetic acid) anticoagulated human blood and stained with Wright’s Stain155.    

5.3 Mathematical formalism of propagation phasor approach in digital holography 

 In this sub-section we present the concept of propagation phasors by deriving the analytical 

expressions that contain not only the holographic information of the specimen, but also the twin 

image noise, spatial aliasing signal, and upsampling related spatial artifacts. In this manuscript, 

we use lower case letters to represent the functions in spatial domain, and the upper case letters 

for functions in spatial frequency domain. Throughout our analysis, we assume a plane wave 

illumination as also supported by our imaging set-up, Fig. 5. 1. The transfer function of the 

optical system between the specimen and the image sensor plane can be written as 

, where x and y are the lateral coordinates at the sensor plane, zk is the 

vertical sample-to-sensor distance, λk is the illumination wavelength, and (θk, φk) defines the 

angle of incidence. The subscript k denotes different imaging configurations, achieved by e.g., 

vertically moving the specimen or sensor chip to record the holograms at different sample-to-

sensor distances zk, changing the illumination wavelength λk, or tilting the illumination beam to 

change the angle of incidence, θk and φk. One additional pair of variables in our imaging 

configuration is the lateral displacements between the image sensor and the object planes, i.e., 

xshift, k and yshift, k, see Fig. 5. 1a. Such sub-pixel displacements are utilized as one way of 

mitigating the spatial undersampling at the image sensor chip due to a large pixel size.  

Under these different imaging configurations, each labeled with index k, the transmission 

properties of a two-dimensional (2D) specimen can be generally expressed as 

hk (x, y, zk ,λk ,θk ,ϕk )
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( , ) 1 ( , )k ko x y s x y= + , where sk refers to the scattered object field that interferes with the 

background unscattered light. The frequency spectrum  ( , )k x yO f f of ( , )ko x y  can be written as: 

 ( , ) ( , ) ( , )k x y x y k x yO f f f f S f fδ= +  (5.1) 

Similarly, we can write the 2D spatial frequency spectrum of the transfer function  

( , , , , )k k k kh x y z λ θ as: 

 ( , , , , ) { ( , , , , )}k x y k k k k k k kH f f z FT h x y zλ θ λ θ≡  (5.2) 

where FT refers to the Fourier Transform operation. From now on, we will simplify the 

expressions of all the frequency spectra in our equations by hiding the spatial frequency variables 

fx, and fy. The frequency spectrum of the field intensity ik(x,y) on the image sensor plane can then 

be expressed as:  

 *( )k k k k k kI T S T S SSδ − −= + ⋅ + ⋅ +  (5.3) 

where ‘·’ represents the multiplication operation, the superscript ‘-’ represents using variable set 

(-fx, -fy) instead of (fx, fy) and the asterisk stands for complex conjugate operation. SSk represents 

the self-interference terms, which can be written as , { }
x yk f f k kSS H S= Γ ⋅ , where ,x yf fΓ refers to 

the autocorrelation operation. Tk is determined by the transfer function Hk, i.e.,: 

 *
, , ( , )k k x k y k kT H f f H= ⋅  (5.4) 

where , sin cos /x k k k k kf n θ ϕ λ= ⋅ ⋅ , , sin sin /y k k k k kf n θ ϕ λ= ⋅ ⋅ , and nk is the refractive index of 

the medium, which is assumed to be a function of only the illumination wavelength. It is 

important to notice that Hk is a complex function with a unit magnitude, defining a phasor66. 

Based on Eq. (4), as a product of  *
, , ( , )k x k y kH f f and , the function Tk is also a phasor, and Hk
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we term Tk as a propagation phasor, the function of which in our reconstruction framework will 

be more clear later on. 

 When any intensity distribution ik(x,y) is sampled by an image sensor-array with a pixel pitch 

of Δx and Δy in lateral directions, the discrete Fourier transform (DFT) of the sensor’s output can 

be expressed as: 

 , 
, 0, 1, 2,

( , ) ( , )sampled k k x y k x y
u v

u v u vI I f f P f f
x y x y= ± ±

= − − ⋅ − −
Δ Δ Δ Δ∑  (5.5) 

In Eq. (5.5) u and v are integers representing the aliasing orders, and (u, v) = (0, 0) denotes the 

non-aliased target signal of the object. Pk(fx, fy) is the 2D FT of the pixel function that defines the 

responsivity distribution within each pixel of the image sensor chip98. Originally, fx, and fy in Eq. 

(5.5) are discrete frequency values confined within the Nyquist window. Based on the periodic 

nature of DFT, Eq. (5.5) and all of our further derivations can be numerically extended to a 

broader frequency domain by simply upsampling the raw measurements. Therefore, without 

change of notations, Isampled, k refers to the DFT of the upsampled version of our raw 

measurements. 

Now we will incorporate the lateral displacements between the holograms and the image 

sensor chip into Eq. (5.5). If we add lateral shifts (xshift, k, yshift, k) to each hologram, then Eq. (5.5) 

can be re-written as: 

 
, , 

, , , 
, 0, 1, 2,

shift uv kj
sampled k uv k uv k

u v
I I P e φ−

= ± ±

= ⋅ ⋅∑  (5.6) 

where we simplify the expression of spatial aliasing order by using the subscript uv, and , , shift uv kφ  

represents the phase change caused by a lateral shift: 
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 , , , , 2 [( ) ( ) ]shift uv k x shift k y shift k
u vf x f y
x y

φ π= − ⋅ + − ⋅
Δ Δ

 (5.7) 

In Eq. (5.6), by replacing the expression of , uv kI  with Eq. (5.3), we can obtain an expanded 

expression for , sampled kI : 

 
, , *

, , , , , , , 
, 0, 1, 2,

[ ( ) ] shift uv kj
sampled k uv uv k uv k uv k uv k uv k uv k

u v
I T S T S SS P e φδ −− −

= ± ±

= + ⋅ + ⋅ + ⋅ ⋅∑  (5.8) 

On the right side of Eq. (5.8), we can see that, for each aliasing order (i.e., each combination of u 

and v, including the target signal: u=0, v=0), there are four items inside the square brackets. The 

first item, uvδ , represents the background light, the second item, , , uv k uv kT S⋅ , represents the real 

image, the third item, *
, , ( )uv k uv kT S− −⋅ , represents the twin image; and the last item, , uv kSS , is the 

self-interference term.  

 Next, we will present a generic, two-stage holographic reconstruction algorithm using 

propagation phasors, which aims to recover the object term 00 00, kSδ +  from a series of measured 

holograms. 

Stage I of Propagation Phasor based Holographic Reconstruction: Generation of an Initial 

Guess 
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Figure 5.2. Propagation phasor approach-based holographic image reconstruction. (a) Stage I: generation of an 

initial guess. (b) Stage II: iterative image reconstruction. (c) High-resolution, phase retrieved reconstruction of the 

object. 

 

 As depicted in Fig. 5. 2, the first stage of the reconstruction is to generate a high-resolution 

initial guess of the specimen, and this Stage I is composed of three steps (i.e., Steps 1-3 in Fig. 5. 

2). 

- Step 1: Upsampling of each raw measurement serves as the first step in our holographic 

reconstruction algorithm. This upsampling factor, although does not introduce any new 

information, should be large enough to expand the expression of Isampled, k to cover the entire 

passband of the optical system. Since the computation cost of the reconstruction increases 

quadratically with the upsampling factor, it should also be limited to avoid unnecessary 

computational burden/time. For our lensfree microscopy platform reported here, we typically set 

an upsampling factor of ≤ 7. 
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- Step 2: The second step of the holographic reconstruction is to offset the lateral displacements 

xshift, k, and yshift, k, and then perform back-propagation on the upsampled raw measurements. To 

do so, we multiply both sides of Eq. (5.8) with , 00, *
00, 

shift kj
kT e φ⋅  and reorganize the terms to extract 

the true object signal, i.e., the target signal: 

 

, 00, 

, 00, , , 

*
00 00, 00, 00, , 

* * *
00, 00, 00, 00, 

( )*
00, , , , 

0,

( )

                        

                      

shift k

shift k shift uv k

j
k k k sampled k

k k k k

j
k uv k uv k uv k

u v

S P T e I

T T P S

T T e P S

φ

φ φ

δ
− −

−

≠

+ ⋅ = ⋅ ⋅

− ⋅ ⋅ ⋅

− ⋅ ⋅ ⋅ ⋅

, 00, , , 

, 00, , , 

0

( )* * *
00, , , , 

0, 0

( )*
00, , 

0, 0

                      

                                           

shift k shift uv k

shift k shift uv k

j
k uv k uv k uv k

u v

j
k uv k uv

u v

T T e P S

T e P

φ φ

φ φ δ

≠

−− −

≠ ≠

−

≠ ≠

− ⋅ ⋅ ⋅ ⋅

− ⋅ ⋅ ⋅

∑

∑

∑
, 00, , , ( )*

00, , , 
      ,    

 

                      shift k shift uv kj
k uv k uv k

u v
T e P SSφ φ−− ⋅ ⋅ ⋅∑

 (5.9) 

On the left side of Eq. (5.9), we have kept the pixel function 00, kP  multiplied with 00 00, kSδ + ; 

note, however, that it can be later removed using deconvolution techniques as the last step of the 

holographic reconstruction98. The right side of Eq. (5.9) shows that in order to extract

00 00, 00, ( )k kS Pδ + ⋅ , there are five terms that need to be eliminated from the back-propagated 

intensity (i.e., , 00, *
00, , 

shift kj
k sampled kT e Iφ⋅ ⋅ ). The first term, * * *

00, 00, 00, 00, k k k kT T P S− −⋅ ⋅ ⋅ , represents the twin 

image noise; the second and third terms which contain , uv kS  or *
, uv kS − (u≠0, v≠0) represent the 

spatial aliasing signals for real and twin images, respectively; the fourth term with uvδ  (u≠0, v≠0) 

is the high frequency artifacts generated during the upsampling process. The last term with  

, uv kSS  is the self-interference signal. 

- Step 3: Summation of all the upsampled and back-propagated holograms 

, 00, *
00, , 

shift kj
k sampled kT e Iφ⋅ ⋅  to generate an initial guess. This initial summation can greatly suppress 
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the twin image noise, aliasing signal and other artifact terms outlined above in Step 2. To better 

explain the impact of this summation step, we can simplify the expression of the phasor terms in 

Eq. (5.9) as: 

 

, 00, * *
00 00, 00, 00, , 00, 00, 00, 

*
, , , , , , 

0, 0 0, 0

( )   

                                

                

shift kj twin
k k k sampled k k k k

real twin
uv k uv k uv k uv k uv k uv k

u v u v

S P T e I Q P S

Q P S Q P S

φδ −

−

≠ ≠ ≠ ≠

+ ⋅ ≈ ⋅ ⋅ − ⋅ ⋅

− ⋅ ⋅ − ⋅ ⋅∑ ∑

, , , , , 
0, 0       ,    

                 artifact artifact
uv k uv k uv uv k uv k uv k

u v u v
Q P Q P SSδ

≠ ≠

− ⋅ ⋅ − ⋅ ⋅∑ ∑

 
(5.10) 

where * *
00, 00, 

twin
k k kQ T T −= ⋅ , , 00, , , ( )*

, 00, , 
shift k shift uv kjreal

uv k k uv kQ T T e φ φ−= ⋅ ⋅ , , 00, , , ( )* *
, 00, , 

shift k shift uv kjtwin
uv k k uv kQ T T e φ φ−−= ⋅ ⋅ , 

and , 00, , , ( )*
, 00, 

shift k shift uv kjartifact
uv k kQ T e φ φ−= ⋅ . Here, 00, 

twin
kQ , , 

real
uv kQ , , 

twin
uv kQ  and , 

artifact
uv kQ  are also phasors with 

unit amplitudes, and their phases change as a function of all the imaging parameters (i.e., zk, λk, 

θk , φk, xshift, k, and yshift, k), see e.g., Figs. 3-4. 

 

Figure 5.3. Examples of propagation phasor values as a function of various imaging parameters. (a) The frequency 

spectrum of an upsampled and back-propagated hologram. To give examples, we probe the values of the twin image 

phasor at (fx=0.1 µm-1, fy=0 µm-1) as shown in (b), (c), (d), (e) and the spatial aliasing phasor at (fx=0.8 µm-1, fy=-

0.8 µm-1) as shown in (f), (g), (h), (i). In each subfigure, we scan one of the imaging parameters while keeping all 

the others constant, and plot the values of the phasors in color-coded points on the unit circle. The first row shows 

the twin image phasor values as a function of (b) the lateral shifts between the hologram and the image sensor-array, 
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xshift, k and yshift k, (c) the sample to sensor-distance, zk, (d) the illumination wavelength, λk, and (e) the illumination 

angle θk. Similarly, the second row shows the spatial aliasing phasor values as a function of (f) xshift, k and yshift , k, (g) 

zk, (h) λk, and (i) θk. 

 

 Also notice that except the illumination wavelength λk, the changes of the imaging 

parameters zk, θk , φk, xshift, k, and yshift, k do not affect the transmission properties of the 2D 

specimen. During the imaging process, we confine the illumination wavelengths within a narrow 

spectral range, typically less than 10 nm, so that the transmission properties of the specimen and 

the image sensor’s pixel function can be approximately considered identical when generating an 

initial guess of the object, i.e., , uv k uvS S≈ , and , uv k uvP P≈ . If we list Eq. (5.10) for all the possible 

K imaging conditions (e.g., as a function of various illumination wavelengths, sub-pixel shifts, 

etc.), and then sum them up with a set of weighting factors, {ck}, we can have: 

 

, 00, * *
00 00 00 00, , 00, 00 00

1 1 1

, , 
0, 0 1 1

( )   

                                

shift k
K K K

j twin
k k k sampled k k k

k k k

K K
real twin

k uv k uv uv k uv k
u v k k

c S P c T e I c Q P S

c Q P S c Q

φδ −

= = =

≠ ≠ = =

⎛ ⎞ ⎛ ⎞+ ⋅ ≈ ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

⎛ ⎞ ⎛− ⋅ ⋅ ⋅ − ⋅⎜ ⎟⎝ ⎠

∑ ∑ ∑

∑ ∑ ∑ *

0, 0

, , , 
0, 0 1       ,    1

                                 

uv uv
u v

K K
artifact artifact

k uv k uv uv k uv k uv k uv
u v k u v k

P S

c Q P c Q SS Pδ

−

≠ ≠

≠ ≠ = =

⎞ ⋅ ⋅⎜ ⎟⎝ ⎠
⎛ ⎞ ⎛ ⎞− ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

∑

∑ ∑ ∑ ∑

 (5.11) 

By finding a set of weighting factors {ck} that satisfy  ,
1

0
K

twin
k uv k

k
c Q

=

⋅ =∑ ( , 0, 1, 2.u v = ± ± ); 

,
1

0
K

real
k uv k

k
c Q

=

⋅ =∑  ( 0, 0u v≠ ≠ ); ( 0, 0u v≠ ≠ ); and 
1

0
K

k
k
c

=

≠∑ , we can have 

“complete elimination” of the twin image noise, aliasing signals and upsampling related spatial 

artifacts, while still maintaining the target object function, 00 00 00( )S Pδ + ⋅ . However, considering 

the fact that , 
twin
uv kQ , , 

real
uv kQ  and , 

artifact
uv kQ  are also functions of spatial frequencies (fx, fy), it is 

ck ⋅Quv, k
artifact

k=1

K

∑ = 0
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computationally expensive to obtain a set of ideal {ck} values. Therefore we adopt an alternative 

strategy as shown in Fig. 5. 2 to create our initial object guess and set all {ck} values to 1, and 

directly sum up the upsampled and back-propagated holograms, , 00, *
00, , 

shift kj
k sampled kT e Iφ⋅ ⋅ . After 

this summation, the left side of Eq. (5.11) becomes 00 00 00( )K S Pδ⋅ + ⋅ , while on the right side, 

the summations of the phasors , 
twin
uv kQ , , 

real
uv kQ   and , 

artifact
uv kQ  follow: 

 , , , 
1 1 1

,   ,   
K K K

twin real artifact
uv k uv k uv k

k k k
Q K Q K Q K

= = =

≤ ≤ ≤∑ ∑ ∑  (5.12) 

In fact, as illustrated in Fig. 5. 3, with proper selection of the imaging configuration, the 

summations of these phasors can be significantly smaller than K. This implies that, by simply 

summing up Eq. (5.11) for all K imaging configurations, the twin image noise ( *
00S
− ), aliasing 

signals ( , uv kS  and *
, uv kS − , 0, 0u v≠ ≠ ) and upsampling related artifacts ( , 

artifact
uv kQ ) can be 

significantly suppressed in comparison with the target signal 00 00 00( )S Pδ + ⋅ . Therefore, we 

consider a simple summation as a good initial guess of the specimen at this Stage I of our 

propagation phasor based holographic reconstruction approach, i.e., 

 , 00, *
00 00, 00 00, , 

1

1( ) shift k
K

j
initial k sampled k

k
S P T e I

K
φδ

=

+ ⋅ ≡ ⋅ ⋅∑  (5.13) 

This initial guess is then used as the input to an iterative algorithm (Stage II) to reconstruct and 

refine the object function/image, which will be detailed in the next sub-section. 

 

Stage II of Propagation Phasor based Holographic Reconstruction: Iterative Image 

Reconstruction  
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Using the initial guess defined by Eq. (5.13), we next implement an iterative process as the 

second stage of our propagation phasor based holographic reconstruction algorithm to eliminate 

the remaining twin image noise, aliasing signal, and the upsampling related artifacts. Each 

iteration of Stage II is comprised of four steps (i.e., Steps 4 through 7 - see Fig. 5. 2): 

- Step 4: Based on the parameters of each illumination condition, (i.e., zk, λk, θk, φk), we apply a 

phase modulation on the initial guess of the specimen, defined by Eq. (5.13), and propagate the 

field from the object plane to the image sensor using the angular spectrum approach66. For this 

wave propagation, we use the free space transfer function:  

 

2 2 2
2 2exp 2 1     ( )

( , )

0                                                                      else  

k k k k k
x y x y

k x y k k k k

n z nj f f f f
H f f n n

λ λπ
λ λ

⎧ ⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞⋅⎪ ⎢ ⎥− − + ≤⎪ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥= ⎨ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦⎪
⎪⎩

 (5.14) 

We term the wave propagation from the object plane to the image sensor as forward-propagation, 

and denote the spatial form of the forward-propagated field as gforward, k(x, y). Note that the 

Fresnel transform based digital wave propagation can also be used at this step, although for high-

resolution imaging applications the angular spectrum approach is more suitable without any low 

NA approximations. 

- Step 5: On the image sensor plane, we use the raw measurements (i.e., the low-resolution, 

undersampled holograms) to update the amplitude of the high-resolution, forward-propagated 

field gforward, k(x, y). To do so, we first convolve the intensity of the field, | gforward, k(x, y)|2, with 

the pixel function of the image sensor98, and shift the convolved intensity by an amount of (xshift, k, 

yshift, k) to compensate the corresponding lateral displacement. Next, this shifted intensity is 

downsampled to the same resolution as the raw measurement, and the difference between this 

downsampled intensity and the raw measurement is considered as a low-resolution correction 
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map. In order to apply this low-resolution correction map to each shifted intensity, we upsample 

this correction map by taking its Kronecker product with the pixel function, and add the 

upsampled correction map to the shifted intensity with a relaxation factor (typically ~0.5). Then 

this ‘corrected’ intensity is deconvolved with the pixel function using Wiener deconvolution, and 

shifted back in place by the amount of (-xshift, k, -yshift, k). The Wiener filter takes into account the 

measured noise level of the image sensor to avoid over-amplification of noise during each 

iteration. We then use the square root of the deconvolved and shifted intensity to replace the 

amplitude of gforward, k(x, y), while keeping its phase unaltered. 

- Step 6: Back-propagate the amplitude-updated, high-resolution field to the object plane, and 

remove the phase modulation caused by the illumination angle. 

- Step 7: The back-propagated field is then used to update the transmitted field on the object 

plane. Different from Step 6, this update on the object plane is carried out in the spatial 

frequency domain. The spatial frequency region for this update is a circular area centered at 

, sin cos /x k k k k kf n θ ϕ λ= ⋅ ⋅ , , sin sin /y k k k k kf n θ ϕ λ= ⋅ ⋅ , and we choose the radius of the circle so 

that all the spatial frequencies within it experience less than 3dB amplitude attenuation during 

wave propagation. This update in the spatial frequency domain is also smoothened using a 

relaxation factor of ~0.5. In other words, the updated frequency region is the weighted sum of 

the old transmitted field and the back-propagated field, and the weighting factor (i.e., relaxation 

factor) for the back-propagated field is ~0.5.  After this update, we convert the phase of the field 

into an optical path length map of the object, and the amplitude of the field gives us the object’s 

final transmission image, i.e., reconstruction. Note that for relatively thick specimen, phase 

unwrapping needs to be performed before converting the reconstructed phase into an optical path 

length184. 
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These above outlined steps (Steps 4 to 7) are performed for every imaging configuration. 

It is considered as one iteration cycle when all the K raw measurements are used for once. 

Similar to the convergence condition defined in Ref. 157, we determine the convergence of our 

iterations and the reconstruction when the sum-squared error ( itr
avgSSE ) between the raw 

measurement and the downsampled intensity map satisfies the following criterion: 

 1itr itr
avg avgSSE SSE ε−− <  (5.15) 

where ‘itr’ is the index of the iteration cycle, and ε is the convergence constant, empirically 

defined as ~0.2% of  itr
avgSSE . 

 

Computation platform used for propagation phasor based holographic reconstructions 

 For proof-of-concept implementation, our propagation phasor approach based reconstruction 

algorithm has been implemented using MATLAB (Version R2012a, MathWorks, Massachusetts, 

USA) on a desktop computer with 3.60-GHz central processing unit (Intel Xeon E5-1620) and 

16 GB random-access memory. Using an upsampling factor of seven, the computation time of 

one iteration in reconstruction Stage II (detailed in the previous sub-section) is ~1.2 seconds for a 

region-of-interest of ~1×1 mm2. As for the total computation time including Stages I and II, 

assuming that the number of intensity distribution updates is ~8-10 per iteration (see e.g. Figs. 

5b,d and Figs. 6b,d), and that the convergence can be reached within ~6-7 iteration cycles, the 

total image reconstruction time ranges between ~1-1.5 minutes per 1 mm2. More than 85% of 

this computation time is spent on wave propagation between the sample and the image sensor 

planes, which heavily relies on Fast Fourier Transforms (FFTs). Therefore, the adoption of 

graphic processing units (GPUs) or other parallel computing architectures could significantly 

reduce the total computation time90. 
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5.4 Results and discussion 

 

 The main challenges of wide field-of-view, high-resolution holographic imaging include: (1) 

phase retrieval, and (2) mitigating the undersampling caused by an image sensor chip. The 

propagation phasor approach of this manuscript relies on the fact that in the digital hologram of 

a specimen, the twin image noise and spatial aliasing signals vary under different imaging 

configurations. Such variations enable us to eliminate these unwanted noise terms (twin image 

noise and aliasing signal) and obtain phase-retrieved and high-resolution (i.e., super-resolved) 

reconstructions of the object. The imaging configuration in a holographic microscope can in 

general be changed by varying different parameters: (1) the lateral displacements between the 

holograms and the sensor-array (i.e., lateral relative shifts xshift, k and yshift, k), (2) the sample-to-

sensor distance (zk), (3) the illumination wavelength (λk), and (4) the angle of incidence (θk, φk). 

In this section, to better illustrate the inner workings of our propagation phasor approach, we will 

first demonstrate the dependencies of the twin image noise and the aliasing signal on these 

controllable imaging parameters and then explore and summarize the combinations of these 

imaging parameters that can create phase-retrieved and high-resolution reconstructions while 

also improving the data efficiency of holographic imaging. 

 

Dependency of Twin Image Noise and Aliasing Signal on Imaging Parameters 

From Eq. (5.10), we can see that all the terms which need to be eliminated from an upsampled 

and back-propagated hologram , 00, *
00, , 

shift kj
k sampled kT e Iφ⋅ ⋅   are modulated by phasors, including: (1) 

the twin image term, modulated by 00, 
twin
kQ ; (2) aliasing signals, modulated by , 

real
uv kQ  and , 

twin
uv kQ , 

u≠0, v≠0); (3) upsampling artifacts ( uvδ terms modulated by , 
artifact
uv kQ , u≠0, v≠0); and (4) self-
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interference patterns ( , uv kSS  terms modulated by , 
artifact
uv kQ ). From the perspective of our 

propagation phasor approach, we desire that the phasors that modulate these unwanted noise 

terms or artifacts exhibit sufficient variations across [0, 2π], so that they can be significantly 

suppressed during the initial summation in the reconstruction Stage I (detailed in the Methods 

Section).  In this manuscript, we focus our discussion on twin image phasor 00, 
twin
kQ  and aliasing 

related phasors , 
real
uv kQ , , 

twin
uv kQ , (u≠0, v≠0), where the conclusions would be broadly applicable to a 

wide range of holographic imaging systems (lens-based or lensfree). Meanwhile, the self-

interference patterns/artifacts are much weaker in signal strength compared to the holographic 

interference terms and can be easily suppressed by the iterative reconstruction algorithm (Stage 

II) that is detailed in the Methods Section. 

 

 To illustrate the dependencies of the twin image noise and the aliasing signal on the 

holographic imaging parameters, we choose the twin image phasor 00, 
twinj twin

ke Qφ ≡  and one of the 

spatial aliasing phasors, i.e., , 
aliasj real

uv ke Qφ ≡  (u=1, v=1), as examples and visualize them as a 

function of the imaging parameters (xshift, k , yshift, k, zk, λk, θk, and φk) as shown in Fig. 5. 3. In each 

sub-figure of Fig. 5. 3, we only change one of the imaging parameters while keeping all the 

others constant. For instance, in Fig. 5. 3b that shows twinje φ , we only change the lateral shift xshift, 

k from 0 µm to 1.12 µm (i.e., the pixel pitch of the image sensor chip used in our experiments) 

with a step size of ~0.11 µm, while the other parameters are fixed at zk=150 µm, λk=500 nm, 

θk=0°, and φk=0°. Similarly, Fig. 5. 3c through Fig. 5. 3e depict twinje φ  as a function of zk, λk, and 

θk separately, while Fig. 5. 3g through Fig. 5. 3i show aliasje φ  as a function of xshift, k, zk, λk, and θk, 

respectively. 
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From Figs. 3b-i we can see that, except the twin image phasor’s insensitivity to lateral shifts, the 

diversity of all the other imaging parameters can cause both the twin image phasor and the 

aliasing phasors to be modulated. To better illustrate these phasors’ sensitivities to various 

imaging parameters, we calculated in Fig. 5. 4 the partial derivatives of twinφ and aliasφ with respect 

to xshift, k, xshift, k, zk, λk, θk, and φk. Next we will analyze the values of these partial derivatives 

along the fx axis (i.e., fy=0), and summarize each imaging parameter’s effect on aliasφ and aliasφ  

(see Figs. 4a-h). 

 

 

Figure 5.4. Sensitivity of propagation phasors to various imaging parameters. The first row: the partial derivatives 

of the twin image phasor’s angle (Φtwin) with respect to (a) the lateral shifts xshift, k and yshift, k, (b) the sample-to-

sensor distance zk, (c) the illumination wavelength λk, and (d) the illumination angle θk. The second row: the partial 

derivatives of the twin image phasor’s angle (Φalias) with respect to (e) xshift, k and yshift, k, (f) zk, (g) λk, and (h) θk. 
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- Lateral shifts (xshift, k, yshift, k): Since the twin image phasor * *
00, 00, 00, 

twinj twin
k k ke Q T Tφ −≡ ≡ ⋅  (see Eq. 4) 

does not contain variables xshift, k or yshift, k, the absolute value of its partial derivatives with respect 

to xshift, k and yshift, k is zero, i.e., , 0twin shift kxφ∂ ∂ =  and , 0twin shift kyφ∂ ∂ =  (Fig. 5. 4a). In other 

words, lateral shifts do not introduce any variations in the twin image noise term as a result of 

which they are not directly useful for twin image elimination or phase retrieval. On the other 

hand, as illustrated in Fig. 5. 4e, when spatial aliasing exists in either x or y direction (i.e., u≠0, 

v≠0), we then have  , 0alias shift kxφ∂ ∂ >  and , 0alias shift kyφ∂ ∂ >  , which suggests that xshift, k and 

yshift, k introduce linear phase modulations (see Eq. 7) in the spatial aliasing phasor term. This 

linear relationship between aliasφ  and (xshift, k, yshift, k) makes the lateral shifts ideal choice for 

aliasing signal elimination. As shown in the Supplementary Materials, if we set the lateral shifts 

to be evenly distributed within one pixel pitch, where , { / ( ) | 1,2, }shift kx m M x m M∈ ⋅Δ =  and 

, { / ( ) | 1,2, }shift ky n N y n N∈ ⋅Δ = , summing up the upsampled and back-propagated holograms 

(i.e., Stage I of the reconstruction algorithm detailed in the Methods Section) can lead to 

complete elimination of the aliasing signals. This summation is mathematically equivalent to 

back-propagating the pixel super-resolved holograms98,182,121,57,127,62,69,70,97,94,56,128,129. To 

conclude, the diversity of the lateral shifts can only contribute to the aliasing signal 

elimination, i.e., pixel super-resolution. 

 

- Sample-to-sensor distance (zk): Using the diversity of the sample-to-sensor distance (zk) to 

eliminate the twin image noise has been one of the most widely-used phase retrieval techniques 

in holographic image reconstruction96,100,101,128,129,172,185,186. For completeness of our discussion, 

here we analyze the effect of zk on the twin image noise from the perspective of the propagation 
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phasor approach. As shown in Fig. 5. 4b, twin kzφ∂ ∂ rises as spatial frequency fx increases. 

Except at very low spatial frequencies (e.g., |fx|<0.1 µm-1),  exhibits strong sensitivity to zk. 

For example, even at |fx|≈0.1 µm-1, changing the sample-to-sensor distance by ~100 µm can make 

the twin image phasor twinje φ  reverse its polarity. This sensitivity makes zk a very useful variable 

for twin image noise elimination. For aliasing signal elimination, as depicted in Fig. 5. 4f, we can 

see that aliasφ  also shows a good sensitivity to zk, i.e. 0.01alias kz mφ π µ∂ ∂ ≥ ⋅  except for a very 

limited number of spatial frequency points. Therefore, besides twin image elimination, the 

diversity of zk can also be used for aliasing signal elimination. 

 

- Wavelength (λk): The diversity of illumination wavelength can be used for twin image 

elimination (i.e., phase retrieval) 189,191. We have previously reported that it can also be used for 

eliminating the spatial aliasing signals184. As shown in Fig. 5. 4c and Fig. 5. 4g, one important 

property of twin kφ λ∂ ∂  and alias kφ λ∂ ∂  is that they show strong dependencies on the 

illumination wavelength only when the sample-to-sensor distance zk is large enough (e.g., 

zk>~100 µm). Stated differently, by changing the illumination wavelength λk, the holographic 

interference patterns at the sensor-array will surely vary, but such variations become more 

pronounced and useful at larger distances, zk. Therefore, in a point-to-point focused imaging 

system (using e.g., a lens-based imaging set-up), the diversity of wavelength is of no use for 

phase retrieval or resolution enhancement unless a slight defocus (i.e., zk) is introduced in the 

imaging system. 

 

 φtwin



107 

- Angle of incidence (θk, φk): We have previously reported the use of the diversity of 

illumination angles (θk and φk) for phase retrieval94,97,182,190 as well as for expanding/improving 

the frequency bandwidth, i.e., the spatial resolution through a synthetic aperture approach in 

lensfree on-chip microscopy182. As shown in Figs. 4d and 4h, similar to the case of wavelength 

diversity, to make use of the illumination angle for phase retrieval and elimination of aliasing 

signal, sufficient sample-to-sensor distance (e.g., zk > 100 µm) is needed. Fig. 5. 4d also suggests 

that, for phase retrieval, relatively large angular variations (e.g., Δθ>10°) are preferred since 

10.1 degreealias kφ θ π −∂ ∂ > ⋅ . Another important observation from Fig. 5. 4h is that at different 

illumination angles θk, alias kφ θ∂ ∂  remains non-zero in most of the spatial frequencies, which is 

similar in behavior to , alias shift kxφ∂ ∂ as shown in Fig. 5. 4e. Intuitively, this implies that slight 

perturbations on the illumination angle will introduce lateral shifts of the interference patterns on 

the image sensor plane, which can be considered as one method of generating xshift, k, and yshift, k. 

In fact, shifting the light source by small amounts has been proven as an effective way of 

performing lateral shift-based pixel super-resolution in lensfree holography90,94,97.    Regarding the parameter φk, although not depicted in Fig. 4, it is important to emphasize that  and  when θk=0, and that the sensitivity of both  and  to φk increases with θk. 

Therefore, both θk and φk can be used for the elimination of twin image noise and spatial aliasing 

signal. 

 The above-described contributions of various imaging parameters to eliminate twin image 

noise and spatial aliasing signal terms are summarized in Table 1. From Table 1 we can see that 

the propagation phasor approach of this manuscript: (1) provides a unique mathematical 

formalism that combines/merges various existing phase retrieval and pixel super-resolution 

techniques used in digital holography into the same unified framework, and (2) creates two new 

techniques to eliminate the aliasing signal in digital holography, namely using the diversity of 
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the sample-to-sensor distance, and the diversity of the illumination angle. For consistency with 

the previous used terminology, we name these two new methods as multi-height based pixel 

super-resolution and multi-angle based pixel super-resolution, respectively. Next, we will 

experimentally demonstrate the imaging results and the advantages of these two new methods. 

 

Propagation Phasor Approach Using Multi-height and Multi-angle Holographic Data 

 Using this new propagation phasor based reconstruction framework, the diversities of 

sample-to-sensor distance or illumination angle can enable not only twin image elimination, but 

also resolution enhancement, i.e., super-resolution. To demonstrate the resolution enhancement 

brought by the diversity of zk (i.e., multi-height based pixel super-resolution – Table 1), we 

captured the holograms of a standard resolution test target at eight different heights, where the 

values of zk are evenly distributed between 200 µm and 305 µm with a spacing of ~ 15 µm. For 

comparison, we first reconstructed the specimen using a previous technique: multi-height based 

phase retrieval algorithm96,128,129 (see Fig. 5a). For the same set of raw data, compared to this 

previous technique our propagation phasor based reconstruction delivers a half-pitch resolution 

improvement from ~0.87 µm to 0.69 µm, corresponding to a numerical aperture (NA) 

improvement from 0.3 to 0.4 (wavelength: 530 nm), see Fig. 5b.  

 In addition to multi-height based pixel super-resolution, a similar resolution enhancement can 

also be achieved using the diversity of illumination angles (i.e., multi-angle based pixel super-

resolution – Table 1). As shown in Figs. 5c and 5d, we demonstrated multi-angle pixel super-

resolution using the data captured from 9 different illumination angles, where one of them is 

vertical (0°), and rest of the angles are placed at ±15° and ±30° along two axes above the 
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specimen (see Fig. 1b). The half-pitch resolution improvement brought by the diversity of 

illumination angle is also similar: from ~0.87 µm down to 0.69 µm. 

 In the next sub-section we will demonstrate that much higher resolution images can be 

reconstructed using our propagation phasor approach by simply adding lateral shift based pixel 

super resolution to only one of the measurement heights or angles, which is used as an initial 

guess at Stage I of our reconstruction algorithm detailed in the Methods Section. As will be 

presented next, this approach is also quite efficient in terms its data requirement compared to 

existing approaches. 

 

Improving the Data Efficiency in High-resolution Holographic Reconstructions Using the 

Propagation Phasor Approach 

 Using the multi-height imaging configuration outlined earlier, we performed 4×4 lateral 

shift-based pixel super-resolution at only one sample-to-sensor distance (i.e., ~190 µm), which 

added 15 extra raw measurements/holograms to the original data set that is composed of 

measurements at 8 heights. In our propagation phasor based reconstruction, we directly used the 

back-propagation of this super-resolved hologram at this height (190 µm) as our initial guess 

(Stage I of our algorithm – see the Methods Section). The resolution improvement that we have 

got by using these additional 15 raw measurements in our propagation phasor approach is 

significant: we achieved a half-pitch resolution of ~0.55 µm (corresponding to an NA of ~0.48 at 

530 nm illumination), which is the same level of resolution that is achieved by performing lateral 

shift-based super-resolution at every height (see Fig. 6a and 6b). In other words, to achieve the 

same resolution level, the propagation phasor approach utilized 5.5-fold less number of raw 
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measurements (i.e., 23 vs. 128) compared to the conventional lateral shift-based multi-height 

method96,128,129.  

 A similar level of improvement in data efficiency of our propagation phasor approach is also 

observed in the multi-angle imaging configuration: by simply performing 6×6 pixel super-

resolution at only the vertical illumination, the propagation phasor based reconstruction can 

achieve a half-pitch resolution of ~0.49 µm (corresponding to an NA of ~0.53 at 530 nm 

illumination). As a comparison, the synthetic aperture approach182 achieves a half-pitch 

resolution of ~0.44 µm; however it uses 6×6 pixel super-resolution at every illumination angle 

(Fig. 6c), and therefore our propagation phasor approach (Fig. 6d) has 7-fold improvement in its 

data efficiency (i.e., 44 vs. 324 raw measurements). This improvement and significant reduction 

in the number of raw measurements/holograms are especially important to make wide-field, 

high-resolution holographic imaging suitable for high speed applications. 

 

Imaging Biological Samples Using the Propagation Phasor Approach 

 To demonstrate the success of our propagation phasor approach in imaging biological 

specimen, we imaged unstained Papanicolaou (Pap) smears (see Fig. 7a-d) and stained blood 

smears (see Fig. 7e-h). For Pap smear imaging, we captured the holograms of the specimen at 

multiple sample-to-sensor distances, and at each zk, only one raw measurement is recorded. For 

comparison, we first reconstructed the Pap smear using a previously reported multi-height phase 

retrieval algorithm96,128,129  (Fig. 7a). Using the same holographic data set and raw measurements, 

the reconstructions created by our propagation phasor approach (Fig. 7b) show resolution 

improvements compared to the previously reported method. To further improve the resolution 

without significantly increasing the burden of data acquisition, we added eight extra raw 
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measurements for shift-based pixel super-resolution (with a super-resolution factor of 3×3) at 

only one of the heights, which is used as an initial guess (in Stage I) of our reconstruction 

algorithm. As shown in Fig. 7c, our propagation phasor approach based reconstruction shows a 

good agreement with the images captured using a conventional phase contrast microscope (40× 

objective lens, NA = 0.6). For imaging of stained blood smears, we captured the lensfree 

holograms at multiple illumination angles. The comparison between Fig. 7e and Fig. 7f also 

confirms the resolution improvement brought by our propagation phasor based reconstruction 

algorithm. By adding lateral shift-based pixel super-resolution (with a super-resolution factor of 

3×3) at only the vertical illumination angle (i.e., θk=0), we further improved the resolution of our 

reconstructed image (Fig. 7g), which shows comparable performance against a bright-field 

microscope with a 40× objective lens (NA = 0.6), Fig. 7h. 

 Based on these results, we confirm that our propagation phasor approach would greatly 

increase the speed of high-resolution and wide-field holographic microscopy tools. In previously 

reported holographic imaging modalities, multiple laterally shifted images are captured to 

achieve pixel super-resolution at every one of the sample-to-sensor distances96,128,129 or 

illumination angles182. As demonstrated in Figs. 6 and 7, the propagation phasor approach can 

reduce the number of required raw holograms by five to seven fold while also achieving a 

competitive resolution. This reduction in raw data also lowers the need for data transmission and 

storage, which could further improve the cost-effectiveness of holographic imaging modalities 

such as handheld lensfree microscopy tools94,96,183 for telemedicine applications.    

 Although our experimental demonstrations in this manuscript utilized a lensfree on-chip 

imaging set-up, we would like to once again emphasize that this propagation phasor approach is 

broadly applicable to a wide range of holographic imaging modalities, including lens-based 
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holographic microscopy techniques. For instance, in a lens-based undersampled holographic 

imaging system, multi-height pixel super-resolution can simply be achieved by capturing a series 

of defocused images at different heights. Considering the fact that the depth focusing operation is 

naturally required and performed every time a sample is loaded onto a lens-based traditional 

microscope, this propagation phasor approach provides a unique method to enlarge the space-

bandwidth-product of the final image without compromising the image acquisition time. 

 

5.5 Conclusions  

 This chapter demonstrated a propagation phasor approach for high-resolution, wide-field 

holographic imaging with significantly improved data efficiency. Different from previous 

holographic reconstruction methods, our propagation phasor approach merges phase retrieval 

and pixel super-resolution techniques into a unified mathematical framework, where the twin 

image noise, spatial aliasing signals and other digital artifacts are all interpreted as noise terms 

that are modulated by phasors. These propagation phasors analytically depend on and can be 

controlled by various imaging parameters such as the lateral displacement between the hologram 

and the sensor-array, sample-to-sensor distance, illumination wavelength, and the angle of 

incidence. We systematically investigated and summarized the sensitivities of both the twin 

image noise and the aliasing signal to these imaging parameters, which enabled us to establish 

two new super-resolution methods that utilize the diversity of the sample-to-sensor distance and 

the diversity of the illumination angle. Compared to previous reconstruction algorithms, this 

propagation phasor framework can deliver phase-retrieved reconstructions with a competitive 

resolution using five- to seven-fold reduced number of raw measurements/holograms, which 

makes it especially appealing for high speed and cost effective microscopy applications. We 
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further confirmed the success of this approach by imaging biological samples including 

unstained Papanicolaou smears and stained blood smears. 
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Chapter 6 Conclusions 

 Parts of this chapter have been previous published as journal articles including 

• Greenbaum, A. W. Luo, B. Khademhosseinieh, T-W. Su, A.F. Coskun, and A. Ozcan. 

Increased space-bandwidth product in pixel super-resolved lensfree on-chip microscopy. 

Sci. Rep. 3, 1717 (2013). 

• Luo W, Greenbaum A, Zhang Y, Ozcan A. Synthetic aperture-based on-chip microscopy. 

Light Sci Appl 2015; 4: e261. 

• Luo W, Zhang Y, Feizi A, Göröcs Z, Greenbaum A, Ozcan A. Pixel super-resolution 

using wavelength scanning. Light Sci Appl 2015. doi:10.1038/lsa.2016.60. 

• W. Luo, A. Greenbaum, Y. Zhang, and A. Ozcan, Propagation phasor approach for 

holographic image reconstruction, Scientific Reports (2016). 

 

 Lensfree holographic microscopy is a potent solution for high-resolution, wide-field imaging. 

In the pursuit of large space-bandwidth products and high data efficiency in lensfree holographic 

microscopy, my work can be summarized into four stages: 

 First, I improved the lateral resolution by incorporating the light responsivity 

distribution within a single pixel into the pixel super-resolution technique. As demonstrated 

in Chapter 2, this pixel super-resolution can improve the numerical aperture (NA) of the 

reconstructed image by a factor of ~3 compared to a raw lensfree image. This improvement 

factor was confirmed using two different image sensors that significantly vary in their pixel sizes, 

circuit architectures and digital/optical readout mechanisms. Besides the resolution improvement, 

such pixel count increase immediately renders our lensfree on-chip microscope into a Giga-pixel 
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throughput imaging platform without sacrifice in FOVs: with the 6.8 µm-pitch CCD sensor we 

obtained an effective pixel count of up to 2.52 Giga pixels; with the 1.12 µm-pitch CMOS sensor 

the effective pixel count reached up to 1.64 Giga pixels. I also demonstrated that this pixel super-

resolution-based lensfree microscope, when combined with an UV LED, is capable of resolving 

225 nm line-width gratings and is useful for wide-field on-chip imaging of nano-scale objects 

such as helical multi-walled carbon nanotubes (MWCNTs). 

 Second, I developed lensfree imaging using synthetic aperture (LISA) to expand the 

bandwidth of the imaging modality, and enables high resolution (e.g., 250 nm), across the 

visible spectrum.  As detailed in Chapter 3, this was the first time implementation of synthetic 

aperture technique in lensfree on-chip imaging, and I was able to reach a record high NA of 1.4. 

This synthetic imaging technique also performs phase retrieval, enabling lensfree microscope to 

image breast cancer tissue samples stained with hematoxylin and eosin (H&E) over a very large 

field-of-view ( >20 mm2). 

 Third, I devised a fundamentally new pixel super-resolution technique using the 

diversity of illumination wavelength (Chapter 4). I developed an iterative algorithm to generate 

high-resolution reconstructions of the specimen using undersampled diffraction patterns recorded 

at a few wavelengths, covering a narrow spectrum (~10-30 nm). When combined with a 

synthetic aperture technique, this wavelength scanning super-resolution approach can achieve a 

half-pitch resolution of 250 nm, corresponding to a numerical aperture of ~1.0, across a large 

field-of-view (>20 mm2). Compared to displacement-based super-resolution, wavelength 

scanning brings uniform resolution improvement in all directions across the sensor array and 

requires significantly less number of measurements. 
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 Finally, I developed a propagation phasor approach. This phasor approach combines 

phase retrieval and pixel super-resolution into a unified mathematical framework, which 

enables novel holographic image reconstruction methods with significantly improved data 

efficiency. In this approach, twin-image and spatial aliasing signals, along with other digital 

artifacts, are interpreted as noise terms that are modulated by phasors that analytically depend on 

the lateral displacement between hologram and sensor planes, the sample-to-sensor distance, the 

wavelength, and the illumination angle. I systematically investigated and summarized the 

sensitivities of both the twin-image noise and the aliasing signal to these imaging parameters, 

which enabled the establishment of two new super-resolution methods that utilize the diversity of 

the sample-to-sensor distance and the diversity of the illumination angle. Compared to previous 

reconstruction algorithms, this propagation phasor framework can deliver phase-retrieved 

reconstructions with a competitive resolution using five- to seven-fold reduced number of raw 

measurements/holograms, which makes it especially appealing for high speed and cost effective 

microscopy applications. These technological advances could greatly help future developments 

of high-resolution, wide-field computational imaging modalities with compactness, cost-

effectiveness and superior data efficiency. 
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