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Abstract

Two-Player Zero-Sum Hybrid Games

by

Santiago Jimenez Leudo

Optimizing cost functions under dynamic constraints has been widely studied for over 70

years, with applications across engineering, medicine, and biology. A key challenge arises

when adversarial agents, designed to oppose the main control objective, are involved.

This scenario is often modeled using differential games, where constraints are governed

by differential equations. Dynamic constraints in modern applications that combine

physics, computing, and networks often exhibit both continuous and discrete behavior,

influenced by nonsmooth factors like intermittent information and resets of variables.

These constraints are well-suited to hybrid system models, which combine continuous

and discrete dynamics. However, designing algorithms that ensure optimality under

these hybrid constraints requires new methods, as existing tools from differential games

may lead to suboptimal solutions. This dissertation aims to address the lack of tools

for designing algorithms for hybrid games with dynamic constraints, specifically beyond

those modeled by finite-state automata or switched systems. First, we formulate a

framework for the study of two-player zero-sum games under dynamic constraints given

in terms of hybrid dynamical systems. We employ our framework to study games with

different types of termination conditions. Analyzing the case in which solutions to the

hybrid system are complete allows us to propose results on optimality and asymptotic

stability for games over the infinite horizon with applications to security and disturbance

rejection problems. By considering the more general case of games over a finite horizon,

we employ existing tools in hybrid systems to design optimal strategies upon appropriate

specifications of terminal hybrid time and terminal state sets. We study input-to-state

stability and safety of hybrid systems under disturbances as inverse-optimal two-player

zero-sum games. We propose QP-based controls in terms of Lyapunov and barrier

functions to construct a meaningful cost functional that is minimized under the worst-

case disturbance. For multi-stage hybrid games, an optimality analysis is proposed with

applications to capture-the-flag games. Finally, imperfect state information motivates

the study of optimal designs of control strategies together with state observers.
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Chapter 1

Introduction

Games involving multiple players with potentially different interests emerge in multi-

agent systems, both in benign (or cooperative) and contested (or noncooperative) set-

tings. A list of examples includes and is not limited to rout selection in a road net-

work [8], heavy duty vehicle platooning [9], control of smart grids [10], trading modeling

in the stock market [11], and control of large populations of systems [12]. Generally

speaking, a game is an optimization problem with multiple decision makers (players), a

set of constraints (potentially dynamic) that enforces the “rules” of the game, and a set

of payoff functions to be optimized by selecting decision variables. Constraints on the

state and decision variables formulated as dynamic relationships lead to dynamic games;

see [13] and the references therein. Of particular interest is the contested setting, which

occurs when the players have independent objectives, such as when one agent aims at

minimizing a cost function and another agent aims at maximizing it under dynamic

constraints. Dynamic noncooperative games focus on the case in which the players se-

lect their actions in a competitive manner, such that an individual benefit potentially

implies a detriment to the other players [14–19]. This type of dynamic games has been

thoroughly studied in the literature, when the dynamic constraints are given in terms

of difference equations or differential equations – in general, referred to as differential

games.

Interestingly, the combination of physics, computing, and networks leads to dynamic

constraints that exhibit both continuous and discrete behavior. In particular, inter-

mittent information availability, resets of variables, such as expiring timers, and other

nonsmooth and instantaneous changes lead to dynamic constraints that can conveniently
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be captured using hybrid system models [20,21]. Under certain assumptions, differential

algebraic equation (DAEs) [22] – also known as descriptor systems – can be recast as

hybrid equations, see [23, Lemma 2]. In specific, when the initial condition to a DAE

is consistent and the data pair of the system is regular (for each subsystem, in the case

of switched DAEs [24]), a solution to the DAE is also a solution to the equivalent hy-

brid system defined as in [20]. However, when designing algorithms that make optimal

choices of the decision variables under constraints given by hybrid dynamics, relying

only on continuous-time or discrete-time approaches potentially results in suboptimal

solutions. Unfortunately, tools for the design of algorithms for games with such hybrid

dynamic constraints, which we refer to as hybrid games, are not fully developed.

Particular classes of dynamic games involving hybrid dynamic constraints have been

recently studied in the literature. A game-theory-based control design approach is pre-

sented for timed automata in [25, 26], for hybrid finite-state automata in [27, 28], and

for o-minimal hybrid systems in [29]. In these articles, the specifications to be guaran-

teed by the system are defined in terms of temporal logic formulae. When the payoff is

defined in terms of a terminal cost, such approach allows designing reachability-based

controllers through the satisfaction of Hamilton-Jacobi conditions to certify safety or

obstace-avoidance of hybrid finite-state automata [30, 31]. Following an approach that

allows for richer dynamics, [32] studies a class of reachability games between a con-

troller and the environment, under constraints defined by hybrid automata (STORMED

games) for which at each decision step, the players can choose either to have their vari-

ables evolve continuously or discretely, following predefined rules. For continuous-time

systems with state resets, tools for the computation of the region of attraction for hybrid

limit cycles under the presence of disturbances are provided in [33], where the inputs

only affect the flow.

Efforts pertaining to differential games with impulsive elements include [34,35], where

the interaction between the players is modeled similarly to switched systems, [36], which

establishes continuity of bounds on value functions and viscosity solutions, [37], which

formulates necessary and sufficient conditions for optimality in bimodal linear-quadratic

differential games, [38], which studies conditional viability for impulsive systems with

two competing input actions as an evolutionary game, and [39], which studies a class of

stochastic two-player differential games in match race problems.

Motivated by the lack of tools for the design of algorithms for general hybrid games,
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we formulate a framework for the study of two-player zero-sum games with hybrid dy-

namic constraints. Specifically, we formulate an optimization problem with cost func-

tional including

• a stage cost that penalizes the evolution of the state and the input during flow,

• a stage cost that penalizes the evolution of the state and the input at jumps, and

• a terminal cost to penalize the final value of the variables.

Following the framework in [20, 40], we model the hybrid dynamic constraints as a hy-

brid dynamical system, which allows to cover contested scenarios with continuous-time

dynamics with logical modes, switching systems, hybrid automata, impulsive differential

equations, and dynamics described by algebraic differential equations (DAEs).

Zero-sum games for DAEs have been studied in the literature [41]. A min-max prin-

ciple built upon Pontryagin’s Maximum Principle is provided in [42]. Linear dynamics

and quadratic costs result in coupled Riccati differential equations, and conditions for

their solvability are provided in [43] and [44]. In [45], noncooperative games for Markov

switching DAEs are studied and Hamilton–Jacobi–Bellman-Isaacs equations are derived.

When the initial condition to a switching DAE is consistent and the data pair of the sys-

tem is regular for each subsystem, a deterministic version of the problem solved in [45]

can be addressed employing the modeling framework in [20].

Several applications exhibit this type of games, including robust control problems

and security-critical scenarios. On the one hand, a disturbance rejection problem for

hybrid systems can be formulated as a zero-sum game in which a player selects a control

input that minimizes a cost function in the presence of a disturbance assigned by an

adversarial player. Solving such a problem as a zero-sum game can be too conservative,

nevertheless, such approach can be employed only at the boundary of a set where

critical properties are guaranteed, e.g., forward invariance of a set of interest. On the

other hand, consider a security problem that consists of finding conditions such that

the control input guarantees the performance of a hybrid system via minimizing a cost

functional (representing damage or effect of attacks) under the action of an attacker

that is designed to maximize it. A cost-free preliminary instance of this problem is

studied in [7] following an attack-recovery approach [46], where the composition of a

continuous-time dynamical system with a switched-observer-controller scheme results
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in a hybrid closed-loop system, for which conditions are provided to guarantee safety

under Denial-of-Service attacks.

The solution to the type of games formulated in this work, known as a saddle-point

equilibrium, is given in terms of the actions of the players. Informally, when a player

unilaterally deviates from the equilibrium action, it does not improve its individual

outcome. Thus, by formulating the applications above as two-player zero-sum hybrid

games, we can synthesize the saddle-point equilibrium and determine the control action

that minimizes the cost for the maximizing adversarial action. To the best of our

knowledge, there are no results in the literature that can be used to solve two-player

zero-sum games with hybrid dynamics modeled as in [20].

In recent works, optimality for hybrid systems modeled as in [20] is certified via

Lyapunov-like conditions [47], providing cost evaluation results for the case in which

the data is given in terms of set-valued maps. The work in [48] provides sufficient

conditions to guarantee the existence of optimal solutions. A receding-horizon algorithm

to implement these ideas is presented in [49]. Scenarios with terminal specifications are

studied, favoring the development of results over both the infinite and the finite horizon.

Cost evaluation results and conditions to guarantee asymptotic stability of a set of

interest are established for a discrete-time system under adversarial scenarios in [50]. A

fixed finite-horizon hybrid game is studied in [2]. The conditions on the optimization

problem formulated therein are similar to their counterparts in the differential/dynamic

game theory literature. The end of the game therein is attained when the time of

solutions to H reach a terminal set T . To account for hybrid time domains, which are

introduced in Chapter 2, a hybrid time domain-like geometry is assumed for T as in [49].

This results in optimality conditions in terms of PDEs, and the optimal feedback laws

are not stationary. The work in [51] provides a preliminary step towards a learning-

based approach to certify cost evaluation and asymptotic stability for hybrid games.

The method employs neural networks to learn a Lyapunov function and a value-like

function to guarantee the extension of pointwise conditions from finitely many points to

a entire set of interest. In [3], a two-player zero-sum game under dynamic constraints

is formulated in terms of a hybrid inclusion, which requires an appropriate definition

of the cost function to characterize the solution to the game. A hybrid system model

for capture-the-flag games with a corresponding zero-sum game formulation is proposed

in [6].
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Given that the computation of the optimal strategy and the optimal cost via solving

Hamilton-Jacobi-Bellman-Isaacs represents a nontrivial task, an inverse optimality ap-

proach has been employed in the literature, in combination with input-to-state notions.

Input-to-state stability notions trace back to [52, 53] for continuous-time systems, [54]

for discrete-time systems, and [55, 56] for hybrid systems modeled as in [57], [58] for

impulsive systems, and [59] for switched systems. In addition, input-to-state safety no-

tions trace back to [60] and [61] for continuous-time systems, and [62] considers the case

of compositional input-to-state safety for nonlinear systems given as an interconnection

of subsystems. Inverse optimal design of stabilizing controllers for nonlinear continuous-

time systems with disturbances was studied in [63, 64] with a two-player zero-sum for-

mulation of a differential game. Similarly, the inverse optimal design of CBF-based

safety filters for continuous-time systems with disturbances was studied in [65]. The

inverse-optimal design of control strategies under disturbances as a two-player zero-sum

game is studied in [4] to input-to-state stabilize hybrid systems and in [5] to provide

input-to-state safety guarantees.
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Chapter 2

Preliminaries

2.1 Notation

Given two vectors x, y, we use the equivalent notation (x, y) = [x⊤y⊤]⊤ and ⟨x, y⟩
denotes the Euclidean inner product. We denote by |x| a vector (e.g., Euclidean) norm

of x. The symbol N denotes the set of natural numbers including zero and N>0 denotes

the set of positive naturals. The symbol R denotes the set of real numbers and R≥0

denotes the set of nonnegative reals. Given a vector x and a nonempty set A, the

distance from x to A is defined as |x|A = infy∈A |x− y|. We denote with Sn+ the set

of real positive definite matrices of dimension n, and with Sn0+ the set of real positive

semidefinite matrices of dimension n. We denote by card(A) the cardinality of A, by
int A its interior, by A its closure, by vol(A) its Lebesgue measure, by z ∼ U(A) that
an element z is sampled from the uniform probability distribution over the set A, and
by conA the closure of the convex hull of A. We denote with 1A : Rn → {0, 1} the

indicator function of the set A. The n-dimensional identity matrix is denoted by In.

Given a matrix A ∈ Rn×n, let |A| be its induced matrix 2−norm, rank(A) denote its

rank, and λmin(A) and λmax(A) denote the eigenvalues with minimum and largest real

part, respectively. We represent by B the closed Euclidean unit ball and by x + εB

the closed ball of radius ε centered at x and by A + εB := {a+ b : a ∈ A, b ∈ εB} the

Minkowski sum of A and εB. Given an open set U , the function f : U → Rn is said to

be of differentiability class Ck if the derivatives f ′, f ′′, . . . , f (k) exist and are continuous

on U . A function α : R≥0 → R≥0 is a class-K function, also written as α ∈ K, if α is zero

at zero, continuous, and strictly increasing. Similarly, a function β : R≥0 ×R≥0 → R≥0
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is said to belong to class-KL if it is continuous, nondecreasing in its first argument,

nonincreasing in its second argument and limr→0+0 β(r, s) = 0 for each s ∈ R≥0, and

lims→∞ β(r, s) = 0 for each r ∈ R≥0. We denote by Õ(C,A) the observability matrix of

the pair (C,A) and by C̃(A,B) the controllability matrix of the pair (A,B) .

2.2 Hybrid System with Inputs

We consider hybrid systems that will be modeled based on the framework in [20].

In this framework, the continuous dynamics of the system are modeled by differential

inclusions, while the discrete dynamics are modeled by difference inclusions. Based on

this, a hybrid dynamical inclusion H with input u = (uC , uD) ∈ RmC × RmD can be

represented by

Hs

 ẋ ∈ F (x, uC) (x, uC) ∈ C
x+ ∈ G(x, uD) (x, uD) ∈ D

(2.1)

where x ∈ Rn is the state. The flow map F : Rn × RmC⇒Rn captures the contin-

uous evolution of the system, when the state is in the flow set C. The jump map

G : Rn × RmD⇒Rn describes the discrete evolution of the system when the state is in

the jump set D. Based on this framework, we can model the players behavior enclosing

the richness of their dynamics.

Since solutions to the dynamical system Hs can exhibit both continuous and discrete

behavior, we use ordinary time t to determine the amount of flow, and a counter j ∈ N

that counts the number of jumps. Based on this, the concept of hybrid time domain, in

which solutions are fully described, is proposed.

Definition 2.2.1. (Hybrid time domain) A set E ⊂ R≥0×N is a hybrid time domain

if, for each (T, J) ∈ E, the set E ∩ ([0, T ] × {0, 1, . . . , J}) is a compact hybrid time

domain, i.e., it can be written in the form

J⋃
j=0

([tj , tj+1]× {j})

for some finite nondecreasing sequence of times {tj}J+1
j=0 with tJ+1 = T . Each element

(t, j) ∈ E denotes the elapsed hybrid time, which indicates that t seconds of flow time

and j jumps have occurred.
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A hybrid signal is a function defined on a hybrid time domain. Given a hybrid signal

ϕ and j ∈ N, we define Ijϕ = {t : (t, j) ∈ domϕ} as the interval of flow after jump j.

Definition 2.2.2. (Hybrid arc) A hybrid signal ϕ : domϕ → Rn is called a hybrid

arc if for each j ∈ N, the function t 7→ ϕ(t, j) is locally absolutely continuous on the

interval Ijϕ. A hybrid arc ϕ is compact if domϕ is compact.

Definition 2.2.3. (Hybrid Input) A hybrid signal u is a hybrid input if for each j ∈ N,

the function t 7→ u(t, j) is Lebesgue measurable and locally essentially bounded on the

interval Iju.

Let X be the set of hybrid arcs ϕ : domϕ→ Rn, and U = UC × UD the set of hybrid

inputs u = (uC , uD) : domu→ RmC ×RmD . A solution to the hybrid system with input

Hs is defined as follows.

Definition 2.2.4. (Solution to the hybrid system H) A hybrid signal (ϕ, u) defines

a solution pair to the hybrid system (2.1) if ϕ ∈ X , u = (uC , uD) ∈ U , domϕ = domu,

and

• (ϕ(0, 0), uC(0, 0)) ∈ C or (ϕ(0, 0), uD(0, 0)) ∈ D,

• For each j ∈ N such that Ijϕ has a nonempty interior intIjϕ, we have, for all

t ∈ intIjϕ,

(ϕ(t, j), uC(t, j)) ∈ C

and, for almost all t ∈ Ijϕ,

d

dt
ϕ(t, j) ∈ F (ϕ(t, j), uC(t, j))

• For all (t, j) ∈ domϕ such that (t, j + 1) ∈ domϕ,

(ϕ(t, j), uD(t, j)) ∈ D

ϕ(t, j + 1) ∈ G(ϕ(t, j), uD(t, j))

A solution pair (ϕ, u) is a compact solution pair if ϕ is a compact hybrid arc; see

Definition 2.2.2.
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Given a solution pair (ϕ, u), the component ϕ is referred to as the state trajectory.

In this work, the same symbols are used to denote input actions and their values. The

context clarifies the meaning of u, as follows: “the function u,” “the signal u,” or “the

hybrid signal u” that appears in “the solution pair (ϕ, u)” refer to the input action,

whereas “u” refers to the input value as a point in RmC × RmD in any other case. The

reader can replace “the function u” by “uϕ”, that is the input action yielding the system

to a state trajectory ϕ.

The L∞ norm of a hybrid signal r = (rC , rD) is given by

∥r∥(t,j) := max
{
∥rC∥(t,j) , ∥rD∥(t,j)

}
(2.2a)

∥rC∥(t,j) := max
j′≤j

ess sup
t′s.t.(t′,j′)∈dom r

|r(t′, j′)|, (2.2b)

∥rD∥(t,j) := sup
(t′,j′)∈Γ(r),t′+j′≤t+j

|r(t′, j′)| (2.2c)

where Γ(r) := {(t, j) ∈ dom r : (t, j + 1) ∈ dom r}. For notational convenience, ∥r∥#
denotes limt+j→N ∥r∥(t,j) , where N = sup(t,j)∈dom r t+ j ∈ [0,∞).

A solution pair (ϕ, u) to Hs from ξ ∈ Rn is complete if dom(ϕ, u) is unbounded. It

is maximal if there is no solution (ψ,w) from ξ such that ϕ(t, j) = ψ(t, j) and u(t, j) =

w(t, j) for all (t, j) ∈ dom(ϕ, u) and dom(ϕ, u) is a proper subset of dom(ψ,w). We

denote by ŜHs(M) the set of solution pairs (ϕ, u) toHs as in (2.1) such that ϕ(0, 0) ∈M .

The set SHs(M) ⊂ ŜHs(M) denotes all maximal solution pairs from M and S∞Hs
(M) ⊂

SHs(M) the set of complete solutions from M . Given ξ ∈ Rn, we define the set of

input actions that yield maximal solutions to Hs from ξ as UHs(ξ) := {u : ∃(ϕ, u) ∈
ŜHs(ξ), (ϕ, u) ∈ SHs(ξ)} and the set of input actions that yield complete solutions as

U∞
Hs

(ξ) := {u : ∀(ϕ, u) ∈ SHs(ξ), (ϕ, u) ∈ S∞Hs
(ξ)}. For a given u ∈ U , we denote the set

of maximal state trajectories to Hs from ξ for u by R(ξ, u) = {ϕ : (ϕ, u) ∈ SHs(ξ)}. We

say u renders a maximal trajectory ϕ to Hs from ξ if ϕ ∈ R(ξ, u). A complete solution

(ϕ, u) is discrete if dom(ϕ, u) ⊂ {0} × N and continuous if dom(ϕ, u) ⊂ R≥0 × {0}.
We define the projections of C ⊆ Rn×RmC and D ⊆ Rn×RmD onto Rn, respectively,

as

Π(C) := {ξ ∈ Rn : ∃uC ∈ RmC s.t. (ξ, uC) ∈ C}

Π(D) := {ξ ∈ Rn : ∃uD ∈ RmD s.t. (ξ, uD) ∈ D}.

We also define the set-valued maps that output the allowed input values at a given state
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x as

ΠCu (x) = {uC ∈ RmC : (x, uC) ∈ C},

ΠDu (x) = {uD ∈ RmD : (x, uD) ∈ D}.

Moreover, supt domϕ := sup{t ∈ R≥0 : ∃j s.t. (t, j) ∈ domϕ}, supj domϕ := sup{j ∈
N : ∃t s.t. (t, j) ∈ domϕ}, and sup domϕ := (supt domϕ, supj domϕ). Whenever domϕ

is compact, domϕ ⊃ maxdomϕ := sup domϕ.

As a special case of (2.1), consider the single-valued system

H

 ẋ = F (x, uC) (x, uC) ∈ C
x+ = G(x, uD) (x, uD) ∈ D

(2.3)

The following conditions guarantee uniqueness of solutions to H as in (2.3) [20,

Proposition 2.11].

Proposition 2.2.5. (Uniqueness of Solutions) Consider the hybrid system H as in

(2.3). For every ξ ∈ Π(C) ∪ Π(D) and each u ∈ U there exists a unique maximal

solution (ϕ, u) with ϕ(0, 0) = ξ provided that the following holds:

1) for every ξ ∈ Π(C) \ Π(D) and T > 0, if two locally absolutely continuous func-

tions z1, z2 : Iz → Rn and a Lebesgue measurable function uz : Iz → RmC with

Iz of the form Iz = [0, T ) or Iz = [0, T ], are such that, for each i ∈ {1, 2},
żi(t)∈F (zi(t), uz(t)) for almost all t ∈ Iz, (zi(t), uz(t)) ∈ C for all t ∈ intIz, and

zi(0) = ξ, then z1(t) = z2(t) for every t ∈ Iz;

2) for every (ξ, uD) ∈ D, G(ξ, uD) consists of one point.

Proof. Proceeding by contradiction, suppose there exist two maximal solutions to H,
(ϕ1, u) and (ϕ2, u), with u = (uC , uD), domϕ1 = domϕ2 = domu, and ϕ1(0, 0) =

ϕ2(0, 0) such that ϕ1 and ϕ2 are not identical over domu, namely, there exists (t∗, j∗) ∈
domu such that ϕ1(t

∗, j∗) ̸= ϕ2(t
∗, j∗). We have the following three cases:

a) If (t∗, j∗) ∈ [t′, t′′) × {j∗} ⊂ domu for some t′′ > t′ ≥ 0, then, the functions

z1, z2 : Iz → Rn, and uz : Iz → RmC , with T = t′′ − t′ and Iz of the form

Iz = [0, T ), defined for each i ∈ {1, 2} as zi(t) = ϕi(t
′ + t, j) for all t ∈ Iz, and as

uz(t) = uC(t
′ + t, j) for all t ∈ Iz, satisfy, by Definition 2.2.4, żi(t) ∈ F (zi(t), uz(t))

for almost all t ∈ Iz, and (zi(t), uz(t)) ∈ C for all t ∈ intIz. However, at t∗ ∈ Iz,
z1(t

∗) ̸= z2(t
∗), which contradicts item 1.
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b) If (t∗, j∗) ∈ [t′, t′′] × {j∗} ⊂ domu for some t′′ > t′ ≥ 0, then, the functions

z1, z2 : Iz → Rn, and uz : Iz → RmC , with T = t′′ − t′ and Iz of the form

Iz = [0, T ], defined for each i ∈ {1, 2} as zi(t) = ϕi(t
′ + t, j) for all t ∈ Iz, and as

uz(t) = uC(t
′ + t, j) for all t ∈ Iz, satisfy, by Definition 2.2.4, żi(t) ∈ F (zi(t), uz(t))

for almost all t ∈ [0, T ), and (zi(t), uz(t)) ∈ C for all t ∈ intIz. However, at t
∗ ∈ Iz,

z1(t
∗) ̸= z2(t

∗), which contradicts item 1.

c) If (t∗, j∗) is such that (t∗, j∗ − 1) ∈ domu, then (t∗, j∗ − 1) is a jump time of ϕ1

and ϕ2. Then, by Definition 2.2.4, for each i ∈ {1, 2}, ϕi(t∗, j∗) = G(ϕi(t
∗, j∗ −

1), uD(t
∗, j∗ − 1)). Since, ϕ1(t

∗, j∗) ̸= ϕ2(t
∗, j∗), and ϕ1(t

∗, j∗ − 1) = ϕ2(t
∗, j∗ −

1), G(ϕ1(t
∗, j∗ − 1), uD(t

∗, j∗ − 1)) takes more than one value, which contradicts

item 2.

Thus, provided items 1 and 2 hold, for every ξ ∈ Π(C) ∪ Π(D) and each u ∈ U there

exists a unique maximal solution (ϕ, u) with ϕ(0, 0) = ξ.

2.3 Closed-loop Hybrid Systems

Given a hybrid system Hs and a function κ := (κC , κD) with κ : Rn → RmC ×RmD ,

the autonomous hybrid system resulting from assigning u = κ(x), namely the hybrid

closed-loop system is given by

Hκ

 ẋ ∈ F (x, κC(x)) x ∈ Cκ
x+ ∈ G(x, κD(x)) x ∈ Dκ

(2.4)

where Cκ := {x ∈ Rn : (x, κC(x)) ∈ C} and Dκ := {x ∈ Rn : (x, κD(x)) ∈ D}.
A solution to the closed-loop hybrid system Hκ is defined as follows.

Definition 2.3.1. (Solution to the hybrid systemHκ) A hybrid arc ϕ defines a solution

to the hybrid system Hκ in (2.4) if

• ϕ(0, 0) ∈ Cκ ∪Dκ,

• For each j ∈ N such that IJϕ has a nonempty interior intIJϕ , we have, for all

t ∈ intIJϕ ,

ϕ(t, j) ∈ Cκ
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and, for almost all t ∈ IJϕ ,

d

dt
ϕ(t, j) ∈ F (ϕ(t, j), κC(ϕ(t, j)))

• For all (t, j) ∈ domϕ such that (t, j + 1) ∈ domϕ,

ϕ(t, j) ∈ Dκ

ϕ(t, j + 1) ∈ G(ϕ(t, j), κD(ϕ(t, j)))

A solution ϕ is a compact solution if ϕ is a compact hybrid arc.

We denote by ŜHκ(M) the set of solutions ϕ to (2.4) such that ϕ(0, 0) ∈M . The set

SHκ(M) ⊂ ŜHκ(M) denotes all maximal solutions and Ŝ∞Hκ
(M) ⊂ ŜHκ(M) the set of

complete solutions.

Definition 2.3.2. (Hybrid Basic Conditions) Given a system Hs and a feedback

law κ := (κC , κD) with κ : Rn → RmC × RmD , the resulting closed-loop system

from their composition, denoted Hκ and defined as in (2.4), is said to satisfy the

hybrid basic conditions if its data (Cκ, F,Dκ, G) satisfies the following properties:

1. Cκ and Dκ are closed subsets of Rn;

2. x 7→ F (x, κC(x)) is outer semicontinuous and locally bounded relative to Cκ, every

x ∈ Cκ is such that (x, κ(x)) ∈ domF , and x 7→ F (x, κC(x)) is convex for each

x ∈ Cκ.

3. x 7→ G(x, κD(x)) is outer semicontinuous and locally bounded relative to Dκ, and

every x ∈ Dκ is such that (x, κD(x)) ∈ domG.

Definition 2.3.3. (Tangent cone) The tangent cone to a set S ⊂ Rn at a point

x ∈ Rn, denoted TS(x), is the set of all vectors w ∈ Rn for which there exist sequences

xi ∈ S, τi > 0 with x0 → x, τi ↘ 0, and w = limi→∞
xi−x
τi

.

The following result provides conditions that guarantee that solutions to a hybrid

closed-loop system exist. Below, TC(x) denotes the tangent cone of Cκ at x

Proposition 2.3.4. (Existence of solutions to Hs) Consider a system Hs and a feed-

back law κ := (κC , κD) with κ : Rn → RmC × RmD , and suppose the resulting closed-

loop system from their composition, denoted Hκ and defined as in (2.4) with data

12



(Cκ, F,Dκ, G), satisfies the hybrid basic conditions in Definition 2.3.2. Let ξ ∈ Cκ ∪Dκ

be arbitrary. If ξ ∈ Dκ or

(VC) there exists a neighborhood Xn of ξ such that for every x ∈ Xn ∩ Cκ,

F (x, κC(x)) ∩ TC(x) ̸= ∅

then there exists a nontrivial solution ϕ to Hκ with ϕ(0, 0) = ξ. If (V C) holds for every

ξ ∈ Cκ \ Dκ, then there exists a nontrivial solution to Hκ for every initial point in

Cκ ∪Dκ.
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Part I

Two-Player Zero-Sum Hybrid

Games
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Chapter 3

Infinite-Horizon Hybrid Games

In this chapter, we present a framework for the study of two-player zero-sum games

with hybrid dynamic constraints. We present in Theorem 3.2.1 sufficient conditions

based on Hamilton–Jacobi–Bellman-Isaacs-like equations to design a saddle-point equi-

librium and evaluate the game value function without computing solutions to the hybrid

system. Connections between optimality and asymptotic stability of a set are proposed

in Section 3.2 and framed in the game theoretical approach employed. We present in

Section 3.4 applications to robust and security scenarios by formulating and solving

them as two-player zero-sum hybrid dynamic games.

For the broad class of systems covered in Chapter 2.2, consider the case in which

uC = (uC1, uC2) and uD = (uD1, uD2), where (uC1, uD1) is the input selected by player

P1 and (uC2, uD2) is the input chosen by player P2. When solutions are unique, we

consider a cost functional J : Rn×RmC ×RmD → R associated to the solution to H as

in (2.3) from ξ and study the problem

min
(uC1,uD1)

max
(uC2,uD2)

J (ξ, uC1, uC2, uD1, uD2) (3.1)

as a two-player zero-sum hybrid game. We introduce formally some of the applications

mentioned in the introduction in which thus type of hybrid games emerges.

Application 1. (Robust Control) Given the system H as in (2.3) with state x, the dis-

turbance rejection problem consists of establishing conditions such that player P1 selects

a control input (uC1, uD1) that minimizes the cost of solutions to H in the presence of

a disturbance (uC2, uD2) chosen by P2.
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Application 2. (Security) Given the system H as in (2.3) with state x and

F (x, uC1, uC2) = fd(x, uC1) + fa(uC2)

G(x, uD1, uD2) = gd(x, uD1) + ga(uD2)

the security problem consists of finding conditions such that the control input (uC1, uD1)

guarantees the performance of the system via minimizing a cost functional J (represent-

ing damage or effect of attacks) under the action of an attacker (uC2, uD2) that knows

fd and gd, and is designed to maximize J .

3.1 Formulation of Two-player Zero-sum Hybrid Games

3.1.1 Elements of a Hybrid Game

Following the formulation in [13], for each i ∈ {1, 2}, consider the i -th player Pi with

dynamics described by Hi as in (2.3) with data (Ci, Fi, Di, Gi), state xi ∈ Rni , and

input ui = (uCi, uDi) ∈ RmCi × RmDi , where Ci ⊂ Rn × RmC , Fi : Rn × RmC → Rni ,

Di ⊂ Rn × RmD and Gi : Rn × RmD → Rni , with n1 + n2 = n. We denote by Ui =
UCi × UDi the set of hybrid inputs for Hi; see Definition 2.3.

Notice that each player’s dynamics are described in terms of maps and sets defined

in the entire state and input space rather than the individual spaces (Rn and Rm rather

than Rni and Rmi , respectively). This allows to model the ability of each player’s state

to evolve according to the state variables and input of the other players.

Definition 3.1.1. (Elements of a two-player zero-sum hybrid game) A two-player

zero-sum hybrid game is composed by

1) The state x = (x1, x2) ∈ Rn, where, for each i ∈ {1, 2}, xi ∈ Rni is the state of

player Pi.

2) The set of joint input actions U = U1 × U2 with elements u = (u1, u2), where, for

each i ∈ {1, 2}, ui = (uCi, uDi) is a hybrid input. For each i ∈ {1, 2}, Pi selects
ui independently of P3−i, who selects u3−i, namely, the joint input action u has

components ui that are independently chosen by each player.
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3) The dynamics of the game, described as in (2.3) and denoted by H, with data

C := C1 ∩ C2

F (x, uC) := (F1(x, uC), F2(x, uC)) ∀(x, uC) ∈ C
D := D1 ∪D2

G(x, uD) := {Ĝi(x, uD) : (x, uD) ∈ Di, i ∈ {1, 2}} ∀(x, uD) ∈ D

where Ĝ1(x, uD) = (G1(x, uD), In2), Ĝ2(x, uD) = (In1 , G2(x, uD)),

uC = (uC1, uC2), and uD = (uD1, uD2).

4) For each i ∈ {1, 2}, a strategy space Ki of Pi defined as a collection of mappings

κi : Rn → RmCi × RmDi . The strategy space of the game, namely K = K1 × K2,

is the collection of mappings with elements κ = (κ1, κ2), where κi ∈ Ki for each

i ∈ {1, 2}, such that every maximal solution (ϕ, u) to H with input assigned as

domϕ ∋ (t, j) 7→ ui(t, j) = κi(ϕ(t, j)) for each i ∈ {1, 2} is complete. Each κi ∈ Ki
is said to be a permissible pure1 strategy for Pi.

5) A scalar-valued functional (ξ, u) 7→ Ji(ξ, u) defined for each i ∈ {1, 2}, and called

the cost associated to Pi. For each u ∈ U , we refer to a single cost functional

J := J1 = −J2 as the cost associated to the unique solution to H from ξ for u,

and its structure is defined for each type of game.

Remark 3.1.2. (Players’ state) In scenarios where each player has its own dynamics,

as in pursue-evasion [66], or target defense [67] games, it is common to have a state

associated to each player, namely x1 for P1 and x2 for P2, justifying the partition of

the state x in x1 and x2. When the players do not have their own dynamics but can

independently select an input, e.g., P1 selects u1 and P2 selects u2 to control a common

state x, such state can be associated, without loss of generality, to either of the players,

e.g., x = x1 with n = n1 and n2 = 0. This is illustrated in Example 6.5.3.

Notice that Definition 3.1.1 is general enough to cover games with a finite horizon,

for which additional conditions specify the end of the game, e.g., a terminal set in the

state space or fixed duration specifications [2] as in Chapter 4.

We say that a game formulation is in normal (or matrix) form when it describes

only the correspondences between strategies and costs. On the other hand, we refer

1This is in contrast to when Ki is defined as a probability distribution, in which case κi ∈ Ki is
referred to as a mixed strategy.
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to the mathematical description of a game to be in the Kuhn’s extensive form if the

formulation describes:

• the evolution of the game defined by its dynamics,

• the decision-making process defined by the strategies,

• the sharing of information between the players defined by the communication

network, and

• their outcome defined by the cost associated to each player.

If a game is formulated in a Kuhn’s extensive form, then it admits a solution [13].

From a given initial condition ξ, a given strategy κ ∈ K potentially leads to nonunique

solutions2 (ϕ1, u1), (ϕ2, u2), . . . , (ϕk, uk) to H, where ul = κ(ϕl) and ϕl(0, 0) = ξ for each

l ∈ {1, 2, . . . k}. Thus, for the formulation in Definition 3.1.1 to be in Kuhn’s extensive

form , an appropriate cost definition is required so each strategy κ ∈ K has a unique

cost correspondence, namely, every solution (ϕl, ul) with ul = κ(ϕl), l ∈ {1, 2, . . . , k} is
assigned the same cost.

3.1.2 Equilibrium Solution Concept

Given the formulation of the elements of a zero-sum hybrid game in Definition 3.1.1,

its solution is defined as follows.

Definition 3.1.3. (Saddle-point equilibrium) Consider a two-player zero-sum game,

with dynamics H as in (2.3) with J1 = J , J2 = −J , for a given cost functional

J : Rn × U → R. We say that a strategy κ = (κ1, κ2) ∈ K is a saddle-point equilibrium

if for each ξ ∈ Π(C) ∪ Π(D), every hybrid input u∗ = (u∗1, u
∗
2) such that there exists

ϕ∗ ∈ R(ξ, u∗), with components defined as domϕ∗ ∋ (t, j) 7→ u∗i (t, j) = κi(ϕ
∗(t, j)),

i ∈ {1, 2}, satisfies

J (ξ, (u∗1, u2)) ≤ J (ξ, u∗) ≤ J (ξ, (u1, u∗2)) (3.2)

for all hybrid inputs u1 and u2 such that R(ξ, (u∗1, u2)) and R(ξ, (u1, u∗2)) are nonempty.

2A given strategy κ can lead to multiple input actions due to a nonempty Π(C) ∩Π(D).
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Definition 3.1.3 is a generalization of the classical pure strategy Nash equilibrium [13,

(6.3)] to the case where the players exhibit hybrid dynamics and opposite optimization

goals. In words, we refer to the strategy κ∗ = (κ∗1, κ
∗
2) as a saddle-point when a player

Pi cannot improve the cost Ji by playing any strategy different from κ∗i when the player

P3−i is playing the strategy of the saddle-point, κ∗3−i. Condition (3.2) is verified over

the set of inputs that define joint input actions (u∗1, u2) and (u1, u
∗
2), yielding at least

one nontrivial solution to H from ξ. Notice that the saddle-point, as a solution to the

zero-sum two-player game, is a strategy in K, though the concept of a solution to a

hybrid system H, as in Definition 2.2.4, is a hybrid arc.

3.1.3 Problem Statement

We formulate an infinite-horizon optimization problem to solve the two-player zero-

sum hybrid game and provide the sufficient conditions to characterize the solution.

Following the formulation in Definition 3.1.1, consider a two-player zero-sum hybrid

game with dynamicsH described by (2.3) for given (C,F,D,G). Uniqueness of solutions

for a given input implies a unique correspondence from cost to control action, which

allows this type of games to be well-defined, so that an equilibrium solution is defined [13,

Remark 5.3]. This justifies the following assumption.

Assumption 3.1.4. The flow map F and the flow set C are such that solutions to

ẋ = F (x, uC) (x, uC) ∈ C are unique for each input uC . The jump map G is single

valued, i.e., the jump set for each player satisfies D1 = D2.

Sufficient conditions to guarantee that Assumption 3.1.4 holds include Lipschitz con-

tinuity of the flow map F , provided it is a single-valued function. Under Assumption

3.1.4, the conditions in Proposition 2.2.5 are satisfied, so solutions to H are unique3 for

each u ∈ U .
Given ξ ∈ Π(C ∪ D), a joint input action u = (uC , uD) ∈ U such that maximal

solutions to H from ξ for u are complete, the stage cost for flows LC : Rn×RmC → R≥0,

the stage cost for jumps LD : Rn × RmD → R≥0, and the terminal cost q : Rn → R, we

define the cost associated to the solution (ϕ, u) to H from ξ, under Assumption 3.1.4,

3Under Assumption 3.1.4, the domain of the input u specifies whether from points in Π(C) ∩ Π(D)
a jump or flow occur.
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as

J (ξ, u) :=
supj domϕ∑

j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt

+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j)) + lim sup
t+j→∞

(t,j)∈domϕ

q(ϕ(t, j))

(3.3)

where {tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid

time domain of ϕ; see Definition 2.2.2.

We are ready to formulate the two-player zero-sum game.

Problem (⋄): Given ξ ∈ Rn, under Assumption 3.1.4, solve

minimize
u1

maximize
u2

u=(u1,u2)∈U∞
H (ξ)

J (ξ, u) (3.4)

where U∞
H is the set of joint input actions yielding maximal complete solutions to H, as

defined in Section 2.2.

Remark 3.1.5. (Saddle-point equilibrium and min-max control) A solution to Problem

(⋄), when it exists, can be expressed in terms of the pure strategy saddle-point equilib-

rium κ = (κ1, κ2)) for the two-player zero-sum infinite-horizon game. Each u∗ = (u∗1, u
∗
2)

rendering a state trajectory ϕ∗ such that (ϕ∗, u∗) ∈ S∞H (ξ), with components defined as

domϕ∗ ∋ (t, j) 7→ u∗i (t, j) = κi(ϕ
∗(t, j)) for each i ∈ {1, 2}, satisfies

u∗ = argmin
u1

max
u2

u=(u1,u2)∈U∞
H (ξ)

J (ξ, u) = argmax
u2

min
u1

u=(u1,u2)∈U∞
H (ξ)

J (ξ, u)

and it is referred to as an min-max control at ξ.

Definition 3.1.6. (Value function) Given ξ ∈ Π(C)∪Π(D), under Assumption 3.1.4,

the value function at ξ is given by

J ∗(ξ) := min
u1

max
u2

u=(u1,u2)∈U∞
H (ξ)

J (ξ, u) = max
u2

min
u1

u=(u1,u2)∈U∞
H (ξ)

J (ξ, u) (3.5)

Next, we position the setting studied here in terms of the existing literature of dy-

namic games. Let u[(s,k),(r,l)] denote the truncation of u ∈ U , sup domu = (T, J), to the

20



hybrid time interval [(s, k), (r, l)] ⊂ domu, and

(ϕ, u)κ[(s,k),(r,l)] :=
{
(ϕ, u) ∈ SH : u[(0,0),(s,k)] = κ(ϕ[(0,0),(s,k)]),

u[(r,l),(T,J)] = κ(ϕ[(r,l),(T,J)])
}

(3.6)

denotes the set of solutions with input defined in terms of κ ∈ K in the intervals

[(0, 0), (s, k)] and [(r, l), (T, J)]. Then, we define time consistency as follows.

Definition 3.1.7. An input action u∗ that solves Problem (⋄) is strongly time

consistent (STC) if its truncation to the interval [(s, k), (T, J)], namely u∗[(s,k),(T,J)],

solves the truncated version of Problem (⋄) over the set of solutions (ϕ, u)κ[(s,k),(T,J)], for
every κ ∈ K and every (s, k) ∈ ((0, 0), (T, J)] ∩ dom(ϕ, u).

Remark 3.1.8. (Time consistency and subgame perfection) The permissible strategies

considered in this work have a feedback information structure, in the sense that they

depend only on the current value of the state, and not on any past history of the values

of the state or hybrid time. Given ξ ∈ Rn, we say that an input action u∗ is strongly

time consistent if even when the past history of input values that led H as in (2.3)

to ξ were not optimal, the action u∗ is still a solution for the remaining of the game

(subgame) defined by Problem (⋄), starting from ξ. When this property holds for every

state ξ in Π(C) ∪ Π(D), we say that u∗ is subgame perfect, see [68]. Then, under a

strategy space that does not impose structural restrictions on the permissible strategies,

(e.g., a linear dependence on the state) the saddle-point equilibrium strategy, when it

exists, is said to be strongly time consistent if its components κC and κD lead to input

actions that are strong time consistent for each ξ in Π(C)∪Π(D). Notice that given the

hybrid time horizon structure of the input actions considered in this work, the saddle-

point equilibrium is time independent. This results in truncations of input actions not

keeping a record of previous hybrid time values, i.e., if there exists any past history of

strategies that led to the current state, this is hidden for the evaluation of the saddle-

point equilibrium at the current state, which results in preservation of optimality in the

subgame, property known as permanent optimality [13, Section 5.6].

We revisit the applications presented in the introduction and reformulate them ac-

cording to the mathematical framework provided in this chapter as follows.
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Application 1. (Robust Control) Given the system H as in (2.3) and ξ ∈ Rn, the

disturbance rejection problem consists of finding the control input of P1

u1 = (uC1, uD1) = argmin
(uC1,uD1)

u=(u1,u2)∈U∞
H (ξ)

J (ξ, u) (3.7)

in the presence of a disturbance u2 = (uC2, uD2) chosen by P2. To account for the

worst-case disturbance, (6.5) is addressed by solving Problem (⋄).

Application 2. (Security) Given the system H as in (2.3), F (x, uC1, uC2) = fd(x, uC1)

+fa(uC2), and G(x, uD1, uD2) = gd(x, uD1) + ga(uD2), the security problem consists of

finding the control input (uC1, uD1) that guarantees the performance of the system in

spite of the action

u2 = (uC2, uD2) = argmax
(uC2,uD2)

u=(u1,u2)∈U∞
H (ξ)

J (ξ, u) (3.8)

chosen by an attacker P2 that knows fd and gd. The cost functional J represents the

damage caused by attacks. To account for the best-scenario, this problem is addressed

by solving Problem (⋄).

3.2 Design of Saddle-Point Equilibrium for

Infinite-Horizon Hybrid Games

The following result provides sufficient conditions to characterize the value function,

and the feedback law that attains it. It addresses the solution to Problem (⋄) showing
that the optimizer is the saddle-point equilibrium.

Theorem 3.2.1. (Hamilton-Jacobi-Isaacs (HJI) for Problem (⋄)) Given a two-player

zero-sum hybrid game with dynamics H as in (2.3) with data (C,F,D,G) satisfying

Assumption 3.1.4, stage costs LC : Rn × RmC → R≥0, LD : Rn × RmD → R≥0, and

terminal cost q : Rn → R, suppose the following hold:

1) There exists a function V : Rn → R that is continuously differentiable on a

neighborhood of Π(C) that satisfies the Hamilton-Jacobi-Isaacs (HJBI) hybrid
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equations given as

0 = min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

{LC(x, uC) + ⟨∇V (x), F (x, uC)⟩}

= max
uC2

min
uC1

uC=(uC1,uC2)∈ΠC
u (x)

{LC(x, uC) + ⟨∇V (x), F (x, uC)⟩} ∀x ∈ Π(C),
(3.9)

V (x) = min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

{LD(x, uD) + V (G(x, uD))}

= max
uD2

min
uD1

uD=(uD1,uD2)∈ΠD
u (x)

{LD(x, uD) + V (G(x, uD))} ∀x ∈ Π(D)
(3.10)

2) For each ξ ∈ Π(C) ∪Π(D), each (ϕ, u) ∈ S∞H (ξ) satisfies4

lim sup
t+j→∞

(t,j)∈domϕ

V (ϕ(t, j)) = lim sup
t+j→∞

(t,j)∈domϕ

q(ϕ(t, j)) (3.11)

Then

J ∗(ξ) = V (ξ) ∀ξ ∈ Π(C) ∪Π(D), (3.12)

and any stationary feedback law κ := (κC , κD)= ((κC1, κC2), (κD1, κD2)) : Rn → RmC ×
RmD with values

κC(x) ∈ argmin
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

{LC(x, uC) + ⟨∇V (x), F (x, uC)⟩} ∀x ∈ Π(C)
(3.13)

and

κD(x) ∈ argmin
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

{LD(x, uD) + V (G(x, uD))} ∀x ∈ Π(D)
(3.14)

is a pure strategy saddle-point equilibrium for Problem (⋄) with J1 = J , J2 = −J ,
where J is as in (3.3).

Notice that when the players select the optimal strategy, the value function equals

the function V evaluated at the initial condition. This makes evident the independence

of the result from needing to compute solutions, at the price of finding the function V

satisfying the conditions therein.

4The boundary condition (3.11) matches the value of V to the terminal cost q at the final value of ϕ.
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To establish the proof of Theorem 3.2.1, we first present the following results pro-

viding sufficient conditions to bound and exactly evaluate the cost of the game. These

results are instrumental on guaranteeing that the saddle-point equilibrium is attained

and in evaluating the value function of the game.

Proposition 3.2.2. (Time-dependent conditions for upper bound) Consider (ϕ, u) ∈
S∞H (ξ) with u = (uC , uD), such that

1) for each j ∈ N such that Ijϕ has a nonempty interior5 intIjϕ,

LC(ϕ(t, j), uC(t, j)) +
d

dt
V (ϕ(t, j)) ≤ 0 ∀t ∈ intIjϕ (3.15)

and

2) for every (tj+1, j) ∈ domϕ such that (tj+1, j + 1) ∈ domϕ,

LD(ϕ(tj+1, j), uD(tj+1, j)) + V (ϕ(tj+1, j + 1))− V (ϕ(tj+1, j)) ≤ 0. (3.16)

Then

supj domϕ∑
j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j))

+ lim sup
t+j→∞

(t,j)∈domϕ

V (ϕ(t, j)) ≤ V (ξ).

(3.17)

The following corollary is immediate from the proof of Proposition 3.2.2.

Corollary 3.2.3. (Change of Signs) If the inequalities in the conditions in Proposition

3.2.2 are inverted, namely, if “≤” in (3.15) and (3.16) is replaced with “≥”, then (5.13)

holds with the inequality inverted. Likewise, if the conditions in Proposition 3.2.2 hold

with equalities, then (5.13) holds with equality.

Remark 3.2.4. (Connections between Theorem 3.2.1 and Problem (⋄)) Given ξ ∈
Π(C) ∪ Π(D), if there exist a function V satisfying the conditions in Theorem 3.2.1,

then a solution to Problem (⋄) exists, namely there is an optimizer input action u∗ =

5When j = supj domϕ ∈ N and supt domϕ = ∞, we define tj+1 := ∞.
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(u∗C , u
∗
D) = ((u∗C1, u

∗
C2), (u

∗
D1, u

∗
D2)) ∈ U∞

H (ξ) that satisfies (3.2), and V is the value

function as in Definition 3.1.6. In addition, notice that the strategy κ = (κC , κD) ∈ K
with elements as in (3.13) and (3.14) is such that every maximal solution to the closed-

loop system Hκ from ξ has a cost that is equal to the min-max in (6.3), which is equal

to the max-min.

Remark 3.2.5. (Existence of a value function) Theorem 3.2.1 does not explicitly rely

on regularity conditions over the stage costs, flow and jump maps, convexity of J , or
compactness of the set of inputs U∞

H . Sufficient conditions to guarantee the existence of

a solution to Problem (⋄) are not currently available in the literature. One could expect

that, as in any converse results, guaranteeing the existence of a value function satisfying

(3.9) and (3.10) would require the data of the system and the game to satisfy certain

regularity properties. In the context of optimal control such regularity is required to

guarantee existence [48].

Remark 3.2.6. (Computation of the function V ) In some cases, computing the saddle-

point equilibrium strategy and the function V satisfying the HJBI hybrid equations is

difficult. This is a challenge already present in the certification of asymptotic stability.

However, the complexity associated to the computation of a Lyapunov function does

not diminish the contribution that the sufficient conditions for stability have had in

the field. In the same spirit, a contribution of Theorem 3.2.1, as an important step

in games with dynamics defined as in [69], is in providing sufficient conditions that

characterize value functions and saddle-point equilibria for such systems, similar to the

results for continuous-time and discrete-time systems already available in the literature;

see,e.g., [13].

3.3 Asymptotic Stability for Hybrid Games with Infinite

Horizon

We present a result that connects optimality and asymptotic stability for two-player

zero-sum hybrid games. First, we introduce definitions of some classes of functions.

Definition 3.3.1. (Class-K∞ functions) A function α : R≥0 → R≥0 is a class-K∞

function, also written as α ∈ K∞, if α is zero at zero, continuous, strictly increasing,

and unbounded.
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Definition 3.3.2. (Positive definite functions) A function ρ : R≥0 → R≥0 is positive

definite, also written as ρ ∈ PD, if ρ(s) > 0 for all s > 0 and ρ(0) = 0. A function

ρ : Rn × Rm → R≥0 is positive definite with respect to a set A ⊂ Rn, in composition

with κ : Rn → Rm, also written as ρ ∈ PDκ(A), if ρ(x, κ(x)) > 0 for all x ∈ Rn \A and

ρ(A, κ(A)) = {0}.

Definition 3.3.3. (Uniform global asymptotic stability) A closed set A ⊂ Rn is

uniformly globally asymptotically stable for a hybrid closed-loop system Hκ as in (2.4)

if it is

• uniformly globally stable for Hκ, i.e., there exists a class-K∞ function α such that

any solution ϕ to Hκ satisfies |ϕ(t, j)|A ≤ α(|ϕ(0, 0)|A) for all (t, j) ∈ domϕ; and

• uniformly globally attractive for Hκ, i.e., for each ε > 0 and r > 0 there exists

T > 0 such that, for any solution ϕ to Hκ with |ϕ(0, 0)|A ≤ r, (t, j) ∈ domϕ and

t+ j ≥ T imply |ϕ(t, j)|A ≤ ε.

In the next result, we provide alternative conditions to those in Theorem 3.2.1 for

the solution to Problem (⋄).

Lemma 3.3.4. (Equivalent conditions) Given Hκ as in (2.4) with data (C,F,D,G)

and feedback κ := (κC , κD) = ((κC1, κC2), (κD1, κD2)) : Rn → RmC ×RmD that satisfies

(3.13) and (3.14), if there exists a function V : Rn → R that is continuously differentiable

on a neighborhood of Π(C) such that6 Cκ = Π(C), Dκ = Π(D), then (3.9), (3.10), (3.13),

and (3.14) are satisfied if and only if

LC(x, κC(x)) + ⟨∇V (x), F (x, κC(x))⟩ = 0 ∀x ∈ Cκ, (3.18)

LC(x, (uC1, κC2(x))) + ⟨∇V (x), F (x, (uC1, κC2(x)))⟩ ≥ 0

∀(x, uC1) : (x, (uC1, κC2(x))) ∈ C, (3.19)

LC(x, (κC1(x), uC2)) + ⟨∇V (x), F (x, (κC1(x), uC2))⟩ ≤ 0

∀(x, uC2) : (x(κC1(x), uC2)) ∈ C, (3.20)

6Notice that Cκ = Π(C) and Dκ = Π(D) when κC(x) ∈ ΠC
u (x) for all x ∈ Π(C) and κD(x) ∈ ΠD

u (x)
for all x ∈ Π(D). In words, the feedback law κ defining the hybrid closed-loop system Hκ does not
render input actions outside C or D.
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LD(x, κD(x)) + V (G(x, κD(x))) = V (x) ∀x ∈ Dκ, (3.21)

LD(x, (uD1, κD2(x))) + V (G(x, (uD1, κD2(x)))) ≥ V (x)

∀(x, uD1) : (x, (uD1, κD2(x))) ∈ D, (3.22)

LD(x, (κD1(x), uD2)) + V (G(x, (κD1(x), uD2))) ≤ V (x)

∀(x, uD2) : (x, (κD1(x), uD2)) ∈ D. (3.23)

Theorem 3.3.5. (Saddle-point equilibrium under the existence of a Lyapunov func-

tion)

Consider a two-player zero-sum hybrid game with dynamics H as in (2.3) with data

(C,F,D,G) satisfying Assumption 3.1.4, and κ := (κC , κD) : Rn → RmC×RmD defining

the closed-loop dynamicsHκ as in (2.4) such that Cκ = Π(C) andDκ = Π(D), and every

maximal solution to Hκ from Cκ∪Dκ is complete. Given a closed set A ⊂ Π(C)∪Π(D),

continuous functions LC : C → R≥0 and LD : D → R≥0 defining the stage costs for flows

and jumps, respectively, and q : Rn → R defining the terminal cost, suppose there exists

a function V : Rn → R that is continuously differentiable on an open set containing Cκ,

satisfying (3.18)-(3.23), and such that for each ξ ∈ Cκ ∪Dκ, each ϕ ∈ S∞Hκ
(ξ) satisfies

(3.11). If there exist α1, α2 ∈ K∞ such that

α1(|x|A) ≤ V (x) ≤ α2(|x|A) ∀x ∈ Cκ ∪Dκ (3.24)

and one of the following conditions holds

1) LC ∈ PDκC (A) and LD ∈ PDκD(A);

2) LD ∈ PDκD(A) and there exists a continuous function η ∈ PD such that

LC(x, κD(x)) ≥ η(|x|A) for all x ∈ Cκ;

3) LC ∈ PDκC (A) and there exists a continuous function η ∈ PD such that

LD(x, κD(x)) ≥ η(|x|A) for all x ∈ Dκ;

4) LC ≡ 0, LD ∈ PDκD(A), and for each r > 0, there exist γr ∈ K∞ and Nr ≥ 0 such

that for every solution ϕ ∈ S∞Hκ
(ξ), |ϕ(0, 0)|A ∈ (0, r], (t, j) ∈ domϕ, t + j ≥ T

imply j ≥ γr(T )−Nr;
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5) LC ∈ PDκC (A), LD ≡ 0, and for each r > 0, there exist γr ∈ K∞ and Nr ≥ 0 such

that for every solution ϕ ∈ S∞Hκ
(ξ), |ϕ(0, 0)|A ∈ (0, r], (t, j) ∈ domϕ, t + j ≥ T

imply t ≥ γr(T )−Nr;

6) LC(x, κC(x)) ≥ −λCV (x) for all x ∈ Cκ, LD(x, κD(x)) ≥ (1 − eλD)V (x) for all

x ∈ Dκ, and there exist γ > 0 and M > 0 such that, for each solution ϕ ∈ S∞Hκ
(ξ),

(t, j) ∈ domϕ implies λCt+ λDj ≤M − γ(t+ j);

then

J ∗(ξ) = V (ξ), (3.25)

for all ξ ∈ Cκ ∪ Dκ. Furthermore, the feedback law κ is the saddle-point equilibrium

(see Definition 3.1.3) and it renders A uniformly globally asymptotically stable for Hκ.

3.4 Applications

We illustrate in the following applications with hybrid dynamics and quadratic costs

how Theorem 3.2.1 provides conditions to solve the disturbance rejection and security

problems introduced above by addressing them as zero-sum hybrid games.

3.4.1 Application 1.1: Robust Hybrid LQR with Aperiodic Jumps

In this section, we study a special case of Application 1 that emerges in practical

scenarios with hybrid systems with linear flow and jump maps and aperiodic jumps,

as in noise attenuation of cyber-physical systems, see, e.g., [47, 70, 71]. We introduce

a state variable τ that plays the role of a timer. Once τ reaches an element in a

threshold set {T1, T2} with 0 ≤ T1 ≤ T2, it potentially7 triggers a jump in the state

and resets τ to zero. More precisely, given T̄ ∈ R, we consider a hybrid system with

state x = (xp, τ)= ((xp1, xp2), τ) ∈ Rn × [0, T2], input u = (uC , uD) = ((uC1, uC2),

7When T1 < T2, solutions can either evolve via flow or jump when τ = T1. A sequence {Ti}Ni=1 can
be handled similarly.
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(uD1, uD2)) ∈ RmC × RmD , and dynamics H as in (2.3), defined by

C := Rn × [0, T2]× RmC

F (x, uC) := (ACxp +BCuC , 1) ∀(x, uC) ∈ C
D := Rn × {T1, T2} × RmD

G(x, uD) := (ADxp +BDuD, 0) ∀(x, uD) ∈ D

(3.26)

with AC =
[
AC1 0
0 AC2

]
, BC = [BC1 BC2 ] , AD =

[
AD1 0
0 AD2

]
, and BD = [BD1 BD2 ]. Fol-

lowing Application 1, the input u1 := (uC1, uD1) plays the role of the control and is

assigned by player P1, and u2 := (uC2, uD2) is the disturbance input, which is assigned

by player P2. The problem of upper bounding the effect of the disturbance u2 in the cost

of complete solutions to H is formulated as a two-player zero-sum game as in Section

3.1.1. Thus, by solving Problem (⋄) for every ξ ∈ Π(C)∪Π(D), the control objective is

achieved.

The following result presents a tool for the solution of optimal control problems for

hybrid systems with linear maps and aperiodic jumps under an adversarial action.

Proposition 3.4.1. (Hybrid Riccati equation for disturbance rejection with aperiodic

jumps) Given a hybrid system H as in (2.3) defined by (C,F,D,G) as in (3.26), let T̄ ∈
R, and, with the aim of pursuing minimum energy and distance to the origin, consider

the cost functions LC(x, uC) := x⊤p QCxp + u⊤C1RC1uC1 + u⊤C2RC2uC2, LD(x, uD) :=

x⊤p QDxp + u⊤D1RD1uD1 + u⊤D2RD2uD2, and terminal cost q(x) := x⊤p P (τ)xp defining J
as in (3.3), with QC , QD ∈ Sn+, RC1 ∈ SmC1

+ , −RC2 ∈ SmC2
+ , RD1 ∈ SmD1

+ , and −RD2 ∈
SmD2
+ . Suppose there exists a matrix function P : [0, T2] → Sn+ that is continuously

differentiable and such that

− d

dτ
P (τ) =− P (τ)(BC2R

−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ) +QC + P (τ)AC +A⊤

CP (τ)

∀τ ∈ (0, T2),

(3.27)

−RD2 −B⊤
D2P (0)BD2, RD1 +B⊤

D1P (0)BD1 ∈ SmD
0+ , (3.28)

the matrix Rv =
[
RD1+B

⊤
D1P (0)BD1 B⊤

D1P (0)BD2

B⊤
D2P (0)BD1 RD2+B

⊤
D2P (0)BD2

]
is invertible, and

P (T̄ ) = QD +A⊤
DP (0)AD − [A⊤

DP (0)BD1 A
⊤
DP (0)BD2 ]R−1

v

[
B⊤

D1P (0)AD

B⊤
D2P (0)AD

]
(3.29)
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Figure 3.1: 1D Robust hybrid LQR with periodic jumps. Dynamics as in (3.26) with
AC = 1.8, BC = [1, 1], AD = 2, BD = [1, 1], QC = 0.1, RC = diag(1.304,−4), QD =
1, RD = diag(1.304,−8), P (0) = 6.9653, T1 = T2 = 1.

at each T̄ ∈ {T1, T2}, where AC , BC1, BC2, AD, BD1, and BD2 are defined below (3.26).

Then, the feedback law κ := (κC , κD), with values

κC(x) = (−R−1
C1B

⊤
C1P (τ)xp,−R−1

C2B
⊤
C2P (τ)xp) ∀x ∈ Π(C), (3.30)

κD(x) = −R−1
v

B⊤
D1P (0)AD

B⊤
D2P (0)AD

xp ∀x ∈ Π(D) (3.31)

is the pure strategy saddle-point equilibrium for the two-player zero-sum hybrid game

with periodic jumps. In addition, for each x = (xp, τ) ∈ Π(C)∪Π(D), the value function

is equal to V (x) := x⊤p P (τ)xp.

Notice that the saddle-point equilibrium κ = (κ1, κ2) is composed by P1 playing the

upper bounding strategy κ1, and P2 playing the maximizing disturbance κ2 with values

as in (3.30) and (3.31).

Furthermore, notice that when T1 < T2 are finite, the jumps are not necessarily

periodic, since they can occur when τ = T1 or when τ = T2. When T1 = T2 = 0

we recover the discrete-time LQR robust problem, when T1 = T2 = ∞ we recover the

continuous-time LQR robust problem, and when T1 = T2 are finite, we have a hybrid

game with periodic jumps as in in Figure 3.1.
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3.4.2 Application 1.2: Robust Control with Flows-Actuated

Nonunique Solutions

As illustrated next, there are useful families of hybrid systems for which a pure strat-

egy saddle-point equilibrium exists. The following problem (with nonunique solutions

to H for a given feedback law) characterizes both the pure strategy saddle-point equi-

librium and the value function in a two-player zero-sum game with a one-dimensional

state, that is associated to player P1, i.e., n1 = 1, n2 = 0.

Consider a hybrid system H with state x ∈ R, input uC := (uC1, uC2) ∈ R2, and

dynamics

ẋ = F (x, uC) := ax+ ⟨B, uC⟩ x ∈ [0, δ]

x+ = G(x) := σ x = µ
(3.32)

where a < 0, B = (b1, b2) ∈ R2 and µ > δ > σ > 08. Consider the cost functions

LC(x, uC) := x2QC + u⊤CRCuC , LD(x) := P (x2 − σ2), and terminal cost q(x) := Px2,

defining J as in (3.3), with RC :=
[
RC1 0
0 RC2

]
, QC , RC1, −RC2, P ∈ R>0, such that

QC + 2Pa− P 2(b21R
−1
C1 + b22R

−1
C2) = 0. (3.33)

Following Application 1, the input u1 := (uC1, uD1) designed by player P1 plays the

role of the control and u2 := (uC2, uD2) is the disturbance input assigned by player P2.

This is formulated as a two-player zero-sum hybrid game via solving Problem (⋄) in

Section 3.1.3. The function V (x) := Px2 is such that

min
uC1

max
uC2

uC=(uC1,uC2)∈R2

{LC(x, uC) + ⟨∇V (x), F (x, uC)⟩}

= min
uC1∈R

max
uC2∈R

{
(QC + 2Pa)x2 +RC1u

2
C1 +RC2u

2
C2 + 2xP (b1uC1 + b2uC2)

}
= 0 (3.34)

holds for all x ∈ [0, δ]. In fact, the min-max in (6.46) is attained by κC(x) =

(−R−1
C1b1Px, −R

−1
C2b2Px). In particular, thanks to (6.45), we have LC(x, κC(x)) = 0.

Then, V (x) = Px2 is a solution to (3.9). In addition, the function V is such that

min
uD1

max
uD2

(uD1,uD2)∈R2

{LD(x) + V (G(x))} =Px2
(3.35)

8Given that µ > δ, flow from µ is not possible.
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at x = µ, which makes V (x) = Px2 a solution to (3.10) with saddle-point equilibrium

κC . Given that V is continuously differentiable on R, and that (3.9) and (3.10) hold

thanks to (6.46) and (6.47), from Theorem 3.2.1 we have that the value function is

J ∗(ξ) := Pξ2 for any ξ ∈ [0, δ] ∪ {µ}.
To investigate the case of nonunique solutions yielded by the feedback law κC , now

let δ≥µ > σ > 0 and notice that solutions can potentially flow or jump at x = µ. The

set of all maximal solutions from ξ = δ is denoted Rκ(ξ) = {ϕκ, ϕh}. The continuous

solution ϕκ is such that domϕκ = R≥0 × {0}, and is given by ϕκ(t, 0) = δ exp((a −
R−1
C1b1P −R

−1
C2b2P )t) for all t ∈ [0,∞). In simple words, ϕκ flows from δ, and converges

(exponentially fast) to 0. The maximal solution ϕh has domain domϕh = ([0, th]×{0})∪
([th,∞)×{1}), and is given by ϕh(t, 0) = δ exp((a−R−1

C1b1P −R
−1
C2b2P )t), ϕh(t, 1) =

σ exp((a − R−1
C1b1P − R−1

C2b2P )(t − th)). In simple words, ϕh flows from δ to µ in th

seconds, then it jumps to σ, and flows converging (exponentially fast) to zero. Figure

6.2 illustrates this behavior. By denoting the corresponding input signals as uκ = κ(ϕκ)

and uh = κ(ϕh), we show in the bottom of Figure 6.2 that the cost of the solutions ϕκ

and ϕh, yielded by κC , equal Pδ
2. This corresponds to the optimal value with every

Figure 3.2: Nonunique solutions attaining min-max optimal cost for a = −1, b1 = b2 =
1, δ = ξ = 2, µ = 1, σ = 0.5, QC = 1, RC1 = 1.304, RC2 = −4, and P = 0.4481.
Continuous solution (green). Hybrid solution (blue and red).
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maximal solution rendered by the equilibrium κC from ξ = 2 attaining it.

The next example illustrates Theorem 3.3.5 and shows that our results, in the spirit

of the Lyapunov theorem, only require that the conditions in Corollary 3.3.5 hold.

Example 3.4.2. (Hybrid game with nonunique solutions) Let A = {0} and given

that LC ∈ PDκC (A), (3.18)-(3.23) hold, and the function s 7→ η(s) =: P s2

2 is such

that LD(x, κD(x)) ≥ η(|x|A) for all x ∈ Dκ, by setting α1(|x|A) = λmin(P )|x|2 and

α2(|x|A) = λ(P )|x|2, from Corollary 3.3.5 we have that κC is the saddle-point equilib-

rium and renders A uniformly globally asymptotically stable for H as in (3.32).

3.4.3 Application 2: Security Jumps-Actuated Hybrid Game

We study a special case of Application 2 and apply Theorem 3.2.1 in this section.

Consider a hybrid system with state x ∈ Rn, input uD = (uD1, uD2) ∈ RmD , and

dynamics H as in (2.3), described by

ẋ = F (x) x ∈ C

x+ = ADx+
[
BD1 BD2

]uD1

uD2

 (x, uD)∈ D
(3.36)

with Lipschitz continuous F : Rn×n → Rn×n, AD ∈ Rn×n, and C ⊂ Rn, D ⊂ Rn×RmD ,

such that C ∪ Π(D) is nonempty. The input uD1 plays the role of the control and

uD2 the disturbance input. Following Application 2, the problem of minimizing a cost

functional J in the presence of the maximizing attack uD2 is formulated as a two-player

zero-sum game. Thus, by solving Problem (⋄) for every ξ ∈ Π(C) ∪ Π(D),the control

objective is achieved.

The following result presents a tool for the solution of optimal control problems

for jumps-actuated hybrid systems and state-affine flow maps under a malicious input

attack designed to cause as much damage as possible.

Corollary 3.4.3. (Hybrid Riccati equation for security) Given a hybrid system H as in

(2.3) defined by (C,F,D,G) as in (3.36), and, with the aim of pursuing minimum energy

and distance to the origin, consider the cost functions LC(x, uC) := 0, LD(x, uD) :=

x⊤QDx+u⊤D1RD1uD1+u⊤D2RD2uD2, and terminal cost q(x) := x⊤Px, defining J as in

(3.3), with QD ∈ Sn+, RD1 ∈ SmD1
+ , −RD2 ∈ SmD2

+ and P ∈ Sn+. Suppose there exists a
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matrix P ∈ Sn+ such that

0 = 2x⊤PF (x) ∀x ∈ Π(C), (3.37)

−RD2 −B⊤
D2PBD2, RD1 +B⊤

D1PBD1 ∈ SmD
0+ , (3.38)

the matrix Rv =
[
RD1+B

⊤
D1PBD1 B⊤

D1PBD2

B⊤
D2PBD1 RD2+B

⊤
D2PBD2

]
is invertible, and

0 = −P +QD +A⊤
DPAD −

[
A⊤
DPBD1 A⊤

DPBD2

]
R−1
v

B⊤
D1PAD

B⊤
D2PAD

 (3.39)

Then, the feedback law

κD1(x) = −[R−1
v (1, 1)R−1

v (1, 2)]

[
B⊤

D1PAD

B⊤
D2PAD

]
x ∀x ∈ Π(D) (3.40)

minimizes the cost functional J in the presence of the maximizing attack u2, given by

κD2(x) = −[R−1
v21 R

−1
v22 ]

[
B⊤

D1PAD

B⊤
D2PAD

]
x ∀x ∈ Π(D) (3.41)

In addition, for each x ∈ Π(C) ∪Π(D), the value function is equal to V (x) := x⊤Px.

Notice that the saddle-point equilibrium κD := (κD1, κD2) is composed by P1 playing

the minimizer strategy κD1 as in (3.40), and P2 playing the maximizing attack κD2 as

in (3.41).

Example 3.4.4. (Bouncing ball hybrid game with infinite horizon) Inspired by the

problem in [72], consider a simplified model of a juggling system as in [73], with state

x = (x1, x2) ∈ R2, input uD := (uD1, uD2) ∈ R2, and dynamics H as in (2.3), with data

C = R≥0 × R, F (x) = (x2,−1) ∀x ∈ C

D = {0} × R≤0 × R2, (3.42)

G(x, uD) = (0,−λx2 + uD1 + uD2) ∀(x, uD) ∈ D

where uD1 is the control input, uD2 is the action of an attacker, and λ ∈ (0, 1) is

the coefficient of restitution of the ball. As an instance of Application 2, the scenario

in which uD1 is designed to minimize a cost functional J under the presence of the

worst-case is formulated as a two-player zero-sum game. With the aim of pursuing

minimum velocity and control effort at jumps, consider the cost functions LC(x, uC) :=
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0, LD(x, uD) := x22QD + u⊤DRDuD, and terminal cost q(x) := 1
2x

2
2 + x1 defining J as in

(3.3), with RD :=
[
RD1 0
0 RD2

]
and QD, RD1, −RD2 > 0. Here, uD1 is designed by player

P1, which aims to minimize J , while player P2 seeks to maximize it by choosing uD2.

The function V (x) := x1+
1
2x

2
2 is such that ⟨∇V (x), F (x)⟩ = 0 for all x ∈ C, making

V a solution to (3.9). In addition, the function V is such that

min
uD1

max
uD2

uD=(uD1,uD2)∈R2

{LD(x, uD) + V (G(x, uD))} =
1

2
x22 (3.43)

for all (x, uD) ∈ D. Equality (3.43) is attained by κD(x) = (κD1(x), κD2(x)) with

κD1(x) =
RD2λ

RD1+RD2+2RD1RD2
x2 and κD2(x) =

RD1λ
RD1+RD2+2RD1RD2

x2 when

QD =
−2RD1RD2λ

2 +RD1 +RD2 + 2RD1RD2

2RD1 + 2RD2 + 4RD1RD2
, (3.44)

which yields maximal solutions complete given that G(x, κD(x)) ∈ C ∩ Π(D), and

makes V a solution to (3.10) with saddle-point equilibrium κD. Thus, given that V is

continuously differentiable on R2, and that (3.9) and (3.10) hold thanks to (3.43) and

(3.44), from Theorem 3.2.1, the value function is J ∗(ξ) =
ξ22
2 + ξ1. Figure 3.3 displays

this behavior with both players playing the saddle point equilibrium. The cost of the

displayed solution is V (ξ). Figure 3.4 displays a solution, its associated cost over time,

and the value function. Notice that the cost of such solution from ξ, under both players

playing the saddle point equilibrium, is equal to V (ξ).

Consider the case in which A = {0}, encoding the goal of stabilizing the ball to rest

under the effect of an attacker. Notice that, given that LD ∈ PDκD(A), and (3.18)-

(3.23) hold, by setting α1(s) = min

{
1
2

(
s√
2

)2
, s√

2

}
and α2(s) =

1
2s

2+s, from Theorem

3.3.5, we have that κD is the saddle-point equilibrium and renders A = {0} uniformly

globally asymptotically stable for H.
In Figure 3.5, we let the players select feedback laws close to the Nash equilibrium

and calculate the cost associated to the new laws. The variation of the cost along the

changes in the feedback laws makes evident the saddle-point geometry. This example

illustrates how our results apply to Zeno systems.
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Figure 3.3: Bouncing ball solutions attaining minimum cost under worst-case u2, with
λ = 0.8, RD1 = 10, RD2 = −20, and QD = 0.189.

3.5 Relationship with the Literature

Some results provided in this dissertation have direct counterparts in the continuous-

time and discrete-time game theory literature. The definition of a game in terms of its

elements can bedirectly traced back to [13], as explained below.

Given a discrete-time two-player zero-sum game with final time9 “J”, fk and X

defining the single-valued jump map and jump set, respectively, as in [13], setting the

data ofH as C = ∅, G = fk for k ∈ N≤J , and D = X reduces Definition 3.1.1 to [13, Def.

5.1] for the case in which the output of each player is equal to its state and there is a

feedback information structure as in [13, Def. 5.2]. Thus, items (vi)− (ix) in [13, Def.

5.1] are omitted in the formulation herein and items (i)− (v) and (x)− (xi) are covered

by Definition 3.1.1, the definition of the hybrid time domain with final time (0, J), and

the set SH.
Given a continuous-time two-player zero-sum game with final time10 “T”, f and S0

defining the single-valued flow map and flow set, respectively, as in [13], setting the

data of H as D = ∅, F = f , and C = S0 reduces Definition 3.1.1 to [13, Def. 5.5] for

9This corresponds to the hybrid time (0, J) for H.
10This corresponds to the hybrid time (T, 0) for H.
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Figure 3.4: Bouncing ball cost. Initial condition (square). Value function and saddle-
point equilibrium trajectory attaining evaluated cost at initial condition.

the case in which the output of each player is equal to its state and there is a feedback

information structure as in [13, Def. 5.6]. Thus, items (vi) − (vii) in [13, Def. 5.5]

are omitted in the formulation herein and items (i)− (v) and (viii), (ix) are covered by

Definition 3.1.1, the definition of the hybrid time domain with final time (0, T ), and the

set SH.
Remark 3.5.1. (Equivalent costs) Given ξ ∈ Π(C) ∪ Π(D) and a strategy κ∗ =

(κ∗1κ
∗
2) ∈ K, denote by U∗(ξ, κ∗) the set of joint actions u = (u1, u2) rendering a max-

imal trajectory ϕ to H from ξ with components defined as domϕ ∋ (t, j) 7→ ui(t, j) =

κ∗i (ϕ(t, j)) for each i ∈ {1, 2}. By expressing the largest cost associated to the solu-

tions to H from ξ under the strategy κ∗ as Ĵ (ξ, κ∗) := sup
u∈U∗(ξ,κ∗)

J (ξ, u), an equivalent

condition to (3.2) for when J (ξ, u) = Ĵ (ξ, κ∗) for every u ∈ U∗(ξ, κ∗) is

Ĵ (ξ, (κ∗1, κ2)) ≤ Ĵ (ξ, κ∗) ≤ Ĵ1(ξ, (κ1, κ∗2))

for all κi ∈ Ki, i ∈ {1, 2}.

Remark 3.5.2. (Relation of definition of solution to literature) By considering a

discrete-time system with the single-valued function G or by considering a continuous-

time system with F Lipschitz continuous in C, and by removing the initial condition

as an argument of the cost functionals and specifying it in the state equation, Remark

3.5.1 presents equivalent conditions to those in [13, (6.3)]. Thus, Definition 3.1.3 covers
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Figure 3.5: Saddle point behavior in the cost of solutions to bouncing ball from ξ =
(1, 1) when varying the feedback gains around the optimal value. The cost is evaluated
on solutions (ϕ, u) ∈ S∞H (ξ) with feedback law variations specified by ϵu and ϵw in
u = (ϵuκ1(ϕ), ϵwκ2(ϕ)).

the definitions of a pure strategy Nash equilibrium in [13, Sec. 6.2, 6.5] for the zero-sum

case.

Conditions for computing value functions for linear quadratic problems have been

widely studied, concerning solving differential and algebraic Riccati equations. The

computation of value functions for systems with nonlinear dynamics is an open research

problem and has seen interesting learning-based contributions in the last years, e.g., [51].

The computation of value functions for DAEs is discussed in [74], [75], for the case

of linear differential games under algebraic constraints. Such value functions have a

similar structure to the ones provided herein for hybrid systems with linear jump and

flow maps and algebraic constraints encoded by the flow set C.

The design of value functions for switched DAEs imposes additional challenges that

follow the discussion in [24] on the existence of Lyapunov functions and asymptotic sta-

bility. In some cases, a common Lyapunov function for all the subsystems of a switched

DAE does not exist and even when it exists, it is not enough to guarantee asymptotic

stability due to arbitrary switching. To solve this, conditions over switching are pro-

vided in [24, Theorem 4.1], and for the optimality of hybrid systems, such conditions

are resembled by the point-wise conditions on the change of V along jumps. In [45],

there are coupled value functions associated to each subsystem of a switched DAE in

a zero-sum game, which result in coupled Riccati differential equations with optimal
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feedback strategies described by linear-time-varying functions of the state. Note that

both scenarios are accounted for in the design of a value function for hybrid games based

on optimality pointwise conditions provided in this work.
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Chapter 4

Fixed Terminal Time Hybrid

Games

Following the hybrid games framework presented in Chapter 3, we generate results on

sufficient conditions for optimality and design of saddle-point equilibrium feedback laws

for two-player zero-sum hybrid games with fixed terminal time. To invoke the elements

of a two-player zero-sum hybrid game in Definition 3.1.1, we redefine the strategy space

as,

Definition 4.0.1. (Finite-horizon strategy space)

4) For each i ∈ {1, 2}, a strategy space Ki of Pi defined as a collection of mappings

γi : R≥0 × N × Rn → RmCi × RmDi . The strategy space of the game K is the

collection of mappings with elements γ = (γ1, γ2), where γi ∈ Ki for each i ∈
{1, 2}. Each γi ∈ Ki is said to be a permissible pure1 strategy for Pi.

Additional constraints arise when a hybrid game is to be solved in a finite horizon,

which is typically studied using backward induction tools [76]. Nevertheless, setting a

priori a specific combination of the amount of continuous evolution and discrete evolu-

tion allowed to a hybrid system significantly restricts the set in which the optimization

problem is solved. Therefore, in this chapter, we formulate a finite horizon optimization

problem in which the terminal set T is properly designed to define the end of the game

1This is in contrast to when Ki is defined as a probability distribution, in which case γi ∈ Ki is
referred to as a mixed strategy.
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constraint. The conditions on this problem formulation are similar to their counterparts

in the differential/dynamic game theory literature. Nevertheless, in contrast to Chap-

ter 3 and conventional finite-horizon game theory, the notion of terminal time herein

allows for state trajectories with terminal times belonging to T , which is endowed in a

hybrid time domain-like geometry to account for hybrid time domains, as in [49]. We

present sufficient conditions based on Hamilton-Jacobi-Isaacs-like equations to attain a

finite-horizon saddle-point equilibrium and evaluate the game value function without

computation of solutions.

As a motivational example, consider a system H as in (2.3), with state x ∈ R, input

uC := (uC1, uC2) ∈ R2, and dynamics

ẋ = F (x, uC) := ax+BuC x ∈ [0, δ]

x+ =G(x) := σ x = µ
(4.1)

where a < 0, B = [b1 b2], with b1, b2 ∈ R, and δ ≥ µ > σ > 0. Here, uC1 is designed

by player P1, which aims to minimize a cost functional J , while player P2 seeks to

maximize it by choosing uC2. The terminal set T describes the hybrid time domain of

the set of solutions over which the optimization problem is solved and is defined as

T := {(T, J) ∈ R≥0 × N : max{T/δp, J} = τp} (4.2)

where τp ∈ N\{0} defines the number of jumps and δp > 0 determines the ordinary time

t allowed by T . Applying classical continuous-time or discrete-time game theoretical

tools to solve this optimization problem might lead to suboptimal input actions due to

solutions to H potentially exhibiting both continuous and discrete behavior. Indeed,

solutions starting from δ can either jump or flow at µ2. In Figure 4.1, the response ϕh

to the hybrid system H from ξ = δ = 2 for a certain input action displays this behavior.

For the case in which the cost functional J penalizes both the continuous evolution and

the discrete evolution, the associated cost to ϕh, denoted Jh, is calculated using the

hybrid methods developed in this work. In contrast, the costs Jc and Jd are computed

using continuous-time methods and discrete-time methods, respectively. As the plot

shows, existing tools are incapable of properly evaluating the cost of solutions to hybrid

systems. 3

2The domain of uC determines whether jump or flow occurs from µ.
3Code at https://github.com/HybridSystemsLab/HybridGames-FiniteHorizon
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Figure 4.1: A solution to (4.1) (blue) and its cost with time horizon of 2 jumps or 0.6
seconds. The cost computed with continuous-time methods is displayed in green, and
with discrete-time methods is displayed in red. The parameters used are a = −1, b1 =
b2 = 1, δ = ξ = 2, µ = 1, σ = 0.5, QC = 1, RC1 = 1.304, and RC2 = −4.

We are interested in designing feedback laws, potentially time-dependent, to solve

finite-horizon two-player hybrid games. This motivates the need for a hybrid zero-

sum game formulation for scenarios with finite horizon and results providing sufficient

conditions to certify optimality in a min-max sense of feedback laws for hybrid systems.

In addition, we are interested in solutions that guarantee optimality without the need

of computing solutions.

4.1 Problem Statement

We formulate a finite-horizon optimization problem to solve a two-player zero-sum

hybrid game and provide the sufficient conditions to characterize the solution. Consider

a two-player zero-sum hybrid game with dynamics H described by (2.3) with data

(C,F,D,G). Uniqueness of solutions for a given input implies a unique correspondence

from cost to control action, which allows this type of games to be well-defined, so that an

equilibrium solution is defined [13, Remark 5.3]. Under Assumption 3.1.4, the conditions

in Proposition 2.2.5 are satisfied, so solutions to H are unique

We relax the requirement on maximal solutions being complete in Chapter 3 and

consider solutions to H with terminal time that belongs to a given set. With this

purpose, we introduce the following set definitions.

Given a solution (ϕ, u) to H, (T, J) ∈ dom(ϕ, u) is refered to the terminal time of
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(ϕ, u) if T ≥ t and J ≥ j for all (t, j) ∈ dom(ϕ, u). Given T ⊂ R≥0 × N, let us denote

by ŜTH(M) ⊂ ŜH(M) the set of compact solutions to H from M , with terminal time in

T , i.e., if (ϕ, u) ∈ ŜTH(M) and maxdom(ϕ, u) = (T, J), then (T, J) ∈ T . We denote by

UT
H(M) the set of input actions u such that compact solutions to H from M for u have

terminal time in T .
Given ξ ∈ Π(C ∪D), a joint input action u = (uC , uD) ∈ U , the stage cost for flows

LC : Rn × RmC → R≥0, the stage cost for jumps LD : Rn × RmD → R≥0, and the

terminal cost q : R≥0×N×Rn → R, we define the cost associated to the solution (ϕ, u)

to H from ξ with terminal time (T, J) ∈ R≥0 × N, under Assumption 3.1.4, as

J (ξ, u) :=
J∑
j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt

+
J−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j)) + q(T, J, ϕ(T, J)) (4.3)

where tJ+1 = T and {tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the defini-

tion of the hybrid time domain of ϕ; see Definition 2.2.2. For this scenario, the terminal

set is defined as in (4.2). Let us also denote the set of points contained by the box

described by T and the coordinate axes as

T≤τp := {(t, j) ∈ R≥0 × N : max{t/δp, j} ≤ τp} (4.4)

Using the formulation above, the two-player zero-sum game consists of solving the fol-

lowing problem.

Problem (⋆): Given ξ ∈ Rn, T ⊂ R≥0 × N, under Assumption 3.1.4, solve

minimize
u1

maximize
u2

u=(u1,u2)∈UT
H(ξ)

J (ξ, u) (4.5)

where UT
H is the set of joint input actions yielding solutions with terminal time in T .

Remark 4.1.1. (Finite-horizon saddle-point equilibrium and min-max control) A so-

lution to Problem (⋆), when it exists, can be expressed in terms of the pure strat-

egy saddle-point equilibrium γ for the two-player zero-sum finite-horizon game. Each

u∗ = (u∗1, u
∗
2) rendering a response ϕ∗ such that (ϕ∗, u∗) ∈ STH(ξ), defined as domϕ∗ ∋

(t, j) 7→ u∗i (t, j) = γi(t, j,ϕ
∗(t, j)) for each i ∈ {1, 2}, satisfies

u∗ = argmin
u1

max
u2

u=(u1,u2)∈UT
H(ξ)

J (ξ, u) = argmax
u2

min
u1

u=(u1,u2)∈UT
H(ξ)

J (ξ, u)
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and it is referred to as a min-max control at ξ.

Definition 4.1.2. (Value function) Given ξ ∈ Π(C) ∪ Π(D), and parameters δp > 0

and τp ∈ N \ {0} defining the set T ⊂ R≥0 ×N as in (4.2), under Assumption 3.1.4, the

value function at ξ is given by

J ∗
T (ξ) := min

u1
max
u2

u=(u1,u2)∈ŜT
H(ξ)

J (ξ, u) = max
u2

min
u1

u=(u1,u2)∈ŜT
H(ξ)

J (ξ, u) (4.6)

If there does not exist (ϕ, u) from ξ such that domϕ ever enters T , i.e. if ŜTH(ξ) is

empty, then J ∗
T (ξ) :=∞.

4.2 Design of Saddle-Point Equilibrium for Finite-Horizon

Hybrid Games

The following theorem provides sufficient conditions to characterize the value function

J ∗
T and the feedback law that attains it. It addresses the solution to Problem (⋆) for

each ξ ∈ Π(C) ∪Π(D), showing that the optimizer is the saddle-point equilibrium.

Theorem 4.2.1. (Hamilton-Jacobi-Isaacs (HJI) equations for Problem (⋆)) Given a

two-player zero-sum hybrid game with dynamics H as in (2.3) described by (C,F,D,G)

satisfying Assumption 3.1.4, stage costs LC : R≥0 × N × Rn × RmC → R≥0 and LD :

R≥0×N×Rn×RmD → R≥0, terminal cost q : R≥0×N×Rn → R, and parameters δp > 0

and τp ∈ N \ {0} defining the sets T , T≤τp ⊂ R≥0 ×N as in (4.2) and (4.4), respectively,

suppose the following hold:

1. There exists a function V : R≥0 × N× Rn → R that is continuously differentiable

on a neighborhood of T≤τp × Π(C) satisfying the Hamilton-Jacobi-Isaacs hybrid

PDEs given as

0 = min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

{
LC(t, j, x, uC) +

∂V

∂t
(t, j, x) +

∂V

∂x
(t, j, x)F (x, uC)

}

= max
uC2

min
uC1

uC=(uC1,uC2)∈ΠC
u (x)

{
LC(t, j, x, uC) +

∂V

∂t
(t, j, x) +

∂V

∂x
(t, j, x)F (x, uC)

}

∀((t, j), x) ∈ T≤τp ×Π(C)

(4.7)
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V (t, j, x) = min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

{LD(t, j, x, uD) + V (t, j + 1, G(x, uD))}

= max
uD2

min
uD1

uD=(uD1,uD2)∈ΠD
u (x)

{LD(t, j, x, uD) + V (t, j + 1, G(x, uD))}

∀((t, j), x) ∈ T≤τp ×Π(D)

(4.8)

2. For each ξ ∈ Π(C) ∪Π(D), each (ϕ, u) ∈ STH(ξ) satisfies

V (t, j, ϕ(t, j)) = q(t, j, ϕ(t, j)) ∀(t, j) ∈ dom ϕ ∩ T (4.9)

Then

J ∗
T (ξ) = V (0, 0, ξ) ∀ξ ∈ Π(C) ∪Π(D), (4.10)

and any feedback law γ := (γC , γD) : R≥0 × N× Rn → RmC × RmD with values

γC(t, j, x) ∈ argmin
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

{
LC(t, j, x, uC) +

∂V

∂x
(t, j, x)F (x, uC)

}

∀((t, j), x) ∈ T≤τp ×Π(C)

and

γD(t, j, x) ∈ argmin
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

{LD(t, j, x, uD) + V (t, j + 1, G(x, uD))}

∀((t, j), x) ∈ T≤τp ×Π(D)

is a pure strategy saddle-point equilibrium for the two-player zero-sum finite-horizon

hybrid game with J1 = J , J2 = −J .

4.3 Examples

We characterize the pure strategy saddle-point equilibrium and the value function

for the example introduced in Section III.A.

Example 4.3.1. (Bouncing ball) Inspired by the problem in [72], consider a simplified

model of a juggling system as in [73], with state x ∈ R2, input uD := (uD1, uD2) ∈ R2,

and dynamics

ẋ = F (x) := (x2,−1) x ∈ R≥0 × R

x+ =G(x, uD) := (0,−λx2 + uD1 + uD2) (x, uD) ∈ {0} × R≤0 × R2
(4.11)
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where uD1 is the control input, uD2 is the action of an attacker, and λ ∈ (0, 1) is the

coefficient of restitution of the ball. The scenario in which uD1 is designed to minimize

a cost functional J under the presence of the worst-case attack uD2 is formulated as

a two-player zero-sum finite-horizon hybrid game. With the aim of pursuing minimum

energy and distance to the origin at jumps, consider the cost functions LC(x, uC) := 0,

LD(x, uD) := x22QD + u⊤DRDuD, and terminal cost q(x) := 1
2x

2
2 + x1 defining J as in

(4.3), with RD :=
[
RD1 0
0 RD2

]
and QD, RD1, −RD2 > 0. Here, uD1 is designed by player

P1, which aims to minimize J , while player P2 seeks to maximize it by choosing uD2.

The function V (x) := x1+
1
2x

2
2 is such that ∂V

∂x (x)F (x) = 0 for all x ∈ R≥0×R, making

V a solution to (4.7). In addition, the function V is such that

min
uD1

max
uD2

uD=(uD1,uD2)∈R2

{LD(x, uD) + V (G(x, uD))} = 1
2x

2
2 (4.12)

for all (x, uD) ∈ {0} × R≤0 × R2, and attained by γD(x) = (γD1(x), γD2(x)) with

γD1(x) =
RD2λ

RD1+RD2+2RD1RD2
x2 and γD2(z) =

RD1λ
RD1+RD2+2RD1RD2

x2 when

QD =
−2RD1RD2λ

2 +RD1 +RD2 + 2RD1RD2

2RD1 + 2RD2 + 4RD1RD2
, (4.13)

which makes V a solution to (4.8). Thus, given that V is continuously differentiable on

R2, and that (4.7) and (4.8) hold thanks to (4.12) and (4.13), from Theorem 4.2.1, the

value function is J ∗
T (ξ1, ξ2) :=

ξ22
2 + ξ1. Figure 4.2 displays this behavior.

In Figure 4.3, we let the players select feedback laws close with the Nash equilibrium

and calculate the cost associated to the new laws. The variation of the cost along the

changes in the feedback laws makes evident the saddle-point geometry.

4.3.1 Periodic-Jumps Finite-Horizon Hybrid Games

Next, we consider a special case of our result that emerges in hybrid systems with

linear flow and jump maps and periodic jumps. We introduce a state variable τ that

plays the role of a timer. Once τ reaches a fixed threshold T̄ ∈ R≥0, it triggers a jump

in the state and resets τ to 0.

Consider a hybrid system with state x = (xp, τ) = (xp1, xp2 , τ) ∈ Rn × [0, T̄ ], input

u = (uC , uD) = ((uC1, uC2), (uD1, uD2)) ∈ RmC × RmD , and dynamics H as in (2.3),
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Figure 4.2: Bouncing ball solutions attaining minimum cost under worst-case u2, with
τp = 100, δp = 2/25, λ = 0.8, RD1 = 10, RD2 = −20, and QD = 0.189.

described by

C = Rn × [0, T̄ ]× RmC

F (x, uC) = (ACxp +BCuC , 1)

=:
([

AC1 0
0 AC2

] [ xp1
xp2

]
+ [BC1 BC2 ] [

uC1
uC2 ] , 1

)
D = Rn × {T̄} × RmD

G(x, uD) = (ADxp +BDuD, 0)

=:
([

AD1 0
0 AD2

] [ xp1
xp2

]
+ [BD1 BD2 ] [

uD1
uD2 ] , 0

)
The input u1 = (uC1, uD1) is assigned by P1 and the input u2 = (uC2, uD2) is assigned

by P2. The problem of finding conditions for u1 to minimize a cost functional J in

the presence of the action u2 that seeks to maximize it, is formulated as a two-player

zero-sum game. Given T ⊂ R≥0×N as in (4.2), we synthesize a feedback law that solves

Problem (⋆) through the solution of the HJI hybrid PDEs in (4.7) and (4.8).

With the aim of pursuing minimum energy and distance to the origin, consider

the cost functions LC(x, uC) := x⊤p QCxp + u⊤C1RC1uC1 + u⊤C2RC2uC2, LD(x, uD) :=

x⊤p QDxp + u⊤D1RD1uD1 + u⊤D2RD2uD2, and terminal cost q(x) := x⊤p P (τ)xp where
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Figure 4.3: Saddle point behavior in the cost of solutions to bouncing ball from ξ =
(1, 1) when the feedback gains vary around the optimal value. The cost is evaluated
on solutions (ϕ, u) ∈ STH(ξ) with feedback law variations specified by ϵu and ϵu in
u = (ϵuγ1(t, j, ϕ), ϵwγ2(t, j, ϕ)).

QC , QD ∈ Sn+, RC1 ∈ SmC1
+ , −RC2 ∈ SmC2

+ , RD1 ∈ SmD1
+ , −RD2 ∈ SmD2

+ and P (τ) ∈ Sn+
for all τ ∈ [0, T̄ ]. These functions define J as in (4.3). Inspired by [47] and [77], the

following result presents a tool for the solution of the finite horizon optimal control

problem for hybrid systems with linear maps and periodic jumps under the adversarial

action provided by P2.

Corollary 4.3.2. (Hybrid Riccati equation for periodic jumps with finite horizon)

Given T̄ ∈ R≥0, AC , AD ∈ Rn×n, BC := [BC1 BC2] ∈ Rn×mC , BD := [BD1 BD2] ∈
Rn×mD , QC , QD ∈ Sn+, RC1 ∈ SmC1

+ , −RC2 ∈ SmC2
+ , RD1 ∈ SmD1

+ , −RD2 ∈ SmD2
+ , and

δp > 0 and τp ∈ N\{0} defining the set T≤τp ⊂ R≥0×N as in (4.4), suppose there exists

a continuously differentiable matrix function P : [0, T̄ ]→ Sn+ such that

−dP

dτ
(τ) = − P (τ)(BC2R

−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ)

+QC + P (τ)AC +A⊤
CP (τ) ∀τ ∈ (0, T̄ ),

(4.14)

−RD2 −B⊤
D2P (0)BD2 ∈ SmD

0+ ,

RD1 +B⊤
D1P (0)BD1 ∈ SmD

0+ ,
(4.15)

the matrix Rv =
[
RD1+B

⊤
D1P (0)BD1 B⊤

D1P (0)BD2

B⊤
D2P (0)BD1 RD2+B

⊤
D2P (0)BD2

]
is invertible, and

P (T̄ ) = QD +A⊤
DP (0)AD −

[
A⊤
DP (0)BD1 A⊤

DP (0)BD2

]
R−1
v

B⊤
D1P (0)AD

B⊤
D2P (0)AD

 (4.16)
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Then, the feedback law γ := (γC , γD), with values

γC(x) = (−R−1
C1B

⊤
C1P (τ)xp,−R−1

C2B
⊤
C2P (τ)xp) ∀x : τ ∈ (0, T̄ ) (4.17)

γD(x) = −R−1
v

B⊤
D1P (0)AD

B⊤
D2P (0)AD

xp ∀x : τ = 0 (4.18)

is a pure strategy saddle-point equilibrium for the two-player zero-sum finite-horizon

hybrid game with periodic jumps. In addition, for each (τ, xp) and each (t, j) ∈ T≤τp ,
the value function is equal to V (x) := x⊤p P (τ)xp.

4.3.2 Jumps-Actuated Finite-Horizon Hybrid Game

Inspired by Example 4.3.1, we consider the class of hybrid systems with state x ∈ Rn,

input uD = (uD1, uD2) ∈ RmD , and dynamics H as in (2.3), described by

ẋ = F (x) x ∈ C

x+ =ADx+
[
BD1 BD2

]uD1

uD2

 (x, uD)∈ D
(4.19)

with Lipschitz continuous F : Rn×n → Rn×n, AD ∈ Rn×n, and C ⊂ Rn, D ⊂ Rn×RmD ,

such that C∪D is nonempty. The input uD1 plays the role of the control and uD2 is the

disturbance input. The problem of minimizing a cost functional J in the presence of the

worst-case disturbance u2 under a finite horizon defined by T as in (4.2) is formulated as

a two-player zero-sum game. Thus, by solving Problem (⋆) for every ξ ∈ Π(C) ∪Π(D),

the control objective is achieved.

With the aim of pursuing minimum energy and distance to the origin during jumps,

consider the cost functions LC(t, j, x, uC) := 0, LD(t, j, x, uD) := x⊤QDx+u
⊤
D1RD1uD1+

u⊤D2RD2uD2, and terminal cost q(t, j, x) := x⊤P (t)x, where QD ∈ Sn+, RD1 ∈ SmD1
+ ,

−RD2 ∈ SmD2
+ and t 7→ P (t) ∈ Sn+. These functions define J as in (4.3). The following

result presents a tool for the solution of the optimal control problem for jumps-actuated

finite-horizon hybrid systems with state-affine flow maps under a worst-case disturbance.

Corollary 4.3.3. (Hybrid Riccati equation for jumps-actuated game) Given F : Rn →
Rn, AD ∈ Rn×n, BD := [BD1 BD2] ∈ Rn×mD , QD ∈ Sn+, RD1 ∈ SmD1

+ , −RD2 ∈ SmD2
+ ,

ζ ∈ Rn, and δp > 0 and τp ∈ N \ {0} defining the set T≤τp ⊂ R≥0 × N as in (4.4),
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suppose there exists a continuously differentiable matrix function t 7→ P ∈ Sn+ defined

on (0, δpτp) such that

0 = 2P (t)F (x) +
dP

dt
(t)x ∀((t, j), x) ∈ T≤τp ×Π(C), (4.20)

−RD2 −B⊤
D2P (t)BD2 ∈ SmD

0+ ∀t ≤ τpδp,
RD1 +B⊤

D1P (t)BD1 ∈ SmD
0+ ∀t ≤ τpδp,

(4.21)

the matrix Rv(t) =
[
RD1+B

⊤
D1P (t)BD1 B⊤

D1P (t)BD2

B⊤
D2P (t)BD1 RD2+B

⊤
D2P (t)BD2

]
is invertible for all t ∈ [0, τpδp],

and

0 = −P (t) +QD +A⊤
DP (t)AD −

[
A⊤
DP (t)BD1 A⊤

DP (t)BD2

]
Rv(t)

−1

B⊤
D1P (t)AD

B⊤
D2P (t)AD


∀((t, j), x) ∈ T≤τp ×Π(D),

(4.22)

then, the feedback law 4

γD1(t, j, x) = −[R−1
v (1, 1)R−1

v (1, 2)]

B⊤
D1P (t)AD

B⊤
D2P (t)AD

x ∀((t, j), x) ∈ T≤τp ×Π(D)

(4.23)

minimizes the cost functional J in the presence of the worst-case disturbance u2, given

by

γD2(t, j, x) = −[R−1
v (2, 1)R−1

v (2, 2)]

B⊤
D1P (t)AD

B⊤
D2P (t)AD

x ∀((t, j), x) ∈ T≤τp ×Π(D)

(4.24)

In addition, for each (t, j, x) ∈ T≤τp × Π(C) ∪ Π(D), the value function is equal to

V (t, j, x) := x⊤P (t)x.

4.4 Approximate Min-Max Optimality

Inspired by [19, Theorem 15.2], the following results allow the construction of a state-

feedback policy based on a function V that satisfies the Hamilton Jacobi Isaacs PDEs

(4.7),(4.8) only approximately.

4The notation R−1
v (a, b) denotes the (a, b) entry of matrix R−1

v .
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Lemma 4.4.1. (Upper bound) Given a two-player zero-sum hybrid game with dynam-

ics H as in (2.3) with N = 2, and data (C,F,D,G), satisfying Assumption 3.1.4, stage

costs LC : R≥0×N×Rn×RmC → R≥0 and LD : R≥0×N×Rn×RmD → R≥0, terminal

cost q : R≥0 × N × Rn → R, and parameters δp > 0 and τp ∈ N \ {0} defining the the

sets T , T≤τp ⊂ R≥0 × N as in (4.2) and (4.4), respectively, if there exist ε ≥ 0, and a

function V : R≥0 × N × Rn → R that is continuously differentiable on a neighborhood

of T≤τp ×Π(C) satisfying

−ε ≤ min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

{
LC(t, j, x, uC) +

∂V

∂x
(t, j, x)F (x, uC)

}
+
∂V

∂t
(t, j, x)

∀((t, j), x) ∈ T≤τp ×Π(C)

(4.25)

−ε ≤ V (t, j, x)− min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

{LD(t, j, x, uD) + V (t, j + 1, G(x, uD))}

∀((t, j), x) ∈ T≤τp ×Π(D),

(4.26)

and, for ξ ∈ Π(C)∪Π(D), if any (ϕs, u
s) ∈ STH(ξ) with us = (us1, u

s
2), domϕs ∋ (t, j) 7→

us1(t, j) = γ̄1(t, j, ϕs(t, j)) for some γ̄1 ∈ K1, domϕs ∋ (t, j) 7→ us2(t, j) = γ∗2(t, j, ϕs(t, j))

for γ∗2 := (γ∗C2, γ
∗
D2) attaining the supremum in (4.25) and (4.26), is such that

V (sup domϕs, ϕs(sup domϕs)) = q(sup domϕs, ϕs(sup domϕs)) (4.27)

then,

V (0, 0, ξ) ≤ J (ξ, us) + τp(1 + δp)ε (4.28)

Lemma 4.4.2. (Lower bound) Given a two-player zero-sum hybrid game with dynam-

ics H as in (2.3) with N = 2, described by (C,F,D,G), satisfying Assumption 3.1.4,

stage costs LC : R≥0 × N × Rn × RmC → R≥0 and LD : R≥0 × N × Rn × RmD → R≥0,

terminal cost q : R≥0 × N× Rn → R, and parameters δp > 0 and τp ∈ N \ {0} defining
the sets T , T≤τp ⊂ R≥0 × N as in (4.2) and (4.4), respectively, if there exist ε ≥ 0, and

a function V : R≥0×N×Rn → R that is continuously differentiable on a neighborhood
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of T≤τp ×Π(C) satisfying

ε ≥ min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

{
LC(t, j, x, uC) +

∂V

∂x
(t, j, x)F (x, uC)

}
+
∂V

∂t
(t, j, x)

∀((t, j), x) ∈ T≤τp ×Π(C)

(4.29)

ε ≥ V (t, j, x)− min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

{LD(t, j, x, uD) + V (t, j + 1, G(x, uD))}

∀((t, j), x) ∈ T≤τp ×Π(D),

(4.30)

and, given ξ ∈ Π(C) ∪ Π(D), if any (ϕw, u
w) ∈ STH(ξ) with uw = (uw1 , u

w
2 ), domϕw ∋

(t, j) 7→ uw1 (t, j) = γ∗1(t, j, ϕw(t, j)) for γ∗1 = (γ∗C1, γ
∗
D1) attaining the infimum in (4.29)

and (4.30), domϕw ∋ (t, j) 7→ uw2 (t, j) = γ̄2(t, j, ϕw(t, j)) for some γ̄2 ∈ K2, is such that

V (sup domϕw, ϕw(sup domϕw)) = q(sup domϕw, ϕw(sup domϕw)) (4.31)

then,

J (ξ, uw)− τp(1 + δp)ε ≤ V (0, 0, ξ) (4.32)

Theorem 4.4.3. (Approximate Hamilton-Jacobi-Isaacs (HJI) for Problem (⋆))Given a

two-player zero-sum hybrid game with dynamics H as in (2.3) with N = 2, described by

(C,F,D,G), satisfying Assumption 3.1.4, stage costs LC : R≥0×N×Rn×RmC → R≥0

and LD : R≥0 × N × Rn × RmD → R≥0, terminal cost q : R≥0 × N × Rn → R, and

parameters δp > 0 and τp ∈ N \ {0} defining the sets T , T≤τp ⊂ R≥0 ×N as in (4.2) and

(4.4), respectively, if there exist constants ε, δ ≥ 0, and a function V : R≥0×N×Rn → R

that is continuously differentiable on a neighborhood of T≤τp × Π(C) satisfying the

approximate Hamilton-Jacobi-Isaacs hybrid PDEs given as

ε ≥

∣∣∣∣∣ min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

{
LC(t, j, x, uC) +

∂V

∂x
(t, j, x)F (x, uC)

}
+
∂V

∂t
(t, j, x)

∣∣∣∣∣
=

∣∣∣∣∣ max
uC2

min
uC1

uC=(uC1,uC2)∈ΠC
u (x)

{
LC(t, j, x, uC) +

∂V

∂x
(t, j, x)F (x, uC)

}
+
∂V

∂t
(t, j, x)

∣∣∣∣∣
∀((t, j), x) ∈ T≤τp ×Π(C)

(4.33)
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ε ≥

∣∣∣∣∣V (t, j, x)− min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

{LD(t, j, x, uD) + V (t, j + 1, G(x, uD))}

∣∣∣∣∣
=

∣∣∣∣∣V (t, j, x)− max
uD2

min
uD1

uD=(uD1,uD2)∈ΠD
u (x)

{LD(t, j, x, uD) + V (t, j + 1, G(x, uD))}

∣∣∣∣∣
∀((t, j), x) ∈ T≤τp ×Π(D),

(4.34)

such that for each ξ ∈ Π(C) ∪Π(D), each (ϕ, u) ∈ STH(ξ) satisfies

V (t, j, ϕ(t, j)) = q(t, j, ϕ(t, j)) ∀(t, j) ∈ dom ϕ ∩ T (4.35)

and a feedback law γ := (γC , γD) := ((γC1, γC2), (γD1, γD2)) : R≥0 × N× Rn → RmC ×
RmD for which

−δ ≤ min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

{
LC(t, j, x, uC) +

∂V

∂x
(t, j, x)F (x, uC)

}

− LC(t, j, x, γC(t, j, x)) +
∂V

∂x
(t, j, x)F (x, γC(t, j, x)) ≤ δ

∀((t, j), x) ∈ T≤τp ×Π(C)

(4.36)

and

−δ ≤ min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

{LD(t, j, x, uD) + V (t, j + 1, G(x, uD))}

− LD(t, j, x, γD(t, j, x)) + V (t, j + 1, G(x, γD(t, j, x))) ≤ δ

∀((t, j), x) ∈ T≤τp ×Π(D)

(4.37)

Then, any (ϕ∗, u∗) ∈ ŜTH(ξ) with domϕ∗ ∋ (t, j) 7→ u∗(t, j) = γ(t, j, ϕ∗(t, j, )), has a

cost that satisfies

J (ξ, uw)−τp(1 + δp)(2ε+ δ) ≤ J (ξ, u∗) ≤ J (ξ, us)+τp(1 + δp)(2ε+ δ)

∀ξ ∈ Π(C) ∪Π(D), (4.38)

for any (ϕs, u
s) ∈ ŜTH(ξ) with us = (us1, u

s
2), domϕs ∋ (t, j) 7→ us1(t, j) = γ̄1(t, j, ϕs(t, j, ))

for some γ̄1 ∈ K1 and domϕs ∋ (t, j) 7→ us2(t, j) = γ∗2(t, j, ϕs(t, j)) for γ
∗
2 := (γ∗C2, γ

∗
D2)

attining the supremum in (4.33) and (4.34), and for any (ϕw, u
w) ∈ ŜTH(ξ) with uw =

(uw1 , u
w
2 ), domϕw ∋ (t, j) 7→ uw1 (t, j) = γ∗1(t, j, ϕw(t, j)) for γ

∗
1 = (γ∗C1, γ

∗
D1) attaining the

infimum in (4.33) and (4.34), domϕw ∋ (t, j) 7→ uw2 (t, j) = γ̄2(t, j, ϕw(t, j, )) for some

γ̄w ∈ Kw.
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Note that for ε = 0, the equations (4.33) and (4.34) are equivalent to (4.7) and

(4.8). If, in addition, δ = 0, (4.36) and (4.37) show that the saddle point is attained by

γ = (γC , γD). When ε = δ = 0, the bound (4.38) implies that no control action us can

lead to a cost lower than that of u∗, nor any control action uw can lead to a cost greater

than that of u∗, which we already concluded from Theorem 4.2.1. When δ > 0 and

ε > 0, there may exist strategies of player P1 that when the adversary player P2 plays

optimally, render actions us that improve upon u∗. Likewise, there may exist strategies

of the adversarial player P2 that when player P1 plays optimally, render actions uw

attaining a cost greater that that of u∗, but never by more than τp(1 + δp)(2ε + δ),

which can be very small if ε and δ are both very small.
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Chapter 5

Fixed Terminal State Hybrid

Games

Using the hybrid games framework presented in Chapter 3, in this Chapter we study

hybrid two-player zero-sum games with a terminal state sets conditions. The specifica-

tion of this type of conditions results in a free terminal time nature in the set of inputs

over which the optimization problem is solved.

5.1 Problem Statement

We formulate a finite-horizon optimization problem to solve a two-player zero-sum

hybrid game with free terminal time and a fixed terminal set, and provide sufficient

conditions to characterize its solution. A special case of this setting allows to cover the

infinite horizon games in Chapter 3.

Following the formulation in Definition 3.1.1, consider a two-player zero-sum hybrid

game with dynamics H described by (2.3) with data (C,F,D,G). Let the closed set

X ⊂ Π(C)∪Π(D) be the terminal constraint set. We say that a solution (ϕ, u) to H is

feasible if there exists a finite (T, J) ∈ dom(ϕ, u) such that ϕ(T, J) ∈ X. In addition, we

make (T, J) to be both the terminal time of (ϕ, u) and the first time at which ϕ reaches

X, i.e., there does not exist (t, j) ∈ domϕ with t+ j < T + J such that ϕ(t, j) ∈ X and

(T, J) = maxdom(ϕ, u); hence domϕ is compact.1 Uniqueness of solutions for a given

1When X = ∅, the requirement that ϕ belongs to X is not enforced, hence, there is no terminal
constraint and the two-player zero-sum hybrid game evolves over an infinite (hybrid) horizon when
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input implies a unique correspondence from cost to control action, which allows this

type of games to be well-defined, so that an equilibrium solution is defined [13, Remark

5.3]. Sufficient conditions to guarantee that Assumption 3.1.4 holds include Lipschitz

continuity of the flow map F , provided it is a single-valued function. Under Assumption

3.1.4, the conditions in Proposition 2.2.5 are satisfied, so solutions to H are unique2 for

each u ∈ U . Given ξ ∈ Π(C) ∪ Π(D), a joint input action u = (uC , uD) ∈ U , the stage

cost for flows LC : Rn × RmC → R≥0, the stage cost for jumps LD : Rn × RmD → R≥0,

and the terminal cost q : Rn → R, we define the cost associated to the solution (ϕ, u)

to H from ξ, under Assumption 3.1.4, as

J (ξ, u) :=
supj domϕ∑

j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j))

+ lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

q(ϕ(t, j))
(5.1)

where tsupj domϕ+1 = supt domϕ defines the upper limit of the last integral, and

{tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid time

domain of (ϕ, u); see Definition 2.2.2.

When X is nonempty, the set SXH (ξ) ⊂ SH(ξ) denotes all maximal solutions from

ξ that reach X at their terminal time. When X is empty, SXH (ξ) reduces to the set

of complete solutions from ξ. We define the set of input actions that yield maximal

solutions to H from ξ entering X as UXH (ξ) := {u : ∃(ϕ, u) ∈ SXH (ξ)}. The feasible

set M ⊂ Π(C) ∪ Π(D) is the set of states ξ such that there exists (ϕ, u) ∈ ŜXH (ξ)

with ϕ(T, J) ∈ X, where (T, J) is the terminal time of dom(ϕ, u), namely, (T, J) =

maxdomϕ.

We are ready to formulate the two-player zero-sum game.

Problem (⋄X): Given the terminal set X, the feasible set M ⊂ Π(C) ∪ Π(D), and

ξ ∈M, under Assumption 3.1.4, solve

minimize
u1

maximize
u2

u=(u1,u2)∈UX
H (ξ)

J (ξ, u) (5.2)

where ϕ is the maximal state trajectory rendered by u to H from ξ.

domϕ is unbounded.
2Under Assumption 3.1.4, the domain of the input u specifies whether from points in Π(C) ∩ Π(D)

a jump or flow occur.
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Remark 5.1.1. (Infinite horizon games) When the terminal set X is empty and

maximal solutions are complete, Problem (⋄X) reduces to an infinite horizon hybrid

game as in Chapter 3, as stated in footnote 4. In this case, the feasible set satisfies

M = Π(C) ∪ Π(D) and, for each ξ ∈ M, the set of complete solutions SXH (ξ) is

nonempty. For infinite horizon games, the set of decision variables UXH in Problem (⋄X)
denotes all joint input actions yielding maximal complete solutions to H.

Remark 5.1.2. (Saddle-point equilibrium and min-max control) A solution to Problem

(⋄X), when it exists, can be expressed in terms of the saddle-point equilibrium κ =

(κ1, κ2) for the two-player zero-sum game. Each u∗ = (u∗1, u
∗
2) that renders a state

trajectory ϕ∗ ∈ R(ξ, u∗), with components defined as domϕ∗ ∋ (t, j) 7→ u∗i (t, j) =

κi(ϕ
∗(t, j)) for each i ∈ {1, 2}, satisfies

u∗ = argmin
u1

max
u2

u=(u1,u2)∈UX
H (ξ)

J (ξ, u) = argmax
u2

min
u1

u=(u1,u2)∈UX
H (ξ)

J (ξ, u)

and it is referred to as a min-max control at ξ.

Definition 5.1.3. (Value function) Given the terminal set X, the feasible setM⊂
Π(C) ∪Π(D), and ξ ∈M, under Assumption 3.1.4, the value function at ξ is given by

J ∗
X(ξ) := min

u1
max
u2

u=(u1,u2)∈UX
H (ξ)

J (ξ, u) = max
u2

min
u1

u=(u1,u2)∈UX
H (ξ)

J (ξ, u) (5.3)

We revisit the security application presented in the introduction and reformulate it

according to the mathematical framework provided in this chapter as follows.

Application 2. (Security) Given the system H as in (2.3), F (x, uC1, uC2) = fd(x, uC1)+

fa(uC2), and G(x, uD1, uD2) = gd(x, uD1) + ga(uD2), the security problem consists of

finding the control input (uC1, uD1) that guarantees the performance of the system until

the game ends, which occurs when the state enters a set X, in spite of the action

u2 = (uC2, uD2) = argmax
(uC2,uD2)

u=(u1,u2)∈UX
H (ξ)

J (ξ, u) (5.4)

chosen by an attacker P2 that knows fd and gd. The cost functional J represents the

damage caused by attacks. To account for the best-scenario, this problem is addressed

by solving Problem (⋄X).
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5.2 Design of Saddle-Point Equilibrium for Hybrid Games

with Teminal State Set

The following result provides sufficient conditions to characterize the value function,

and the feedback law that attains it. It addresses the solution to Problem (⋄X) showing
that the optimizer is the saddle-point equilibrium. It involves the feasible setM which

potentially reduces the set over which the sufficient conditions need to be checked in

comparison to the results in Chapter 3. WhenM is not known, it could just be replaced

by Rn.

Theorem 5.2.1. (Hamilton–Jacobi–Bellman-Isaacs (HJBI) for Problem (⋄X)) Given

a two-player zero-sum hybrid game with dynamics H as in (2.3) with data (C,F,D,G)

satisfying Assumption 3.1.4, stage costs LC : Rn×RmC → R≥0, LD : Rn×RmD → R≥0,

terminal cost q : Rn → R, (potentially empty) terminal set X, and feasible set M,

suppose the following hold:

1) There exists a function V : Rn → R that is continuously differentiable on a neigh-

borhood of Π(C) and that satisfies the Hamilton–Jacobi–Bellman-Isaacs (HJBI)

hybrid equations given as

0 = min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

LC(x, uC) = max
uC2

min
uC1

uC=(uC1,uC2)∈ΠC
u (x)

LC(x, uC) ∀x ∈ Π(C)∩M, (5.5)

where LC(x, uC) := LC(x, uC) + ⟨∇V (x), F (x, uC)⟩,

V (x) = min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

LD(x, uD) = max
uD2

min
uD1

uD=(uD1,uD2)∈ΠD
u (x)

LD(x, uD) ∀x ∈ Π(D)∩M, (5.6)

where LD(x, uD) := LD(x, uD) + V (G(x, uD)).

2) For each ξ ∈M, each (ϕ, u) ∈ SXH (ξ) satisfies3

lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

V (ϕ(t, j)) = lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

q(ϕ(t, j)) (5.7)

Then

J ∗
X(ξ) = V (ξ) ∀ξ ∈ Π(C) ∪Π(D), (5.8)

3The boundary condition (5.7) matches the value of V to the terminal cost q at the final value of ϕ.
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and any feedback law κ := (κC , κD)= ((κC1, κC2), (κD1, κD2)) : Rn → RmC ×RmD with

values

κC(x) ∈ argmin
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

LC(x, uC) ∀x ∈ Π(C)∩M (5.9)

and

κD(x) ∈ argmin
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

LD(x, uD) ∀x ∈ Π(D)∩M (5.10)

is a pure strategy saddle-point equilibrium for Problem (⋄X) with J1 = J , J2 = −J ,
where J is as in (5.1).

Notice that when the players select the optimal strategy, the value function equals

the function V evaluated at the initial condition. This makes evident the independence

of the result from needing to computesolutions, at the price of finding the function V

satisfying the conditions therein.

The terminal set X determines the size of the compact hybrid time domain of the

solutions considered in Theorem 5.2.1. Based on reachability tools, given a terminal set

X, the feasible set can be numerically computed for certain family of systems.

When the feasible setM is known a priori, the set of states for which equations (5.5)

and (5.6) need to be enforced could potentially be smaller than the sets of states studied

in infinite horizon games.

We present the following results providing sufficient conditions to bound and exactly

evaluate the cost of the game. These results are instrumental on guaranteeing that the

saddle-point equilibrium is attained and in evaluating the value function of the game.

Proposition 5.2.2. (Time-dependent conditions for upper bound) Consider (ϕ, u) ∈
SXH (ξ) with u = (uC , uD), such that

1) for each j ∈ N such that Ijϕ has a nonempty interior4 intIjϕ,

LC(ϕ(t, j), uC(t, j)) +
d

dt
V (ϕ(t, j)) ≤ 0 ∀t ∈ intIjϕ (5.11)

and

2) for every (tj+1, j) ∈ domϕ such that (tj+1, j + 1) ∈ domϕ,

LD(ϕ(tj+1, j), uD(tj+1, j)) + V (ϕ(tj+1, j + 1))− V (ϕ(tj+1, j)) ≤ 0. (5.12)

4When j = supj domϕ ∈ N and supt domϕ = ∞, we define tj+1 := ∞.
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Then

supj domϕ∑
j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j))

+ lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

V (ϕ(t, j)) ≤ V (ξ).
(5.13)

The proof of Proposition 5.2.2 follows the same arguments as in the proof of Propo-

sition 3.2.2 in the Appendix A.1. The following corollary is immediate from the proof

of Proposition 5.2.2.

Corollary 5.2.3. (Change of Signs) If the inequalities in the conditions in Proposition

5.2.2 are inverted, namely, if “≤” in (5.11) and (5.12) is replaced with “≥”, then (5.13)

holds with the inequality inverted. Likewise, if the conditions in Proposition 5.2.2 hold

with equalities, then (5.13) holds with equality.

Remark 5.2.4. (Connections between Theorem 5.2.1 and Problem (⋄X)) Given ξ ∈
(Π(C)∪Π(D))∩M, if there exist a function V satisfying the conditions in Theorem 5.2.1,

then a solution to Problem (⋄X) exists, namely there is an optimizer input action u∗ =

(u∗C , u
∗
D) = ((u∗C1, u

∗
C2), (u

∗
D1, u

∗
D2)) ∈ UXH (ξ) that satisfies (3.2), and V is the value

function as in Definition 5.1.3.

5.3 pre-Asymptotic Stability for Hybrid Games with Ter-

minal State Set

We present a result that connects optimality and asymptotic stability for two-player

zero-sum hybrid games with terminal state set.

Definition 5.3.1. (Pre-asymptotic stability) A closed set A ⊂ Rn is locally pre-

asymptotically stable for a hybrid closed-loop system Hκ as in (2.4) if it is

• stable for Hκ, i.e., if for every ε > 0 there exists δ > 0 such that every solution ϕ

to Hκ with |ϕ(0, 0)|A ≤ δ satisfies |ϕ(0, 0)|A ≤ ε for all (t, j) ∈ domϕ; and

• locally pre-attractive for Hκ, i.e., there exists µ > 0 such that every solution ϕ to

Hκ with |ϕ(0, 0)|A ≤ µ is bounded and, if ϕ is complete, then also

limt+j→∞ |ϕ(t, j)|A = 0.
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In the next result, we provide alternative conditions to those in Theorem 5.2.1 for

the solution to Problem (⋄X).

Lemma 5.3.2. (Equivalent conditions) Given Hκ as in (2.4) with data (C,F,D,G),

the terminal set X, the feasible setM ⊂ Π(C) ∪ Π(D), and feedback κ := (κC , κD) =

((κC1, κC2), (κD1, κD2)) : Rn → RmC×RmD that satisfies (5.9) and (5.10), if there exists

a function V : Rn → R that is continuously differentiable on a neighborhood of Π(C)

such that5 Cκ = Π(C) and Dκ = Π(D), then (5.5), (5.6), (5.9), and (5.10) are satisfied

if and only if

LC(x, κC(x)) = 0 ∀x ∈ Cκ∩M, (5.14)

LC(x, (uC1, κC2(x))) ≥ 0 ∀(x, uC1) : (x, (uC1, κC2(x))) ∈ C∩M, (5.15)

LC(x, (κC1(x), uC2)) ≤ 0 ∀(x, uC2) : (x, (κC1(x), uC2)) ∈ C∩M, (5.16)

LD(x, κD(x)) = V (x) ∀x ∈ Dκ∩M, (5.17)

LD(x, (uD1, κD2(x))) ≥ V (x) ∀(x, uD1) : (x, (uD1, κD2(x))) ∈ D∩M, (5.18)

LD(x, (κD1(x), uD2)) ≤ V (x) ∀(x, uD2) : (x, (κD1(x), uD2)) ∈ D∩M. (5.19)

The proof of Lemma 5.19 follows the same arguments as in the proof of Lemma 3.23

in the Appendix A.1.

Theorem 5.3.3. (Saddle-point equilibrium under the existence of a Lyapunov func-

tion) Consider a two-player zero-sum hybrid game with dynamicsH as in (2.3) with data

(C,F,D,G) satisfying Assumption 3.1.4, and κ := (κC , κD) : Rn → RmC×RmD defining

the closed-loop dynamics Hκ as in (2.4) such that Cκ = Π(C) and Dκ = Π(D). Given

the terminal setX, the feasible setM⊂ Π(C)∪Π(D), and a closed setA ⊂ Π(C)∪Π(D),

continuous functions LC : C → R≥0 and LD : D → R≥0 defining the stage costs for flows

and jumps, respectively, and q : Rn → R defining the terminal cost, suppose there exists

a function V : Rn → R that is continuously differentiable on an open set containing Cκ,

satisfying (5.14)-(5.19), and such that for each ξ ∈ (Cκ ∪Dκ) ∩M, each ϕ ∈ SXHκ
(ξ)

satisfies (5.7). If one of the following conditions6holds

5Notice that Cκ = Π(C) and Dκ = Π(D) when κC(x) ∈ ΠC
u (x) for all x ∈ Π(C) and κD(x) ∈ ΠD

u (x)
for all x ∈ Π(D). In words, the feedback law κ defining the hybrid closed-loop system Hκ does not
render input actions outside C or D.

6The subindex in the set of positive definite functions PD∗ denotes the feedback law that the functions
in the set are composed with to satisfy the properties in Definition 3.3.2.
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1) LC ∈ PDκC (A) and LD ∈ PDκD(A);

2) LD ∈ PDκD(A) and there exists a continuous function η ∈ PD such that

LC(x, κD(x)) ≥ η(|x|A) for all x ∈ Cκ ∩M;

3) LC ∈ PDκC (A) and there exists a continuous function η ∈ PD such that

LD(x, κD(x)) ≥ η(|x|A) for all x ∈ Dκ ∩M;

4) LC ≡ 0, LD ∈ PDκD(A), and for each r > 0, there exist γr ∈ K∞ and Nr ≥ 0 such

that for every solution ϕ ∈ SXHκ
(ξ), |ϕ(0, 0)|A ∈ (0, r], (t, j) ∈ domϕ, t + j ≥ T

imply j ≥ γr(T )−Nr;

5) LC ∈ PDκC (A), LD ≡ 0, and for each r > 0, there exist γr ∈ K∞ and Nr ≥ 0 such

that for every solution ϕ ∈ SXHκ
(ξ), |ϕ(0, 0)|A ∈ (0, r], (t, j) ∈ domϕ, t + j ≥ T

imply t ≥ γr(T )−Nr;

6) LC(x, κC(x)) ≥ −λCV (x) for all x ∈ Cκ, LD(x, κD(x)) ≥ (1 − eλD)V (x) for all

x ∈ Dκ, and there exist γ > 0 and M > 0 such that, for each solution ϕ ∈ SXHκ
(ξ),

(t, j) ∈ domϕ implies λCt+ λDj ≤M − γ(t+ j);

then

J ∗
X(ξ) = V (ξ) ∀ξ ∈ (Cκ ∪Dκ) ∩M (5.20)

Furthermore, the feedback law κ is the saddle-point equilibrium (see Definition 3.1.3)

and it renders A pre-asymptotically stable for Hκ with basin of attraction containing

the largest sublevel set of V contained inM.

5.4 Applications

We illustrate in the following applications with hybrid dynamics and quadratic costs

how Theorem 5.2.1 provides conditions to solve the security problem discussed in the

introduction by addressing it as zero-sum hybrid game with terminal state set.

Example 5.4.1. (Bouncing ball with terminal set) As an instance of Application 2, the

Bouncing Ball system from Example 4.3.1 in which uD1 is designed to minimize a cost

functional J until the game ends, which occurs when the state enters a set X under the

presence of the worst-case disturbance uD2 is formulated as a two-player zero-sum game
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with terminal state set. With the aim of pursuing minimum velocity and control effort

at jumps, consider the cost functions LC(x, uC) := 0, LD(x, uD) := x22QD + u⊤DRDuD,

and terminal cost q(x) := 1
2x

2
2 + x1 defining J as in (5.1), with RD :=

[
RD1 0
0 RD2

]
and

QD, RD1, −RD2 > 0.

A game of kind [13, Section 5.2] arises and its solution characterizes a division of the

state space into two dominance regionsM, ψ ⊂ Π(C) ∪Π(D), in which, under optimal

play, it can be determined whether the terminal set X is reached or not as a function of

the initial condition. If the initial state satisfies ξ ∈ M (the feasible set), then, under

optimal play, the ball reaches the terminal set X at some time (T, J) and the game

ends. On the other hand, if ξ ∈ ψ, under optimal play, we have an infinite horizon

game (if maximal solutions are complete after the inputs are assigned). The function

V (x) := x1 +
1
2x

2
2 is such that

⟨∇V (x), F (x)⟩ = 0

for all x ∈ C, making V a solution to (5.5). In addition, the function V is such that

min
uD1

max
uD2

uD=(uD1,uD2)∈R2

{LD(x, uD) + V (G(x, uD))} =
1

2
x22 (5.21)

for all (x, uD) ∈ D. Equality (5.21) is attained by κD(x) = (κD1(x), κD2(x)) with

κD1(x) =
RD2λ

RD1 +RD2 + 2RD1RD2
x2

and

κD2(x) =
RD1λ

RD1 +RD2 + 2RD1RD2
x2

when

QD =
−2RD1RD2λ

2 +RD1 +RD2 + 2RD1RD2

2RD1 + 2RD2 + 4RD1RD2
, (5.22)

which makes V a solution to (5.6) with saddle-point equilibrium κD. Thus, given that V

is continuously differentiable on R2, and that (5.5) and (5.6) hold thanks to (5.21) and

(5.22), from Theorem 5.2.1, the value function is J ∗
X(ξ) =

ξ22
2 + ξ1. Figure 5.1 displays

this behavior with ξ ∈ M and both players playing the saddle point equilibrium. The

terminal set X is reached at t = 8s and the cost of the displayed solution is V (ξ).

Let A = {0}, encoding the goal of stabilizing the ball to rest under the effect of an

attacker. Furthermore, given that LD ∈ PDκD(A), and (5.14)-(5.19) hold, by setting
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Figure 5.1: Bouncing ball solutions attaining minimum cost under worst-case u2, with
X = {x ∈ R2 : 0 ≤ x1 ≤ 0.3,−0.37 ≤ x2 ≤ 0.37}, λ = 0.8, RD1 = 10, RD2 = −20, and
QD = 0.189.

α1(s) = min

{
1
2

(
s√
2

)2
, s√

2

}
and α2(s) = 1

2s
2 + s, from Theorem 5.3.3, we have that

κD is the saddle-point equilibrium and renders A = {0} pre-asymptotically stable for

H.
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Figure 5.2: Bouncing ball phase portrait. Terminal set (green) and initial condition
(square).
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Chapter 6

Set-Valued Hybrid Games

In this Chapter, we present a less conservative approach by relaxing the assumption

on uniqueness of solutions to the hybrid system defining the constraints of the game

and allow for set-valued flow and jump maps. Although, it might not be possible to

construct a saddle-point equilibrium as the solution to the game when the dynamics

admit nonunique solutions (due to the game being ill-defined by the nouniqueness of

costs associated to a given input), a weak saddle-point equilibrium and an upper value

function are provided based on a suitable definition of the cost. Specifically, we optimize

the worst-case cost to associated to a given input, which is still conveniently defined to

penalize the evolution of the state and the input during flow, at jumps, and at their

final value. To invoke the elements of a two-player zero-sum hybrid game in Definition

3.1.1, we redefine the cost as,

Definition 6.0.1. (Cost for set-valued games)

5) A scalar-valued functional1 (ξ, u) 7→ Ji(ξ, u) defined for each i ∈ {1, 2}, and called

the cost associated to Pi. For each u ∈ U , we refer to J := J1 = −J2 as the

worst-case cost due to nonuniqueness of solutions to Hs for the hybrid input u

from the initial condition ξ.

1Given that we do not insist on having unique solutions, the cost J measures the largest cost of the
solutions yielded to Hs from ξ by u. Thus, its arguments are hybrid inputs as in Definition 2.2.3 and
not solution pairs.
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6.1 Problem Statement

We formulate an optimization problem to solve a two-player zero-sum hybrid game

with set-valued dynamics, and provide sufficient conditions to characterize its solution.

Following Definition 3.1.1, consider a two-player zero-sum hybrid game with dynamics

Hs as in (2.1) for given (C,F,D,G). Given ξ ∈ C ∪ D, a joint input action u =

(uC , uD) ∈ U , the stage cost for flows LC : Rn × RmC → R≥0, the stage cost for jumps

LD : Rn×RmD → R≥0, and the terminal cost q : Rn → R, we define the cost associated

to the solutions to Hs from the initial condition ξ and for the hybrid input u, as

J (ξ, u) := sup
ϕ∈R(ξ,u)

J̃ (ϕ, u) (6.1)

where2

J̃ (ϕ, u) :=
supj domϕ∑

j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j))

+ lim sup
(t,j)→sup domϕ

(t,j)∈domϕ

q(ϕ(t, j)),

(6.2)

{tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid

time domain of (ϕ, u) – see Definition 2.2.2 – and R(ξ, u) is the set of maximal state

trajectories to Hs for the hybrid input u from the initial condition ξ, as defined in

Section 2.2. The cost J is defined as the worst-case cost over all solutions from ξ.

A solution to the two-player zero-sum game can be obtained by solving the following

problem.

Problem (⋄s): Given ξ ∈ Rn, solve

minimize
u1

maximize
u2

u=(u1,u2)∈UHs (ξ)

J (ξ, u) (6.3)

where UHs is the set of joint input actions yielding maximal solutions to Hs, as defined
in Section II.A.

Remark 6.1.1. (Saddle-point equilibrium and min-max control) A solution to Problem

(⋄s), when it exists, can be expressed in terms of the saddle-point equilibrium strategy

2Notice that J depends on the initial condition ξ and input u, while J̃ depends on the solution pair
(ϕ, u) with ϕ(0, 0) = ξ.
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κ = (κ1, κ2) for the two-player zero-sum game, as in Definition 3.1.3. Each u∗ = (u∗1, u
∗
2)

that renders a worst-case cost state trajectory ϕ∗ ∈ R(ξ, u∗), with components defined

as domϕ∗ ∋ (t, j) 7→ u∗i (t, j) = κi(ϕ
∗(t, j)) for each i ∈ {1, 2}, satisfies

u∗∈ argmin
u1

max
u2

u=(u1,u2)∈UHs (ξ)

J (ξ, u) = argmax
u2

min
u1

u=(u1,u2)∈UHs (ξ)

J (ξ, u)

and it is referred to as a min-max control at ξ.

Definition 6.1.2. (Value function) Given ξ ∈ Π(C) ∪Π(D), the value function at ξ,

when it exists, is given by

J ∗(ξ) := min
u1

max
u2

u=(u1,u2)∈UHs (ξ)

J (ξ, u) = max
u2

min
u1

u=(u1,u2)∈UHs (ξ)

J (ξ, u)
(6.4)

We revisit the robust control application presented in the introduction and reformu-

late it according to the mathematical framework provided in this chapter as follows.

Application 1. (Robust Control) Given the system Hs as in (2.3) and ξ ∈ Rn, the

disturbance rejection problem consists of finding the control input

u1 = (uC1, uD1) = argmin
(uC1,uD1)

u=(u1,u2)∈UH(ξ)

J (ξ, u) (6.5)

in the presence of a disturbance u2 = (uC2, uD2) chosen by P2. To account for the

worst-case disturbance, (6.5) is addressed by solving Problem (⋄s).

As a preliminary step, following the approach in [78], we present a framework for

cost evaluation for hybrid set-valued systems as in (2.1), under the special case of no

inputs present.

6.2 Cost Evaluation for Autonomous Hybrid Inclusions

6.2.1 Upper Bounds

By following the general ideas proposed in [79], in this section we investigate how a

Lyapunov-like function can be used to provide estimates of nonlinear cost functionals

for a given hybrid inclusion.
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For each initial condition ξ ∈ C ∪ D to Hs in (2.1), with uC = 0 and uD = 0, the

costs in (6.1) and (6.2) can be expressed as:

J (ξ) := sup
ϕ∈SHs (ξ)

J̃ (ϕ) (6.6)

where

J̃ (ϕ) :=
supj domϕ∑

j=0

∫ tj+1

tj

LC(ϕ(t, j))dt+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j)) + lim sup
(t,j)→sup domϕ

(t,j)∈domϕ

q(ϕ(t, j)),

(6.7)

where we denote LC(x) ≡ LC(x, 0) and LD(x) ≡ LD(x, 0). The following result can

be established.

Proposition 6.2.1. (Upper bound for a given trajectory) Let ξ ∈ C∪D, LC : C → R≥0,

LD : D ∪ G(D) → R≥0, and q : C ∪ D ∪ G(D) → R. Let V : domV → R with

domV ⊃ C ∪ D ∪ G(D) be continuously differentiable on an open set containing C.

Assume that

sup
f∈F (x)

⟨∇V (x), f⟩+ LC(x) ≤ 0 ∀x ∈ C (6.8a)

sup
g∈G(x)

V (g)− V (x) + LD(x) ≤ 0 ∀x ∈ D (6.8b)

where we denote F (x) ≡ F (x, 0) and G(x) ≡ G(x, 0). Let ϕ : domϕ→ Rn be a solution

to Hs as in (2.1) from ξ with no inputs. Assume that (t, j) 7→ V ◦ ϕ(t, j) is bounded

and

lim sup
(t,j)→sup domϕ

(t,j)∈domϕ

V (ϕ(t, j)) = lim sup
(t,j)→sup domϕ

(t,j)∈domϕ

q(ϕ(t, j)). (6.9)

Then, J̃ (ϕ) is a finite number and in particular

J̃ (ϕ) ≤ V (ξ) (6.10)

Proposition 6.2.1, by building on a suitable function V , provides an upper bound on

the cost J̃ (ϕ) that depends on the solution chosen from ξ.

Remark 6.2.2. (Upper bound for an initial condition) Notice that since Proposi-

tion 6.2.1 provides an upper bound for the cost of any solution to Hs from ξ, it follows

that under the conditions stated therein, we have

sup
ϕ∈SHs (ξ)

J̃ (ϕ) ≤ V (ξ) (6.11)
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which, thanks to (6.6), implies

J (ξ) ≤ V (ξ). (6.12)

6.2.2 Exact Cost Evaluation

In this section, our main objective is to obtain the exact value of the cost J (ξ) in

(6.6) for a given initial condition ξ, without explicitly computing it. To that end, next,

under further assumptions on the system data and a stronger condition than (6.8), we

provide a result on exact cost evaluation.

Corollary 6.2.3. () Let ξ ∈ C ∪ D, LC : C → R≥0, LD : D ∪ G(D) → R≥0, q :

C ∪ D ∪ G(D) → R, and F (x) and G(x) be compact, respectively, for each x ∈ C

and each x ∈ D. Assume that there exists a continuous function V : domV → R,

domV ⊃ C ∪D ∪ G(D), that is continuously differentiable on an open set containing

C such that

max
f∈F (x)

⟨∇V (x), f⟩+ LC(x) = 0 ∀x ∈ C (6.13a)

max
g∈G(x)

V (g)− V (x) + LD(x) = 0 ∀x ∈ D (6.13b)

Furthermore, assume that for any solution ϕ to Hs as in (2.1), with no inputs, from ξ,

V ◦ ϕ is bounded and (6.9) holds. Pick any solution ϕ∗ to the maximal hybrid system

ẋ ∈ argmax
f∈F (x)

⟨∇V (x), f⟩ x ∈ C

x+ ∈ argmax
g∈G(x)

V (g) x ∈ D
(6.14)

with ϕ∗(0) = ξ and let ϕ be any solution to (2.1) with no inputs from ξ. Then, one has

that J (ϕ) and J (ϕ∗) are finite and in particular

J̃ (ϕ) ≤ J̃ (ϕ∗) = J (ξ) = V (ξ) (6.15)

The results given in this section extend previous results on cost evaluation for

continuous-time nonlinear systems [79] and constrained difference inclusions [80] to hy-

brid inclusions. Similarly as in [78,79], our results have strong connections to Lyapunov

analysis. More specifically, the applicability of our results to specific examples requires

the search of a suitable Lyapunov-like function, which is in general a challenging task.

In the subsequent section, we provide an analysis for the case of nonautonomous hybrid

inclusions as in (2.1).
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6.3 Design of Weak Saddle-Point Equilibrium for

Set-Valued Hybrid Games

In general, the cost evaluation tools employed in approaches based on dynamic pro-

gramming fall short to characterize strategies to attain a saddle-point equilibrium so-

lution for a two-player zero-sum game with dynamics given by hybrid inclusions. The

classical conditions involved therein do not guarantee the existence of a lower bound

in the costs for a given input action. Nevertheless, conditions can still be established

to characterize the worst-case cost (due to the set-valued dynamics) associated to it.

Thus, in this section, we provide sufficient conditions to solve Problem (⋄s) via finding

a control strategy that minimizes the worst-case cost under the maximizing adversarial

action, in this case, leading to a solution of a min-max problem with nonunique solutions

due to F or G being possibly setvalued, or C ∩ D being nonempty. In addition, such

conditions allow to evaluate the value function without computing solutions. First, we

provide pointwise conditions that allow to upper bound the cost for an initial condition

and input action.

Proposition 6.3.1. (Upper bound for a given control action) Given a system with

dynamics Hs as in (2.1) with data (C,F,D,G), stage costs LC : Rn ×RmC → R≥0 and

LD : Rn × RmD → R≥0, and terminal cost q : Rn → R, suppose there exists a function

V : Rn → R that is continuously differentiable on a neighborhood of Π(C) such that

LC(x, uC) + sup
f∈F (x,uC)

⟨∇V (x), f⟩ ≤ 0 ∀(x, uC) ∈ C, (6.16)

LD(x, uD) + sup
g∈G(x,uD)

V (g)− V (x) ≤ 0 ∀(x, uD) ∈ D. (6.17)

Let (ϕ, u) be any solution to Hs from ξ ∈ Π(C) ∪Π(D). Then,

J̃ (ϕ, u) ≤ V (ξ) (6.18)

where J̃ is defined as in (6.2).

In the following result we study a special hybrid system, whose solutions are a subset

of the solutions to Hs as in (2.1) and attain the worst-case cost due to nonuniqueness

of solutions to Hs. Following [81], we provide conditions to exactly evaluate such a cost

and show how it is an upper bound for the cost of any other solution to Hs.
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Proposition 6.3.2. (Maximal System) Consider a system with dynamics Hs as in

(2.1) with data (C,F,D,G), where F and G are compact for each (x, uC) ∈ C and each

(x, uD) ∈ D, respectively, stage costs LC : Rn × RmC → R≥0 and LD : Rn × RmD →
R≥0, terminal cost q : Rn → R, and suppose that there exists a continuous function

V : domV → R, domV ⊃ Π(C) ∪ Π(D) ∪G(D), that is continuously differentiable on

a neighborhood of Π(C). Given ξ ∈ Π(C) ∪Π(D) and a solution3 (ϕ∗, u) to

Hmax


ẋ ∈ argmax

f∈F (x,uC)
⟨∇V (x), f⟩ (x, uC) ∈ C

x+ ∈ argmax
g∈G(x,uD)

V (g) (x, uD) ∈ D
(6.19)

from ξ with u = (uC , uD), if

0 = LC(x, uC) + sup
f∈F (x,uC)

⟨∇V (x), f⟩ ∀(x, uC) ∈ C, (6.20)

0 = LD(x, uD) + sup
g∈G(x,uD)

V (g) ∀(x, uD) ∈ D, (6.21)

and

lim sup
(t,j)→sup domϕ∗

(t,j)∈domϕ∗

V (ϕ∗(t, j)) = lim sup
(t,j)→sup domϕ∗

(t,j)∈domϕ∗

q(ϕ∗(t, j)), (6.22)

then

J (ξ, u) = J̃ (ϕ∗, u) (6.23)

and

V (ξ) = J (ξ, u). (6.24)

A solution to (6.19) attains the worst-case cost among the potential nonunique solu-

tions to (2.1) due to the set-valuedness of the maps. Furthermore, the worst-case cost

associated to the input action that satisfies (6.20) and (6.21), can be evaluated without

computing solutions and equates V evaluated at the initial state ξ.

Corollary 6.3.3. (Change of Signs) If the conditions in Proposition 6.3.2 hold with

inequality, namely, if “=” in (6.20) and (6.21) is replaced with “≤” (or “≥”), then (6.24)

holds with “≤” (or “≥”, respectively).

Lemma 6.3.4. (Solutions to Hmax) Any solution to Hmax as in (6.19) is a solution to

Hs as in (2.1).
3Solutions to the “maximal system” in (6.19) exist under the conditions in Proposition 6.3.6.
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Lemma 6.3.5. (Existence of Solutions to Optimization Problems in Maximal System)

Consider the maximal systemHmax as in (6.19) with (C,F,D,G) and u = (u1, u2). If the

maps F (x, uC) and G(x, uD) are compact for each (x, uC) ∈ C and each (x, uD) ∈ D,

respectively, and the function V : domV → R, domV ⊃ Π(C) ∪ Π(D) ∪ G(D) is

continuous on domV and continuously differentiable on a neighborhood of Π(C), then

there exists a solution to

max
f∈F (x,uC)

⟨∇V (x), f⟩ (6.25)

for each (x, uC) ∈ C, and to

max
g∈G(x,uD)

V (g) (6.26)

for each (x, uD) ∈ D.

Proposition 6.3.6. (Existence of solutions to Hmax) Consider a feedback law κ :=

(κC , κD) with κ : Rn → RmC × RmD , a function V : domV → R,domV ⊃ Π(C) ∪
Π(D) ∪ G(D), that is continuously differentiable on a neighborhood of Π(C), and the

closed-loop system

Hmaxκ

{ ẋ ∈ argmax
f∈F (x,κC(x))

⟨∇V (x), f⟩ (x, κC(x)) ∈ Cκ

x+ ∈ argmax
g∈G(x,κD(x))

V (g) (x, κD(x)) ∈ Dκ

(6.27)

Suppose Hmaxκ satisfies the hybrid basic conditions in Definition 2.3.2, the function V

is continuous, and F (x, κC(x)) and G(x, κD(x)) are compact for each x ∈ Cκ and each

x ∈ Dκ, respectively. Let ξ ∈ Cκ ∪Dκ be arbitrary. If ξ ∈ Dκ or

(VCM) there exists a neighborhood Xn of ξ such that for every x ∈ Xn ∩ Cκ,

F (x, κC(x)) ∩ TC(x) ̸= ∅

then there exists a nontrivial solution ϕ to Hmaxκ with ϕ(0, 0) = ξ. If (V C) holds for

every ξ ∈ Cκ \Dκ, then there exists a nontrivial solution to Hmaxκ for every initial point

in Cκ ∪Dκ.

Based on Proposition 6.3.1, that provides an upper bound on the cost J̃ , and the ex-

act cost evaluation in Proposition 6.3.2, we introduce the main result of the section with

sufficient conditions to characterize the saddle-point equilibrium strategy and evaluate

the value function without computing solutions.
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Theorem 6.3.7. (Sufficient conditions to solve Problem (⋄s)) Given a system with

dynamics Hs as in (2.1) with data (C,F,D,G), stage costs LC : Rn ×RmC → R≥0 and

LD : Rn × RmD → R≥0, and terminal cost q : Rn → R, suppose the following hold:

1. There exists a continuous function V : domV → R, domV ⊃ Π(C) ∪ Π(D) ∪
G(D), that is continuously differentiable on a neighborhood of Π(C) and a feed-

back law κ := (κC , κD)= ((κC1, κC2), (κD1, κD2)) : Rn → RmC × RmD such that

F (x, κC(x)) and G(x, κD(x)) are compact for every x such that (x, κC(x)) ∈ C
and (x, κD(x)) ∈ D, respectively, and such that the functions LC(x, uC) :=

LC(x, uC) + sup
f∈F (x,uC)

⟨∇V (x), f⟩, and LD(x, uD) := LD(x, uD) + sup
g∈G(x,uD)

V (g)

satisfy

0 = LC(x, κC(x)) ∀x : (x, κC(x)) ∈ C, (6.28)

0 ≤ LC(x, (uC1, κC2(x))) ∀(x, uC1) : (x, (uC1, κC2(x))) ∈ C, (6.29)

0 ≥ LC(x, (κC1(x), uC2)) ∀(x, uC2) : (x, (κC1(x), uC2)) ∈ C, (6.30)

V (x) = LD(x, κD(x)) ∀x : (x, κD(x)) ∈ D, (6.31)

V (x) ≤ LD(x, (uD1, κD2(x))) ∀(x, uD1) : (x, (uD1, κD2(x)))) ∈ D, (6.32)

V (x) ≥ LD(x, (κD1(x), uD2)) ∀(x, uD2) : (x, (κD1(x), uD2)) ∈ D, (6.33)

2. For each ξ ∈ Π(C) ∪Π(D), each ϕ ∈ SHκ(ξ) satisfies

lim sup
(t,j)→sup domϕ

(t,j)∈domϕ

V (ϕ(t, j)) = lim sup
(t,j)→sup domϕ

(t,j)∈domϕ

q(ϕ(t, j)), (6.34)

Then

J ∗(ξ) = V (ξ) ∀ξ ∈ Π(C) ∪Π(D). (6.35)

Remark 6.3.8. (Weak optimality of the saddle-point equilibrium) When both players

play the saddle-point equilibrium strategy, due to nonuniqueness of solutions, there is

no reason to assume that the worst-cost is attained, implying that such a strategy is

not necessarily optimal in the min-max sense. Nevertheless, by playing the saddle-point

equilibrium, the worst-case cost is minimized under the adversarial action that aims to

maximize it. We illustrate this in the examples in Section 6.5.
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6.4 Asymptotic Stability for Set-Valued Hybrid Games

We present a result that connects optimality and asymptotic stability for two-player

zero-sum hybrid games with set-valued dynamics.

Definition 6.4.1. (Uniform global pre-asymptotic stability) A closed set A ⊂ Rn is

uniformly globally pre-asymptotically stable for a hybrid closed-loop system Hκ as in

(2.4) if it is

• uniformly globally stable for Hκ, i.e., there exists a class-K∞ function α such that

any solution ϕ to Hκ satisfies |ϕ(t, j)|A ≤ α(|ϕ(0, 0)|A) for all (t, j) ∈ domϕ; and

• uniformly globally pre-attractive for Hκ, i.e., for each ε > 0 and r > 0 there exists

T > 0 such that, for any solution ϕ to Hκ with |ϕ(0, 0)|A ≤ r, (t, j) ∈ domϕ and

t+ j ≥ T imply |ϕ(t, j)|A ≤ ε.

Theorem 6.4.2. (Saddle-point equilibrium under the existence of a Lyapunov func-

tion) Consider a two-player zero-sum hybrid game with closed-loop dynamics Hκ as in

(2.4) with data (C,F,D,G), and κ := (κC , κD) : Rn → RmC×RmD such that Cκ = Π(C)

and Dκ = Π(D). Given a closed set A ⊂ Rn, continuous functions LC : C → R≥0 and

LD : D → R≥0 defining the stage costs for flows and jumps, respectively, and q : Rn → R

defining the terminal cost, suppose there exists a function V : Rn → R that is continu-

ously differentiable on an open set containing Cκ, satisfying (6.28)-(6.33), and such that

for each ξ ∈ Cκ ∪Dκ, each ϕ ∈ SHκ(ξ) satisfies (6.34). Furthermore, suppose that there

exist α1, α2 ∈ K∞ such that

α1(|x|A) ≤ V (x) ≤ α2(|x|A) ∀x ∈ Cκ ∪Dκ∪G(Dκ) (6.36)

and one of the following conditions4 holds

1. LC ∈ PDκC (A) and LD ∈ PDκD(A);

2. LD ∈ PDκD(A) and there exists a continuous function η ∈ PD such that

LC(x, κD(x)) ≥ η(|x|A) for all x ∈ Cκ;
4The subindexes in the sets of positive definite functions PD∗ denote the feedback law that they are

composed with as in Definition 3.3.2.
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3. LC ∈ PDκC (A) and there exists a continuous function η ∈ PD such that

LD(x, κD(x)) ≥ η(|x|A) for all x ∈ Dκ.

Then

J ∗(ξ) = V (ξ) ∀ξ ∈ Cκ ∪Dκ (6.37)

Furthermore, the feedback law κ is the saddle-point equilibrium (see Definition 3.1.3)

and it renders A uniformly globally pre-asymptotically stable for Hκ as in Definition

6.4.1.

6.5 Applications

As an instance of Application 1, we illustrate in the following scenario with hybrid

inclusions and quadratic costs how Theorem 6.3.7 provides conditions to solve a distur-

bance rejection problem by addressing it as zero-sum hybrid game.

6.5.1 Robust Hybrid Linear Quadratic Problems with Sponteneous

Jumps

In this section, we study a special case that emerges in practical scenarios with

hybrid systems with linear flow and jump maps and sponteneous jumps, as in noise

attenuation of cyber-physical systems with intermitent communcation, see, e.g., [47,

70, 71]. We introduce a state variable τ that plays the role of a timer. Once τ reaches

a fixed threshold T̄ , it triggers a jump in the state and resets τ to a random number

in [0, T̄ ]. More precisely, given T̄ ∈ R, we consider a hybrid system with state x =

(xp, τ)= ((xp1, xp2), τ) ∈ Rn × [0, T̄ ], input u = (uC , uD) = ((uC1, uC2), (uD1, uD2)) ∈
RmC × RmD , and dynamics Hs as in (2.1), defined by

C := Rn × [0, T̄ ]× RmC

F (x, uC) := (ACxp +BCuC , 1) ∀(x, uC) ∈ C
D := Rn × {T̄} × RmD

G(x, uD) := (ADxp +BDuD, [0, T̄ ]) ∀(x, uD) ∈ D

(6.38)

with AC =
[
AC1 0
0 AC2

]
, BC = [BC1 BC2 ] , AD =

[
AD1 0
0 AD2

]
, and BD = [BD1 BD2 ]. In

this case, the input u1 := (uC1, uD1) plays the role of the control and is assigned by

player P1, and u2 := (uC2, uD2) is the disturbance input, which is assigned by player P2.
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The problem of upper bounding the effect of the disturbance u2 in the cost of solutions

to Hs is formulated as a two-player zero-sum set-valued hybrid game as in Definitions

3.1.1 and 6.0.1 . Thus, by solving Problem (⋄s) for every ξ ∈ Π(C) ∪Π(D), the control

objective is achieved.

The following result presents a tool for the solution of the optimal control problem

for hybrid systems with linear maps and sponteneous jumps under an adversarial action.

Corollary 6.5.1. (Hybrid Riccati equation for disturbance rejection with sponteneous

jumps) Given a hybrid system Hs as in (2.1) with data (C,F,D,G) as in (6.38), let

T̄ ∈ R, and, LC(x, uC) := x⊤p QCxp + u⊤CRCuC , LD(x, uD) := x⊤p QDxp + u⊤DRDuD,

and terminal cost q(x) := x⊤p P (τ)xp defining J as in (6.2), with QC , QD ∈ Sn+, RC =[
RC1 0
0 RC2

]
, RD =

[
RD1 0
0 RD2

]
, RC1 ∈ SmC1

+ , −RC2 ∈ SmC2
+ , RD1 ∈ SmD1

+ , and −RD2 ∈
SmD2
+ . Suppose there exists a matrix function P : [0, T̄ ]→ Sn+ that is nonincreasing and

continuously differentiable and such that

−dP (τ)

dτ
=− P (τ)BCR−1

C B⊤
CP (τ) +QC + P (τ)AC +A⊤

CP (τ) ∀τ ∈ (0, T̄ ), (6.39)

−RD2 −B⊤
D2P (0)BD2, RD1 +B⊤

D1P (0)BD1 ∈ SmD
0+ , (6.40)

the matrix Rv = RD +B⊤
DP (0)BD is invertible, and

P (T̄ ) = QD +A⊤
DP (0)AD −A⊤

DP (0)BDR
−1
v B⊤

DP (0)AD (6.41)

where AC , BC1, BC2, AD, BD1, and BD2 are defined below (6.38). Then, the feedback

law κ := (κC , κD), defined as

κC(x) = −R−1
C B⊤

CP (τ)xp ∀x ∈ Π(C), (6.42)

κD(x) = −R−1
v B⊤

DP (0)ADxp ∀x ∈ Π(D) (6.43)

is the saddle-point equilibrium for the two-player zero-sum hybrid game with sponte-

neous jumps. In addition, for each x = (xp, τ) ∈ Π(C) ∪ Π(D), the value function is

equal to V (x) := x⊤p P (τ)xp.

Notice that the saddle-point equilibrium κ = (κ1, κ2) is composed by P1 playing the

upper bounding strategy κ1, and P2 playing the maximizing disturbance κ2 with values

as in (6.42) and (6.43).
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Example 6.5.2. (Sporadic Jump Times and Linear Dynamics) Consider the following

data for (6.38):

AC = 1.8, BC = BD = [1, 1], AD = 2, T̄ = 1

We solve (6.39) under (6.41) and (6.40), obtaining a nonincreasing P (τ). In Figure 6.1

we report the evolution of two solutions, with a worst-case scenario depicting periodic

jumps, an arbitrary scenario with sporadic jumps. As expected, as t+ j goes to infinity,

the costs approach V (ξ) = ξ⊤p P (ξτ )ξp, and the periodic solution attains the upper

bound.

Figure 6.1: Nonnunique solutions to (6.38) due to set-valued dynamics for ξ =
[2, 0], QC = QD = 1, RC1 = RD1 = 1.304, and 2RC2 = RD2 = −8. Worst-case
cost solution (with periodic jump times) in green and pruple. Arbitrary solution (with
spontaneous jump times) in blue and red.

6.5.2 Set-Valued Flow and Jump Maps

As illustrated next, there are useful families of hybrid set-valued systems for which

a weak saddle-point equilibrium exists. The following example characterizes both the

saddle-point equilibrium and the value function in a two-player zero-sum game with a
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scalar state associated to player P1. Thus, n1 = 1, n2 = 0, and the role of player P2

reduces to select the action uC2.

Example 6.5.3. (1D Set-Valued Hybrid Game) Consider a hybrid system Hs as in

(2.1) with state x ∈ R, input uC := (uC1, uC2) ∈ R2, and dynamics

ẋ ∈ F (x, uC) := [a, a]x+BuC x ∈ [0, σ] ∪ [µ, δ]

x+ ∈ G(x) := [σ, σ] x = µ
(6.44)

where a < a < 0, B = [b1 b2] and δ ≥ µ > σ > σ > 05. Consider the cost functions

LC(x, uC) := x2QC + u⊤CRCuC , LD(x) := P (x2 − σ2), and terminal cost q(x) := Px2,

defining J as in (6.2), with RC :=
[
RC1 0
0 RC2

]
, QC , RC1, −RC2, P ∈ R>0, such that

QC + 2Pa− P 2(b21R
−1
C1 + b22R

−1
C2) = 0. (6.45)

Here, uC1 is designed by player P1, which aims to minimize a cost functional J , while
player P2 seeks to maximize it by means of uC2. This is formulated as a two-player zero-

sum hybrid game via solving Problem (⋄s) in Section 3.1.3. The function V (x) := Px2

satisfies the sufficient condition for (6.28)-(6.30) in Theorem 6.3.7 given as

min
uC1

max
uC2

uC=(uC1,uC2)∈R2

{
LC(x, uC) + sup

f∈F (x,uC)
⟨∇V (x), f⟩

}

= min
uC1∈R

max
uC2∈R

{
(QC + 2Pa)x2 +RC1u

2
C1 +RC2u

2
C2 + 2xP (b1uC1 + b2uC2)

}
= 0

(6.46)

which holds for all x ∈ [0, σ] ∪ [µ, δ].In fact, the min-max in (6.46) is attained by

κC(x) = (−R−1
C1b1Px,−R

−1
C2b2Px). In particular, thanks to (6.45), we have

−LC(x, κC(x)) = sup
f∈F (x,κC(x))

⟨∇V (x), f⟩

Then, V (x) = Px2 is a solution to (6.28)-(6.30). In addition, the function V satisfies

the sufficient condition for (6.31)-(6.33) in Theorem 6.3.7 given as

LD(x) + sup
g∈G(x)

V (g(x)) =Px2 (6.47)

at x = µ, which makes V (x) = Px2 a solution to (6.31)-(6.33) with saddle-point equi-

librium κC . Given that V is continuously differentiable on R, and that (6.28)-(6.33)

5Given that µ > δ, flow from µ is not possible.
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hold thanks to (6.46) and (6.47), from Theorem 6.3.7 we have that the value function

is J ∗(ξ) := Pξ2 for any ξ ∈ [0, σ] ∪ [µ, δ].

To study in detail the nonunique solutions yielded by the feedback law κC , notice

that solutions jump at x = µ to σs ∈ [σ, σ]. Consider a solution ϕh with domain

domϕh = ([0, th]×{0})∪ ([th,∞)×{1}), and given by ϕh(t, 0) = δ exp((as−R−1
C1b1P −

R−1
C2b2P )t), ϕh(t, 1) = σs exp((as − R−1

C1b1P − R
−1
C2b2P )(t − th)) with as ∈ [a, a]. In

simple words, ϕh flows from δ to µ in th seconds, then it jumps to σs, and flows converg-

ing (exponentially fast) to zero. Notice that κC as defined above also yields a solution

ϕκ with domain domϕκ = ([0, tκ] × {0}) ∪ ([tκ,∞) × {1}), and given by ϕκ(t, 0) =

δ exp((a − R−1
C1b1P − R

−1
C2b2P )t), ϕκ(t, 1) = σ exp((a − R−1

C1b1P − R
−1
C2b2P )(t − tκ))

attaining the worst-case cost. Figure 6.2 illustrates the similar behavior of the solutions

ϕh and ϕκ, yielded by κC , with the cost of the latter equating Pδ2. Notice that when

Figure 6.2: Nonnunique solutions due to set-valued dynamics for a = −2, a = −1, b1 =
b2 = 1, δ = ξ = 2, µ = 1, σ = 0.3, σ = 0.5, QC = 1, RC1 = 1.304, RC2 = −4, and
P = 0.4481. Worst-case cost solution (green and pruple). Arbitrary solution (blue and
red).

both players play the weak saddle-point equilibrium strategy (ϵu = 1 and ϵw = 1 in

Figure 6.3), the worst-cost (in red) is not necessarily attained, which implies that such
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Figure 6.3: Nonunique costs due to set-valued dynamics when varying the feedback
gains around the optimal value. The cost is evaluated on solutions to Hs from ξ with
feedback law variations specified by ϵu and ϵw in u = (ϵuκC1, ϵwκC2). Worst-case costs
(red). Costs of arbitrary solutions (blue). Value function (filled red).

a strategy is not necessarily optimal in the min-max sense. Indeed, notice that other

strategies (e.g. ϵu = 1.5) attain lower costs (in blue) when player P2 sticks to the weak

saddle-point equilibrium strategy. Nevertheless, by playing the weak saddle-point equi-

librium, player P1 minimizes the worst-case cost (red) under the maximizing adversarial

action.

Let A = {0} and given that LC ∈ PDκC (A ∩ Cκ), LD ∈ PDκD(A ∩Dκ) vacuously,

and (6.28)-(6.33) hold, by setting α1(|x|A) = x⊤(P − I)x and α2(|x|A) = x⊤(P + I)x,

and for |x|A 7→ η(|x|A) = P x2

2 , LD(x, κD(x)) ≥ η(|x|A) for all x ∈ Dκ when µ2 ≥ 2σ̄2,

from Theorem 6.4.2, we have that κC is the weak saddle-point equilibrium and renders

A uniformly globally asymptotically stable for (6.44). This corresponds to the

Definition 3.1.3, with every maximal solution rendered by κ from ξ = 2 attaining the

optimal cost.
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Figure 6.4: Saddle point behavior in the cost of continuous solutions from ξ = 2
when varying the feedback gains around the optimal value. The cost is evaluated
on solutions (ϕ, u) ∈ S∞H (ξ) with feedback law variations specified by ϵu and ϵu in
u = (ϵuκ1(ϕ), ϵwκ2(ϕ)).
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Part II

Saddle-Point Equilibrium via

Inverse Optimality
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Chapter 7

Input-to-State Stabilizing Control

for Hybrid Systems

In the previous chapters, given a cost function, we presented results on sufficient

conditions in terms of the stages costs to design the saddle-point equilibrium of a hy-

brid game. These results rely on the existence of a Lyapunov-like function V satisfying

the optimality conditions (HJBI). Finding such function and designing the equilibrium

strategies in most cases is not a trivial task. In the infinite horizon, it requires the

solution of differential (difference) equations along flows (jumps) whose analytical com-

plexity increases when the dynamics are nonlinear or the cost is nonquadratic and when

the finite horizon is considred, turn into partial differential (difference) equations, most

of which lack analytical solutions. An alternative approach in the literature to address

optimal contro problems, is to start from a given feedback strategie that satisfies desired

conditions ,e.g., stability, and the problem is to find the cost function that it is optimal

with respect to. This is known as a invere optimal control problem.

In this Chapter, we address a two-player zero-sum hybrid game as an inverse optimal

control problem with stabilizing controllers under the presence of a disturbance. We

present results on sufficient conditions to guarantee input-to-state stability with respect

to disturbances for hybrid systems. First, the control feedback laws are considered as

solutions to QP problems, and to Sontag’s formula. Under additional conditions, non-

QP controllers are formulated and the cost functional that the feeback laws optimize is

constructed via inverse optimality.
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We define a hybrid dynamical affine systemH with input u = (uC , uD) = ((uC1, uC2),

(uD1, uD2)) ∈ RmC × RmD = Rm, where u1 := (uC1, uD1) ∈ RmC1 × RmD1 is a control

input and u2 := (uC2, uD2) ∈ RmC2 × RmD2 is a disturbance, as

H :

 ẋ = F (x, uC) := f(x) + fu1(x)uC1 + fu2(x)uC2 (x, uC) ∈ C
x+=G(x, uD) := g(x) + gu1(x)uD1 + gu2(x)uD2 (x, uD) ∈ D

(7.1)

where x ∈ Rn is the state.

Well-posed dynamical systems refer to a class of dynamical systems where the so-

lutions enjoy very useful structural properties [20]. A hybrid system H as in (7.1) is

well-posed if the basic conditions hold.

Assumption 7.0.1. (Hybrid Basic Conditions for Input Affine System) For a hybrid

system H as in (7.1), suppose that i) the sets C and D are closed subsets of Rn, and ii)

the flow map F : Rn → Rn and the jump map G : Rn → Rn are continuous.

Consider the hybrid system resulting from assigning the control input u1 of H as in

(7.1) to the feedback law κ1 := (κC1, κD1) : Rn → RmC1 × RmD1 , and with disturbance

input u2, as

Hκ1 :

 ẋ = F (x, (κC1(x), uC2)) (x, uC2) ∈ Cκ1
x+ = G(x, (κD1(x), uD2)) (x, uD2) ∈ Dκ1

(7.2)

where Cκ1 := {(x, uC2) ∈ Rn × RmC2 : (x, (κC1(x), uC2)) ∈ C} and Dκ1 := {(x, uD2) ∈
Rn × RmD2 : (x, (κD1(x), uD2)) ∈ D}.

Definition 7.0.2. (Solution to Hκ1) A pair (ϕ, u2) defines a solution to Hκ1 as in

(7.2) if ϕ ∈ X , u2 = (uC2, uD2) ∈ U2, dom ϕ = domu2, and

• (ϕ(0, 0), uC2(0, 0)) ∈ Cκ1 or

(ϕ(0, 0), uD2(0, 0)) ∈Dκ1,

• For each j ∈ N such that Ijϕ has a nonempty interior intIjϕ, we have, for all

t ∈ intIjϕ,

(ϕ(t, j), uC2(t, j)) ∈ Cκ1

and, for almost all t ∈ Ijϕ,

d

dt
ϕ(t, j) = F (ϕ(t, j), (κC1(ϕ(t, j)), uC2(t, j)))
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• For all (t, j) ∈ domϕ such that (t, j + 1) ∈ domϕ,

(ϕ(t, j), uD2(t, j)) ∈ Dκ1

ϕ(t, j + 1) = G(ϕ(t, j), (κD1(ϕ(t, j)), uD2(t, j)))

A solution pair (ϕ, u2) is a compact solution if ϕ is a compact hybrid arc; see Definition

2.2.2.

We denote by ŜHκ1(M) the set of solution pairs (ϕ, u2) to Hκ1 as in (7.2) such that

ϕ(0, 0) ∈M , and by SHκ1(M) ⊂ ŜHκ1(M) the set of all maximal solution from M . We

refer to the input action resulting from the composition of a feedback law κ1 ∈ K1 and

a solution ϕ as a feedback control action.

7.1 Input-to-State Stability for Hybrid Systems with Dis-

turbances

Given a feedback law κ1 ∈ K1, we are interested in studying conditions to guarantee

the stability of a closed set A ⊂ Rn with respect to Hκ1 as in (7.2) under the presence

of a disturbance u2 = (uC2, uD2) , in the following sense.

Definition 7.1.1. (Input-to-State pre-Stability with respect to disturbances) Given a

compact set A ⊂ Rn nand a feedback law κ1 ∈ K1, the system Hκ1 in (7.2) is input-to-

state pre-stable (ISpS) with respect to the disturbance u2 and the set A if there exist

β ∈ KL and σ ∈ K such that, for each ξ ∈ Rn, each (ϕ, u2) ∈ SHκ1(ξ) satisfies, for each

(t, j) ∈ domϕ,

|ϕ(t, j)|A ≤ max
{
β(|ξ|A, t+ j), σ

(
∥u2∥(t,j)

)}
(7.3)

Definition 7.1.1 is essentially the definition of ISS in [56] for the case of disturbances

where the distance to A is employed as the proper indicator for A oand maximal so-

lutions are not required to be complete. This subsumes the standard notion of ISS for

continuous-time and discrete-time systems.

Definition 7.1.2. (ISpS Lyapunov function candidate) Given a compact set A ⊂ Rnn,

a feedback law κ1 ∈ K1, and a hybrid system Hκ1 as in (7.2) with disturbance u2 =

(uC2, uD2), the function V : dom V → R defines an ISpS-Lyapunov function (ISpS-LF)

candidate for Hκ1 with respect to A if the following conditions hold:
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1. Π(Cκ1) ∪Π(Dκ1) ∪G(D) ⊂ dom V ;

2. V is continuous and, on an open set containing Π(Cκ1), locally Lipschitz ;

3. there exist α1, α2 ∈ K such that α1(|x|A) ≤ V (x) ≤ α2(|x|A) for all x ∈ Π(Cκ1) ∪
Π(Dκ1).

The following theorem establishes the connection between the existence of a Lya-

punov function and input-to-state stability.

Theorem 7.1.3. (ISpS under a Lyapunov function candidate) Given a compact set

A ⊂ Rn, a feedback law κ1 ∈ K1, and a hybrid system Hκ1 = (Cκ1, F,Dκ1, G) as in

(7.2), satisfying Assumption 7.0.1, with disturbance u2 = (uC2, uD2), suppose there

exists an ISpS-Lyapunov function candidate V : domV → R≥0 for Hκ1 with respect to

A such that

|x|A ≥ ρ(|uC2|), (x, uC2) ∈ Cκ1

⇒ ⟨∇V (x), F (x, (κC1(x), uC2))⟩ ≤ −αC(|x|A)
(7.4a)

|x|A ≥ ρ(|uD2|), (x, uD2) ∈ Dκ1

⇒ V (G(x, (κD1(x), uD2)))− V (x) ≤ −αD(|x|A)
(7.4b)

where ρ ∈ K∞ and αC , αD ∈ K. Then, the system Hκ1 is ISpS with respect to the

disturbance u2 and the set A for some β ∈ KL and σ = α−1
1 ◦ α2 ◦ ρ.

Proof. The proof is developed following the arguments of [56, Proposition 2.7] and [53,

Lemma 2.1]. Pick ξ ∈ Rn, and a solution pair (ϕ, u2) ∈ SHκ1(ξ). Consider the set

S := {η ∈ Π(Cκ1) ∪Π(Dκ1) : V (η) ≤ α2 ◦ ρ(∥u2∥#)}.
Notice that S is compact and contains A and that any ξ /∈ S satisfies α2(|ξ|A) ≥

V (ξ) > α2 ◦ ρ(∥u2∥#) and hence satisfies |ξ|A > ρ(∥u2∥#).
Claim 1 (Forward invariance of S): If there exists some (t, j) ∈ domϕ such that

ϕ(t, j) ∈ S, then ϕ(t′, j′) ∈ S for all t′ + j′ ≥ t+ j.

Proof of Claim 1: Proceeding by contradiction, suppose that ϕ leaves the set S. The

following cases are possible:

• The state trajectory ϕ leaves S after a jump, that is, ϕ(t, j) ∈ S and ϕ(t, j+1) /∈ S.
This implies V (ϕ(t, j)) ≤ α2◦ρ(∥u2∥#) < V (ϕ(t, j+1)). Then, from (8.8b) we have

that if |ϕ(t, j)|A ≥ ρ(∥u2∥#), then V (ϕ(t, j + 1)) ≤ V (ϕ(t, j))− αD(|ϕ(t, j)|A) ≤
V (ϕ(t, j)), which implies that ϕ(t, j + 1) ∈ S.
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• The state trajectory ϕ leaves the set S by flow: there exist (τ, k), (τ ′, k) ∈ domϕ

such that V (ϕ(t, j)) ≤ α2 ◦ ρ(∥u2∥#) for all (t, j) ∈ domϕ, t + j ≤ τ + k, and

ϕ(t, k) ∈ Π(Cκ1) for all (t, k) ∈ domϕ, τ < t ≤ τ ′. Using continuous differentia-

bility of V and absolute continuity of t 7→ ϕ(t, k) on [τ, τ ′], t 7→ V (ϕ(t, k)) is also

absolutely continuous on [τ, τ ′] and, via integration, satisfies

V (ϕ(τ ′, k))− V (ϕ(τ, k)) =

∫ τ ′

τ
⟨∇V (ϕ(t, k)), ϕ̇(t, k)⟩dt (7.5)

Since V (ϕ(t, k)) > α2 ◦ ρ(∥u2∥#) for all t ∈ (τ, τ ′] and V (ϕ(τ, k)) = α2 ◦ ρ(∥u2∥#),
the expression in (8.9) is positive. On the other hand, since ϕ((τ, τ ′], k) ⊂ Π(Cκ1),

(8.8a) implies that ⟨∇V (ϕ(t, k)), Fd(ϕ(t, k), uC2(t, k))⟩ ≤ −αC(|ϕ(t, k)|A) for al-

most all t ∈ (τ, τ ′). Hence, via integration again, the expression in (8.9) is less

than or equal to zero.

Since a contradiction is reached in both cases, the result is established.

2

Proof of Theorem 7.1.3 (Continued). Now let (t∗, j∗) ∈ dom(ϕ, u2) be such that

t∗ + j∗ = inf{t + j ≥ 0 : ϕ(t, j) ∈ S} ≤ ∞. Then, it follows from the above argument

that

V (ϕ(t, j)) ≤ α2 ◦ ρ(∥u2∥#) (7.6)

for all (t, j) ∈ dom(ϕ, u2) such that t+ j ≥ t∗ + j∗.

For all (t, j) ∈ dom(ϕ, u2) such that t + j < t∗ + j∗, ϕ(t, j) /∈ S, which implies

that |ϕ(t, j)|A > ρ(∥u2∥#). Consequently, for each j ∈ N such that Ijϕ has a nonempty

interior intIjϕ and such that t+ j < t∗ + j∗, we have, for all t ∈ intIjϕ

LfV (ϕ(t, j)) + Lfu2V (ϕ(t, j))uC2(t, j) ≤ −αC(|ϕ(t, j)|A)

and for all (t, j) ∈ dom(ϕ, u2) such that (t, j + 1) ∈ dom(ϕ, u2) and t+ j < t∗ + j∗, we

have

V (G(ϕ(t, j), uD2(t, j)))− V (ϕ(t, j)) ≤ −αD(|ϕ(t, j)|A).

Thanks to the hybrid comparison principle in [56, Lemma C.1], there exists β ∈ KL
such that

V (ϕ(t, j)) ≤ β(V (ξ), t+ j) ∀(t, j) ∈ dom(ϕ, u2) : t+ j ≤ t∗ + j∗ (7.7)
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Combining (7.6) and (7.7), we conclude that

|ϕ(t, j)|A ≤ max
{
β(|ξ|A, t+ j), α−1

1 ◦ α2◦ρ
(
∥u2∥(t,j)

)}
for all (t, j) ∈ dom(ϕ, u2).

7.2 Problem Statement

Consider the system H in (7.1), with control input u1 assigned to a feedback law

κ1 = (κ1C , κ1D) ∈ K1, and the disturbance input u2 ∈ U2. Given a set A, we say

H is input-to-state controlled pre-stable when the closed-loop system resulting from

assigning u1 to κ1 is input-to-state pre-stable with respect to disturbances and A.
In this chapter, we address the problem of designing the feedback law κ1 that not

only renders H input-to-state controlled pre-stable with respect to A but also solves

a zero-sum hybrid game. Specifically, we seek the existence of β ∈ KL and σ ∈ K
such that every (ϕ, u) ∈ SH(Π(C) ∪Π(D)) with input u1 defined as domϕ ∋ (t, j) 7→
u1(t, j) = κ1(ϕ(t, j)) satisfies (7.3) for all (t, j) ∈ domϕ. This objective is attained by

considering the closed-loop system Hκ1 resulting from assigning the input u1 of H to

κ1 and solving the following problem.

Problem 7.2.1. (Inverse-optimal ISpS) Given a compact set A ⊂ Rn, design a feed-

back law κ1 ∈ K1 that renders the system Hκ1 input-to-state pre-stable with respect to

the disturbance u2 and the set A. In addition, determine the cost functional that κ1

minimizes under the worst-case disturbance u2.

Remark 7.2.2. (Relation to the literature) A version of Problem 7.2.1 was solved

in [82] for continuous-time systems without constraints, i.e., the case in which H =

(Rn, F, ∅, ⋆) and A = {0}.

7.3 Input-to-Sate Stabilizability

In this section, we address the first part of Problem 7.2.1 by using control Lyapunov

functions as a synthesis tool to stabilize a hybrid system. First, we introduce definitions

and preliminary results on control Lyapunov functions for hybrid systems with distur-

bances. We say that a systemH as in (7.1) is input-to-state pre-stabilizable with respect
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to a set A if there exists a control feedback law κ1 such that the resulting closed-loop

system of assigning u1 to κ1 is ISpS with respect to the disturbance u2 and the set A.

7.3.1 Input-to-State Stability Control Lyapunov Functions

Definition 7.3.1. (ISpS-CLF with respect to disturbances) Given a system H =

(C,F,D,G) as in (7.1) and a compact set A ⊂ Rn, an ISpS-LF candidate V is an

ISpS-control Lyapunov function (ISpS-CLF) for H with respect to disturbance u2 and

A if V is continuously differentiable on an open neighborhood of Π(C) and there exist

ρ, αC , αD ∈ K such that

|x|A ≥ ρ(|uC2|), (x, uC2) ∈ ΠuC1(C)

⇒ inf
uC1∈ΨC(x,uC2)

⟨∇V (x), F (x, uC)⟩ ≤ −αC(|x|A)

(7.8a)

|x|A ≥ ρ(|uD2|), (x, uD2) ∈ ΠuD1(D)

⇒ inf
uD1∈ΨD(x,uD2)

V (G(x, uD))− V (x) ≤ −αD(|x|A)

(7.8b)

where Πu⋆1(⋆) = {(x, u⋆2) : ∃u⋆1 s.t.(x, (u⋆1, u⋆2)) ∈ ⋆}, and Ψ⋆(x, u⋆2) := {u⋆1 ∈ Rm⋆1 :

(x, (u⋆1, u⋆2)) ∈ ⋆} for ⋆ ∈ {C,D}.

Theorem 7.3.2. (Characterization of ISpS [56, Thm. 3.1]) Consider a compact set

A ⊂ Rn and a systemH = (C,F,D,G) as in (7.1). Suppose that F is convex-valued with

respect to disturbances on C. The hybrid system H is input-to-state pre-stabilizable

with respect to A if and only if there exists an ISpS-CLF for H with respect to the

disturbance u2 and A.

The following results are used to establish a connection between the existence of an

ISpS-CLF and a feedback law that input-to-state pre-stabilizes the system.

Assumption 7.3.3. Given a system H = (C,F,D,G) as in (7.1) and a function

V : Rn → R, suppose there exist functions V̂L1 : Rn → RmD1 and V̂L2 : Rn → RmD2

such that for all (x, uD) ∈ D,

V (G(x, uD)) = V (g(x) + gu1(x)uD1 + gu2(x)uD2)

= V (g(x)) + V̂L1(x)uD1 + V̂L2(x)uD2

(7.9)
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Lemma 7.3.4. (Equivalent ISpS conditions) Under Assumption 7.3.3, a pair (V, ρ)

satisfies (7.8a) and (7.8b) if and only if

Lfu1V (x) = 0, x ∈ Π(C)⇒ ωC(x) ≤ 0 (7.10a)

where

ωC(x) = LfV (x) + αC(|x|A) + |Lfu2V (x)|ρ−1(|x|A) (7.10b)

and

V̂L1(x) = 0, x ∈ Π(D)⇒ ωD(x) ≤ 0 (7.11a)

where

ωD(x) = V (g(x))− V (x) + αD(|x|A) + |V̂L2(x)|ρ−1(|x|A) (7.11b)

The proof follows similar arguments as in [82, Lemma 2.1].

Proof. (⇐) By Definition 7.3.1, if Lfu1V (x) = 0, then

|x|A ≥ ρ(|uC2|), (x, uC2) ∈ ΠuC1(C)

⇒ LfV (x) + Lfu2V (x)uC2 ≤ −αC(|x|A) (7.12)

Now consider the particular input uC2 defined by the feedback law

κC2(x) =


Lfu2V (x)

|Lfu2V (x)|
ρ−1(|x|A) if Lfu2V (x) ̸= 0

0 if Lfu2V (x) = 0

(7.13)

for all x ∈ Π(C). Note that if uC2 = κC2(x), then ρ(|uC2|) ≤ |x|A. Therefore,

substituting (7.13) in (7.12), we have that if Lfu1V (x) = 0 and x ∈ Π(C), when uC2 =

κC2(x),

LfV (x) + |Lfu2V (x)|ρ−1(|x|A) ≤ −αC(|x|A) (7.14)

that is, (7.10) is satisfied.

In addition, by Definition 7.3.1, and thanks to Assumption 7.3.3, if V̂L1(x) = 0, then

|x|A ≥ ρ(|uD2|), (x, uD2) ∈ ΠuD1(D)

⇒ V (g(x)) + V̂L2(x)uD2 − V (x) ≤ −αD(|x|A) (7.15)
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Now consider the particular input uD2 defined by the feedback law

κD2(x) =


V̂L2(x)

|V̂L2(x)|
ρ−1(|x|A) if V̂L2(x) ̸= 0

0 if V̂L2(x) = 0

(7.16)

for all x ∈ Π(D). Note that if uD2 = κD2(x), then ρ(|uD2|) ≤ |x|A. Substituting

(7.16) in (7.15), we have that if V̂L1(x) = 0 and x ∈ Π(D), when uD2 = κD2(x),

V (g(x)) + |V̂L2(x)|ρ−1(|x|A)− V (x) ≤ −αD(|x|A) (7.17)

that is, (7.11) is satisfied.

(⇒) If |x|A ≥ ρ(|uC2|), (x, uC2) ∈ ΠuC1(C), using (7.10), we have

inf
uC1∈ΨC(x,uC2)

{LfV (x) + Lfu1V (x)uC1 + Lfu2V (x)uC2}

≤ inf
uC1∈ΨC(x,uC2)

{LfV (x) + Lfu1V (x)uC1 + |Lfu2V (x)||uC2|}

≤ inf
uC1∈ΨC(x,uC2)

{LfV (x) + Lfu1V (x)uC1 + |Lfu2V (x)|ρ−1(|x|A)}

≤ − αC(|x|A)

In addition, if |x|A ≥ ρ(|uD2|), (x, uD2) ∈ ΠuD1(D), using (7.11), we have

inf
uD1∈ΨD(x,uD2)

{V (g(x)) + V̂L1(x)uD1 + V̂L2(x)uD2}

≤ inf
uD1∈ΨD(x,uD2)

{V (g(x)) + V̂L1(x)uD1 + |V̂L2(x)||uD2|}

≤ inf
uD1∈ΨD(x,uD2)

{V (g(x)) + V̂L1(x)uD1 + |V̂L2(x)|ρ−1(|x|A)}

≤ − αD(|x|A)

Theorem 7.3.5. (ISpS CLF Sontag-like formula) Under Assumption 7.3.3, if there

exists a ISpS-CLF with respect to disturbance u2 and A, the system H = (C,F,D,G)

in (7.1) is input-to-state pre-stabilizable using the following Sontag-type control law, in

which we assign the input uC1 to

κ̃SC1(x) :=

Lfu1V (x)κSC1(x) if Lfu1V (x) ̸= 0

0, if Lfu1V (x) = 0
(7.18a)
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where

κSC1(x) :=
−ωC(x)−

√
ω2
C(x) + |Lfu1V (x)|4

|Lfu1V (x)|2
(7.18b)

and we assign the input uD1 to

κ̃SD1(x) :=

V̂L1(x)κSD1(x) if V̂L1(x) ̸= 0

0 if V̂L1(x) = 0
(7.19a)

where

κSD1(x) :=
−ωD(x)−

√
ω2
D(x) + |V̂L1(x)|4

|V̂L1(x)|2
(7.19b)

with ωC(x) and ωD(x) defined in (7.10b) and (7.11b), respectively.

Proof. We substitute (7.18) and (7.19) into H to obtain the closed-loop system Hκ1 =

(Cκ1, F,Dκ1, G) as in (7.2). Then, for each (x, uC2) ∈ Cκ1, we have

• if Lfu1V (x) = 0,

⟨∇V (x), F (x, (κ̃SC1(x), uC2))⟩

= LfV (x) + Lfu2V (x)uC2

= ωC(x)− αC(|x|A)− |Lfu2V (x)|ρ−1(|x|A) + Lfu2V (x)uC2

≤ −αC(|x|A) + |Lfu2V (x)|(|uC2| − ρ−1(|x|A))

and if |x|A ≥ ρ(|uC2|), we have

⟨∇V (x), F (x, (κ̃SC1(x), uC2))⟩ ≤ −αC(|x|A)

• if Lfu1V (x) ̸= 0,

⟨∇V (x), F (x, (κ̃SC1(x), uC2))⟩

= LfV (x)− ωC(x)−
√
ω2
C(x) + |Lfu1V (x)|4 + Lfu2V (x)uC2

≤ −αC(|x|A)− |Lfu2V (x)|ρ−1(|x|A) + Lfu2V (x)uC2

≤ −αC(|x|A) + |Lfu2V (x)|(|uC2| − ρ−1(|x|A))

and if |x|A ≥ ρ(|uC2|), we have

⟨∇V (x), F (x, (κ̃SC1(x), uC2))⟩ ≤ −αC(|x|A).
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For each (x, uD2) ∈ Dκ1, we obtain

• if V̂L1(x) = 0,

V (G(x, (κ̃SD1(x), uD2)))−V (x)

= V
(
g(x) + gu2(x)uD2

)
− V (x)

= V (g(x)) + V̂L2(x)uD2 − V (x)

= ωD(x)− αD(|x|A)− |V̂L2(x)|ρ−1(|x|A) + V̂L2(x)uD2

≤ −αD(|x|A) + |V̂L2(x)|(|uD2| − ρ−1(|x|A))

and if |x|A ≥ ρ(|uD2|), we have

V (G(x, (κ̃SD1(x), uD2)))−V (x) ≤ −αD(|x|A)

• if V̂L1(x) ̸= 0,

V (G(x, (κ̃SD1(x),uD2)))− V (x)

= V
(
g(x) + gu1(x)κ̃SD + gu2(x)uD2

)
− V (x)

≤ V (g(x))− ωD(x)−
√
ω2
D(x) + |V̂L1(x)|4 + V̂L2(x)uD2 − V (x)

≤ −αD(|x|A)− |V̂L2(x)|ρ−1(|x|A) + V̂L2(x)uD2

≤ −αD(|x|A) + |V̂L2(x)|(|uD2| − ρ−1(|x|A))

and if |x|A ≥ ρ(|uD2|), we have

V (G(x, (κ̃SD1(x),uD2)))− V (x) ≤ −αD(|x|A).

Finally, we invoke Theorem 7.1.3 to establish input-to-state pre-stability of Hκ1 with

respect to the disturbance u2 and the set A.

7.3.2 Input-to-State Stabilizing QP Control

We endow a systemH with an input-to-state-stability property by solving a quadratic

program (QP) in terms of an ISpS control Lyapunov function V .

The definitions of ISS and of a Lyapunov function candidate for the closed-loop

system Hκ1 as in (7.2) follow from Definitions 7.1.1 and 7.1.2, respectively. The result
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to guarantee thatHκ1 is ISpS with respect to the disturbance u2 andA given a Lyapunov

function follows from Theorem 7.1.3.

Given a function αC , we define ωC as in (7.10b) for all x ∈ Π(C), and the following

QP:

κC1QP
(x) := argmin

v∈RmC1

|v|2

subject to Lfu1V (x)v ≤ −ωC(x)
(7.20)

Since the cost function and constraint defining (7.20) are both convex and continuously

differentiable with respect to the decision variable v, (7.20) is a convex optimization

problem, and the Karush-Kuhn-Tucker (KKT) conditions [83, Sec. 5.5.3] provide nec-

essary and sufficient1 conditions for optimality. In particular, for an optimal solution

Π(C) ∋ x 7→ κC1QP
(x) to (7.20), there exists θ∗ : Π(C)→ R≥0 such that

2κC1QP
(x) + θ∗(x)Lfu1V (x) = 0, (7.21)

θ∗(x)
(
Lfu1V (x)κC1QP

(x) + ωC(x)
)
= 0, (7.22)

Lfu1V (x)κC1QP
(x) ≤ −ωC(x), (7.23)

We consider the following two cases:

• If, for x ∈ Π(C), we have that the constraint is not active, namely

Lfu1V (x)κC1QP
(x) < −ωC(x)

then, from (7.22) it follows that θ∗(x) = 0; thus, from (7.21) we have that

κC1QP
(x) = 0.

• If, for x ∈ Π(C), we have that the constraint is binding, that is,

Lfu1V (x)κC1QP
(x) = −ωC(x)

then, from (7.21)-(7.22) we have that 2I Lfu1V (x)⊤

Lfu1V (x) 0

κC1QP
(x)

θ∗(x)

 =

 0

−ωC(x)


1An additional constraint qualification is necessary for the KKT conditions to be necessary and

sufficient conditions for optimality. One such condition is Slater’s Condition [83, Sec. 5.2.3], which for
(7.20) always holds as it is feasible for all x ∈ Π(C), because it is a convex program with a single affine
constraint.
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and using block matrix inversion, it follows

κC1QP
(x) = − ωC(x)

|Lfu1V (x)|2
Lfu1V (x)

θ∗(x) =
ωC(x)

2|Lfu1V (x)|2

Thus, by combining the two cases2 , the closed-form solution to (7.20) is given by

κC1QP
(x) :=


− max{0, ωC(x)}
|Lfu1V (x)|2

Lfu1V (x) if Lfu1V (x) ̸= 0

0 if Lfu1V (x) = 0.

(7.24)

Similarly, given a function αD ∈ K, under Assumption 7.3.3, we define ωD as in

(7.11b) for all x ∈ Π(D), and introduce the following QP:

κD1QP
(x) = argmin

v∈RmD1

|v|2

subject to V̂L1(x)v ≤ −ωD(x)
(7.25)

where the KKT conditions allow to express the solution explicitly as

κD1QP
(x) :=


− max{0, ωD(x)}

|V̂L1(x)|2
V̂L1(x) if V̂L1(x) ̸= 0

0 if V̂L1(x) = 0.

(7.26)

With the QP ISpS feedback control law with components as in (7.20) and (7.25) we

establish the following result.

Theorem 7.3.6. (ISpS control via QP CLF) Consider a hybrid systemH = (C,F,D,G)

as in (7.1), a compact set A ⊂ Rn, suppose there exist ρ ∈ K and an ISpS-CLF V for

H with respect to the disturbance u2 and A such that Assumption 7.3.3 holds. The

feedback law κ1 = (κC1QP
, κD1QP

), with κC1QP
as in (7.24) and κD1QP

as in (7.26),

renders the resulting closed-loop system Hκ1 = (Cκ1, F,Dκ1, G) as in (7.2) ISpS with

respect to the disturbance u2 and A.
2Notice that when the constraint in (7.20) is not active for each x ∈ Π(C), namely

Lfu1V (x)κC1QP (x) < −ωC(x), we have that κC1QP (x) = 0. Thus, from (7.23) it follows that ωC(x) ≤ 0.

When the constraint is active, it must follow that ωC(x) > 0.
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Proof. For each (x, uC2) ∈ Cκ1, we have

⟨∇V (x), F (x, (κC1QP
(x), uC2))⟩

= LfV (x) + Lfu2V (x)uC2 −max{0, ωC(x)}

= ωC(x)− αC(|x|A)−|Lfu2V (x)|ρ−1(|x|A) + Lfu2V (x)uC2 −max{0, ωC(x)}

≤ min{ωC(x), 0} − αC(|x|A) + |Lfu2V (x)|
(
|uC2| − ρ−1(|x|A)

)
≤ −αC(|x|A) + |Lfu2V (x)|

(
|uC2| − ρ−1(|x|A)

)
and if |x|A ≥ ρ(|uC2|), it follows that

⟨∇V (x), F (x, (κC1QP
(x), uC2))⟩ ≤ −αC(|x|A). (7.27)

Similarly, for each (x, uD2) ∈ Dκ1, we obtain

V
(
G(x, (κD1QP

(x), uD2)
)
− V (x)

= V
(
g(x)

)
−max{0, ωD(x)}+ V̂L2(x)uD2 − V (x)

= ωD(x)− αD(|x|A)− |V̂L2(x)|ρ−1(|x|A)−max{0, ωD(x)}+ V̂L2(x)uD2

≤ min{ωD(x), 0} − αD(|x|A) + |V̂L2(x)|
(
|uD2| − ρ−1(|x|A)

)
≤ −αD(|x|A) + |V̂L2(x)|

(
|uD2| − ρ−1(|x|A)

)
and if |x|A ≥ ρ(|uD2|), then

V
(
G(x, (κD1QP

(x), uD2))
)
− V (x) ≤ −αD(|x|A) (7.28)

Finally3, we invoke Theorem 7.1.3 to establish input-to-state pre-stability of Hκ1 with

respect to the disturbance u2 and the set A.

Remark 7.3.7. (Noncompleteness of solutions under QP control) Notice that the

optimization in (7.20) and (7.25) is carried over RmC1 and RmD1 , respectively, instead of

over the constrain sets Ψ⋆, ⋆ ∈ {C,D}, as in Definition 7.3.1. This allows to compute the

closed-form feedback law κ1 = (κC1QP
, κD1QP

) which may potentially lead to maximal

solution to Hκ1 that are not complete. The “pre” term in the results accounts for this

trade-off.

3The cases where Lfu1V (x) = 0 for each x ∈ Π(C) and V̂L1(x) = 0 for each x ∈ Π(D) follow the
approach in the proof of Theorem 7.3.5.
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The following example illustrates the control synthesis to input-to-state pre-stabilize

a compact set for a one-dimensional linear hybrid system using QPs, as in (7.20) and

(7.25).

Example 7.3.8. (()Linear hybrid system) Consider the set A = {0} and a system with

state x ∈ R, inputs uC = (uC1, uC2) ∈ R2 and uD = (uD1, uD2) ∈ R2, and dynamics H
as in (7.1) described by

ẋ = ax+BuC x ∈ [µ, δ]

x+ = σ + PuD x = µ
(7.29)

where a < 0, B =
[
b1 b2

]
, P =

[
p1 p2

]
, (b1, p1) ̸= (0, 0), and δ > µ > σ > 0. Let

V (x) = ηx, for a given η > 0. To show that V is a ISpS-LF candidate as in Definition

7.1.2, notice that: i) [µ, δ] ∪ {σ + PuD} ⊂ R for all uD ∈ R2, ii) V is continuous and

locally Lipschitz (with constant η) on (µ − 1, δ + 1), and iii) η
2x ≤ V (x) ≤ 2ηx. Then,

V is an ISpS Lyapunov function candidate for H with respect to A.
Additionally, consider ρ(r) = α⋆(r) = r for ⋆ ∈ {C,D}. From (7.10b) and (7.11b),

we have that

ωC(x) = x (1 + η(a+ |b2|))

ωD(x) = η(σ − x) + x(1 + η|p2|)

Then, the pointwise minimum norm state-feedback law is given by

κ1(x) = (κC1QP
(x), κD1QP

(x)) = −
(
max{0, ωC(x)}

ηb1
,
max{0, ωD(x)

ηp1

)
As a result, the closed-loop system Hκ1, resulting from assigning the control input u1

to κ1 is described by

ẋ = ax− max{0, ωC(x)}
η

+ b2uC2 x ∈ [µ, δ]

x+ = σ − max{0, ωD(x)}
η

+ p2uD2 x = µ

(7.30)

Notice that, for all (x, uC2) ∈ [µ, δ]× R, we get〈
∇V (x), ax− max{0, ωC(x)}

η
+ b2uC2

〉
= ηax−max{0, x (1 + η(a+ |b2|))}+ ηb2uC2

≤ min{0, x (1 + η(a+ |b2|))} − x+ η|b2|(|uC2|−x)

≤ −x if x ≥ |uC2|
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Similarly, for all (x, uD2) ∈ {µ} × R, it follows that

V

(
σ − max{0, ωD(x)}

η
+ p2uD2

)
− V (x)

= −max{0, η(σ − x) + x(1 + η|p2|)}+ η(σ − x) + ηp2uD2

≤ min{0, η(σ − x) + x(1 + η|p2|)} − x+ η|p2|(|uD2| − x)

≤ −x if x ≥ |uD2|

Therefore, invoking Theorem 7.1.3 we conclude that the closed-loop system Hκ1 is ISpS

with respect to the disturbance u2 and the set A = {0}. Notice that the “pre” term

accounts for solutions that jump from µ outside of [µ, δ].

Theorem 7.3.9. (Half Sontag) Consider a hybrid system H = (C,F,D,G) as in

(7.1), a closed set A ⊂ Rn, suppose there exist ρ ∈ K and an ISpS-CLF V for H with

respect to disturbances and A such that Assumption 7.3.3 holds. The feedback law

κ̃ = 1
2(κ̃SC1, κ̃SD1), with κ̃SC1 as in (7.18) and κ̃SD1 as in (7.19), renders the resulting

closed-loop system Hκ1 as in (7.2) ISpS with respect to disturbances and A. In addition,

for all x ∈ Π(C), the feedback law 1
2 κ̃SC1 is the pointwise minimizer of

argmin
v∈RmC1

|v|2

subject to Lfu1V (x)v ≤ 1

2
|Lfu1V (x)|2κSC1(x)

(7.31)

Similarly, for all x ∈ Π(D), the feedback law 1
2 κ̃SD1 is the pointwise minimizer of

argmin
v∈RmD1

|v|2

subject to V̂L1(x)v ≤
1

2
|V̂L1(x)|2κSD1(x)

(7.32)

Proof. To show that Π(C) ∋ x 7→ 1
2 κ̃SC1(x) as in (7.18) is the pointwise minimizer of

(7.31) Karush-Kuhn-Tucker (KKT) conditions [83, Sec. 5.5.3] provide necessary and

sufficient conditions for optimality. Namely, it is sufficient to show that there exists

some θ∗C : Π(C)→ R≥0 such that

κ̃SC1(x) + θ∗C(x)Lfu1V (x) = 0, (7.33)

θ∗C(x)Lfu1V (x)κ̃SC1(x) = θ∗C(x)|Lfu1V (x)|2κSC1(x), (7.34)

Lfu1V (x)κ̃SC1(x) ≤ |Lfu1V (x)|2κSC1(x). (7.35)
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Using (7.37), it readily follows that (7.34) and (7.35) hold, and it can easily be shown

that (7.33) are satisfied under

θ∗C(x) :=

−κSC1(x) if Lfu1V (x) ̸= 0

pC , if Lfu1V (x) = 0
(7.36)

where pC > 0 is any arbitrary value. A similar approach can be used to show that

1
2 κ̃SD1 as in (7.19) is the pointwise minimizer of (7.32) with

θ∗D(x) :=

−κSD1(x) if V̂L1(x) ̸= 0

pD, if VL1(x) = 0
(7.37)

where pD > 0 is any arbitrary value. The resulting closed-loop system Hκ1 with

feedback law κ1 =
1
2(κ̃SC1, κ̃SD1) satisfies, for all (x, uC2) ∈ Cκ1〈

∇V (x), F

(
x,

(
1

2
κ̃SC1(x), uC2

))〉
= LfV (x)− 1

2
ωC(x)−

1

2

√
ω2
C(x) + |Lfu1V (x)|4 + Lfu2V (x)uC2

≤ 1

2
(LfV (x)− αC(|x|A)− |Lfu2V (x)|ρ−1(|x|A))−

1

2

√
ω2
C(x) + |Lfu1V (x)|4

+ Lfu2V (x)uC2

=
1

2
(LfV (x) + αC(|x|A) + |Lfu2V (x)|ρ−1(|x|A)) + Lfu2V (x)uC2 − αC(|x|A)

− |Lfu2V (x)|ρ−1(|x|A)−
1

2

√
ω2
C(x) + |Lfu1V (x)|4

≤ 1

2
ωC(x)−

1

2

√
ω2
C(x) + |Lfu1V (x)|4 − αC(|x|A)

− |Lfu2V (x)|ρ−1(|x|A) + |Lfu2V (x)||uC2|

≤ −1

2

(
− ωC(x) +

√
ω2
C(x) + |Lfu1V (x)|4

)
− αC(|x|A) + |Lfu2V (x)|(|uC2| − ρ−1(|x|A))

Given that ωC(x) ≤
√
ω2
C(x) + |Lfu1V (x)|4 because of (7.10a), for |x|A ≥ ρ(|uC2|) we

have 〈
∇V, F

(
x,

(
1

2
κ̃SC1(x), uC2

))〉
≤ −αC(|x|A) (7.38)
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For each (x, uD2) ∈ Dκ1

V
(
G
(
x,
(1
2
κ̃SD1(x), uD2

)))
− V (x)

= V
(
g(x) +

1

2
gu1(x)κ̃SD + gu2(x)uD2

)
− V (x)

= V (g(x))− 1

2
ωD(x)−

1

2

√
ω2
D(x) + |V̂L1(x)|4 + V̂L2(x)uD2 − V (x)

≤1

2
(V (g(x))− αD(|x|A)− |V̂L2(x)|ρ−1(|x|A))

− 1

2

√
ω2
D(x) + |V̂L1(x)|4 + V̂L2(x)uD2 −

1

2
V (x)

≤ 1

2
(V (g(x))− V (x) + αD(|x|A) + |V̂L2(x)|ρ−1(|x|A))

− 1

2

√
ω2
D(x) + |V̂L1(x)|4 − αD(|x|A)− |V̂L2(x)|ρ

−1(|x|A) + |V̂L2(x)||uD2|

=− 1

2

(
− ωD(x) +

√
ω2
D(x) + |V̂L1(x)|4

)
− αD(|x|A) + |V̂L2(x)|(|uD2| − ρ−1(|x|A))

Given that ωD(x) ≤
√
ω2
D(x) + |V̂L1(x)|4 because of (7.11a), for |x|A ≥ ρ(|uD2|) we

have

V

(
G

(
x,

(
1

2
κ̃SD1(x), uD2

)))
− V (x) ≤ −αD(|x|A) (7.39)

Finally4, with (7.38) and (7.39) we invoke Theorem 7.1.3 to establish input-to-state

pre-stability of Hκ1 with respect to the disturbance u2 and the set A.

7.4 Inverse-Optimal Stabilizing Control

Since the control input u1 assigned to a feedback law aims to stabilize H to A but the

disturbance u2 seeks to prevent it, we formulate a zero-sum hybrid game that captures

such setting. For this game, we study the following inverse optimality problem: given

a control law κ1 that input-to-state pre-stabilizes H with respect to the disturbance u2

and the set A, we determine the cost functional that renders the feedback control action

κ1 optimal.

For starters, following Chapter 3, we formulate a zero-sum hybrid game. Given

ξ ∈ Π(C)∪Π(D), an input action u = (u1, u2) = ((uC1, uD1), (uC2, uD2)) ∈ U , the stage
cost for flows LC : Rn × RmC → R≥0, the stage cost for jumps LD : Rn × RmD → R≥0,

4The cases where Lfu1V (x) = 0 for each x ∈ Π(C) and V̂L1(x) = 0 for each x ∈ Π(D) follow the
approach in the proof of Theorem 7.3.5.
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and the terminal cost q : Rn → R, we define the cost associated to the solution (ϕ, u)

to H from ξ, as

J (ξ, u) :=
supj domϕ∑

j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j))

+ lim sup
(t,j)→sup domϕ

(t,j)∈domϕ

q(ϕ(t, j)) (7.40)

where tsupj domϕ+1 := supt domϕ defines the upper limit of the last integral, and

{tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid time

domain of ϕ; see Definition 2.2.2. The terminal cost in (7.40) is evaluated at the final

value of the state trajectory ϕ via the third term therein.

Given ξ ∈ Π(C)∪Π(D) and κ1 ∈ K1, we consider the following optimization problem

minimize
u1

maximize
u2

u=(u1,u2)∈U

J (ξ, u) (7.41)

Definition 7.4.1. (Value function) Given ξ ∈ Π(C) ∪ Π(D) and κ1 ∈ K1, the value

function at ξ is given by

J ∗(ξ) := min
u1

max
u2

u=(u1,u2)∈U

J (ξ, u) (7.42)

7.4.1 Inverse Optimal Non-QP Control

The problem of designing a feedback law κ1 using a Lyapunov function to stabilize

a system H under disturbances can be addressed by solving a QP as in Section 7.3.2.

This approach is myopic [63] because it may sacrifice future performance to guarantee

a desired behavior in the present time. To compensate for this, following the ideas

in [63], in this section we propose a non-QP version of the ISpS control design via

inverse optimality. Specifically, the cost associated to the solution (ϕ, u) to H from ξ is

in (7.40) with

LC(x, uC) := L1C(x) + L2C(x)uC1 + u⊤C1RC(x)uC1 − λγ
( |uC2|

λ

)
∀(x, uC) ∈ C

(7.43a)

LD(x, uD) := L1D(x) + L2D(x)uD1 + u⊤D1RD(x)uD1 − λγ
(uD2|

λ

)
∀(x, uD) ∈ D

(7.43b)
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q(x) = V (x) ∀x ∈ Π(C) ∪Π(D) (7.43c)

where γ ∈ K∞ and λ ∈ (0, 1]. The inverse optimality approach allows us to design the

optimal feedback law κ1, the stage costs L1C , L1D, and the matrix functions RC and

RD in (7.43).

Definition 7.4.2. ( [63, Lemma A.1]) For a class K∞ function γ whose derivative

exists and is also a class K∞ function, the Legendre–Fenchel transform is defined as

ℓγ(r) = r(γ′)−1(r)− γ((γ′)−1(r)) ∀r ≥ 0 (7.44)

where (γ′)−1(r) stands for the inverse function of
dγ(r)

dr
.

Theorem 7.4.3. (Non-QP ISpS Control) Consider the hybrid systemH = (C,F,D,G)

as in (7.1) and a compact set A ⊂ Rn, suppose there exist ρ ∈ K, and an ISpS-CLF V

for H with respect to disturbances and A. In addition, suppose there exist functions

V̂L1 : Rn → RmD1 , V̂L2 : Rn → RmD2 and V̂Q : Rn → SmD
>0 such that for all (x, uD) ∈ D,

V (G(x, uD)) =V
(
g(x) + gu1(x)uD1 + gu2(x)uD2

)
≤V (g(x)) + V̂L1(x)uD1 + u⊤D1V̂Q(x)uD1 + V̂L2(x)uD2,

(7.45)

and there exist functions RC : Π(C) → SmC1
>0 and RD : Π(D) → SmD1

>0 , and functions

L2C : Π(C) → RmC2 and L2D : Π(D) → RmD2 such that for the resulting closed-

loop system Hκ1 = (Cκ1, F,Dκ1, G) as in (7.2) from assigning u1 to the feedback law

κ1 = (κC1, κD1), with values

κC1(x) := −
1

2
R−1
C (x)(L2C(x) + Lfu1V (x)) (7.46)

κD1(x) := −
1

2
(RD(x) + V̂Q(x))

−1(L2D(x) + V̂L1(x)) (7.47)

the following holds

LfV (x) + Lfu1V (x)κC1(x) + ℓγ(|Lfu2V (x)|) ≤ −αC(|x|A) ∀x ∈ Π(Cκ1) (7.48)

V (g(x)) + V̂L1(x)κD1(x) + κD1(x)
⊤V̂Q(x)κD1(x)

− V (x) + ℓγ
(
|V̂L2(x)|

)
≤ −αD(|x|A) ∀x ∈ Π(Dκ1)

(7.49)

where αC , αD ∈ K, and γ ∈ K∞ has a derivative that is also a class-K∞ function. Then,

for any ξ ∈ Π(C)∪Π(D), κ1 solves the inverse optimal problem by minimizing the cost

J as in (7.40) with

L1C(x) :=−
(
LfV (x)− κ⊤C1(x)RC(x)κC1(x) + λℓγ(|Lfu2V (x)|)

)
(7.50)
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and

L1D(x) := −
(
V (g(x))− V (x)− κ⊤D1(x)(RD(x) + V̂Q(x))κD1(x) + λℓγ(|V̂L2(x)|)

)
(7.51)

Proof. The feedback law κ1 = (κC1, κD1) is obtained by solving5

0 = sup
uC1

{LC(x, (uC1, uC2)) + LfV (x) + Lfu1V (x)uC1} ∀(x, uC2) ∈ ΠuC1(C) (7.52)

and

V (x) = sup
uD1

{LD(x, (uD1, uD2))+V (G(x, (uD1, uD2)))} ∀(x, uD2) ∈ ΠuD1(D) (7.53)

Using (7.50) and (7.51) in (7.43a) and (7.43b), respectively, we express the cost J
associated to a solution (ϕ, u) as6

J (ξ, u) =
supj domϕ∑

j=0

∫ tj+1

tj

(
− LfV (ϕ) + κ⊤C1(ϕ)RC(ϕ)κC1(ϕ)

− λℓγ(|Lfu1V (ϕ)|) + L2C(ϕ)uC1 + u⊤C1RC(ϕ)uC1 − λγ
( |uC2|

λ

))
dt

+

supj domϕ−1∑
j=0

(
− V (g(ϕ)) + V (ϕ) + κ⊤D1(ϕ)(RD(ϕ) + V̂Q(ϕ))κD1(ϕ)− λℓγ(2|V̂L1(x)|)

+ L2D(ϕ)uD1 + u⊤D1RD(ϕ)uD1 − λγ
( |uD2|

λ

))
+ lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

V (ϕ(t, j)) (7.54)

where {tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid

time domain of (ϕ, u), and κC1 and κD1 are as in (7.46) and (7.47), respectively.

5See Remark 7.3.7.
6For ease of notation, where needed, we will drop the arguments of the pair (ϕ, u), which are (t, j),

unless they are specified.
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For each j ∈ domj ϕ notice that∫ tj+1

tj

(
− LfV (ϕ) + κ⊤C1(ϕ)RC(ϕ)κC1(ϕ)− λℓγ(|Lfu2V (ϕ)|) + L2C(ϕ)uC1

+ u⊤C1RC(ϕ)uC1 − λγ
( |uC2|

λ

))
dt

= −
∫ tj+1

tj

(
LfV (ϕ) + Lfu1V (ϕ)uC1 + Lfu2V (ϕ)uC2

)
dt

−
∫ tj+1

tj

(
− L2C(ϕ)uC1 − u⊤C1RC(ϕ)uC1 − Lfu1V (ϕ)uC1 − κ⊤C1(ϕ)RC(ϕ)κC1(ϕ)

)
dt

−
∫ tj+1

tj

(
λγ
( |uC2|

λ

)
+ λℓγ(|Lfu2V (ϕ)|)− Lfu2V (ϕ)uC2

)
dt

= −
∫ tj+1

tj

dV

dt
(ϕ(t, j))dt+

∫ tj+1

tj

(
u⊤C1RC(ϕ)uC1 + κ⊤C1(ϕ)RC(ϕ)κC1(ϕ)

+
(
(L2C(ϕ) + Lfu1V (ϕ))R−1

C (ϕ)
)
RC(ϕ)uC1

)
dt

−
∫ tj+1

tj

(
λγ

(
|uC2|
λ

)
− λγ((γ′)−1(|Lfu2V (ϕ)|))

+λ|Lfu2V (ϕ)|(γ′)−1(|Lfu2V (ϕ)|)− Lfu2V (ϕ)uC2

)
dt

= −
∫ tj+1

tj

dV

dt
(ϕ(t, j))dt

+

∫ tj+1

tj

(
u⊤C1RC(ϕ)uC1 + κ⊤C1(ϕ)RC(ϕ)κC1(ϕ)−2κ⊤C1(ϕ)RC(ϕ)uC1

)
dt

− λ
∫ tj+1

tj

Γ(uC2, κC2(ϕ))dt

= −
(
V (ϕ(tj+1, j)− V (ϕ(tj , j))

)
+

∫ tj+1

tj

(uC1 − κC1(ϕ))
⊤RC(ϕ)(uC1 − κC1(ϕ))dt

− λ
∫ tj+1

tj

Γ(uC2, κC2(ϕ))dt (7.55)

where

(x, u) 7→ Γ(u, κ(x)) := γ
( |u|
λ

)
− γ
( |κ(x)|

λ

)
+ γ′

( |κ(x)|
λ

) κ(x)

λ|κ(x)|
(κ(x)− u) (7.56)

and

x 7→ κC2(x) := λ(γ′)−1(|Lfu2V (x)|)
Lfu2V (x)

|Lfu2V (x)|
(7.57)
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In addition, for all (t, j) ∈ domϕ such that (t, j + 1) ∈ domϕ, we have7

− V (g(ϕ(t, j))) + V (ϕ(t, j)) + κ⊤D1(ϕ)(RD(ϕ) + V̂Q(ϕ))κD1(ϕ)− λℓγ(|V̂L2(ϕ)|)

+ L2D(ϕ)uD1 + u⊤D1RD(ϕ)uD1 − λγ
( |uD2|

λ

)
= −

(
V (g(ϕ)) + V̂L1(ϕ)uD1+u

⊤
D1V̂Q(ϕ)uD1 − V (ϕ) + V̂L2(ϕ)uD2

)
−
(
− κ⊤D1(ϕ)(RD(ϕ) + V̂Q(ϕ))κD1(ϕ)

− L2D(ϕ)uD1 − V̂L1(ϕ)uD1 − u⊤D1(RD(ϕ) + V̂Q(ϕ))uD1

)
−
(
λγ
( |uD2|

λ

)
+ λℓγ(|V̂L2(ϕ)|)− V̂L2(ϕ)uD2

)
= −

(
V (G(ϕ, uD))− V (ϕ)

)
+ u⊤D1(RD(ϕ) + V̂Q(ϕ))uD1 + κ⊤D1(RD(ϕ) + V̂Q(ϕ))κD1+

(L2D(ϕ)+V̂L1(ϕ))(RD(ϕ)+V̂Q(ϕ))
−1(RD(ϕ)+V̂Q(ϕ))uD1 − λΓ(uD2, κD2(ϕ))

= −
(
V (G(ϕ, uD))− V (ϕ)

)
+ (uD1 − κD1(ϕ))

⊤(RD(ϕ) + V̂Q(ϕ))(uD1 − κD1(ϕ))

− λΓ(uD2, κD2(ϕ)) (7.58)

where Γ is defined as in (7.56) and

x 7→ κD2(x) := λ(γ′)−1(|V̂L2(x)|)
V̂L2(x)

|V̂L2(x)|
(7.59)
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Thus, by replacing (7.55) and (7.58) in (7.54), we obtain

J (ξ, u) =
supj domϕ∑

j=0

(
−
(
V (ϕ(tj+1, j))− V (ϕ(tj , j))

)
+

∫ tj+1

tj

(uC1 − κC1(ϕ))
⊤RC(ϕ)(uC1 − κC1(ϕ))dt

− λ
∫ tj+1

tj

Γ(uC2, κC2(ϕ))dt
)

−
supj domϕ−1∑

j=0

(
V (ϕ(tj+1, j + 1))− V (ϕ(tj+1, j))

− (uD1 − κD1(ϕ))
⊤(RD(ϕ) + V̂Q(ϕ))(uD1 − κD1(ϕ))

+ λΓ(uD2, κD2(ϕ))
)

+ lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

V (ϕ(t, j))

= V (ξ) +

supj domϕ∑
j=0

∫ tj+1

tj

(uC1 − κC1(ϕ))
⊤RC(ϕ)(uC1 − κC1(ϕ))dt

− λ
∫ tj+1

tj

Γ(uC2, κC2(ϕ))dt+

supj domϕ−1∑
j=0

(uD1 − κD1(ϕ))
⊤(RD(ϕ) + V̂Q(ϕ))(uD1 − κD1(ϕ))− λΓ(uD2, κD2(ϕ)) (7.60)

Given that RC(x) ∈ SmC1
>0 for all x ∈ Π(C), and RD(x), V̂Q(x) ∈ SmD1

>0 for all x ∈ Π(D),

the cost J (ξ, u) is minimized under κ1 = (κC1, κD1) and the value function is J ∗(ξ) =

V (ξ). Furthermore, since Γ(u, κ(x)) vanishes when u = κ(x), and, for any other u, it is

positive (see Lemma 7.4.6), the second term in each sum in (7.60) is maximized under

κ2 = (κC2, κD2) with values as in (7.57) and (7.59).

Theorem 7.4.4. (Solvability of Inverse Optimal Problem) Consider the hybrid system

H = (C,F,D,G) as in (7.1) and a compact set A ⊂ Rn. If there exists an ISpS CLF for

H with respect to the disturbance u2 and the set A satisfying Assumption 7.3.3, and

πC , πD ∈ K∞ such that

|Lfu2V (x)| ≤ πC(|x|A) ∀x ∈ Π(C) (7.61a)

|V̂L2(x)| ≤ πD(|x|A) ∀x ∈ Π(D) (7.61b)
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then, there exist a class-K∞ function γ whose derivative γ′ is also a class-K∞ function,

matrix functions RC : Π(C) → SmC1
>0 and RD : Π(C) → SmD1

>0 , functions L1C : Π(C) →
R>0, L1D : Π(D) → R>0, and q : Π(C) ∪ Π(D) → R>0, and a continuous feedback law

κ1 that not only renders H input-to-state controlled pre-stable, but also minimizes the

cost functional J as in (7.40) under the worst-case disturbance u2.

Proof. From Definition 7.3.1 and Theorem 7.3.2, there exists ρ ∈ K∞ satisfying (7.8),

and H is input-to-state pre-stabilizable with respect to the disturbance u2 and the set

A. In particular, from Theorem 7.3.9, consider the feedback law κ̃1 = 1
2(κ̃SC1, κ̃SC2),

with values as in (7.18) and (7.19), and the resulting closed-loop system Hκ̃1 with

disturbances. Then, for all x ∈ Π(Cκ̃1),

L
f+fu1

κ̃SC
2

V (x) + |Lfu2V (x)|ρ−1(|x|A) ≤ −αC(|x|A).

Since ρ−1 ◦ π−1
C ∈ K∞, there exists ζ ∈ K∞ such that ζ ′ ∈ K∞ and

ζ(r) ⩽ rρ−1(π−1
C (r)) ∀r ≥ 0

Let us define: γC = ℓζ as in Definition 7.4.2. From [82, Lemma A1-2], it follows that

ℓℓζ = ζ, which implies that:

ℓγC(r) ⩽ rρ−1(π−1
C (r)) ∀r ≥ 0

Then, with (7.18), we have

L
f+fu1

κ̃SC
2

V (x) + ℓγC (|Lfu2V (x)|)

≤ L
f+fu1

κ̃SC
2

V (x) + |Lfu2V (x)|ρ−1 ◦ π−1
C (|Lfu2V (x)|) .

≤ L
f+fu1

κ̃SC
2

V (x) + |Lfu2V (x)|ρ−1(|x|A)

≤ −αC(|x|A)

On the other hand, from (7.39) for all x ∈ Π(D), it follows that

V (g(x)) +
1

2
V̂L1(x)κ̃SD(x)− V (x) + |V̂L2(x)|ρ−1(|x|A) ≤ −αD(|x|A).

Since ρ−1 ◦ π−1
D ∈ K∞, there exists ζ ∈ K∞ such that ζ ′ ∈ K∞ and

ζ(r) ⩽ rρ−1(π−1
D (r))
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Let us define: γD = ℓζ as in Definition 7.4.2. From [82, Lemma A1-2], it follows that

ℓℓζ = ζ, which implies that:

ℓγD(r) ⩽ rρ−1(π−1
D (r)).

Then, with (7.19), we have

V (g(x)) +
1

2
V̂L1(x)κ̃SD(x)− V (x) + ℓγD

(
|V̂L2(x)|

)
V (g(x)) +

1

2
V̂L1(x)κ̃SD(x)− V (x) + |V̂L2(x)|ρ−1 ◦ π−1

D

(
|V̂L2(x)|

)
≤ V (g(x)) +

1

2
V̂L1(x)κ̃SD(x)− V (x) + |V̂L2(x)|ρ−1(|x|A)

≤ −αD(|x|A)

Thus,

LfV (x) +
1

2
Lfu1V (x)κ̃SC1(x) + ℓγ(|Lfu2V (x)|) ≤ −αC(|x|A) ∀x ∈ Π(Cκ̃1)

(7.62)

V (g(x)) +
1

2
V̂L1(x)κ̃SD1(x)− V (x) + ℓγ(|V̂L2(x)|) ≤ αD(|x|A) ∀x ∈ Π(Dκ̃1)

(7.63)

with γ := min{γC , γD}. In addition, notice that the control law 1
2 κ̃SC1 is of the

form (7.46) with L2C(x) = 0 for all x ∈ Π(Cκ̃1) and

RC(x) :=


|Lfu1V (x)|2

ωC(x) +
√
ω2
C(x) + |Lfu1V (x)|4

if Lfu1V (x) ̸= 0

pC if Lfu1V (x) = 0.

where pC > 0 is arbitrary, and 1
2 κ̃SD1 is of the form (7.47) with L2D(x) = 0 and

V̂Q(x) = 0 for all x ∈ Π(Dκ̃1), and

RD(x) :=


|V̂L1(x)|2

ωD(x) +
√
ω2
D(x) + |V̂L1(x)|4

if V̂L1(x) ̸= 0

pD if V̂L1(x) = 0.

where pD > 0 is arbitrary. As a result, by Theorem 7.4.3, for any ξ ∈ Π(C)∪Π(D) the

feedback law κ1 minimizes the cost J as in (7.40) with stage costs (7.43), (7.50), and

(7.51).
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7.4.2 Inverse Optimal QP Filter

In this section, as a special case of section 7.4.1, we provide a result with sufficient

conditions to solve Problem 7.2.1 when the controller is expressed as the pointwise

solution to a QP.

Based on this, we consider the problem of finding the min-norm feedback law κ1QP =

(κC1QP
, κD1QP

), with values as in (7.24) and (7.26), that input-to-state pre-stabilizes

the system with respect to the disturbance u2.

Given ξ ∈ Π(C) ∪ Π(D), an input action u = (uC , uD) ∈ U , the stage cost for flows

LC : Rn × RmC → R≥0, the stage cost for jumps LD : Rn × RmD → R≥0, and the

terminal cost q : Rn → R, we define the cost associated to the solution (ϕ, u) to H from

ξ, as in (7.40) with

LC(x, uC) :=L1C(x) +RC(x)|uC1|2 − λγ
( |uC2|

λ

)
∀(x, uC) ∈ C (7.64a)

LD(x, uD) :=L1D(x) +RD(x)|uD1|2 − λγ
( |uD2|

λ

)
∀(x, uD) ∈ D (7.64b)

q(x) = V (x) ∀x ∈ Π(C) ∪Π(D) (7.64c)

We approach the optimization problem in (7.41) as an inverse problem: we design

the optimal feedback law κ1, and the stage costs L1C and L1D in (7.64).

Corollary 7.4.5. (QP Safety Filter) Consider the hybrid system H as in (7.1) and a

compact set A ⊂ Rn, suppose there exist ρ ∈ K and a ISpS-CLF V for H with respect

to the disturbance u2 and A. Suppose there exist functions V̂L1 : Rn → RmD1 and

V̂L2 : Rn → RmD2 such that Assumption 7.3.3 holds for all (x, uD) ∈ D, and for the

resulting closed-loop system Hκ1 = (Cκ1, F,Dκ1, G) as in (7.2) from assigning u1 to

the feedback law κ1QP := (κC1QP
, κD1QP

) with values as in (7.24) and (7.26), where

RC(x) := 1
2

|Lfu1
V (x)|2

max{0,ωC(x)} with ωC(x) as in (7.10b) and RD(x) := 1
2

|V̂L1(x)|2
max{0,ωD(x)} with

ωD(x) as in (7.11b), the following holds

LfV (x) + Lfu1V (x)κC1QP
(x) + ℓγ(|Lfu2V (x)|) ≤ −αC(|x|A) ∀x ∈ Cκ1 (7.65)

V (g(x)) + V̂L1(x)κD1QP
(x)− V (x) + ℓγ(2|V̂L2(x)|) ≤ αD(|x|A) ∀x ∈ Dκ1

(7.66)
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for some αC , αD ∈ K, and γ ∈ K∞ whose derivative γ′ is also a class K∞ function. Then,

κ1QP solves, for any ξ ∈ Π(C̄) ∪ Π(D), the inverse optimal problem by minimizing the

cost J in (7.40) with

L1C(x) := −
(
LfV (x)− 1

4
R−1
C (x)|Lfu1V (x)|2 + λℓγ(|Lfu2V (x)|)

)
(7.67)

and

L1D(x) := −
(
V (g(x))− V (x)− 1

4
R−1
D (x)|V̂L1(x)|2 + λℓγ(|V̂L2(x)|)

)
(7.68)

Proof. Following Theorem 7.3.6, the feedback law κ1QP := (κC1QP
, κD1QP

) with values

as in (7.24) and (7.26) input-to-state pre-stabilizes the closed-loop system Hκ1 with

respect to the disturbance u2 and A.
Thanks to (7.67) and (7.68), we denote the cost J associated to a solution (ϕ, u) to

H as in (7.1) as

J (ξ, u) =
supj domϕ∑

j=0

∫ tj+1

tj

(
− LfV (ϕ) +

1

2
max {0, ωC(ϕ)}

− λℓγ(|Lfu2V (ϕ)|) + 1

2

|Lfu1V (ϕ)|2

max {0, ωC(ϕ)}
|uC1|2 − λγ

( |uC2|
λ

))
dt

+

supj domϕ−1∑
j=0

(
− V (g(ϕ)) + V (ϕ) +

1

2
max {0, ωD(ϕ)}

− λℓγ(|V̂L2(ϕ)|) +
1

2

|V̂L1(ϕ)|2

max {0, ωD(ϕ)}
|uD1(ϕ)|2 − λγ

( |uD2|
λ

))
+ lim sup

(t,j)→supt domϕ+supj domϕ

(t,j)∈domϕ

V (ϕ(t, j)) (7.69)

where {tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid

time domain of (ϕ, u).
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For each j ∈ domj ϕ notice that∫ tj+1

tj

(
− LfV (ϕ) +

1

2
max {0, ωC(ϕ)} − λℓγ(|Lfu2V (ϕ)|)

+
1

2

|Lfu1V (ϕ)|2

max {0, ωC(ϕ)}
|uC1|2 − λγ

( |uC2|
λ

))
dt

= −
∫ tj+1

tj

(
LfV (ϕ) + Lfu1V (ϕ)uC1 + Lfu2V (ϕ)uC2

)
dt

+

∫ tj+1

tj

(
1

2

|Lfu1V (ϕ)|2

max {0, ωC(ϕ)}
|uC1|2 + Lfu1V (ϕ)uC1 +

1

2
max {0, ωC(ϕ)}

)
dt

−
∫ tj+1

tj

(
λγ
( |uC2|

λ

)
+ λℓγ(Lfu2V (ϕ)|)− Lfu2V (ϕ)uC2

)
dt

= −
∫ tj+1

tj

dV

dt
(ϕ(t, j))dt+

∫ tj+1

tj

(
1

2

|Lfu1V (ϕ)|2

max {0, ωC(ϕ)}
|uC1 − κC1QP

(ϕ)|2
)
dt

−
∫ tj+1

tj

(
λγ
( |uC2|

λ

)
− λγ((γ′)−1(|Lfu2V (ϕ)|))

+ λ|Lfu2V (ϕ)|(γ′)−1(|Lfu2V (ϕ)|)− Lfu2V (ϕ)uC2

)
dt

= −
(
V (ϕ(tj+1, j)− V (ϕ(tj , j)))

)
+

∫ tj+1

tj

(
1

2

|Lfu1V (ϕ)|2

max {0, ωC(ϕ)}
|uC1 − κC1QP

(ϕ)|2
)
dt

− λ
∫ tj+1

tj

Γ(uC2, κC2(ϕ))dt (7.70)

where Γ is defined as in (7.56) and κC2 as in (7.57). In addition, for all (t, j) ∈ domϕ

such that (t, j + 1) ∈ domϕ, we have

− V (g(ϕ)) + V (ϕ) +
1

2
max {0, ωD(ϕ)} − λℓγ(V̂L2(ϕ)|)

+
1

2

|V̂L1(ϕ)|2

max {0, ωD(ϕ)}
|uD1|2 − λγ

( |uD2|
λ

)
= −

(
V (g(ϕ)) + V̂L1(ϕ)uD1 − V (ϕ) + V̂L2(ϕ)uD2

)
+

(
1

2

|V̂L1(ϕ)|2

max {0, ωD(ϕ)}
|uD1|2 + V̂L1(ϕ)uD1 +

1

2
max {0, ωD(ϕ)}

)
−
(
λℓγ(V̂L2(ϕ)|) + λγ

( |uD2|
λ

)
− V̂L2(ϕ)uD2

)
= −

(
V (G(ϕ, u))− V (ϕ)

)
+

(
1

2

|V̂L1(ϕ)|2

max {0, ωD(ϕ)}
|uD1 − κD1QP

(ϕ)|2
)

− λΓ(uD2, κD2(ϕ)) (7.71)
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where Γ is defined as in (7.56) and κD2 as in (7.59). Thus, substituting (7.70) and (7.71)

in (7.69), we obtain

J (ξ, u) =
supj domϕ∑

j=0

(
−
(
V (ϕ(tj+1, j)− V (ϕ(tj , j))

)
+

∫ tj+1

tj

(
1

2

|Lfu1V (ϕ)|2

max {0, ωC(ϕ)}
|uC1 − κC1QP

(ϕ)|2
)
dt

− λ
∫ tj+1

tj

Γ(uC2, κC2(ϕ))dt

)

−
supj domϕ−1∑

j=0

((
V (ϕ(tj+1, j+1))−V (ϕ(tj+1, j))

)
−
(
1

2

|V̂L1(ϕ)|2

max {0, ωD(ϕ)}
|uD1 − κD1QP

(ϕ)|2
)

+ λΓ(uD2, κD2(ϕ))

)
+ lim sup

(t,j)→sup domϕ

(t,j)∈domϕ

V (ϕ(t, j))

= V (ξ) +

supj domϕ∑
j=0

∫ tj+1

tj

(
1

2

|Lfu1V (ϕ)|2

max {0, ωC(ϕ)}
|uC1 − κC1QP

(ϕ)|2 − λΓ(uC2, κC2(ϕ))

)
dt

+

supj domϕ−1∑
j=0

(
1

2

|V̂L1(ϕ)|2

max {0, ωD(ϕ)}
|uD1 − κD1QP

(ϕ)|2 − λΓ(uD2, κD2(ϕ))

)
(7.72)

Given that max{0, ω⋆(ϕ(t, j))} ≥ 0, (t, j) ∈ domϕ, for ⋆ ∈ {C,D}, the cost J (ξ, u) is
minimized under κ∗1 = (κ∗C1, κ

∗
D1) = (κC1QP

, κD1QP
) and the value function is J ∗(ξ) =

V (ξ).

Lemma 7.4.6. () Given a class K∞ function γ whose derivative exists and is also a

class K∞ function, λ > 0, and a feedback law κ ∈ K, define

(x, u) 7→ Γ(u, κ(x)) := γ
( |u|
λ

)
− γ

( |κ(x)|
λ

)
+ γ′

( |κ(x)|
λ

) κ(x)

λ|κ(x)|
(κ(x) − u) (7.73)

where (γ′)−1(r) stands for the inverse function of
dγ

dr
(r). Then

Γ(u, κ(x)) ≥ 0 ∀(x, u) ∈ domΓ (7.74)

and

Γ(u, κ(x)) = 0 iff u = κ(x) (7.75)
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7.5 Applications & Examples

7.5.1 Inverse Optimal Non-QP Control for a Hybrid Oscillator

Consider the following oscillator with impacts with dynamics given by

H



ẋ1
ẋ2

 =

 x2

−ζC

+

0
1

uC1 +

0
1

uC2 (x, uC) ∈ C

x+1
x+2

 =

x1
0

+

0
1

uD1 +

1
0

uD2 (x, uD) ∈ D

(7.76)

where ζC ≥ 0, and

C :=
{
(x, uC) ∈ R2 × R2 : x1 ≥ 0

}
D :=

{
(x, uD) ∈ R2 × R2 : x1 = 0, x2 ≤ 0

}
with u⋆ = (u⋆1, u⋆2) ∈ R2, for ⋆ ∈ {C,D}. Now, let A = {(0, 0)} ⊂ R2 and consider the

energy function given by

V (x) = ζCx1 +
1

2
x22.

To show that V is a ISpS-LF candidate as in Definition 7.1.2, notice that: i) domV = R2,

ii) V is continuous and locally Lipschitz on any open set containing x1 ≥ 0, and iii)

min

{
1
2

(
|x|√
2

)2
, ζC

(
|x|√
2

)}
≤ V (x) ≤ 1

2 |x|
2+ζC |x| for all x ∈ {z ∈ R2 : z1 ≥ 0}. Then, V

is an ISpS Lyapunov function candidate for H with respect to A. In addition, consider

the feedback law κ1 = (κC1, κD1) with values7

κ1(x) = (κC1(x), κD1(x)) = −
(
x2,

1

2
(x2 + ζC)

)
and the corresponding closed-loop hybrid oscillator Hκ1. Since (7.48) and (7.49) are

satisfied with αC(r) = αD(r) = r, and γ(r) = r2 for all r ≥ 0, by invoking Theorem

7.4.3, we have that κ1 solves the inverse optimal control problem with cost functional

as in (7.40) 8 when u2 is assigned to κ2 with values as in (7.57) and (7.59).

7Notice that κC1 is of the form (7.46) with RC(x) = 1 and L2C(x) = Lfu1V (x) = x2, and κD1 is of

the form (7.47) with RD(x) = V̂Q(x) =
1
2
, L2D(x) = x2 and V̂L1(x) = ζC .

8LC and LD as in (7.64), with LC1 and LD1 are as in (7.50) and (7.51), respectively, and λ = 0.81.
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Figure 7.1: Phase portrait for the hybrid oscillator. Initial condition ξ. Value function
(light blue) and cost of solution (blue-red) rendered by the saddle-point equilibrium
strategy, attaining the value evaluated at the initial condition, V (ξ).

7.5.2 Inverse Optimal QP Control

Consider the linear hybrid system in Example 7.3.8 with dynamics H described by

(7.29), the feedback law κ1 = (κC1QP
, κD1QP

) as in (7.30), and the ISpS LF candidate

V (x) = ηx, for a given η > 0. Let µ = 1
4η|b2|, |b2| ≥ ηp

2
2, and pick r 7→ γ(r) = r2. Then

it follows that, for all x ∈ [µ, δ],〈
∇V (x), ax− max{0, ωC(x)}

η

〉
+ ℓγ(η|b2|)

= ηax−max{0, x (1 + η(a+ |b2|))}+
1

4
η2|b2|2

= min{0, x (1 + η(a+ |b2|))} − x(1 + η|b2|) +
1

4
η2|b2|2

≤ −x(1 + η|b2|) +
1

4
η2|b2|2

≤ −x
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and (7.65) is satisfied. Likewise, for x = µ, we get

η(σ − x)−max{0, η(σ − x) + x(1 + η|p2|)}+ ℓγ(η|p2|)

= min{0, η(σ − x) + x(1 + η|p2|)} − x(1 + η|p2|) +
1

4
η2p22

≤ −x+
1

4
η2p22

≤ −x

and (7.66) is also satisfied. Then, the feedback law κ1 = (κC1QP
, κD1QP

) as in (7.30),

not only renders the closed-loop system Hκ1 ISpS with respect to the disturbance u2

and the set A = {0}, but also, by Corollary 7.4.5, minimizes the cost J as in (7.40)

with

LC(x, uC) = −
(
ηax− 1

2
max{0, ωC(x)}+

λ

4
η2b22

)
+
η2b21
2

u2C1

max{0, ωC(x)}
−
u2C2

λ

LD(x, uD) = −
(
η(σ − x)− 1

2
max{0, ωD(x)}+

λ

4
η2p22

)
+
η2p21
2

u2D1

max{0, ωD(x)}
−
u2D2

λ

for some λ ∈ (0, 1], under the maximizing disturbance u2, where the value function is

J ∗(ξ) = ηξ with ξ ∈ [µ, δ].
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Chapter 8

Input-to-State Safety Control for

Hybrid Systems

Following the approach in Chapter 7, in this Chapter, we address a two-player zero-

sum hybrid game as an inverse optimal control problem with safe controllers under

the presence of a disturbance. We present results on sufficient conditions to guarantee

input-to-state safety with respect to disturbances for hybrid systems. First, the control

feedback laws are considered as solutions to QP problems, and to Sontag’s formula.

Under additional conditions, non-QP controllers are formulated and the cost functional

that the feeback laws optimize is constructed via inverse optimality.

We define a hybrid dynamical affine system H with input (u,w) =

((uC , wC), (uD, wD)) ∈ RmC ×RmD = Rm, where u := (uC , uD) ∈ RmCu ×RmDu = Rmu

is a control input and w := (wC , wD) ∈ RmCw × RmDw = Rmw is a disturbance, as

H :

 ẋ = F (x, (uC , wC)) := f(x) + fu(x)uC + fw(x)wC (x, (uC , wC)) ∈ C
x+=G(x, (uD, wD)) := g(x) + gu(x)uD + gw(x)wD (x, (uD, wD)) ∈ D

(8.1)

where x ∈ Rn is the state.

Consider the hybrid system resulting from assigning the control input u of H as in

(8.1) to the sum of a nominal feedback law κ̄ := (κ̄C , κ̄D) : Rn → RmCu × RmDu and a

safeguarding feedback law κ̂ := (κ̂C , κ̂D) : Rn → RmCu × RmDu , and with disturbance
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input w, as

Hκ :


ẋ = F (x, (κ̄C(x) + κ̂C(x), wC)) =: Fκ(x,wC)

(x,wC) ∈ Cκ
x+ = G(x, (κ̄D(x) + κ̂D(x), wD)) =: Gκ(x,wD)

(x,wD) ∈ Dκ

(8.2)

where Cκ := {(x,wC) ∈ Rn × RmCw : (x, (κ̄C(x) + κ̂C(x), wC)) ∈ C} and Dκ :=

{(x,wD) ∈ Rn × RmDw : (x, (κ̄D(x) + κ̂D(x), wD)) ∈ D}.

Definition 8.0.1. (Solution to Hκ) A pair (ϕ,w) defines a solution to Hκ as in (8.2)

if ϕ ∈ X , w = (wC , wD) ∈ W, dom ϕ = domw, and

• (ϕ(0, 0), wC(0, 0)) ∈ Cκ or

(ϕ(0, 0), wD(0, 0)) ∈Dκ,

• For each j ∈ N such that Ijϕ has a nonempty interior int Ijϕ, we have, for all

t ∈ int Ijϕ,

(ϕ(t, j), wC(t, j)) ∈ Cκ

and, for almost all t ∈ Ijϕ,

dϕ

dt
(t, j) = F (ϕ(t, j), (κC(ϕ(t, j)), wC(t, j)))

• For each (t, j) ∈ domϕ such that (t, j + 1) ∈ domϕ,

(ϕ(t, j), wD(t, j)) ∈ Dκ

ϕ(t, j + 1) = G(ϕ(t, j), (κD(ϕ(t, j)), wD(t, j)))

A solution pair (ϕ,w) is a compact solution if ϕ is a compact hybrid arc; see Definition

2.2.2.

We denote by ŜHκ(M) the set of solution pairs (ϕ,w) to Hκ as in (8.2) such that

ϕ(0, 0) ∈M , and by SHκ(M) ⊂ ŜHκ(M) the set of all maximal solutions from M . We

say that the hybrid closed-loop system with disturbances, namely Hκ as in (8.2), results

from assigning the input u of H in (8.1) to a feedback law κ.
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8.1 Input-to-State Safety for Hybrid Systems with Distur-

bances

Given a feedback law κ, we formulate conditions guaranteeing that every solution

to Hκ that starts in a closed set K ⊂ Rn remains close to K under the presence of a

disturbance w = (wC , wD), where the closeness to K depends on the size of w. For this

purpose, we use the notion of input-to-state safety (ISSf) to guarantee that a larger set

containing K is conditionally invariant for Hκ with respect to w and K. We introduce

the following definitions of invariance and safety.

Definition 8.1.1. (Conditional pre-invariance with disturbances) Given a feedback

law κ, a set S ⊂ Rn is said to be conditionally pre-invariant for Hκ in (8.2) with respect

to the disturbance w and the set K ⊂ S if each (ϕ,w) ∈ SHκ(K) is such that ϕ(t, j) ∈ S
for all (t, j) ∈ dom ϕ.

Barrier functions (BFs) serve as a synthesis tool to guarantee invariance of a set

of interest, see, e.g., [84] and [85]. In the context of safety, given an unsafe set Xu ⊂
Π(Cκ) ∪Π(Dκ) ∪Gκ(Dκ) and a continuous function B : Rn → R such that B(x) > 0 for

all x ∈ Xu, we define a set K as the zero-sublevel set of B restricted to Π(Cκ)∪Π(Dκ),

i.e.,

K := {x ∈ (Π(Cκ) ∪Π(Dκ)) | B(x) ≤ 0}, (8.3)

which is closed when Π(Cκ) ∪Π(Dκ) is closed.

The following definition introduces the notion of safety for hybrid systems with dis-

turbance inputs.

Definition 8.1.2. (Input-to-state safety) Given a closed set K ⊂ Rn defined by a

function B : domB → R as in (8.3), and a feedback law κ, the system Hκ in (8.2) is

w̄-small-input input-to-state safe (w̄-small-input ISSf) with respect to the disturbance

w and the set K if there exist w̄ > 0 and ρ ∈ K∞ such that

(ϕ,w) ∈ SHκ(K), ∥w∥# ≤ w̄

⇒ B(ϕ(t, j)) ≤ ρ(w̄) ∀(t, j) ∈ domϕ
(8.4)

where the function ρ is referred to as the ISSf gain function.
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Notice that Definition 8.1.1 and Definition 8.1.2 do not require maximal solutions to

be complete, for which we employ the prefix ‘pre-’, for more details see [86–88]. In

addition, observe that, from the construction of K in (8.3) and the properties of the

barrier function B, it follows that

K ⊂ (Π(Cκ) ∪Π(Dκ) ∪G(D)) \Xu (8.5)

Small-input ISSf is strengthened to ISSf if (8.4) holds for arbitrary large w̄. In addition,

small-input ISSf resembles the notion of safety in [86] when w̄ = 0.

Remark 8.1.3. (Safety and invariance) It is immediate that the system Hκ is w̄-small-

input ISSf with respect to w and K if and only if there exists w̄ > 0 and ρ ∈ K∞ such

that the set Kd(w̄)⊃K defined as

Kd(w̄) := {x ∈ Π(Cκ) ∪Π(Dκ) | B(x)− ρ(w̄) ≤ 0}, (8.6)

is conditionally pre-invariant for Hκ with respect to w and K.

Remark 8.1.4. (Connection with literature) In this work, we are interested in charac-

terizing the ISSf property in Definition 8.1.2 for hybrid systems so that we can guarantee

that, under the worst-case disturbance w, trajectories starting from K do not reach the

unsafe set Xu.

• Selection of a finite w̄: following [61], in which a connection between safety and

conditional invariance of a set is established in terms of an upper bound of the

disturbances, the notion of input-to-state safety herein relies on a similar approach.

In the context of robust safety for continuous-time systems, previous work, such

as [89], considers disturbances bounded by a known constant to design feedback

laws that robustly stabilize the system while rendering a set of interest forward

invariant. Notice that for Hκ to be w-robustly safe1 with respect to (K,Xu), it

is sufficient to find a finite

w̄ ≤ v∗ := arg sup
v>0

v

subject to Kd(v) ∩Xu = ∅
(8.7)

1Following [21, 90], the system Hκ is said to be w-robustly safe with respect to (K,Xu) if each
(ϕ,w) ∈ SHκ(K) is such that ϕ(t, j) ∈ Rn \Xu for all (t, j) ∈ dom ϕ.
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and κ such that Kd(w̄) ⊃ K in (8.6) is conditionally pre-invariant for Hκ with

respect to w and K. Thus, if Hκ is w-robustly safe with respect to (K,Xu),

then it is w̄-small-input ISSf with respect to the disturbance w and the set K

satisfying (8.5). Furthermore, when w̄ = 0, w̄−small-input ISSf of the system Hκ
with no disturbances implies that each ϕ ∈ SHκ(K) is such that ϕ(t, j) ∈ K for

all (t, j) ∈ dom ϕ.

• Existing notions of ISSf with respect to disturbances: a version of Definition 8.1.2

was presented in [65] for continuous-time systems. The KL bound therein accounts

for solutions that start outside of K, case we do not consider in this work. The set

K in (8.5) is defined following an opposite sign convention, namely, K is defined

as the zero-sublevel set of B (contrary to being defined as a zero-superlevel set

of h in [65]). Without loss of generality, (5) relies on an upper bound w̄ on

disturbances, which can be conveniently chosen to resemble (7) in [65].

Definition 8.1.5. (ISSf barrier function candidate) Given a hybrid system Hκ =

(Cκ, Fκ, Dκ, Gκ) as in (8.2) with disturbance w = (wC , wD), the function B : domB →
R and the sets K ⊂ Ki ⊂ Rn define an ISSf barrier function (ISSf-BF) candidate for

Hκ with respect to (K,Ki) if the following conditions hold:

1) Π(Cκ) ∪Π(Dκ) ∪Gκ(Dκ) ⊂ domB and Ki ⊂ Π(Cκ) ∪Π(Dκ);

2) for some open set V containing an open neighborhood of Ki, B is continuously

differentiable on (V \Ki) ∩Π(Cκ);

3) B(x) > 0 for all x ∈
(
Π(Cκ) ∪Π(Dκ)

)
\K;

4) B(x) ≤ 0 for all x ∈ K.

Notice that Ki ⊃ K in Definition 8.1.5 is the set we aim to render invariant, whose

role will be played by Kd(w̄) in the following results .

Theorem 8.1.6. (ISSf under a barrier function candidate) Given a closed set K ⊂ Rn

and a feedback law κ = (κC , κD) defining a hybrid system Hκ = (Cκ, Fκ, Dκ, Gκ) as

in (8.2) with disturbance w = (wC , wD), suppose B is an ISSf-BF candidate for Hκ
with respect to (K,Kd(w̄)), where Kd(w̄) is defined as in (8.6) for some ρ ∈ K∞ and
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w̄ > 0, and let V be an open set containing an open neighborhood of Kd(w̄). If there

exist αC ≥ 0, αD ∈ [0, 1], such that

(x,wC) ∈ Cκ : x ∈ V\Kd(w̄), |wC | ≤ w̄

⇒ ⟨∇B(x), F (x, (κC(x), wC))⟩ ≤ −αCB(x) (8.8a)

(x,wD) ∈ Dκ : x ∈ Kd(w̄), |wD| ≤ w̄

⇒ B(G(x, (κD(x), wD)))−B(x) ≤ −αD(B(x)− ρ(w̄))
(8.8b)

Gκ(DKd
) ⊂ Π(Cκ) ∪Π(Dκ) (8.8c)

where DKd
:= {(x,wD) ∈ Dκ : x ∈ Kd(w̄)}, then Hκ is w̄-small-input ISSf with

respect to the disturbance w and the set K, as in Definition 8.1.2.

Proof. The proof is developed following the arguments of [56, Proposition 2.7], [53,

Lemma 2.1], and [65, Lemma 1]. Pick ξ ∈ K and a solution pair (ϕ,w) ∈ SHκ(ξ) such

that ∥w∥# ≤ w̄. Notice that Kd(w̄) is closed relative to Π(C) ∪ Π(D) because B is

continuous, and that any x ∈ (Π(C) ∪Π(D)) \Kd(w̄) satisfies B(x) > ρ(w̄).

We show that Kd(w̄) is conditionally invariant with respect to K, namely, if there

exists some (t, j) ∈ domϕ such that ϕ(t, j) ∈ K, then ϕ(t′, j′) ∈ Kd(w̄) for all t
′ + j′ ≥

t+ j.

Proceeding by contradiction, suppose that ϕ leaves Kd(w̄). The following cases are

possible:

• The state trajectory ϕ leaves Kd(w̄) after a jump, that is ϕ(t, j) ∈ Kd(w̄)∩Π(Dκ)

and ϕ(t, j + 1) /∈ Kd(w̄). Using the definition of B and Kd(w̄), B(ϕ(t, j)) ≤ ρ(w̄)

and B(ϕ(t, j+1)) > ρ(w̄), and, from the definition of a solution toHκ, ϕ(t, j+1) =

Gκ(ϕ(t, j), wD(t, j)). Since (8.8b) implies that B(ϕ(t, j+1)) ≤ (1−αD)B(ϕ(t, j))

+αDρ(w̄) with αD ∈ [0, 1] and (8.8c) implies that ϕ(t, j + 1) ∈ Π(Cκ) ∪ Π(Dκ),

then ϕ(t, j + 1) ∈ Kd(w̄).

• The state trajectory ϕ leaves the set Kd(w̄) by flow: there exist (τ, k), (τ ′, k) ∈
domϕ such that B(ϕ(t, j)) ≤ ρ(w̄) for all (t, j) ∈ domϕ, t + j ≤ τ + k, and

ϕ(t, k) ∈ (V \ Kd(w̄)) ∩ Π(Cκ) for all (t, k) ∈ domϕ, τ < t ≤ τ ′. Using con-

tinuous differentiability of B and absolute continuity of t 7→ ϕ(t, k) on [τ, τ ′],
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t 7→ B(ϕ(t, k)) is also absolutely continuous on [τ, τ ′] and, via integration, satisfies

B(ϕ(τ ′, k))−B(ϕ(τ, k)) =

∫ τ ′

τ
⟨∇B(ϕ(t, k)), ϕ̇(t, k)⟩dt (8.9)

Since B(ϕ(t, k)) > ρ(w̄) for all t ∈ (τ, τ ′] and B(ϕ(τ, k)) = ρ(w̄), the expression

in (8.9) is positive. On the other hand, since ϕ((τ, τ ′], k) ⊂ (V \Kd(w̄)) ∩ Π(Cκ),

(8.8a) implies that ⟨∇B(ϕ(t, k)), Fκ(ϕ(t, k), wC(t, k)))⟩ ≤ −αCB(ϕ(t, k)) with

αC ≥ 0 for almost all t ∈ (τ, τ ′). Hence, via integration again, the expression in

(8.9) is less than or equal to zero.

Since a contradiction is reached in both cases, it follows that, for every (ϕ,w) ∈ SHκ(K),

B(ϕ(t, j))≤ ρ(w̄) ∀(t, j) ∈ dom(ϕ,w)

8.2 Problem Statement

Consider the system H in (8.1), with control input u assigned to a feedback law

κ = (κC , κD), the disturbance input w ∈ W, and an unsafe set Xu ⊂ Rn. The feedback

κ is the sum of a given nominal feedback law κ̄ = (κ̄C , κ̄D) (that captures desired

properties, referred to as uncertified objectives, such as rendering a set asymptotically

stable for H), and a safeguarding feedback law κ̂. We say H is w̄-small-input input-

to-state controlled safe when the corresponding closed-loop system Hκ as in (8.2) is w̄-

small-input ISSf.In this chapter, we address the problem of designing the safeguarding

feedback law κ̂ that not only renders H w̄-small-input input-to-state controlled safe but

also solves a zero-sum hybrid game. We use a continuous function x 7→ B(x) defining

a barrier function candidate, with zero-sublevel set K satisfying (8.3) and (8.5), to

guarantee that state trajectories starting in K never enter Xu. Specifically, we seek the

existence of ρ ∈ K∞ such that every (ϕ, (u,w)) ∈ SH(Π(C)∪Π(D)), with input u given

by domϕ ∋ (t, j) 7→ u(t, j) = κ(ϕ(t, j)) = κ̄(ϕ(t, j)) + κ̂(ϕ(t, j)), satisfies (8.4) for all

(t, j) ∈ domϕ. This objective2 is attained by considering the closed-loop system Hκ
resulting from assigning the input u of H to κ and solving the following problem.

2Notice that the safeguarding map κ plays the role of a filter that shall be null when (8.4) is satisfied
by the nominal feedback law κ̄.

123



Problem 8.2.1. (Inverse-optimal Safety Filter) Given a closed set K ⊂ Rn, and an

uncertified nominal feedback law κ̄, design a safeguarding feedback law κ̂ that renders

the corresponding closed-loop system Hκ w̄-small-input input-to-state safe with respect

to the disturbance w and the set K. In addition, determine the cost functional that κ̂

minimizes under the worst-case disturbance w.

Remark 8.2.2. (Relation to the literature) A version of Problem 8.2.1 was solved

in [65] for continuous-time systems without constraints, i.e., the case in which H =

(Rn×Rm, F, ∅, ⋆), where ⋆ denotes an arbitrary jump map, and K in (8.3) is defined as

K := {x ∈ Rn | B(x) ≥ 0}.

8.3 Input-to-Sate Safety Filters

In this section, we address the first part of Problem 8.2.1 by using ISSf control barrier

functions (ISSf-CBFs) as a synthesis tool to guarantee safety of a hybrid system. First,

we introduce definitions and preliminary results on ISSf-CBFs for hybrid systems with

disturbances.

8.3.1 Input-to-State Safety Control Barrier Functions

Definition 8.3.1. (ISSf-CBF with respect to disturbances) Given a system H =

(C,F,D,G) as in (8.1) and a closed set K, suppose B is an ISSf-BF candidate for H
with respect to (K,Kd(w̄)), where Kd(w̄) is defined as in (8.6) for some ρ ∈ K∞ and

w̄ > 0. Let V be an open set containing an open neighborhood of Kd(w̄). We say that

B is an ISSf-control barrier function (ISSf-CBF) for H with respect to (K,Kd(w̄)) if

there exist αC ≥ 0, αD ∈ [0, 1] such that

(x,wC) ∈ ΠuC (C) : x ∈ V\Kd(w̄), |wC | ≤ w̄

⇒ inf
uC∈ΨC(x,wC)

⟨∇B(x), F (x, (uC , wC))⟩ ≤ −αCB(x) (8.10a)

(x,wD) ∈ ΠuD(D) : x ∈ Kd(w̄), |wD| ≤ w̄

⇒ inf
uD∈ΨD(x,wD)

B(G(x, (uD, wD)))−B(x)

≤ −αD(B(x)−ρ(w̄)) (8.10b)

where Πu⋆(⋆) = {(x,w⋆) : ∃u⋆ s.t. (x, (u⋆, w⋆)) ∈ ⋆} , and Ψ⋆(x,w⋆) := {u⋆ ∈ Rm⋆u :

(x, (u⋆, w⋆)) ∈ ⋆} for ⋆ ∈ {C,D}.
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The following results are used to establish a connection between the existence of an

ISSf-CBF and a feedback law that renders the closed-loop system ISSf. To characterize

the effect of inputs in the safety conditions at jumps, we restrict our attention to a

family of systems and barrier functions that obey the following assumption.

Assumption 8.3.2. Given a system H = (C,F,D,G) as in (8.1) and a function

B : Rn → R, suppose there exist functions B̂Lu : Rn → RmDu and B̂Lw : Rn → RmDw

such that, for all (x, (uD, wD)) ∈ D,

B (G(x, uD)) = B (g(x) + gu(x)uD + gw(x)wD)

≤ B(g(x)) + B̂Lu(x)uD + B̂Lw(x)wD
(8.11)

Lemma 8.3.3. (Equivalent ISSf conditions) Given a system H = (C,F,D,G) as in

(8.1) and a closed set K ⊂ Rn, suppose B is an ISSf-CBF for H with respect to (K,

Kd(w̄)), where Kd(w̄) is defined as in (8.6) for some ρ ∈ K∞ and w̄ > 0, V is an open

set containing an open neighborhood of Kd(w̄), and αC ≥ 0, αD ∈ [0, 1]. The tuple

(B, ρ, w̄) satisfies (8.10a) if and only if

LfuB(x) = 0, x ∈ (V \Kd(w̄)) ∩Π(C) = 0⇒ ωC(x) ≤ 0 (8.12a)

where

ωC(x) := LfB(x) + αCB(x) + |LfwB(x)|ρ−1(B(x)) (8.12b)

and, under Assumption 8.3.2, satisfies (8.10b) if and only if

B̂Lu(x) = 0, x ∈ Π(D) ∩Kd(w̄)⇒ ωD(x) ≤ 0 (8.13a)

where

ωD(x) := B(g(x))−B(x) + αD(B(x)− ρ(w̄)) + |B̂Lw(x)|w̄ (8.13b)

Proof. The proof is developed following similar arguments as in [82, Lemma 2.1] and [65,

Lemma 2].

(⇐) By Definition 8.3.1, if LfuB(x) = 0, then

(x,wC) ∈ ΠuC (C) : x ∈ V\Kd(w̄), |wC | ≤ w̄

⇒ LfB(x) + LfwB(x)wC ≤ −αCB(x) (8.14)
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Now consider the particular input wC defined by the feedback law

πC(x) =


LfwB(x)

|LfwB(x)|
ρ−1(B(x)) if LfwB(x) ̸= 0

0 if LfwB(x) = 0

(8.15)

for all x ∈ Π(C). Note that if wC = πC(x), then ρ(|wC |) ≤ B(x). Therefore, substitut-

ing (8.15) in (8.14), we have that if LfuB(x) = 0, then

LfB(x) + |LfwB(x)|ρ−1(B(x)) ≤ −αCB(x) (8.16)

that is, (8.12a) is satisfied.

In addition, by Definition 8.3.1, and thanks to Assumption 8.3.2, if B̂Lu(x) = 0, then

(x,wD) ∈ ΠuD(D) :x ∈ Kd(w̄), |wD| ≤ w̄

⇒ B(g(x)) + B̂Lw(x)wD −B(x) ≤ −αD(B(x)−ρ(w̄)) (8.17)

Now consider the particular input wD defined by the feedback law

πD(x) =


B̂Lw(x)

|B̂Lw(x)|
w̄ if B̂Lw(x) ̸= 0

0 if B̂Lw(x) = 0

(8.18)

for all x ∈ Π(D). Note that if wD = πD(x), then |wD| ≤ w̄ . Therefore, substituting

(8.18) in (8.17), we have that if B̂Lu(x) = 0, then

B(g(x)) + |B̂Lw(x)|w̄ −B(x) ≤ −αD(B(x)− ρ(w̄)) (8.19)

that is, (8.13a) is satisfied.

(⇒) If (x,wC) ∈ ΠuC (C) : x ∈ V\Kd(w̄), |wC | ≤ w̄, using (8.12), we have

inf
uC∈ΨC(x,wC)

{LfB(x) + LfuB(x)uC + LfwB(x)wC}

≤ inf
uC∈ΨC(x,wC)

{LfB(x) + LfuB(x)uC + |LfwB(x)||wC |}

≤ inf
uC∈ΨC(x,wC)

{LfB(x) + LfuB(x)uC + |LfwB(x)|ρ−1(B(x))}

≤ − αCB(x)
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In addition, if (x,wD) ∈ ΠuD(D) : x ∈ Kd(w̄), |wD| ≤ w̄, using (8.13a), we have

inf
uD∈ΨD(x,wD)

{B(g(x)) + B̂Lu(x)uD + B̂Lw(x)wD}

≤ inf
uD∈ΨD(x,wD)

{B(g(x)) + B̂Lu(x)uD + |B̂Lw(x)||wD|}

≤ inf
uD∈ΨD(x,wD)

{B(g(x)) + B̂Lu(x)uD + |B̂Lw(x)|w̄}

≤ − αD(B(x)− ρ(w̄)) +B(x)

Theorem 8.3.4. (ISSf CBF Sontag-like formula) Under Assumption 8.3.2, if there

exists a ISSf-CBF B for H = (C,F,D,G) with respect to (K, Kd(w̄)), where Kd(w̄)

is defined as in (8.6) for some ρ ∈ K∞ and w̄ > 0, the system H is rendered w̄-

small-input input-to-state controlled safe with respect to the disturbance w and K (see

Remark 8.1.3) using the following Sontag-type control law, in which we assign the input

uC to

κ̃SC(x) :=

LfuB(x)κSC(x) if LfuB(x) ̸= 0

0 if LfuB(x) = 0
(8.20a)

where

κSC(x) :=
−ωC(x)−

√
ω2
C(x) + |LfuB(x)|4

|LfuB(x)|2
(8.20b)

and we assign the input uD to

κ̃SD(x) :=

B̂Lu(x)κSD(x) if B̂Lu(x) ̸= 0

0 if B̂Lu(x) = 0
(8.21a)

where

κSD(x) :=
−ωD(x)−

√
ω2
D(x) + |B̂Lu(x)|4

|B̂Lu(x)|2
(8.21b)

with ωC and ωD defined in (8.12b) and (8.13b), respectively.

Proof. We substitute (8.20) and (8.21) into H to obtain the closed-loop system Hκ =

(Cκ, F,Dκ, G) as in (8.2). Then, for each (x,wC) ∈ Cκ : x ∈ V \Kd(w̄), we have
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• if LfuB(x) = 0,

⟨∇B(x), F (x, (κ̃SC(x),wC))⟩ = LfB(x) + LfwB(x)wC

= ωC(x)− αC(B(x))− |LfwB(x)|ρ−1(B(x)) + LfwB(x)wC

≤ −αC(B(x)) + |LfwB(x)|(|wC | − ρ−1(B(x)))

and if |wC | ≤ w̄, which implies that B(x) ≥ ρ(|wC |), we have

⟨∇B(x), F (x, (κ̃SC(x), wC))⟩ ≤ −αC(B(x))

• if LfuB(x) ̸= 0,

⟨∇B(x), F (x, (κ̃SC(x),wC))⟩

= LfB(x)− ωC(x)−
√
ω2
C(x) + |LfuB(x)|4 + LfwB(x)wC

≤ −αCB(x)− |LfwB(x)|ρ−1(B(x)) + LfwB(x)wC

≤ −αCB(x) + |LfwB(x)|(|wC | − ρ−1(B(x)))

and if x ∈ V \Kd(w̄) and |wC | ≤ w̄, which implies that B(x) ≥ ρ(|wC |), we have

⟨∇B(x), F (x, (κ̃SC(x), wC))⟩ ≤ −αCB(x).

For each (x,wD) ∈ Dκ, we obtain

• if B̂Lu(x) = 0,

B(G(x, (κ̃SD(x), wD)))−B(x)

= B
(
g(x) + gw(x)wD

)
−B(x)

= B(g(x)) + B̂Lw(x)wD −B(x)

= ωD(x)− αD(B(x)− ρ(w̄))− |B̂Lw(x)|w̄ + B̂Lw(x)wD

≤ −αD(B(x)− ρ(w̄)) + |B̂Lw(x)|(|wD| − w̄)

and if |wD| ≤ w̄, we have

B(G(x, (κ̃SD(x), wD)))−B(x) ≤ −αD(B(x)− ρ(w̄))
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• if B̂Lu(x) ̸= 0,

B(G(x, (κ̃SD(x),wD)))−B(x)

= B
(
g(x) + gu(x)κ̃SD(x) + gw(x)wD

)
−B(x)

≤ B(g(x))− ωD(x)−
√
ω2
D(x) + |B̂Lu(x)|4 + B̂Lw(x)wD −B(x)

≤ −αD(B(x)− ρ(|wD|))− |B̂Lw(x)|w̄ + B̂Lw(x)wD

≤ −αD(B(x)− ρ(|wD|)) + |B̂Lw(x)|(|wD| − w̄)

and if |wD| ≤ w̄, we have

B(G(x, (κ̃SD(x), wD)))−B(x) ≤ −αD(B(x)− ρ(w̄))

Finally, we invoke Theorem 8.1.6 to establish w̄-small-input input-to-state safety of Hκ
with respect to the disturbance w and the set K.

8.3.2 Input-to-tate Safety QP Filter

Given a nominal feedback law κ̄, we endow a system H with an input-to-state safety

property by solving a quadratic program (QP) problem in terms of an ISSf control

barrier function B.

Let V be an open set containing an open neighborhood of Kd(w̄). Given αC ≥ 0, we

define

ωC(x) := Lf+fuκ̄CB(x) + |Lfw(x)|ρ−1(B(x)) + αCB(x) (8.22)

for all x ∈ (V \Kd(w̄)) ∩Π(C) and introduce the following QP:

κCQP
(x) = argmin

v∈RmCu

|v|2

subject to LfuB(x)v ≤ −ωC(x)
(8.23)

Since the cost function and constraint defining (8.23) are both convex and continuously

differentiable with respect to the decision variable v, (8.23) is a convex optimization

problem, and the Karush-Kuhn-Tucker (KKT) conditions [83, Sec. 5.5.3] provide nec-

essary and sufficient3 conditions for optimality. In particular, for an optimal solution

3An additional condition is necessary for the KKT conditions to be necessary and sufficient conditions
for optimality. One such condition is Slater’s condition [83, Sec. 5.2.3], which, in our setting, holds
at x only if there exists v ∈ RmCu such that LfuB(x)v ≤ −ωC(x). Clearly, this condition holds for
(8.23) as it is feasible for all x ∈ (V \Kd(w̄))∩Π(C), because it is a convex program with a single affine
constraint.
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x 7→ κCQP
(x) to (8.23), there exists θ∗ : Rn → R≥0 such that

2κCQP
(x) + θ∗(x)LfuB(x)⊤ = 0, (8.24)

θ∗(x)
(
LfuB(x)κCQP

(x) + ωC(x)
)
= 0, (8.25)

LfuB(x)κCQP
(x) ≤ −ωC(x) (8.26)

We consider the following two cases:

• If, for x ∈ (V \Kd(w̄)) ∩Π(C), we have that the constraint is not active, namely

LfuB(x)κCQP
(x) < −ωC(x)

then, from from (8.25) it follows that θ∗(x) = 0; thus, from (8.24) we have that

κCQP
(x) = 0.

• If, for x ∈ (V \Kd(w̄)) ∩Π(C), we have that the constraint is active, that is,

LfuB(x)κCQP
(x) = −ωC(x)

then, from (8.24)-(8.25) we have that 2I LfuB(x)⊤

LfuB(x) 0

κCQP
(x)

θ∗(x)

 =

 0

−ωC(x)


and using block matrix inversion, it follows that

κCQP
(x) = − ωC(x)

|LfuB(x)|2
LfuB(x)

θ∗(x) =
ωC(x)

2|LfuB(x)|2

Thus, by combining the two cases4, the closed-form solution to (8.23) is given by

κCQP
(x) :=


− max{0, ωC(x)}
|LfuB(x)|2

LfuB(x) if LfuB(x) ̸= 0

0 if LfuB(x) = 0.

(8.27)

Similar to Assumption 8.3.2, to characterize the effect of the QP filter and the dis-

turbance in the safety conditions at jumps, we impose the following assumption.

4Notice that when the constraint in (8.23) is not active for each x ∈ (V \ Kd(w̄)) ∩ Π(C), namely
LfuB(x)κCQP (x) < −ωC(x), we have that κCQP (x) = 0. Thus, from (8.26) it follows that ωC(x) ≤ 0.

When the constraint is active, it must follow that ωC(x) > 0.
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Assumption 8.3.5. Given a feedback law κ = (κ̄D + κ̂D, κ̄C + κ̂C), a system

Hκ = (Cκ, Fκ, Dκ, Gκ) as in (8.2), and a function B : Rn → R, suppose there exist

functions B̂Lu : Rn → RmDu and B̂Lw : Rn → RmDw such that, for all (x, (uD, wD)) ∈ D,

B (G(x, uD)) = B
(
g(x) + gu(x)κD(x) + gw(x)wD

)
= B

(
g(x) + gu(x)κ̄D(x)

)
+ B̂Lu(x)κ̂D(x) + B̂Lw(x)wD

(8.28)

Similarly, given αD ∈ [0, 1], under Assumption 8.3.5, we define

ωD(x) := B
(
g(x) + gu(x)κ̄D(x)

)
−B(x) + |B̂Lw(x)|w̄ + αD(B(x)−ρ(w̄)) (8.29)

for all x ∈ Π(D) ∩Kd(w̄), and introduce the following QP:

κDQP
(x) = argmin

v∈RmDu

|v|2

subject to B̂Lu(x)v ≤ −ωD(x)
(8.30)

where the KKT conditions allow to express the solution explicitly as

κDQP
(x) :=


− max{0, ωD(x)}

|B̂Lu(x)|2
B̂Lu(x) if B̂Lu(x) ̸= 0

0 if B̂Lu(x) = 0.

(8.31)

With the QP safety filters (8.23) and (8.30) we establish the following result.

Theorem 8.3.6. (ISSf filter via CBF) Consider a hybrid system H = (C,F,D,G) as

in (8.1), an nominal feedback law κ̄ = (κ̄C , κ̄D), and a closed set K ⊂ Rn. Suppose

there exists an ISSf-CBF B for H with respect to (K,Kd(w̄)), where Kd(w̄) is defined

as in (8.6) for some ρ ∈ K∞ and w̄ > 0, such that Assumption 8.3.5 holds. Let V be

an open set containing Kd(w̄) and suppose B is continuously differentiable on an open

neighborhood of (V \Kd(w̄)) ∩ Π(C). The feedback law κ = (κ̄C + κCQP
, κ̄D + κDQP

),

with κCQP
as in (8.27) and κDQP

as in (8.31), renders the resulting closed-loop system

Hκ = (Cκ, Fκ, Dκ, Gκ) as in (8.2) w̄-small-input ISSf with respect to the disturbance w

and the set K (see Remark 8.1.3), with αC ≥ 0, αD ∈ [0, 1].
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Proof. For each (x,wC) ∈ Cκ : x ∈ V \Kd(w̄)

⟨∇B(x),F (x, (κ̄C(x) + κCQP
(x), wC)⟩

= Lf+fuκ̄CB(x) + LfwB(x)wC −max{0, ωC(x)}

= −αCB(x) + ωC(x)−max{0, ωC(x)}+ LfwB(x)wC − |LfwB(x)|ρ−1(B(x))

≤ −αCB(x) + min{ωC(x), 0}+ |LfwB(x)|
(
|wC | − ρ−1(B(x))

)
≤ −αCB(x) + |LfwB(x)|

(
|wC | − ρ−1(B(x))

)
≤ −αCB(x) + |LfwB(x)|

(
|wC | − w̄

)
For |wC | ≤ w̄ we have

⟨∇B(x), F (x, (κ̄C(x) + κCQP
(x), wC))⟩ ≤ −αCB(x) (8.32)

Similarly, for all (x,wD) ∈ Dκ : x ∈ Kd(w̄)

B
(
G(x,(κ̄D(x) + κDQP

(x), wD)
)
−B(x)

= B
(
g(x) + gu(x)κ̄D(x)

)
+ B̂Lw(x)wD −B(x)−max{0, ωD(x)}

= −αD(B(x)−ρ(w̄)) + ωD(x)−max{0,ωD(x)}+ B̂Lw(x)wD − |B̂Lw(x)|w̄ −B(x)

≤ −αD(B(x)−ρ(w̄)) + min{ωD(x), 0}+ |B̂Lw(x)|
(
|wD| − w̄

)
≤ −αD(B(x)−ρ(w̄)) + |B̂Lw(x)|

(
|wD| − w̄

)
and if |wD| ≤ w̄, then

B
(
G(x, (κ̄D(x) + κDQP

(x), wD))
)
−B(x)⟩ ≤ −αD(B(x)−ρ(w̄)) (8.33)

Finally, with (8.32) and (8.33) we invoke Theorem 8.1.6. to establish w̄-small-input

input-to-state safety of Hκ with respect to the disturbance w and the set K.

Remark 8.3.7. (Noncompleteness of solutions under QP control) Notice that the

optimization in (8.23) and (8.30) is carried over RmCu and RmDu , respectively, instead

of over the constrain sets Ψ⋆, ⋆ ∈ {C,D}, as in Definition 8.3.1. This allows to compute

the closed-form safeguarding feedback law κ̂ = (κCQP
, κDQP

), which may potentially

lead to maximal solutions to Hκ that are not complete. The “pre” term in the results

accounts for this trade-off. We refer the reader to [21, Prop. 2.34] for sufficient conditions

to assure completeness of solutions for the hybrid closed-loop system Hκ.
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Theorem 8.3.8. (Half Sontag Control) Consider a hybrid system H = (C,F,D,G) as

in (8.1), an uncertified nominal feedback law κ̄ = (κ̄C , κ̄D), and a closed set K ⊂ Rn,

suppose there exist an ISSf-CBF B for H with respect to (K,Kd(w̄)), where Kd(w̄) is

defined as in (8.6) for some ρ ∈ K∞ and w̄ > 0, such that Assumption 8.3.5 holds. Let B
be an open set containingKd(w̄) and suppose B is continuously differentiable on an open

neighborhood of (V \Kd(w̄))∩Π(C). The feedback law κ̃ = (κ̄C + 1
2 κ̃SC , κ̄D + 1

2 κ̃SD),

with κ̃SC as in (8.20) and κ̃SD as in (8.21), renders the resulting closed-loop system

Hκ = (Cκ, F,Dκ, G) as in (8.2) w̄-small-input ISSf with respect to the disturbance w

and the set K (see Remark 8.1.3), with αC ≥ 0 and αD ∈ [0, 1]. In addition, for all

x ∈ (V \Kd(w̄)) ∩Π(C), the feedback law 1
2 κ̃SC is the pointwise minimizer of

argmin
v∈RmCu

|v|2

subject to LfuB(x)v ≤ 1

2
|LfuB(x)|2κSC(x)

(8.34)

Similarly, for all x ∈ Π(D) ∩Kd(w̄), the feedback law 1
2 κ̃SD is the pointwise minimizer

of

argmin
v∈RmDu

|v|2

subject to B̂Lu(x)v ≤
1

2
|B̂Lu(x)|2κSD(x)

(8.35)

Proof. To show that Π(C) ∋ x 7→ 1
2 κ̃SC(x) as in (8.20) is the pointwise minimizer of

(8.34), Karush-Kuhn-Tucker (KKT) conditions [83, Sec. 5.5.3] provide necessary and

sufficient conditions for optimality. Namely, it is sufficient to show that there exists

some θ∗C : Rn → R≥0 such that

κ̃SC(x) + θ∗C(x)LfuB(x) = 0, (8.36)

θ∗C(x)LfuB(x)κ̃SC(x) = θ∗C(x)|LfuB(x)|2κSC(x), (8.37)

LfuB(x)κ̃SC(x) ≤ |LfuB(x)|2κSC(x). (8.38)

Using (8.40), it readily follows that (8.37) and (8.38) hold, and it can easily be shown

that (8.36) are satisfied under

θ∗C(x) :=

−κSC(x) if LfuB(x) ̸= 0

pC if LfuB(x) = 0
(8.39)
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where pC > 0 is any arbitrary value. A similar approach can be used to show that 1
2 κ̃SD

as in (8.21) is the pointwise minimizer of (8.35) with

θ∗D(x) :=

−κSD(x) if B̂Lu(x) ̸= 0

pD if B̂Lu(x) = 0
(8.40)

where pD > 0 is any arbitrary value. The resulting closed-loop system Hκ with safe-

guarding feedback law κ̂ = 1
2(κ̃SC , κ̃SD) satisfies, for each (x,wC) ∈ Cκ : x ∈ V \Kd(w̄),〈

∇B(x), F

(
x,

(
κ̄C(x) +

1

2
κ̃SC(x), wC

))〉
= Lf+fuκ̄CB(x)− 1

2
ωC(x) + LfwB(x)wC −

1

2

√
ω2
C(x) + |LfuB(x)|4

≤ 1

2

(
Lf+fuκ̄CB(x)− αCB(x)− |LfwB(x)|ρ−1(B(x))

)
− 1

2

√
ω2
C(x) + |LfuB(x)|4 + LfwB(x)wC

≤1

2

(
Lf+fuκ̄CB(x) + αCB(x) + |LfwB(x)|ρ−1(B(x))

)
+ LfwB(x)wC − αCB(x)− |LfwB(x)|ρ−1(B(x))− 1

2

√
ω2
C(x) + |LfuB(x)|4

≤ 1

2
ωC(x)−

1

2

√
ω2
C(x) + |LfuB(x)|4 − αCB(x)− |LfwB(x)|ρ−1(B(x)) + |LfwB(x)||wC |

≤ −1

2

(
− ωC(x) +

√
ω2
C(x) + |LfuB(x)|4

)
− αCB(x) + |LfwB(x)|(|wC | − w̄)

Given that ωC(x) ≤
√
ω2
C(x) + |LfuB(x)|4 because of (8.12a), for |wC | ≤ w̄ we have〈

∇B,F
(
x,

(
κ̄C(x) +

1

2
κ̃SC(x), wC

))〉
≤ −αCB(x) (8.41)
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For each (x,wD) ∈ Dκ : x ∈ Kd(w̄)

B
(
G
(
x,
(
κ̄D(x) +

1

2
κ̃SD(x), wD

)))
−B(x)

= B
(
g(x) + gu(x)(κ̄D(x) +

1

2
κ̃SD(x)) + gw(x)wD

)
−B(x)

≤ B(g(x)+gu(x)κ̄D(x))−
1

2
ωD(x)+B̂Lw(x)wD−

1

2

√
ω2
D(x) + |B̂Lu(x)|4 −B(x)

≤1

2

(
B(g(x) + gu(x)κ̄D(x))− αD(B(x)− ρ(w̄))− |B̂Lw(x)|w̄

)
− 1

2

√
ω2
D(x) + |B̂Lu(x)|4 + B̂Lw(x)wD −

1

2
B(x)

≤ 1

2

(
B(g(x) + gu(x)κ̄D(x))−B(x) + |B̂Lw(x)|w̄ + αD(B(x)− ρ(w̄))

)
− 1

2

√
ω2
D(x) + |B̂Lu(x)|4 − αD(B(x)− ρ(w̄)) + |B̂Lw(x)||wD| − |B̂Lw(x)|w̄

≤− 1

2

(
− ωD(x) +

√
ω2
D(x) + |B̂Lu(x)|4

)
+ |B̂Lw(x)|(|wD| − w̄)

− αD(B(x)− ρ(w̄))

Given that ωD(x) ≤
√
ω2
D(x) + |B̂Lu(x)|4 because of (8.13a), for |wD| ≤ w̄ we have

B

(
G

(
x,

(
κ̄D(x) +

1

2
κ̃SD(x), wD

)))
−B(x) ≤ −αD(B(x)− ρ(w̄)) (8.42)

Finally5, with (8.41) and (8.42) we invoke Theorem 8.1.6 to establish w̄-small-input

input-to-state safety of Hκ with respect to the disturbance w and the set K.

8.4 Inverse-Optimal Safety Filters

Given that the control input u defined in terms of a safeguarding feedback law κ̂ aims

to keep state trajectories to H from the set K close to K, but the disturbance w seeks

to prevent it, we formulate a zero-sum hybrid game that captures such a setting. For

this game, we study the following inverse optimality problem: given a feedback law κ,

which is the sum of a nominal feedback law κ̄ and a safeguarding feedback law κ̂, that

renders Hκ w̄-small-input input-to-state safe with respect to the disturbance w and the

set K, determine the cost functional that makes the feedback control action κ optimal.

5The cases where LfuB(x) = 0 for each x ∈ Π(C) and B̂Lu(x) = 0 for each x ∈ Π(D) follow the
approach in the proof of Theorem 8.3.4.

135



For starters, following Chapter 3, we formulate a zero-sum hybrid game. Given

ξ ∈ K, an input action (u,w) = ((uC , uD), (wC , wD)) ∈ U ×W, the stage cost for flows

LC : Rn × RmC → R≥0, the stage cost for jumps LD : Rn × RmD → R≥0, and the

terminal cost q : Rn → R, we define the cost associated to the solution (ϕ, (u,w)) to H
from ξ as as

J (ξ, (u,w)) :=
supj domϕ∑

j=0

∫ tj+1

tj

LC(ϕ(t, j), (uC(t, j), wC(t, j)))dt

+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j), (uD(tj+1, j), wD(tj+1, j)))

+ lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

q(ϕ(t, j))

(8.43)

where tsupj domϕ+1 := supt domϕ defines the upper limit of the last integral, and

{tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid time

domain of ϕ; see Definition 2.2.2. The terminal cost in (8.43) is evaluated at the value

of the state trajectory ϕ at the terminal time via the third term therein.

Given a system H = (C,F,D,G) as in (8.1), a closed set K ⊂ Rn, an ISSf-CBF B

for H with respect to (K, Kd(w̄)), where Kd(w̄) is defined as in (8.6) for some ρ ∈ K∞,

w̄ > 0, a nominal feedback law κ̄, and ξ ∈ K, we consider the following optimization

problem:

minimize
u

maximize
w

u=(u,w)∈UH(κ̄,ρ(w̄))

J (ξ, (u,w)) (8.44)

where UH(κ̄, ρ(w̄)) := {u ∈ U : ∃κ̂, (ϕ, (u,w)) ∈ SH(ξ),
ϕ(t, j) ∈ Kd(w̄) for all (t, j) ∈ domϕ,domϕ ∋ (t, j) 7→ u(t, j) = κ̄(ϕ(t, j)) + κ̂(ϕ(t, j))}.

Definition 8.4.1. (Value function) Given ξ ∈ K and a nominal feedback law κ̄, the

value function at ξ is given by

J ∗(ξ) := min
u

max
w

u=(u,w)∈UH(κ̄,ρ(w̄))

J (ξ, (u,w)) (8.45)

8.4.1 Inverse Optimal Non-QP Control

Given a nominal uncertified feedback law κ̄ = (κ̄C , κ̄D), the problem of designing a

safeguarding feedback law κ̂ using a barrier function candidate to keep state trajectories
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to H starting from the set K close to K under disturbances can be addressed solving a

QP problem as in Section 8.3.2. This approach is myopic [65] because it may sacrifice

future performance to guarantee a desired behavior at the current time. To compensate

for this limitation, following the ideas in [65], in this section, we propose a non-QP

version of the safety filter design via inverse optimality. Specifically, the cost associated

to the solution (ϕ, (u,w)) to H from ξ is in (8.43) with

LC(x, (uC , wC)) := L1C(x) + L2C(x)(uC − κ̄C(x)) + (uC − κ̄C(x))⊤RC(x)(uC − κ̄C(x))

− λγ
(
|wC |
λ

)
∀(x, (uC , wC)) ∈ C: x ∈ V\Kd(w̄)

(8.46a)

LD(x, (uD, wD)) := L1D(x) + L2D(x)(uD − κ̄D(x))+(uD − κ̄D(x))⊤RD(x)(uD − κ̄D(x))

− λγ
(
|wD|
λ

)
∀(x, (uD, wD)) ∈ D: x ∈ Kd(w̄)

(8.46b)

q(x) = B(x) ∀x ∈ (Π(C) ∪Π(D)) ∩ V (8.46c)

where γ ∈ K∞, λ ∈ (0, 1], and Kd(w̄) is defined as in (8.6) for some ρ ∈ K∞ and

w̄ > 0, and V is an open set containing and open neighborhood of Kd(w̄). The inverse

optimality approach allows us to design the optimal safeguarding feedback law κ̂, the

stage costs L1C , L1D, and the matrix functions RC and RD in (8.46).

Now, we are ready to present our main result to solve the inverse optimality problem

for the case of non-QP safety filters.

Theorem 8.4.2. (Non-QP safety filter) Given the hybrid system H = (C,F,D,G) as

in (8.1), an uncertified nominal feedback law κ̄ = (κ̄C , κ̄D), and a closed set K ⊂ Rn,

suppose there exists an ISSf-CBF B forH with respect to (K,Kd(w̄)), and an open set V
containing an open neighborhood of Kd(w̄), where Kd(w̄) is defined as in (8.6) for some

ρ ∈ K∞ and w̄ > 0. In addition, suppose there exist functions B̂Lu : Π(D) → RmDu ,

B̂Lw : Π(D)→ RmDw and B̂Q : Π(D)→ SmDu
>0 such that, for all (x, uD) ∈ D,

B (G(x, uD)) = B
(
g(x) + gu(x)κ̄D(x) + gw(x)wD + gu(x)(uD − κ̄D(x))

)
≤ B

(
g(x) + gu(x)κ̄D(x)

)
+ B̂Lu(x)(uD − κ̄D(x))

+ (uD − κ̄D(x))⊤B̂Q(x)(uD − κ̄D(x)) + B̂Lw(x)wD

(8.47)
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and there exist functions RC : Π(C) → SmCu
>0 and RD : Π(D) → SmDu

>0 , and functions

L2C : Π(C) → RmCw and L2D : Π(D) → RmDw such that for the resulting closed-

loop system Hκ = (Cκ, F,Dκ, G) as in (8.2) from assigning u to the feedback law

κ = (κC , κD) = (κ̄C + κ̂C , κ̄D + κ̂D), where

κ̂C(x) :=


0 if x ∈ Π(C) ∩Kd(w̄)

− 1

2
R−1
C (x)(LC2(x) + LfuB(x)) if x ∈ Π(C) ∩ (V\Kd(w̄))

(8.48a)

κ̂D(x) := −
1

2
(RD(x) + B̂Q(x))

−1(L2D(x) + B̂Lu(x)) ∀x ∈ Π(D) ∩Kd(w̄)

(8.48b)

the following holds:

Lf+Lfu κ̄C
B(x) + LfuB(x)κ̂C(x) + γ̄(|LLfw

B(x)|) ≤ −αCB(x)

∀x ∈ Π(Cκ) ∩ (V \Kd(w̄))
(8.49)

B
(
g(x) + gu(x)κ̄D(x)

)
+ B̂Lu(x)κ̂D(x)−B(x) + γ̄

(
|B̂Lw(x)|

)
≤ −αD(B(x)−ρ(w̄))

∀x ∈ Π(Dκ) ∩Kd(w̄)

(8.50)

where αC ≥ 0, αD ∈ [0, 1], γ ∈ K∞ has a derivative that is also a class-K∞ function,

and γ̄ ∈ K∞ is defined as in (7.44). Then, for any ξ ∈ K, κ solves the inverse optimal

problem by minimizing the cost J as in (8.43) with

L1C(x) :=−
(
Lf+Lfu κ̄C

B(x)− κ̂C(x)⊤RC(x)κ̂C(x) + λγ̄(|LLfw
B(x)|)

)
∀x ∈ Π(Cκ) ∩ V (8.51)

and

L1D(x) :=−
(
B(g(x) + gu(x)κ̄D(x))−B(x)

)
+ κ̂D(x)

⊤(RD(x) + B̂Q(x)
)
κ̂D(x)− λγ̄(|B̂Lw(x)|) (8.52)

∀x ∈ Π(Dκ) ∩Kd(w̄)
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Proof. The feedback law κ = (κC , κD) is obtained by solving6

0 = sup
uC∈RmCu

{
LC(x, (uC , wC)) + LfB(x) + LfuB(x)uC

}
∀(x,wC) ∈ ΠuC (C) : x ∈ V (8.53)

and

B(x) = sup
uD∈RmDu

{
LD(x, (uD, wD)) +B

(
G(x, (uD, wD))

)}
∀(x,wD) ∈ ΠuD(D) : x ∈ Kd(w̄) (8.54)

Using (8.51) and (8.52) in (8.46a) and (8.46b), respectively, we express the cost J
associated to a solution (ϕ, u) as7

J (ξ, (u,w)) =
supj domϕ∑

j=0

∫ tj+1

tj

(
− Lf+fuκ̄CB(ϕ) + κ̂C(ϕ)

⊤RC(ϕ)κ̂C(ϕ)

−λγ̄(|LfwB(ϕ)|)+L2C(ϕ)(uC−κ̄C(ϕ))+(uC−κ̄C(ϕ))⊤RC(ϕ)(uC−κ̄C(ϕ))−λγ
( |wC |

λ

))
dt

+

supj domϕ−1∑
j=0

(
−B

(
g(ϕ) + gu(ϕ)κ̄D(ϕ)

)
+B(ϕ)− λγ̄(|B̂L2(x))

+ κ̂D(ϕ)
⊤(RD(ϕ) + B̂Q(ϕ)

)
κ̂D(ϕ) + L2D(ϕ)(uD − κ̄D(ϕ))

+ (uD − κ̄D(ϕ))⊤RD(ϕ)(uD − κ̄D(ϕ))− λγ
( |wD|

λ

))
+ lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

B(ϕ(t, j)) (8.55)

where {tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid

time domain of (ϕ, (u,w)), and κ̂C and κ̂D are as in (8.48a) and (8.48b), respectively.

6See Remark 8.3.7.
7For ease of notation, where needed, we will drop the arguments of the solution (ϕ, (u,w)), which

are (t, j), unless they are specified
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For each j ∈ domj ϕ notice that∫ tj+1

tj

(
−Lf+fuκ̄CB(ϕ)+ κ̂C(ϕ)

⊤RC(ϕ)κ̂C(ϕ)−λγ̄(|LfwB(ϕ)|)+L2C(ϕ)(uC− κ̄C(ϕ))

+ (uC − κ̄C(ϕ))⊤RC(ϕ)(uC − κ̄C(ϕ))− λγ
( |wC |

λ

))
dt

= −
∫ tj+1

tj

(
Lf+fuκ̄CB(ϕ) + LfuB(ϕ)(uC − κ̄C(ϕ)) + LfwB(ϕ)wC

)
dt

−
∫ tj+1

tj

(
− L2C(ϕ)(uC − κ̄C(ϕ))− LfuB(ϕ)(uC − κ̄C(ϕ))

− (uC − κ̄C(ϕ))⊤RC(ϕ)(uC − κ̄C(ϕ))− κ̂C(ϕ)⊤RC(ϕ)κ̂C(ϕ)
)
dt

−
∫ tj+1

tj

(
λγ
( |wC |

λ

)
+ λγ̄(|LfwB(ϕ)|)− LfwB(ϕ)wC

)
dt

= −
∫ tj+1

tj

dB

dt
(ϕ(t, j))dt

+

∫ tj+1

tj

(
(uC − κ̄C(ϕ))⊤RC(ϕ)(uC − κ̄C(ϕ))

+ κ̂C(ϕ)
⊤RC(ϕ)κ̂C(ϕ) +

(
(L2C(ϕ) + LfuB(ϕ))R−1

C (ϕ)
)
RC(ϕ)(uC − κ̄C(ϕ))

)
dt

−
∫ tj+1

tj

(
λγ

(
|wC |
λ

)
− λγ((γ′)−1(|LfwB(ϕ)|))

+ λ|LfwB(ϕ)|(γ′)−1(|LfwB(ϕ)|)− LfwB(ϕ)wC

)
dt

= −
∫ tj+1

tj

dB

dt
(ϕ(t, j))dt

+

∫ tj+1

tj

(
(uC − κ̄C(ϕ))⊤RC(ϕ)(uC − κ̄C(ϕ))

+κ̂C(ϕ)
⊤RC(ϕ)κ̂C(ϕ)− 2κ̂CRC(ϕ)(uC − κ̄C(ϕ))

)
dt

− λ
∫ tj+1

tj

Γ(wC , πC(ϕ))dt

= −
(
B(ϕ(tj+1, j)−B(ϕ(tj , j))

)
+

∫ tj+1

tj

(uC− κ̄C(ϕ)− κ̂C(ϕ))⊤RC(uC− κ̄C(ϕ)− κ̂C(ϕ))dt

− λ
∫ tj+1

tj

Γ(wC , πC(ϕ))dt (8.56)

where

(x, u) 7→ Γ(u, π(x)) := γ
( |u|
λ

)
− γ
( |π(x)|

λ

)
+ γ′

( |π(x)|
λ

) π(x)

λ|π(x)|
(π(x)− u) (8.57)
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and

x 7→ πC(x) = λ(γ′)−1(|LfwB(ϕ)|)
LfwB(ϕ)

|Lfu2B(ϕ)|
(8.58)

In addition, for all (t, j) ∈ domϕ such that (t, j + 1) ∈ domϕ, and ϕ(t, j) ∈ Kd(w̄), we

have7

−B(g(ϕ) + gu(ϕ)κ̄D(ϕ)) +B(ϕ) + κ̂D(ϕ)
⊤(RD(ϕ) + B̂Q(ϕ))κ̂D(ϕ)− λγ̄(|B̂Lu(x)|)

+ L2D(ϕ)(uD − κ̄D(ϕ)) + (uD − κ̄D(ϕ))⊤RD(ϕ)(uD − κ̄D(ϕ))− λγ
( |wD|

λ

)
= −

(
B(g(ϕ) + gu(ϕ)κ̄D(ϕ)) + B̂Lu(ϕ)(uD − κ̄D(ϕ))

+(uD − κ̄D(ϕ))⊤B̂Q(ϕ)(uD − κ̄D(ϕ))−B(ϕ) + B̂Lw(ϕ)wD

)
−
(
− κ̂D(ϕ)⊤(RD(ϕ) + B̂Q(ϕ))κ̂D(ϕ)−L2D(ϕ)(uD − κ̄D(ϕ))− B̂Lu(ϕ)(uD − κ̄D(ϕ))

− (uD − κ̄D(ϕ))⊤(RD(ϕ) + B̂Q(ϕ))(uD − κ̄D(ϕ))
)

−
(
λγ
( |wD|

λ

)
+ λγ̄(|B̂L2(x)|)− B̂Lw(ϕ)wD

)
= −

(
B(G(ϕ, (uD, wD)))−B(ϕ)

)
+ (uD − κ̄D(ϕ))⊤(RD(ϕ) + B̂Q(ϕ))(uD − κ̄D(ϕ))

+ κ̂D(ϕ)
⊤(RD(ϕ) + B̂Q(ϕ))κ̂D(ϕ)

+ (L2D(ϕ)+B̂Lu(ϕ))(RD(ϕ)+B̂Q(ϕ))
−1(RD(ϕ)+B̂Q(ϕ))(uD− κ̄D(ϕ))− λΓ(wD, πD(ϕ))

= −
(
B(G(ϕ, (uD, wD)))−B(ϕ)

)
+(uD−κ̄D(ϕ)−κ̂D(ϕ))⊤(RD+B̂Q)(uD−κ̄D(ϕ)−κ̂D(ϕ))

− λΓ(wD, πD(ϕ)) (8.59)

where Γ is defined as in (8.57) and

x 7→ πD(x) := λ(γ′)−1(|B̂L2(ϕ)|)
B̂L2(ϕ)

|B̂L2(ϕ)|
(8.60)
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Thus, by replacing (8.56) and (8.59) in (8.55), we obtain

J (ξ, (u,w)) =
supj domϕ∑

j=0

(
−
(
B(ϕ(tj+1, j))−B(ϕ(tj , j))

)
+

∫ tj+1

tj

(uC − κ̄C(ϕ)− κ̂C(ϕ))⊤RC(ϕ)(uC − κ̄C(ϕ)− κ̂C(ϕ))dt

− λ
∫ tj+1

tj

Γ(wC , πC(ϕ))dt
)

−
supj domϕ−1∑

j=0

(
B(ϕ(tj+1, j + 1))−B(ϕ(tj+1, j))

− (uD − κ̄D(ϕ)− κ̂D(ϕ))⊤(RD(ϕ) + B̂Q(ϕ))(uD − κ̄D(ϕ)− κ̂D(ϕ))

+ λΓ(wD, πD(ϕ))
)

+ lim sup
t+j→supt domϕ+supj domϕ

(t,j)∈domϕ

B(ϕ(t, j))

= B(ξ)+

supj domϕ∑
j=0

∫ tj+1

tj

(uC − κ̄C − κ̂C)⊤RC(uC − κ̄C − κ̂C)dt−λ
∫ tj+1

tj

Γ(wC , πC(ϕ))dt

− λΓ(wD, πD(ϕ)) +
supj domϕ−1∑

j=0

(uD − κ̄D − κ̂D)⊤(RD + B̂Q)(uD − κ̄D − κ̂D) (8.61)

Given that RC(x) ∈ SmCu
>0 for all x ∈ Π(C) and RD(x), B̂Q(x) ∈ SmDu

>0 for all x ∈ Π(D),

the cost J (ξ, (u,w)) is minimized under κ = (κC , κD) = (κ̄C , κ̄D) + (κ̂C , κ̂D) and the

value function is J ∗(ξ) = B(ξ). Furthermore, since Γ(u, κ(x)) vanishes when u = κ(x),

and, for any other u, it is positive (see Lemma 7.4.6), the second term in each sum in

(8.61) is maximized under π = (πC , πD) with values as in (8.58) and (8.60).

8.4.2 Inverse Optimal QP Filter

In this section, as a special case of Section 8.4.1, we provide a result with sufficient

conditions to solve Problem 8.2.1 when the safeguarding controller is expressed as the

pointwise solution to a QP.

We consider the problem of finding the min-norm safeguarding feedback law κQP =

(κCQP
, κDQP

), with values as in (8.27) and (8.31), that guarantees safety and makes the

feedback law κ = κ̄+κQP deviate as little as possible from the given nominal uncertified

feedback law κ̄ = (κ̄C , κ̄D).
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Given ξ ∈ Π(C) ∪ Π(D), an input action u = (uC , uD) ∈ U , a nominal feedback law

κ̄ = (κ̄C , κ̄D), the stage cost for flows LC : Rn × RmC → R≥0, the stage cost for jumps

LD : Rn×RmD → R≥0, and the terminal cost q : Rn → R, we define the cost associated

to the solution (ϕ, (u,w)) to H from ξ, as in (8.43) with

LC(x, (uC , wC)) :=L1C(x) +RC(x)|uC − κ̄C(x)|2 − λγ
( |wC |

λ

)
∀(x, (uC , wC)) ∈ C: x ∈ V\Kd(w̄)

(8.62a)

LD(x, (uD, wD)) :=L1D(x) +RD(x)|uD − κ̄D(x)|2 − λγ
( |wD|

λ

)
∀(x, (uD, wD)) ∈ D: x ∈ Kd(w̄)

(8.62b)

q(x) = B(x) ∀x ∈ (Π(C) ∪Π(D)) ∩ V (8.62c)

where γ ∈ K∞, λ ∈ (0, 1], and Kd(w̄) is defined as in (8.6) for some ρ ∈ K∞

and w̄ > 0, and V is an open set containing and open neighborhood of Kd(w̄). We

approach the optimization problem in (8.44) as an inverse problem: we design the

optimal safeguarding feedback law κ̃, and the stage costs L1C and L1D in (8.62).

Corollary 8.4.3. (QP Safety Filter) Consider the hybrid system H as in (8.1), a

nominal feedback law κ̄ = (κ̄C , κ̄D), and a closed set K ⊂ Rn, suppose there exists an

ISSf-CBF B for H with respect to (K,Kd(w̄)), and an open set V containing an open

neighborhood of Kd(w̄), where Kd(w̄) is defined as in (8.6) for some ρ ∈ K∞ and w̄ > 0.

In addition, suppose there exist functions B̂Lu : Rn → RmD and B̂Lw : Rn → RmD such

that Assumption 8.3.5 holds for all (x, uD) ∈ D, and for the resulting closed-loop system

Hκ = (Cκ, Fκ, Dκ, Gκ) as in (8.2) from assigning u to the feedback law κ = κ̄ + κQP

with κQP = (κCQP
, κDQP

) with values as in (8.27) and (8.31), with ωC(x) as in (8.22)

and ωD(x) as in (8.29), the following holds:

Lf+Lfu κ̄C
B(x) + LfuB(x)κCQP

(x) + γ̄(|LLfw
B(x)|) ≤ −αCB(x)

∀x ∈ Π(Cκ) ∩ (V\Kd(w̄))
(8.63)

B(G(x, κ̄D(x) + κDQP
(x)))−B(x) + γ̄(|B̂Lw(x)|) ≤ −αD(B(x)− ρ(w̄))

∀x ∈ Π(Dκ) ∩Kd(w̄)
(8.64)
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where αC ≥ 0, αD ∈ [0, 1], and γ ∈ K∞ has a derivative that is also a class K∞ function,

and γ̄ ∈ K∞ is defined as in (7.44). Then, κ renders Hκ w̄-small-input ISSf with respect

to the disturbance w and the set K and solves, for any ξ ∈ K, the inverse optimal

problem by minimizing the cost J in (8.43) with

L1C(x) := −
(
Lf+Lfu κ̄C

B(x)− 1

4
R−1
C (x)|LfuB(x)|2 + λγ̄(|LLfw

B(x)|)
)

∀x ∈ Π(Cκ) ∩ V
(8.65)

and

L1D(x) :=−
(
B(g(x) + gu(x)κ̄D(x))−B(x)− 1

4
R−1
D (x)|B̂Lu(x)|2 + λγ̄(|B̂Lw(x)|)

)
∀x ∈ Π(Dκ) ∩Kd(w̄)

(8.66)

where RC(x) =
1

2

|LfuB(x)|2

max{0, ωC(x)}
and RD(x) =

1

2

|B̂Lu(x)|2

max{0, ωD(x)}
.

Proof. From Theorem 8.3.6, we have that the feedback law κ1QP := (κCQP
, κDQP

) with

values as in (8.27) and (8.31) renders the closed-loop system Hκ w̄-small-input input-

to-state safe with respect to the disturbance w and K.

Thanks to (8.65) and (8.66), we denote the cost J associated to a solution (ϕ, u) to

H as in (8.1) as

J (ξ, (u,w)) =
supj domϕ∑

j=0

∫ tj+1

tj

(
− Lf+fuκ̄CB(ϕ) +

1

2
max {0, ωC(ϕ)}

− λγ̄(|LfwB(ϕ)|) + 1

2

|LfuB(ϕ)|2

max {0, ωC(ϕ)}
|uC − κ̄C(ϕ)|2 − λγ

( |wC |
λ

))
dt

+

supj domϕ−1∑
j=0

(
B(ϕ)−B

(
g(ϕ) + gu(ϕ)κ̄D(ϕ)

)
+

1

2
max {0, ωD(ϕ)}

− λγ̄(|B̂L2(ϕ)|) +
1

2

|B̂L(ϕ)|2

max {0, ωD(ϕ)}
|uD − κ̄D(ϕ)|2 − λγ

( |wD|
λ

))
+ lim sup

(t,j)→supt domϕ+supj domϕ

(t,j)∈domϕ

B(ϕ(t, j)) (8.67)

where {tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid

time domain of (ϕ, (u,w)).
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For each j ∈ domj ϕ notice that∫ tj+1

tj

(
− Lf+fuκ̄CB(ϕ) +

1

2
max {0, ωC(ϕ)} − λγ̄(|LfwB(ϕ)|)

+
1

2

|LfuB(ϕ)|2

max {0, ωC(ϕ)}
|uC − κ̄C(ϕ)|2 − λγ

( |wC |
λ

))
dt

= −
∫ tj+1

tj

(
Lf+fuκ̄CB(ϕ) + LfuB(ϕ)(uC − κ̄C(ϕ)) + LfwB(ϕ)wC

)
dt

+

∫ tj+1

tj

(
1

2

|LfuB(ϕ)|2

max {0, ωC(ϕ)}
|uC − κ̄C(ϕ)|2+

1

2
max {0, ωC(ϕ)}+LfuB(ϕ)(uC−κ̄C(ϕ))

)
dt

−
∫ tj+1

tj

(
λγ
( |wC |

λ

)
+ λγ̄(LfwB(ϕ)|)− LfwB(ϕ)wC

)
dt

= −
∫ tj+1

tj

dB

dt
(ϕ(t, j))dt+

∫ tj+1

tj

(
1

2

|LfuB(ϕ)|2

max {0, ωC(ϕ)}
|uC − κ̄C(ϕ)− κCQP

(ϕ)|2
)
dt

−
∫ tj+1

tj

(
λγ
( |wC |

λ

)
− λγ

(
(γ′)−1(|LfwB(ϕ)|)

)
+ λ|LfwB(ϕ)|(γ′)−1(|LfwB(ϕ)|)− LfwB(ϕ)wC

)
dt

= −
(
B(ϕ(tj+1, j)−B(ϕ(tj , j))

)
+

∫ tj+1

tj

(
1

2

|LfuB(ϕ)|2

max {0, ωC(ϕ)}
|uC − κ̄C(ϕ)− κCQP

(ϕ)|2
)
dt

− λ
∫ tj+1

tj

Γ(wC , πC(ϕ))dt (8.68)

where Γ is defined as in (8.57) and πC as in (8.58). In addition, for all (t, j) ∈ domϕ

such that (t, j + 1) ∈ domϕ, we have

−B
(
g(ϕ) + gu(ϕ)κ̄D(ϕ)

)
+B(ϕ) +

1

2
max {0, ωD(ϕ)} − λγ̄(B̂Lw(ϕ)|)

+
1

2

|B̂Lu(ϕ)|2

max {0, ωD(ϕ)}
|uD − κ̄D(ϕ)|2 − λγ

( |wD|
λ

)
= −

(
B
(
g(ϕ) + gu(ϕ)κ̄D(ϕ)

)
+ B̂Lu(ϕ)(uD − κ̄D(ϕ))−B(ϕ) + B̂L2(ϕ)wD

)
+

(
1

2

|B̂L(ϕ)|2

max {0, ωD(ϕ)}
|uD − κ̄D(ϕ)|2 + B̂Lu(ϕ)(uD − κ̄D(ϕ)) +

1

2
max {0, ωD(ϕ)}

)
−
(
λγ̄(|B̂Lw(ϕ)|) + λγ

( |wD|
λ

)
− B̂Lw(ϕ)wD

)
= −

(
B(G(ϕ, (uD, wD)))−B(ϕ)

)
+

(
1

2

|B̂L(ϕ)|2

max {0, ωD(ϕ)}
|uD − κ̄D(ϕ)− κDQP

(ϕ)|2
)

− λΓ(wD, πD(ϕ)) (8.69)
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where Γ is defined as in (8.57) and πD as in (8.60). Thus, substituting (8.68) and (8.69)

in (8.67), we obtain

J (ξ, (u,w)) =
supj domϕ∑

j=0

(
−
(
B(ϕ(tj+1, j)−B(ϕ(tj , j))

)
+

∫ tj+1

tj

(
1

2

|LfuB(ϕ)|2

max {0, ωC(ϕ)}
|uC − κ̄C(ϕ)− κCQP

(ϕ)|2
)
dt− λ

∫ tj+1

tj

Γ(wC , πC(ϕ))dt

)

−
supj domϕ−1∑

j=0

((
B(ϕ(tj+1, j + 1))−B(ϕ(tj+1, j))

)
−
(
1

2

|B̂L(ϕ)|2

max {0, ωD(ϕ)}
|uD − κ̄D(ϕ)− κDQP

(ϕ)|2
)
+ λΓ(wD, πD(ϕ))

)

= B(ξ)+

supj domϕ∑
j=0

∫ tj+1

tj

(
1

2

|LfuB(ϕ)|2

max {0, ωC(ϕ)}
|uC − κ̄C(ϕ)− κCQP

(ϕ)|2−λΓ(wC , πC(ϕ))
)
dt

+

supj domϕ−1∑
j=0

(
1

2

|B̂L(ϕ)|2

max {0, ωD(ϕ)}
|uD − κ̄D(ϕ)− κDQP

(ϕ)|2 − λΓ(wD, πD(ϕ))
)

(8.70)

Given that max{0, ω⋆(ϕ(t, j))} ≥ 0, (t, j) ∈ domϕ, for ⋆ ∈ {C,D}, the cost J (ξ, (u,w))
is minimized under κ∗ = (κ∗C , κ

∗
D) = (κ̄C + κCQP

, κ̄D + κDQP
) and the value function is

J ∗(ξ) = B(ξ).

8.5 Illustrative Example

To illustrate our results, consider the following oscillator with impacts with dynamics

given by

H



ẋ1
ẋ2

 =

 x2

−ζC

+

0
1

uC +

0
2

wC (x, (uC , wC)) ∈ C

x+1
x+2

 =

 x1

−ζDx2

+

 0

ηu

uD +

 0

ηw

wD (x, (uD, wD)) ∈ D

(8.71)

where ζC , ηu, ηw ≥ 0, ζD ∈ (0, 1], and

C :=
{
(x, (uC , wC)) ∈ R2 × R2 : x1 ≥ 0

}
D :=

{
(x, (uD, wD)) ∈ R2 × R2 : x1 = 0, x2 ≤ 0

}
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Figure 8.1: Phase portraits for the hybrid oscillator under different settings: a) with no
disturbance and no ISSf QP filter, b) with no disturbance and ISSf QP filter, c) with
disturbance and no ISSf QP filter, and d) with disturbance and ISSf QP filter.

with (u⋆, w⋆) ∈ R2, for ⋆ ∈ {C,D}. Now, consider the following nominal feedback

law

κ̄(x) = (κ̄C(x), κ̄D(x)) :=

(
−1

2
rCx2,

ζDx2
1 + 2rD

)
(8.72)

where rC > 0 and rD ∈
(
−∞, 1

2ζD−2

)
∪
(
− 1

2ζD+2 ,∞
)
. Next, consider the following set

K =

{
x ∈ R2 : x1 ≥ 0 or x2 ≤ 0

∣∣∣∣ (x1a )2 + x1x2
ab

+
(x2
b

)2
≤ 1

}
for some a ̸= 0 and b ̸= 0. Pick r 7→ ρ(r) = r3 and w̄ = 1, then

Kd(w̄) =

{
x ∈ R2 : x1 ≥ 0 or x2 ≤ 0

∣∣∣∣ (x1a )2 + x1x2
ab

+
(x2
b

)2
≤ 2

}
which are depicted in Figure 8.1 and Figure 8.2. From this choice, notice that

B(x) =
(x1
a

)2
+
x1x2
ab

+
(x2
b

)2
− 1 (8.73)

is an ISSf barrier function candidate8 for for H with respect to (K,Kd(w̄)). Then,

following Section 8.3.2, we can define the pointwise min-norm QP safeguarding feedback

8Notice that the dynamics H and B satisfy Assumption 8.3.5, for each ⋆ ∈ {u,w}, with

B̂L⋆(x) =
2η⋆x2

b2
∀x ∈ R2 : x1 = 0, x2 ≤ 0.
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Figure 8.2: Phase portrait for a solution to the hybrid oscillator and plot of the cost.
Initial condition ξ. Value function (dark gray) and cost of solution (blue-red) rendered
by the saddle-point equilibrium strategy, attaining the value evaluated at the initial
condition, B(ξ).

law κQP = (κCQP
, κDQP

) with values as in (8.27) and (8.31) using αC = 1, and αD = 1
2 .

Therefore, from Theorem 8.3.6, we conclude that the feedback law κ = (κ̂C+κCQP
, κ̂D+

κDQP
) renders the resulting closed-loop system Hκ w̄-small-input ISSf with respect to

the disturbance w and the set K. In particular, we can see that in Figure 8.1d) the set

Kd(w̄) is conditionally invariant for Hκ with respect to w and K, as opposed to Figure

8.1c) where the ISSf QP filter is not active. Also, notice that from Figure 8.1a) and

Figure 8.1b), when disturbances are not considered, the set K is forward invariant for

Hκ, as discussed in Remark 8.1.4.

In addition, pick r 7→ γ(r) = r2, and conditions (8.63) and (8.64) are verified numer-

ically. Therefore, invoking Corollary 8.4.3, we have that κ solves, for any ξ ∈ K, the

inverse optimal problem, under the maximizing disturbance w, by minimizing the cost

J in (8.43). This can also be seen from Figure 8.2, where J attains the value of the

value function evaluated at the initial condition. In this particular example, we chose
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the initial condition ξ ∈ ∂K, therefore, it follows that J∗(ξ) = B(ξ) = 0.
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Part III

Study Cases of Hybrid Systems

under Contested Scenarios
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Chapter 9

Capture-the-Flag as a Hybrid

Game

In this chapter, we derive a comprehensive hybrid system representation for capture-

the-flag games and a corresponding zero-sum game formulation following the framework

in Chapter 3. First, we introduce the rules of a capture-the-flag game, the derivation of

a hybrid system formulation, and the objective functions that define a zero-sum hybrid

game. Additionally, we provide a constructive scenario-based switching control design

to test the model in a simulation tool where the rules of the game are encoded. By con-

sidering the dynamics of capture-the-flag games, this chapter is meant to be a stepping

stone to investigate the foundations of multi-player decision making with constraints

given by hybrid dynamical systems and for the analysis and design of (sub)optimal

control laws for the capture-the-flag hybrid game.

9.1 Capture-The-Flag Games

Capture the flag is a rule-based game allegedly dating back to the book “Scouting For

Boys”, by [91], where two (or more) teams of players compete against each other, trying

to capture the opponents flag and return it to their own base. This game describes a

rich family of sub-problems, where team members (representing robots and/or humans)

cooperate with each other to maximize their profits, while teams compete to outperform

each other. While humans and robots operate in continuous time, the capture-the-

flag game is governed by discrete-time events at unknown and possibly periodic time
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instances, making it a hybrid dynamical game.

In this section, we introduce the rules of the game before they are translated into

a hybrid system formulation in Section 9.2. While we use specific parameters used in

the Aquaticus competition1 for illustration purposes, the description in Section 9.2 is

sufficiently general to model a large class of capture-the-flag games with slight variations.

The Aquaticus competition1 consists of two teams, a blue team (B) and a red team (R).

The blue team has b ∈ N robots and the red team has r ∈ N robots. The k-th robot in

either team is modeled as the dynamical system a dynamical system, specified by

ṗk =

 ṗk,1

ṗk,2

 =

 vk cosuk

vk sinuk

 =: f(pk,uk), (9.1)

where pk = (pk,1, pk,2) ∈ R2 is the position, uk ∈ Uk ⊆ [−π, π] is an input representing

the instantaneous heading angle, and vk is the input velocity.

The k-th robot in team B is denoted kB, with k ∈ NB := {1, 2, . . . , b}, and the i-th

robot in team R is denoted iR, with i ∈ NR := {1, 2, . . . , r}. Instead of the dynamical

system (9.1), we can alternatively consider a differential inclusion

ṗk ∈ f̄(pk), f̄(pk) = con{f(pk, uk)| uk ∈ Uk} (9.2)

to suppress the dependence on uk and to simplify the notation in the following.

The playing field2 X := [−Xx,Xx] × [−Xy,Xy] ⊂ R2 is divided into the regions

XB := [−Xx,−ε]× [−Xy,Xy], XR := [ε,Xx]× [−Xy,Xy], where ε > 0, and an arbitrarily

small neutral zone (−ε, ε) × [−Xy,Xy]. The neutral zone is introduced to ensure that

XB ∩ XR = ∅. This simplifies the presentation in the following by excluding situations

that might occur on the zero-measure set defined by the intersection of XB and XR.

Each team has a flag that it protects from being captured by the opponent team. The

flags’ bases are located at FB = (−XF , 0) ∈ X and FR = (XF , 0) ∈ X, where XF > 0 .

The setting with six arbitrarily positioned robots is shown in Figure 9.1).

The parameters of the game are the tagging radius γc> 0, the capturing radius γF> 0,

and a timeout parameter T̄> 0. Without loss of generality, considering the perspective

of a robot kB ∈ NB that competes with a robot iR ∈ NR, the rules of the game are as

follows:

1Aquaticus competion: https://oceanai.mit.edu/aquaticus
2In Aquaticus, Xx := 80m, Xy := 40m, and XF := 60m.
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Figure 9.1: Playing field of the Aquaticus competition with three blue and three red
robots arbitrarily positioned.

(a) Tagging: If kB and iR are in the blue region, namely, pkB , piR ∈ XB, and if

|piR − pkB | ≤ γc, then iR is tagged by kB, i.e., iR is temporarily deactivated and

the blue flag is instantaneously returned to FB if iR was carrying it.

(b) Reactivation: A robot iR, which is temporarily deactivated by being tagged or

by leaving the playing field, which corresponds to piR /∈ X, needs to satisfy

|piR − FR| ≤ γF to be reactivated. A robot leaving the playing field loses the

flag if it was carrying it.

(c) Disabled Tagging: After tagging iR, kB loses its ability to tag another robot for

time T̄> 0.

(d) Flag Capturing: If kB is not temporarily deactivated, and if |pkB − FR| ≤ γF , then
kB grabs the red flag. Only blue robots can grab the red flag.

(e) Only one robot can carry the flag at a time.

(f) Flag Return: If kB satisfies |pkB − FB| ≤ γF while carrying the red flag, then the

blue team scores and the red flag is instantaneously returned to FR.

It might be counterintuitive why a strategy would lead to a robot leaving the playing

field. However, depending on the maneuverability defined through the input constraints

Uk, it might be the best strategy to tag a robot close to the boundary of the playing

field even if this forces the robot to leave the playing field.

The goal of team B is to capture the red flag and to successfully return it to its
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own base FB as many times as possible. Thus, points can be awarded in the following

situations, for example:

(g) kB successfully returns the red team’s flag to FB;

(h) kB grabs the red team’s flag;

(i) kB tags iR;

(j) pkB ∈ XR while not being deactivated.

Notice that negative points can be awarded, in particular, in the following situation:

(k) kB leaves the playing field, i.e., pkB /∈ X.

In the next section, we translate the descriptive rules of the game to the hybrid

system framework in [69].

9.2 Hybrid Systems Game Formulation

In this section, we formulate a hybrid system model of capture-the-flag games.

For the purpose of this chapter, a hybrid dynamical system Hs as in (2.1) is defined

as

Hs

 ẋ = F (x, uB, uR) x ∈ C
x+ ∈ G(x) x ∈ D

(9.3)

where x is the state, and uB and uR are the inputs of the two teams. Here, we consider

a special case where the function G does not depend on the input.

9.2.1 Implementation of the Rules of the Game

From the description of the competition above, to encode the rules of the game

given in (a)-(f), we propose a state vector that includes the position of the k−th robot,

introduced in (9.1). For each kB ∈ NB and each iR ∈ NR, the additional states with

associated dynamics are described, without loss of generality, taking the perspective of

an arbitrary robot kB ∈ NB, as follows. In addition to pkB , the state of the robot kB

has a timer τkB to model its tagging ability and two logic variables, (qkB , ηkB) ∈ {0, 1}2

to model whether kB is tagged and whether it carries the flag, respectively. The timer

decreases according to τ̇kB = −1, and takes values in (−∞, T̄ ], where T̄ > 0 is the

154



parameter introduced in Section 9.1 defining the length of the timeout after kB has lost

its tagging ability (see rule (c)). Thus, the state of robot kB is

xkB := (pkB , τkB , qkB , ηkB)∈XkB :=R2×(−∞, T̄ ]×{0, 1}2. (9.4)

We model the dynamics of kB as a hybrid system, for which the flow and jump sets are

defined to constrain the evolution of the state pkB , the timer τkB , and the logic variables

(qkB , ηkB).

To model the tagging ability of the robot kB (item (c)), we define

τkB

 > 0 : robot kB does not have tagging ability,

≤ 0 : robot kB has tagging ability.
(9.5)

To model whether a robot is tagged or carrying a flag, the logic variables take the

following values:

qkB =

 0 : robot kB is active,

1 : robot kB is deactivated,
(9.6)

ηkB =

 0 : robot kB does not carry the flag,

1 : robot kB carries the flag.
(9.7)

The logic variables remain constant while the other states evolve in continuous time. In

addition to the states introduced above for robot kB, a flag state µB is introduced for

each team, as follows:

µB =

 0 : the blue flag is not at its base,

1 : the blue flag is at its base.
(9.8)

With these definitions, the rules outlined in Section 9.1 can be summarized through the

following update laws.

The dynamics of the ‘tagging ability’ state: According to rule (c), a robot loses

its tagging ability after tagging another robot. Hence, if

∃iR ∈ NR,

∃kB ∈ NB

s.t.

piR ∈ XB, qiR = 0, |piR − pkB | ≤ γc, τkB ≤ 0,

pkB ∈ XB, and qkB = 0,
then τ+kB = T̄ . (9.9a)

Here, (9.9a) encodes that robot kB is in the position to tag robot iR, and thus, τkB is

updated. By setting the flow of τkB as

τ̇kB = −1, (9.9b)
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we can ensure that a robot regains its tagging ability after T̄ seconds by checking when

τkB ≤ 0.

The dynamics of the ‘tagged’ state: To implement rule (a), we consider the

following scenario and update law. If

∃iR ∈ NR,

∃kB ∈ NB

s.t.

piR ∈ XR, qiR = 0, |piR − pkB | ≤ γc, τiR ≤ 0,

pkB ∈ XR, and qkB = 0
then q+kB =1− qkB .

(9.10a)

Here, (9.10a) reflects that robot iR is in the position to tag robot kB, and thus, qkB is

updated to 1.

Two additional cases are considered for the update of qkB . In particular,

if
{
pkB /∈ X and qkB = 0, then q+kB = 1− qkB , (9.10b)

and

if
{
|pkB − FB| ≤ γF and qkB = 1, then q+kB = 1− qkB , (9.10c)

cover rule (b), i.e., a robot leaving the playing field is deactivated and a deactivated

robot returning to its flag base is reactivated. If none of these events occur, qkB remains

constant and, thus,

q̇kB = 0. (9.10d)

The dynamics of the ‘carrying-the-flag’ state: If a robot kB ∈ NB carries the

flag when it is tagged, then it loses the flag. This (see rule (a)) is encoded through the

following update law. If

∃iR ∈ NR s.t.

piR ∈ XR, qiR = 0, τiR ≤ 0, µR = 0,

|piR − pkB | ≤ γc, qkB = 0, and ηkB = 1,
then η+kB =1−ηkB . (9.11a)

Similarly,

if
{
pkB /∈ X, qkB = 0, ηkB = 1, µR = 0, then η+kB =1− ηkB (9.11b)

encodes that kB ∈ NB loses the flag when leaving the playing field (see rule (b)). The

update law

if
{
|pkB − FR| ≤ γF , qkB = 0, ηkB = 0, µR = 1, then η+kB =1− ηkB (9.11c)
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encodes that kB captures the red team’s flag (see rule (d)). If kB returns the red flag to

the blue flag base, then ηkB is updated according to rule (f), which is

if
{
|pkB − FB| ≤ γF , qkB = 0, ηkB = 1, µR = 0 then η+kB =1− ηkB . (9.11d)

A final rule is implemented to ensure that only one robot carries the flag at a time.

According to (9.11c), more than one robot is able to update their η logic state at the

same time, encoding that they all have “captured the flag.” To address this, and ensure

that only one blue robot is carrying the red flag according to rule (e), for all kB ∈ NB,

the update law

if

(
ηkB

kB∑
mB=1

ηmB

)
≥ 2 then η+kB =1− ηkB (9.11e)

ensures that only one robot (by convention the robot with the smallest index) has its

η logic state equal to 1 after the update. As before, if none of these events occur, ηkB

remains constant and thus,

η̇kB = 0. (9.11f)

The dynamics of the flag state: If a red robot grabs the blue flag according to

rule (d), µB needs to be updated from 1 to 0. This is modeled by the following update.

If

∃iR ∈ NR s.t.
{
qiR = 0, ηiR = 0, |piR − FB| ≤ γF , µB = 1, then µ+B =1− µB. (9.12a)

Similarly, if the red flag is successfully carried to the blue flag base FR (see rule (f)),

then, the flag is instantaneously returned to its base and µB is updated from 0 to 1,

which is described by

if ∃iR ∈ NR s.t.
{
qiR = 0, ηiR = 1, |piR − FR| ≤ γF , µB = 0, then µ+B =1− µB.

(9.12b)

If the robot carrying the flag is deactivated by leaving the playing field, then the flag is

instantaneously returned to its base, i.e.,

if ∃iR ∈ NR s.t.
{
qiR = 0, ηiR = 1, piR /∈ X, µB = 0, then µ+B =1− µB, (9.12c)
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(see rule (b)). Similarly, if a red robot is tagged while carrying the blue flag, then the

flag is instantaneously returned to its base (see rule (a)), as follows. If

∃iR ∈ NR,

∃kB ∈ NB

s.t.

qiR = 0, ηiR = 1, piR ∈ XB, µB = 0,

|piR − pkB | ≤ γc, qkB = 0, pkB ∈ XB, τkB = 0,
then µ+B =1−µB.

(9.12d)

If none of these events occur, µB remains constant, i.e.,

µ̇B = 0. (9.12e)

9.2.2 Flow and Jump Sets of the Hybrid Game

Using the scenario-based update laws in the previous section, we describe the game

as a hybrid dynamical system Hs. The state and input of the system are

x = (xB, xR), u = (uB, uR),

xB = (x1B , . . . , xbB , µB), uB = (u1B , . . . , ubB),

xR = (x1R , . . . , xrR , µR), uR = (u1R , . . . , urR),

where each xkB and xiR is defined as in (9.4), and the state space and input space are

defined as

X =

x
∣∣∣∣∣∣∣∣
xkB ∈ XkB ∀ kB ∈ NB

xiR ∈ XiR ∀ iR ∈ NR

µB, µR ∈ {0, 1}

 ,

U =

u
∣∣∣∣∣∣ ukB ∈ UkB ∀ kB ∈ NB

uiR ∈ UiR ∀ iR ∈ NR

 ,

(9.13)

respectively, with XkB defined as in (9.4). The definitions of the flow map F , the jump

map G, the flow set C, and the jump set D are presented next. With that aim, we

introduce first the following case-based jump sets.

Define the set where robot kB ∈ NB tags robot iR ∈ NR

Dtag
kB,iR

:=
{
x ∈ X

∣∣∣ pkB ∈ XB, qkB = 0, piR ∈ XB, qiR = 0, |piR − pkB | ≤ γc, τkB ≤ 0
}
.

(9.14a)
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This set corresponds to the update (9.9a). Similarly, we denote the set where a robot

iR ∈ NR, tags a robot kB ∈ NB, as

Dtag
iR,kB

:=
{
x ∈ X

∣∣∣ piR ∈ XR, qiR = 0, pkB ∈ XR, qkB = 0, |piR − pkB | ≤ γc, τiR ≤ 0
}
.

(9.14b)

These sets Dtag
iR,kB

additionally encode (9.10a) and (9.11a), and trigger a jump in qkB

and ηkB . In addition, to encompass the states where the red robot iR is tagged while

carrying the blue flag, we define

Dtagf
kB,iR

:=
{
x ∈ Dtag

kB,iR
|ηiR = 1, µB = 0

}
, (9.15)

encoding the set for the jump of µB in (9.12d). For any iR ∈ NR and kB ∈ NB, the set

Dtagf
iR,kB

is defined similarly.

Combining these definitions, denote

Dtag
kB

:=
⋃

iR∈NR

Dtag
kB,iR

, Dtag
iR

:=
⋃

kB∈NB

Dtag
iR,kB

, (9.16)

Dtag
B :=

⋃
kB∈NB

Dtag
kB
, Dtag

R :=
⋃

iR∈NR

Dtag
iR
, (9.17)

Dtagf
kB

:=
⋃

iR∈NR

Dtagf
kB,iR

, Dtagf
iR

:=
⋃

kB∈NB

Dtagf
iR,kB

, (9.18)

Dtagf
B :=

⋃
kB∈NB

Dtagf
kB

, Dtagf
R :=

⋃
iR∈NR

Dtagf
iR

. (9.19)

Here, (9.16) characterizes the set where the robot kB and iR can tag, respectively, and

(9.17) characterizes the sets where the blue team and the red team can tag, respectively.

Likewise, (9.18) and (9.19) are subsets of (9.16) and (9.17), respectively, where the

tagged robot carries the flag.

Remark 9.2.1. () Due to the definitions of XB and XR, it is not possible that kB ∈ NB

and iR ∈ NR tag each other at the same time since ε > 0 and XB ∩ XR = ∅.

A robot kB ∈ NB, or a robot iR ∈ NR, captures the flag, respectively, in the following

sets

Dflag
kB

:= {x ∈ X| qkB = 0, ηkB = 0, |pkB − FR| ≤ γF , µR = 1},

Dflag
iR

:= {x ∈ X| qiR = 0, ηiR = 0, |piR − FB| ≤ γF , µB = 1} ,
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which corresponds to the updates in (9.11c) and (9.12a). The sets at which the teams

can capture the flag are defined as the union of individual sets, namely,

Dflag
B :=

⋃
kB∈NB

Dflag
kB
, Dflag

R :=
⋃

iR∈NR

Dflag
iR
. (9.20)

As modeled by (9.11e), multiple blue robots potentially could capture the red flag at the

same time. To rule out having multiple blue robots carrying the red flag simultaneously,

we define the sets

Dflag,µ
kB

:=

{
x ∈ X|ηkB

kB∑
mB=1

ηmB ≥ 2

}
, Dflag,µ

B :=
⋃

kB∈NB

Dflag,µ
kB

,

Dflag,µ
iR

:= {x ∈ X
∣∣∣ηiR iR∑

mR=1

ηmR ≥ 2}, Dflag,µ
R :=

⋃
iR∈NR

Dflag,µ
iR

(9.21)

which trigger a jump if multiple blue robots update their η state at the same time and

ensure that only one has its η logic state equal to 1 at the same time.

The flag has been successfully carried to the capturing team’s base if the state is in

Dµ
B :=

⋃
kB∈NB

Dµ
kB
, or Dµ

R :=
⋃

iR∈NR

Dµ
iR
, (9.22a)

respectively, where

Dµ
kB

:= {x ∈ X| |pkB − FB| ≤ γF , ηkB = 1, µR = 0, qkB = 0} ,

Dµ
iR

:= {x ∈ X| |piR − FR| ≤ γF , ηiR = 1, µB = 0, qiR = 0} .
(9.22b)

The corresponding jump is encoded by the updates (9.11d) and (9.12b), respectively,

modeling that the robot no longer carries the flag and the flag is instantaneously returned

to its base.

If a robot kB ∈ NB, or a robot iR ∈ NR, is active and leaves the playing field, i.e.,

the state is in either

DX
kB

:=
{
x ∈ X| pkB∈ R2\X, qkB = 0

}
,

DX
iR

:=
{
x ∈ X| piR∈ R2\X, qiR = 0

}
,

(9.23)

then, qkB , qiR is updated according to (9.10b). The closure of R2\X is used so that DX
kB

is closed.
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If in addition, the corresponding robot is carrying the flag when leaving the playing

field, that is, the state is in either

DXf
kB

:=
{
x ∈ DX

kB
|ηkB = 1, µR = 0

}
,

DXf
iR

:=
{
x ∈ DX

iR
|ηiR = 1, µB = 0

}
,

then the states ηkB and µkB are updated according to (9.11b) and (9.12c), respectively.

From the local jump sets, we define the sets at which B leaves the playing field as

DX
B :=

⋃
kB∈NB

DX
kB
, DX

R :=
⋃

iR∈NR

DX
iR
,

DXf
B :=

⋃
kB∈NB

DXf
kB
, DXf

R :=
⋃

iR∈NR

DXf
iR
,

(9.24)

If a robot kB is tagged or has left the playing field, it needs to reach the set

Dutag
kB

:= {x ∈ X| qkB = 1, |pkB − FB| ≤ γF } (9.25a)

to be reactivated, as encoded through (9.10c). Similarly, if a robot iR is tagged or has

left the playing field, it needs to reach the set

Dutag
iR

:= {x ∈ X| qiR = 1, |piR − FR| ≤ γF } (9.25b)

to be reactivated.

We define the sets at which the teams regain their tagging ability as

Dutag
B :=

⋃
kB∈NB

Dutag
kB

, Dutag
R :=

⋃
iR∈NR

Dutag
iR

.

The sets above define the events that encode the rules of the game, which we use to

define the jump set of Hs as

D := Dtag
B ∪Dtag

R ∪Dflag
B ∪Dflag

R ∪Dflag,µ
B ∪Dflag,µ

R

∪Dµ
B ∪D

µ
R ∪D

X
B ∪DX

R ∪D
utag
B ∪Dutag

R .
(9.26)

Note that D ⊂ X is closed since it is the union of closed sets. Correspondingly, the flow

set is defined as

C := X\D. (9.27)

The closure is used to ensure that C is closed, which is needed to guarantee that Hs is
well-posed.
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Remark 9.2.2. () Note that the proposed modeling approach allows a robot kB ∈ NB

to tag multiple robots of R at the same time if the state is in multiple tagging jump

sets simultaneously, e.g., x ∈ Dtag
kB,1R

∩ Dtag
kB,2R

. Likewise, a robot kB can be tagged by

multiple robots of R at the same time (if x ∈ Dtag
1R,kB

∩Dtag
2R,kB

, for example), removing

multiple tagging abilities for T̄ seconds.

9.2.3 Hybrid Game Dynamical Model

Now, we use the expressions in Sections 9.2.1 and 9.2.2 to define a hybrid dynamical

system Hs to model the capture-the-flag game. For each x in the flow set C as in (9.27)

and each u in the set of inputs U as in (9.13), the state of a robot kB ∈ NB evolves

continuously according to

ẋkB =


ṗkB

τ̇kB

q̇kB

η̇kB

=FkB(xkB , ukB) :=

f(pkB , ukB)

−1
0

0

,

and the flag state evolves according to µ̇B = 0. The maps FkB are defined based on

(9.1), (9.9b), (9.10d), (9.11f), and (9.12e). The maps FiR(xiR , uiR), iR ∈ NR, are defined

similarly.

Remark 9.2.3. () Instead of the functions FkB , set-valued maps relying on (9.2) can

be used to remove the explicit dependency on ukB .

Based on the robots individual flow maps, the game evolves continuously for all x ∈ C
according to

ẋ = F (x, uB, uR) :=



F1B(x1B , u1B)
...

FbB(xbB , ubB)

0

F1R(x1R , u1R)
...

FrR(xrR , urR)

0



x ∈ C. (9.28)
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The definition of the jump map is more complicated since it requires the union of case-

based individual jump maps. Again, we focus on the derivation from the perspective

of B, while the definitions for R follow analogously. For x ∈ D, kB ∈ NB, we consider

the following definitions. First, notice that the position of a robot does not change at

a jump, i.e., p+kB = pkB for each x ∈ D. For the remaining state variables recall the set

Dtag
kB

in (9.16), where a robot kB tags a robot iR, and define the sets

D
(1)
kB

:=Dtag
kB
,

D
(2)
kB

:=

 ⋃
iR∈NR

Dtag
iR,kB

 ∪DX
kB
∪Dutag

kB

 \D(1)
kB
,

D
(3)
kB

:=

 ⋃
iR∈NR

Dtagf
iR,kB

 ∪Dflag
kB
∪Dflag,µ

kB
∪Dµ

kB
∪DXf

kB

 \D(1)
kB
∪D(2)

kB
,

DµR :=Dtagf
R ∪Dflag

B ∪Dµ
B ∪D

Xf
B ,

where a jump is triggered to update the variables τkB , qkB , ηkB , and µR. This con-

struction gives a sequential priority to the jumps that occur on D
(1)
kB

, then on D
(2)
kB

, and

lastly on D
(3)
kB

. The definition of D
(2)
kB

follows from the local jump sets (9.14), (9.23), and

(9.25). The justification for the form of D
(3)
kB

stems from (9.18), (9.20), (9.21), (9.22),

and (9.24). The definition of DµR is consistent with the definition of the sets (9.19),

(9.20), (9.22), and (9.24).

Based on these sets, we define the corresponding local jump maps ĝkB,m : D
(m)
kB
→ X,

m ∈ {1, 2, 3}, where

ĝkB,1(x) := (pkB , T̄ , qkB , ηkB) if x ∈ D(1)
kB
,

ĝkB,2(x) := (pkB , τkB , 1− qkB , ηkB) if x ∈ D(2)
kB
,

ĝkB,3(x) := (pkB , τkB , qkB , 1− ηkB) if x ∈ D(3)
kB
,

ĝµR(x) := 1− µR if x ∈ DµR .

Depending on the local jump maps, the corresponding states are updated.

Simplifying the jump sets above by eliminating the disjoint sets via a scenario-based
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analysis, we define the sets

∆τ
kB

:= Dtag
kB
,

∆q
kB

:= (DX
kB
\Dtag

kB
) ∪Dutag

kB
,

∆η
kB

:=

Dflag
kB
\
⋃

iR∈NR

Dtagf
iR,kB

 ∪ (Dµ
kB
\Dtag

kB
),

∆µ
kB

:= Dflag,µ
kB

\
⋃

iR∈NR

Dtag
iR,kB

.

To construct the jump map of the tagging ability states, we define, for kB ∈ NB, iR ∈ NR,

the maps

ĜτkB,iR(x) := (x1B , . . . , ĝkB,1(x), . . . , xbB , µB, x1R , . . . , ĝiR,2(x), . . . , xrR , µR) if x ∈Dtag
kB,iR

Putting the individual jump maps together, we define

ĜkB,τ (x) :=
⋃

iR∈NR

ĜτkB,iR(x) if x ∈ ∆τ
kB
.

Consider the jump map of the tagged states for which we define, for kB ∈ NB, the

mappings

ĜkB,q(x) := (x1B , . . . , ĝkB,2(x), . . . , xbB , µB, x1R , . . . , xrR , µR) if x ∈ ∆q
kB
.

Consider the jump map of the carrying-the-flag states for which we define, for kB ∈
NB, the mappings

ĜkB,η(x) := (x1B , . . . , ĝkB,3(x), . . . , xbB , µB, x1R , . . . , xrR , ĝµR(x)) if x ∈ ∆η
kB
,

and for the case of multiple robots capturing the flag, the mappings

ĜkB,µ(x) := (x1B , . . . , ĝkB,3(x), . . . , xbB , µB, x1R , . . . , xrR , µR) if x ∈ ∆µ
kB
.

The constructions above lead to the jump map

G(x) :=
{
Ĝs⋆,z(x)

∣∣∣ x ∈ ∆z
s⋆ , ⋆ ∈ {B,R}, s ∈ N⋆, z ∈ {τ, q, η, µ}

}
. (9.29)

The discrete evolution of the game is governed by

x+ ∈ G(x), x ∈ D. (9.30)
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The overall game is modeled by Hs given in (9.26)–(9.30).

Before we introduce the objective function of the game in the next section, we high-

light some important properties of the hybrid system.

Lemma 9.2.4. () Consider the hybrid system defined in (9.26)–(9.30). Suppose f is

continuous. Then, Hs satisfies the hybrid basic conditions [40, Def. 2.20], that is, F is

continuous, G : D ⇒ X in (9.29) is outer semicontinuous and locally bounded, and C

and D are closed.

Proof. Since f in (9.1) is continuous, then F is continuous, by construction. Following

the same arguments as in Lemma A.33 in [21], given that for each kB ∈ NB the sets

∆τ
kB
,∆q

kB
,∆η

kB
, and ∆µ

kB
are closed by construction, and ĜkB,τ (x) : ∆

τ
kB
→ X, ĜkB,q(x) :

∆q
kB
→ X, ĜkB,η(x) : ∆η

kB
→ X, ĜkB,µ(x) : ∆τ

kB
→ X are continuous and locally

bounded relative to ∆τ
kB
,∆q

kB
,∆η

kB
,∆µ

R, respectively, (and using the same arguments

for R,) then the set-valued map G as in (9.29) is outer semicontinuous and locally

bounded. The flow set C as in (9.27) is closed by construction since it is the closure

of the complement of D. Notice that Dtag
kB,iR

as in (9.14b) is closed by definition, which

implies that Dtag
B is closed, since it is defined as the union of closed sets. The set Dflag

B

as in (9.20) is closed by following a similar argument. According to the definition of

Dµ
kB

in (9.22), it follows that Dµ
B is closed. The set DX

B is closed by being the union of

closed sets as defined in (9.23). The set Dutag
B is the union of closed sets as defined in

(9.25), and thus, closed. Similar arguments apply to R, which leads to the jump set D

as in (9.26) being closed by construction.

Following [40, Definition 2.18], we say that a system Hs that satisfies the hybrid

basic conditions is well posed. Well posedness of hybrid closed-loop systems guarantees

key structural properties of solutions.

Lemma 9.2.5. () Consider the hybrid system defined in (9.26)–(9.30). For each given

input t 7→ (uB(t), uR(t)) with domain [0,∞), and for each initial condition x0 ∈ C ∪D,

there exists a maximal solution [40, Definition 2.29] to Hs that is complete and its

domain is unbounded in the ordinary time variable. ⌟

Proof. Forward completeness of solutions follows from the design of the domain X, in

(9.13), in combination with the definition of the hybrid system (C,F,D,G) in (9.26)–

(9.30). Namely, following [92], given that for an input t 7→ (uB(t), uR(t)) with domain
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[0,∞), every solution (ϕ, uB(·), uR(·)) to Hs with ϕ(0, 0) ∈ C ∪ D can, at time (0, 0),

either flow, jump or both, and given that such solution cannot end with flow, nor with

jump, then it is forward complete. Similarly, the second assertion of the lemma follows

from the definition of the hybrid system. While multiple consecutive jumps are possible,

Zeno behavior cannot occur. In particular, regaining the tagging ability and reactivating

a robot ensure that for all t ∈ R≥0, there exists j ∈ N such that (t, j) ∈ dom(ϕ, uB, uR).

9.3 Two-Team Zero-Sum Formulation

This section discusses the objective of the game that was described in Section 9.1

and it proposes a meaningful cost function to define a two-tem zero-sum game. The

cost function uses the indicator function 1A : Rn → {0, 1}, which is defined for a set

A ⊂ Rn, n ∈ N, as

1A(y) =

 1 if y ∈ A,
0 if y /∈ A.

(9.31)

Based on the indicator function and the definition of the sets Dµ
B and Dµ

R in (9.22),

the overall goal of capturing the opponent’s flag and returning it to the team’s own base

(see item (g)) is encoded by the cost function

Jg(x0, (uR(·), uB(·))) := cg
∑

(tj+1,j)∈domx(·)

(
1Dµ

B
(x(tj+1, j))− 1Dµ

R
(x(tj+1, j))

)
(9.32)

where {tj}
supj domx

j=0 is a nondecreasing sequence associated to the definition of the

hybrid time domain of (x(·), (uR(·), uB(·))) as in [40] and R(x0, u) is the set of maximal

state trajectories to Hs from x0 for (uR(·), uB(·)), as defined in Section 2.2. The cost

Jg is defined as the worst-case cost over all solutions from x0.

Based on this definition, the value function is given by

J ⋆g (x0) = inf
uR(·)

sup
uB(·)

Jg(x0, (uR(·), uB(·))) = sup
uB(·)

inf
uR(·)

Jg(x0, (uR(·), uB(·))) (9.33)

where team B aims to maximize the cost while team R seeks to minimize it. If J ⋆g (x0) >
0, team B wins, and if J ⋆g (x0) < 0, team R wins.
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As indicated through (h)–(k) in Section 9.1, additional objectives can be considered,

depending on the specific version of the capture-the-flag game. In particular,

Jh(x0, uR(·), uB(·)) := ch
∑

(tj+1,j)∈domϕ

(
1
Dflag

B
(ϕ(tj+1, j))− 1Dflag

R
(ϕ(tj+1, j))

)
awards points for grabbing the flag (item (h)),

Ji(x0, uR(·), uB(·)) := ci
∑

(tj+1,j)∈domϕ

( ∑
kB∈NB

1Dtag
kB

(ϕ(tj+1, j))−
∑
iR∈NR

1Dtag
iR

(ϕ(tj+1, j))
)

awards points for tagging robots (item (i)), and

Jk(x0, uR(·), uB(·)) := ck
∑

(tj+1,j)∈domϕ

(
−
∑

kB∈NB

1DX
kB

(ϕ(tj+1, j))+
∑
iR∈NR

1DX
iR

(ϕ(tj+1, j))
)

penalizes the teams for leaving the playing field (item (k)). Here, ch, ci, ck > 0 denote

weighting factors. To cover item (j), we first define the sets

DXR
kB

= {x ∈ X| pkB ∈ XR, qkB = 0},

DXB
iR

= {x ∈ X| piR ∈ XB, qiR = 0},

for kB ∈ NB and i ∈ NR. Then

Jj(x0, uR(·), uB(·)) := cj
∑
j∈N

∫ tj+1

tj

( ∑
kB∈NB

1
D

XR
kB

(ϕ(t, j))−
∑
iR∈NR

1
D

XB
iR

(ϕ(t, j))
)
dt

awards points for exploring the opponent’s half of the playing field, with cj > 0.

By selecting different constants and by taking the sum over different cost functions,

different versions of the capture-the-flag game can be obtained. Even though the cost

function in (9.32) encodes the objective of each team, the synthesis of optimal control

laws is an open problem of research. Consequently, the controller design discussed in

the next section focuses on local objectives. While this necessarily leads to subopti-

mal control strategies with respect to (9.32), it is a first step towards a saddle-point

equilibrium design.

9.4 Control Design

In this section, we present local control laws based on the presentation in [93].3

Notice that the control design described here is specific to the dynamics in (9.1). The

3See [93] for details.
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local control laws are combined into a global control law via switching rules to optimize

the objective function in Section 9.3. In the following, we focus again on the perspective

of B.

9.4.1 Local Controllers

1) Return to base: After kB ∈ NB is temporarily deactivated (see rule (b)), it

needs to return to FB to be reactivated. This is achieved in minimal time through the

feedback law

κ1kB(x) := cos−1
(−XF − pkB,1
|FB − pkB |

)
. (9.34)

2) Return the flag: If the opponent’s flag has been captured by kB ∈ NB, the

robot needs to return to its own half of the playing field XB (without being tagged) to

be safe from team R and to ultimately score points according to (9.32). The optimal

strategy to reach the safe zone while avoiding an opponent iR ∈ NR is given by the

feedback law

κ2kB(x) := cos−1
( mxy

∗ + nx − pkB,1
|(mxy∗ + nx, y∗)− pkB |

)
(9.35)

where mx = −pkB,2−piR,2

pkB,1−piR,1
, nx = 1

2

|pkB |2−|piR |2
pkB,1−piR,1

, y∗ = Xy if mx > 0, y∗ = −Xy if mx < 0.

This follows the attack strategy design in Phase II in [93].

3) Capture the flag: To capture the opponents flag (rule (d)), we consider the

feedback law

κ3kB(x) := cos−1
(XF − pkB,1
|FR − pkB |

)
. (9.36)

4) Enter XB or XR: To enter the opponent’s half of the playing field (in order to

gain points with respect to Jj , for example), one can use the strategies

κ4kB(x) := 0, κ4iR(x) := π. (9.37)

5) Defend the flag: To lead kB ∈ NB to defend the flag FB from iR ∈ NR, we

consider the feedback law

κ5kB(x) :=


cos−1

(
p∗1−pkB,1

|p∗−pkB |

)
if x ∈ RD,

cos−1
(
− pkB,1

|pkB |

)
if x ∈ RA.

(9.38)
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Here, RD ⊂ XB denotes the set of initial conditions from where, under optimal strate-

gies, robot kB tags iR before iR reaches the flag, RA ⊂ XB denotes the set of initial

conditions from where, under optimal strategies, iR captures the flag before being tagged

and

p∗ := (p∗1, p
∗
2) =

|piR − FB|2 − |pkB − FB|2

|piR − pkB |2
piR − pkB

2

denotes the optimal interception point (see Phase I in [93] for details).

6) Defend midfield line: To avoid that a robot iR ∈ NR that has captured the

flag crosses the half of the playing field, we define the strategy of kB ∈ NB based on the

feedback law

κ6,k(x) := cos−1
( mxy

∗ + nx − pkB,1
|(mxy∗ + nx, y∗)− pkB |

)
(9.39)

wheremx = −piR,2−pkB,2

piR,1−pkB,1
, nx = 1

2

|piR,1|2−|zkB,1|2
piR,1−pkB,1

, y∗ = Xy ifmx > 0, y∗ = −Xy ifmx < 0.

This follows the defense strategy design in Phase II in [93].

9.4.2 Global Controller

This section focuses on the combination of local control laws to obtain a rule-based

global controller. With this aim, we introduce the logic variables

δSkB =

 0, defensive strategy,

1, attack strategy,
(9.40)

δDkB =

 0, defend the flag,

1, defend the midfield line,
(9.41)

δAkB =

 0, capture the flag,

1, cross the half line,
(9.42)

and the global control law κkB defined as follows:

κkB(x) :=qkBκ
1
kB

+ ηkBκ
2
kB

+ (1− ηkB)
[
(1− qkB)

[
δSkB

(
(1− δAkB)κ

3
kB

+ δAkBκ
4
kB

)
+ (1− δSkB)

(
(1− δDkB)κ

5
kB

+ δDkBκ
6
kB

)]]
.

(9.43)

With these definitions, the optimization objectives encoded in the cost function can

be summarized through the following update rules.
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The dynamics of δSkB ∈ {0, 1}: To implement a defensive strategy, we consider the

following scenario and the corresponding update rule, if

∃iR ∈ NR s.t.

piR , pkB ∈ XB, qiR = 0, qkB = 0,

ηkB = 0, δSkB = 1,
then δS+kB =1− δSkB . (9.44a)

Here, (9.44a) reflects that robot iR is in XB and kB has an attack strategy and thus

δSkB is updated. An additional case needs to be considered for the update of δSkB . In

particular,

if ∄iR∈NR s.t.
{
piR , pkB ∈ XB, qiR = 0, qkB = 0, δSkB = 0, then δS+kB = 1−δSkB , (9.44b)

covers when a robot takes an offensive strategy due to no threats of an opponent cap-

turing the flag. If none of these events occurs, δSkB remains constant and thus δ̇SkB = 0.

The dynamics of δAkB ∈ {0, 1}: To implement a capture-the-flag strategy, we con-

sider the following scenario and the corresponding update rule:

if
{
δAkB = 1, pkB ∈ XR, qkB = 0, ηkB = 0, µR = 1 then δA+kB =1− δAkB . (9.45a)

Here, (9.45a) reflects that robot kB has entered the opponent’s half, which triggers an

update of δAkB . One additional case needs to be considered for the update of δAkB . In

particular,

if
{
δSkB = 1, δAkB = 0, pkB ∈ XB, qkB = 0, ηtB = 0 then δA+kB = 1− δAkB , (9.45b)

covers when a robot takes the strategy to cross into the opponents half of the playing

field. If none of these events occurs, δAkB remains constant and thus δ̇AkB = 0.

The dynamics of δDkB ∈ {0, 1}: To implement a defend-the-flag strategy, we consider

the following scenario and the corresponding update rule:

∃iR ∈ NR s.t.

piR ∈ XB, δ
S
kB

= 0, pkB ∈ XB, δ
D
kB

= 1,

qkB = 0, qiR = 0, |piR − FB| > |pkB − FB|
then δD+

kB
=1− δDkB (9.46a)

Here, (9.46a) reflects that robot kB is closer to its own flag and iR threatens to capture

it so it will be intercepted before it happens. As a second case we consider

if ∃iR ∈ NR s.t.

piR ∈ XB, δ
S
kB

= 0, pkB ∈ XB, δ
D
kB

= 0,

qkB = 0, qiR = 0, ηiR = 1|piR − FB| < |pkB − FB|
then δD+

kB
= 1− δDkB .

(9.46b)

This update switches to boundary-protection strategy. If none of these events occurs,

δDkB remains constant, i.e., δ̇DkB = 0.
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Figure 9.2: Blue robots getting tagged.

Figure 9.3: Blue robots are deactivated.

9.5 Simulation Testbed

Consider a scenario with three robots in each team, namely, b = r = 3, where each of

them is initialized as in Figure 9.1. The constant speed in normalized units of each of the

robots is v = 1. A simulation tool has been developed4 where the rules of the game are

encoded by implementing the hybrid model in Section 9.2. This tool allows one to test

different controllers. Some of the robots have been endowed with a switched controller

that combines the local laws in (9.43) as in Section 9.4. In Figure 9.2, a blue robot

is about to be tagged and another blue robot is about to exit the playing field. Thus,

x ∈ Dtag
iR,kB

∩ DX
kB

as in (9.14b) and (9.23), which trigger the state to jump according

to (9.10). When the state qkB is updated, denoting a robot has been deactivated, its

marker color changes to black as in Figure 9.3 and the controller leads them to head back

4Code at https://github.com/sjleudo/HybridCaptureTheFlag
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Figure 9.4: Red robot captures the flag.

Figure 9.5: Red robot carries the flag.

Figure 9.6: Red robot dropping the flag.
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Figure 9.7: Flag back at blue home.

to the base according to (9.34). In addition, a robot that has a tagging timeout changes

its color to green or orange, depending on whether it belongs to B or R, respectively.

In Figure 9.4, a red robot is about to capture the blue flag, so x ∈ Dflag
iR

as in (9.20),

which triggers a jump in the state according to (9.11c) and (9.12a). When the states ηiR

and µB are updated, denoting that a red robot has captured the blue flag, its marker

changes to a star as in Figure 9.5, the marker denoting the position of the flag at its base

turns white, and the controller leads the red robot to head back to its base according to

(9.35). In Figure 9.6, the red robot carrying the flag arrives to its base, namely, x ∈ Dµ
R

as in (9.22), which triggers a jump in the state according to (9.11d) and (9.12b). When

the states ηiR and µB are updated, denoting the red team has scored because a red

robot returns the blue flag to the red base, its marker changes back to a circle as in

Figure 9.7, the marker denoting the position of the base turns blue, and the controller

κiR(x) := π leads the red robot to cross the midfieldaccording to (9.37).
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Chapter 10

Hybrid Games under Imperfect

Information

In this chapter, we study a contested scenario that arises under imperfect state

information on a system with hybrid dynamical behavior. We formulate a finite-horizon

optimization problem to model a two-player zero-sum hybrid game with limited access

to the state. We consider an approach based on a state observers design. Consider a

two-player zero-sum game with dynamics H described by (2.3) for given (C,F,D,G, h)

where the output function h : Rn → Rp defines the system’s output y = h(x).

Observer Design

We propose to design an observer of the form

Ĥ

 ˙̂x = F (x̂, uC) + LoC(y, h(x̂)) (x̂, uC) ∈ C
x̂+ = G(x̂, uD) + LoD(y, h(x̂)) (x̂, uD) ∈ D

(10.1)

where x̂ ∈ Rn is an estimate of the state x, and the maps LoC : Rp × Rp → Rn and

LoD : Rp × Rp → Rn are state estimate correctors based on comparisons between the

output y and the output estimation h(x̂) during flows and jumps, respectively. We are

interested on the design of optimal feedback laws κ := (κC , κD) : Rn → Rmc × RmD

that map from the state estimates.

Definition 10.0.1. (Solution to the hybrid observer Ĥ) A hybrid signal (ϕ̂, u, y)

defines a solution to the hybrid system (10.1) if ϕ̂ ∈ X , u = (uC , uD) ∈ U , y ∈ h(X ),
domϕ̂ = domu = domy, and
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• (ϕ̂(0, 0), uC(0, 0)) ∈ C or (ϕ̂(0, 0), uD(0, 0)) ∈ D,

• For each j ∈ N such that Ij
ϕ̂
has a nonempty interior intIj

ϕ̂
, we have, for all

t ∈ intIj
ϕ̂
,

(ϕ̂(t, j), uC(t, j)) ∈ C

and, for almost all t ∈ Ij
ϕ̂
,

d

dt
ϕ̂(t, j) = F (ϕ̂(t, j), uC(t, j)) + LoC(y(t, j), h(ϕ̂(t, j)))

• For all (t, j) ∈ dom ϕ̂ such that (t, j + 1) ∈ dom ϕ̂,

(ϕ̂(t, j), uD(t, j)) ∈ D

ϕ̂(t, j + 1) = G(ϕ̂(t, j), uD(t, j)) + LoD(y(t, j), h(ϕ̂(t, j)))

A solution (ϕ̂, u, y) is a compact solution if ϕ̂ is a compact hybrid arc.

We say that a solution (ϕ̂, u, y) to Ĥ is maximal if it cannot be extended and we

say it is complete when dom ϕ̂ is unbounded. We denote by SĤ(M) the set of solutions

(ϕ̂, u, y) to (10.1) such that ϕ̂(0, 0) ∈M .

We define the state error e := x− x̂ as the deviation of the estimator from the state.

Notice that the dynamics in the error coordinates are given by

E

 ė = F (x, uC)− F (x̂, uC)− LoC(y, h(x̂)) (e, uC) ∈ CE

e+ = G(x, uD)−G(x̂, uD)− LoD(y, h(x̂)) (e, uD) ∈ DE
(10.2)

where CE := {(x − x̂, uC) ∈ Rn × RmC : (x, uC) and (x̂, uC) ∈ C} and DE := {(x −
x̂, uD) ∈ Rn × RmD : (x, uD) or (x̂, uD) ∈ D}.

Thus, the input action u = (u1, u2) rendering a response ϕe to E with components

defined as domϕe ∋ (t, j) 7→ ui(t, j) = γi(t, j, ϕe(t, j)), for each i ∈ V, defines the

closed-loop system

HE


ż =

 F (x, κC(x̂))

F (x, κC(x̂))− F (x̂, κC(x̂))− LoC(y, h(x̂))

 x and x̂ ∈ Cκ

z+ =

 G(x, κD(x̂))

G(x, κD(x̂))−G(x̂, κD(x̂))− LoD(y, h(x̂))

 x or x̂ ∈ Dκ

(10.3)

with state z = (x, e).
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To provide insight on the proposed approach, consider the linear case with maps

(x, uC) 7→ F (x, uC) := ACx+BCuC

(x, uD) 7→ G(x, uD) := ADx+BDuD

x 7→ h(x) := Hx

x 7→ κC(x) := −KCx

x 7→ κD(x) := −KDx

(y1, y2) 7→ LoC(y1, y2) := LoC(y1 − y2)

(y1, y2) 7→ LoD(y1, y2) := LoD(y1 − y2),

(10.4)

where AC , BC , AD, BD, H,KC ,KD, LoC , and LoD are matrices with appropriate dimen-

sion. The closed-loop system (10.3) reduces to

HE


ż =

AC −BCKC BCKC

0 AC − LoCH

 z x̂ ∈ Cκ

z+ =

AD −BDKD BDKD

0 AD − LoDH

 z x̂ ∈ Dκ

(10.5)

Given ξ ∈ Π(C ∪D), a joint input action u = (uC , uD) ∈ U , the stage cost for flows

LC : Rn × RmC → R≥0, the stage cost for jumps LD : Rn × RmD → R≥0, and the

terminal cost q : Rn → R, the cost associated to the solution (ϕ, u) to H from ξ with

end time (T, J) ∈ R≥0 \ {∞}×N, under Assumption 3.1.4 is defined as in (5.1). We are

ready to formulate the two-player zero-sum game with imperfect state information.

Problem (⋆x̂): Given ξ ∈ Rn, under Assumption 3.1.4, design κC , κD,LoC , LoD so

that we solve

minimize
u1

maximize
u2

u=(u1,u2)∈U

J (ξ, u) (10.6)

while e(t, j)→ 0 as (t, j)→ (T, J), where (t, j) ∈ domu and (T, J) is the end time of u.

10.1 An Observer-based Switching Algorithm for Safety

under Sensor Denial-of-Service Attacks

As a stepping stone, motivated by the study of contested scenarios with imperfect

information patterns where hybrid dynamics emerge, in the reminder of this chapter
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we study the nonoptimal design of safe-critical switched-control algorithms for systems

under Denial-of-Service (DoS) attacks on the system output. We aim to address sce-

narios where attack-mitigation approaches are not feasible, and the system needs to

maintain safety under adversarial attacks as in [46]. We propose an attack-recovery

strategy by designing a switching observer and characterizing bounds in the error of

a state estimation scheme by specifying tolerable limits on the time length of attacks.

Then, we propose a switching control algorithm that renders forward invariant a set for

the observer. By satisfying the error bounds of the state estimation, we guarantee that

the safe set is rendered conditionally invariant with respect to a set of initial conditions.

The proposed formulation is applicable to several use cases with objectives including

obstacle avoidance and collision-free navigation for autonomous vehicles, reach-avoid

control problems, surveillance, and convoy of multi-agent systems, among others. We

consider scenarios in which every attack has finite duration, succeeded by an interval

of time without attacks. We are interested in finding the set of initial conditions and

the control action such that the state trajectory remains in a safe set at all times.

During attacks, the controller relies only on the uncompromised outputs, from which

we generate an estimate of the state, whereas the entire output is used when attacks

are not present.

We provide sufficient conditions involving key properties of the system, such as the

maximum tolerable length of the DoS attack and the minimum required length of the

interval without an attack for recovery, guaranteeing that the state estimation error re-

mains uniformly bounded. Furthermore, we design CBF-based observer-based feedback

laws to render a properly defined set forward invariant for the observer so that with

bounded estimation error, the system is safe. This is obtained provided conditional

invariance of a set of interest with respect to a set of initial states.

10.2 Preliminaries

Consider the nonlinear system

F :

ż = F (t, z),

y = H(t, z)
(10.7)
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where z ∈ Rn is the system state, y ∈ Rp is the system output, F : R≥0 × Rn → Rn is

the (potentially nonsmooth) flow map and H : R≥0 × Rn → Rp is the output map.

A solution to the system F is defined as follows.

Definition 10.2.1. (Solution to F) A locally absolutely continuous function t 7→ z(t)

defines a solution to the system F in (10.7) if d
dtz(t) = F (t, z(t)) for almost all t ∈ R≥0.

We say that a solution z to F is maximal if it cannot be extended and we say it is

complete when dom z = [0,∞).

Definition 10.2.2. (Safety) The system (10.7) is said to be safe with respect to

(X0, Xu), with X0 ⊂ Rn \Xu, if for each z0 ∈ X0, each solution t 7→ z(t) to (10.7) with

z(0) = z0 satisfies z(t) ∈ Rn \Xu for all t ∈ dom z.

Definition 10.2.3. (Conditional invariance) A closed set S ⊂ Rn is said to be con-

ditionally invariant for system (10.7) with respect to M ⊂ S if, for each z0 ∈ M , any

solution t 7→ z(t) to (10.7) from z0 satisfies z(t) ∈ S for all t ∈ dom z.

It is immediate that the system (10.7) is safe with respect to (X0, Xu) if and only if

the set S := Rn \Xu is conditionally invariant for (10.7) with respect to X0. For more

details see [86].

10.3 Problem Formulation

10.3.1 System Model

Consider the linear time-invariant control system

S :

ẋ = Ax+Bu,

y = Cx
(10.8)

where x ∈ Rn is the system state, y ∈ Rp is the system output, u ∈ U is the control

input, and U ⊂ Rm. Here, A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rp×n.

10.3.2 Attack Model

In this chapter, we consider attacks on the system output y. In particular, we consider

an attack where a subset of the components of the system output is compromised. Under
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such an attack model, the measured system output ȳ takes the form

ȳ = (ys, ya) (10.9)

where ys = C̃x, and, for each solution t 7→ x(t) to (10.8),

ya(t) =

C̄x(t) if t /∈ Ta,

Y (t, x(t)) if t ∈ Ta
(10.10)

The quantity C̃x denotes the secured output components that cannot be attacked with

C̃ ∈ Rp̃×n and 0 ≤ p̃ < p, C̄x denotes the vulnerable output components that can

be attacked with C̄ ∈ R(p−p̃)×n such that C =

C̃
C̄

, and Y : R≥0 × Rn → Rp−p̃

denotes the attacked output signal. We denote with Ta ⊂ R≥0 the set of times when

an attack is present on the system output, which is assumed to be known provided a

DoS attack detection mechanism. The attack model (10.9) captures Denial-of-Service

(DoS) attacks on the system output. Let [ti1, t
i
2) with ti2 > ti1 ≥ 0 denote the interval

of time over which the i−th DoS attack occurs, with i ∈ N>0. Define Ta :=
⋃
i
[ti1, t

i
2),

T1 =
⋃
i
{ti1}, and T2 =

⋃
i
{ti2} as the intervals of attack, and the sets of the starting

and ending time instants of attacks, respectively. To provide sufficient conditions to

guarantee safety, we characterize the attacks by defining Ta := maxi∈{1,2,... }(t
i
2 − ti1)

and Tna := mini∈{2,3,... }(t
i
1 − t

i−1
2 ) as the maximum length of the DoS attack and the

minimum length of the interval without an attack, respectively. Notice that t02 := 0,

and when t11 > 0, we have t11 ≥ Tna.

10.3.3 Problem Statement

Given a nonempty, closed set S ⊂ Rn, referred to as the safe set, the problem to

solve is the design of an algorithm such that the set S is conditionally invariant for

(10.8) with respect to the set X0. Formally, the control design problem studied in this

chapter is stated as follows.

Problem (⊗): Given system (10.8), a closed set S ⊂ Rn, and the attack model in

(10.9),

1. Find a set of initial states X0 ⊂ S, and

2. Design a control law κ assigning the input u of (10.8) using measurements of ȳ
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such that, for each x0 ∈ X0, the solution to the resulting closed-loop system, namely

t 7→ x(t), with x(0) = x0, satisfies x(t) ∈ S for all t ≥ 0.

10.3.4 Proposed Solution

To solve Problem (⊗), we propose the design of an observer-based feedback law that

induces conditional invariance of S with respect to X0. Most CBF-based methods for

forward invariance rely on measurement of the entire state [95]. We propose to employ

a state estimator that reconstructs the system state using the measured output ȳ. The

observer is given as

˙̂x = Ax̂+Bu+ g(ȳ, ŷ), (10.11a)

ŷ = Cx̂, (10.11b)

where x̂ ∈ Rn is the estimate of x and g : Rp × Rp → Rn is the innovation term to be

designed such that g(ȳ, ŷ) = 0 at ȳ = ŷ. When the system output is under an attack

according to the attack model (10.9), the actual output information is not available to

the state observer. Thus, the observer needs to take into account the attacks on the

system output. To this end, we design an observer that uses the complete output vector

when there is no attack and only the non-attacked output components when the system

output is under attack. More specifically, the proposed observer under the attack model

(10.9) is given as

˙̂x =

Ax̂+Bu+ g1(Cx,Cx̂) if t /∈ Ta,

Ax̂+Bu+ g2(C̃x, Cx̂) if t ∈ Ta
(10.12)

where g1, g2 : Rp × Rp → Rn are to be designed. Given a set Ta ⊂ R, the feedback law

κ assigning u is defined as

κ(t, x̂, y) =

κ1(x̂, y) if t /∈ Ta,

κ2(x̂, y) if t ∈ Ta,
(10.13)

where κ1, κ2 : Rn × Rp → Rm are functions to be designed under nominal operation

(i.e., when the system is not under an attack) and under attack, respectively. Notice

that the closed-loop system resulting from the composition of (10.8) and (10.12) with

κ as in (10.13) can be expressed as in (10.7) with z = (x, x̂).
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We make the following assumption on S in (10.8).

Assumption 10.3.1. The pair (A,B) is controllable and the pair (C,A) is detectable.

F

Nominal Observer

Recovery Observer

Attack
Detector

Switching Observer

ya

ys

DoS

Nominal Control

Recovery Control

Switching Controller

x̂

u

Figure 10.1: Closed-loop attack recovery scheme.

Based on the structure of the observer in (10.8) and the observer-based feedback law

in (10.13), the approach followed in this chapter for safety under attacks for system

(10.8) is as in Figure 10.1 with details as follows .

Approach: Given a closed set S ⊂ Rn, the system (10.8), and the attack model (10.9),

our approach is to compute sets X0, X̂0, Ŝ0 ⊂ S and design functions g1, g2 for the

observer in (10.12) and functions κ1, κ2 for the observer-based feedback law κ as in

(10.13) such that each solution pair t 7→ (x(t), x̂(t)) to the closed-loop system resulting

from the composition of (10.8) and (10.12) with κ satisfies the following properties:

1) For each t0 ∈ T1 such that x(t0) ∈ X0 and x̂(t0) ∈ X̂0, the x component of the

resulting closed-loop solution satisfies x(t) ∈ S for all t ∈ [t0, t0 + Ta);

2) For each t0 ∈ T2 such that x(t0) ∈ S and x̂(t0) ∈ Ŝ0, and for t̂0 = max{t0, inft≥t0 T1},
the x component of the resulting closed-loop solution satisfies x(t̂0) ∈ X0 and

x(t) ∈ S for all t ∈ [t0, t̂0).

Remark 10.3.2. () The sets X̂0 and Ŝ0 denote the sets of estimates before and after

an attack, respectively. We will design these sets in the next section. Item 1 in our
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solution approach encodes conditional invariance of the set S for system (10.8) with

respect to X0, under an attack with maximum duration. Upon the requirement of the

state to be in S at the end of every attack, item 2 encodes safety of system (10.8) with

respect to (X0,Rn \S) during the time-intervals with no attacks, and the state to be in

X0 at the beginning of the next attack.

In the next sections, we present the design of the observer in (10.12), and the design

of the observer-based feedback law in (10.13).

10.4 Design of Switching Observer

Under an attack on the system output of the form (10.9), it might not be possible

to reconstruct the state of (10.8) for a full-state feedback control design. Specifically,

under the considered attack model, the rank of the observability matrix Õ for the

pair (C̃, A), namely, rank(Õ) = ñ, potentially smaller than n. Thus, there might be

n− ñ > 0 eigenvalues in the closed right-half plane for the dynamics of the estimation

error resulting for any observer design under attack. Keeping this in mind, the switching

observer in (10.12) is defined as

˙̂x =

Ax̂+Bu+ L(Cx− Cx̂) if t /∈ Ta,

Ax̂+Bu+ L̃(C̃x− C̃x̂) if t ∈ Ta,
(10.14)

where L ∈ Rn×p and L̃ ∈ Rn×p̃ is such that ñ (with ñ ≤ n) eigenvalues of the matrix

A − L̃C̃ lie in the open left-half plane. On the other hand, since (C,A) is detectable

under Assumption 10.3.1, we can design L such that all the eigenvalues of (A−LC) are
in the open left-half plane. Now, define e = x− x̂ as the estimation error to obtain the

error dynamics given as

ė =

(A− LC)e if t /∈ Ta,

(A− L̃C̃)e if t ∈ Ta
(10.15)

with e(0) = x(0) − x̂(0). Next, we analyze the error bounds when there is no attack,

i.e., at each t /∈ Ta.
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10.4.1 Analysis under no Attacks

Consider the starting instant of an interval during which there is no attack on the

system output, namely ti2 ∈ T2 ∪ {0}, with i ∈ N . The following result is the initial

step to guarantee conditional invariance of S with respect to X0 for the system (10.8)

when there are no attacks.

Lemma 10.4.1. () Given system (10.8), suppose Assumption 10.3.1 holds. For given

Tna, ē0 > 0, an associated observer (10.14), and corresponding error dynamics (10.15),

if at the i−th interval of no attacks with i ∈ N, |e(ti2)| ≤ ē0 with ti2 ∈ T2, then the state

estimation error satisfies |e(t)| ≤ γ1(t−ti2)ē0 for all t ∈ [ti2, t
i+1
1 ], where

γ1(t) := c1 exp
(
−λ̄1t

)
(10.16)

with λ̄1 = λmin(Q)
2λmax(P ) , c1 =

√
λmax(P )
λmin(P ) , and L such that for some symmetric positive

definite matrices P and Q, −Q = (A− LC)⊤P + P (A− LC) holds.

Proof. Since the pair (C,A) is detectable, it follows that there exist positive definite

matrices P,Q such that V : Rn → R≥0, defined as V (e) := eTPe, satisfies

V̇ (e) = ė⊤Pe+ e⊤P ė

= [(A− LC)e]⊤Pe+ e⊤P [(A− LC)e]

= e⊤(A− LC)⊤Pe+ e⊤P (A− LC)e

= −e⊤Qe.

Given that λmin(Q)e⊤e ≤ e⊤Qe for all e ∈ Rn, we obtain

V̇ (e) ≤ −|e|2λmin(Q). (10.17)

Since P is symmetric, we have

λmin(P )|e|2 ≤ V (e) ≤ λmax(P )|e|2, (10.18)

for all e ∈ Rn, which, together with (10.17) implies that V̇ (e) ≤ − λmin(Q)
λmax(P )V (e). Let

t 7→ e(t) be a solution of (10.15) and consider the interval [ti2, t
i+1
1 ] for i ∈ N>0. It follows

that V (e(t)) ≤ V (e(ti2)) exp
(
− λmin(Q)
λmax(P )(t− t

i
2)
)

for all t ∈ [ti2, t
i+1
1 ]. Since V (e(ti2)) ≤

λmax(P )|e(ti2)|2, using the left inequality in (10.18), it follows that

λmin(P )|e(t)|2 ≤ λmax(P ) exp

(
− λmin(Q)

λmax(P )
(t−ti2)

)
|e(ti2)|2
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for all t ∈ [ti2, t
i+1
1 ], which thanks to |e(ti2)| ≤ ē0, implies that

|e(t)| ≤ c1 exp
(
−λ̄1(t−ti2)

)
|e(ti2)| ≤ γ1(t−ti2)ē0,

for all t ∈ [ti2, t
i+1
1 ], completing the proof.

Notice that the above analysis (withnal Luenberger observer) can be used to show

that starting from e(ti2) with t
i
2 ∈ T2 ∪ {0}, i ∈ N, the error exponentially converges to

δB in time Tna, where δ = γ1(Tna)|e(ti2)|, and stays in that ball until the next attack

starts at ti+1
1 .

Remark 10.4.2. () The Luenberger observer used when there are no attacks is just

one choice of a state estimator. It is also possible to use a finite-time stable state

estimator [96], or any other observer that has faster convergence guarantees.

10.4.2 Analysis under Attacks

During the attack on the output, we use a different observer gain designed for the

pair (C̃, A). Since it might not be possible to place all the eigenvalues of A− L̃C̃ in the

open left-half plane, the matrix L̃ in (10.14) can be designed to minimize the maximum

eigenvalue of A − L̃C̃, which minimizes the rate of growth of the error during attacks.

Based on L̃, we compute the maximum growth rate possible in the estimation error e

during intervals of attacks in the system output, assuming a worst-case attack.

Under the attack model (10.9), a subset of the state space may still be detectable for

the pair (C̃, A). Thus, under the observer (10.14) for t ∈ Ta, it is possible that some of

the eigenvalues of the matrix A− L̃C̃ are in the open left-half plane. To bound the error

growth during the attack, we consider the general case in which we can decompose the

matrix A − L̃C̃ into submatrices Â11 and Â22, such that the eigenvalues of Â11 are in

the open left-half plane. To this end, let Φ ∈ Rn×n be an invertible matrix consisting

of the generalized eigenvectors of the matrix A− L̃C̃ such that

Φ−1(A− L̃C̃)Φ =

[
Â11 0ñ×(n−ñ)

0(n−ñ)×ñ Â22

]
(10.19)

where Â11 and Â22 are Jordan blocks such that λmax(Â11) < 0 and 0p×q ∈ Rp×q is

a matrix consisting of zeros1. Also, let Φ−1 =
[
Φ̂⊤
1 , Φ̂

⊤
2

]
, and define the change of

1Note that it is always possible to find the Jordan form of the matrix A − L̃C̃, even when it is not
diagonalizable.
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coordinates z = Φ−1e. Then, e = Φz, and in the new coordinates, the error dynamics

are expressed as

ż = Φ−1ė =

[
Â11 0ñ×(n−ñ)

0(n−ñ)×ñ Â22

]
z.

Define z = (z11, z22), where z11 ∈ Rñ and z22 ∈ Rn−ñ so that we have

ż11 = Â11z11 (10.20)

ż22 = Â22z22. (10.21)

We can now state the following result providing a bound on the state estimation error

under attacks.

Lemma 10.4.3. () Given system (10.8), suppose Assumption 10.3.1 holds. For given

Ta, ē0 > 0, an associated observer (10.14), and corresponding error dynamics (10.15),

if at the i−th interval of attack with i ∈ N>0 and maximum length Ta, |e(ti1)| ≤ ē0

with ti1 ∈ T1, then the state estimation error satisfies |e(t)| ≤ γ2(Ta)ē0 for all t ∈ [ti1, t
i
2],

where

γ2(Ta) := max
t∈[0,Ta]

ĉ1 exp
(
−λ̂1t

)
+ ĉ2 exp

(
λ̂2t
)

(10.22)

with

ĉ1 = |Φ||Φ̂1|

√
λmax(P̂ )

λmin(P̂ )
, ĉ2 = |Φ||Φ̂2|, λ̂1 =

λmin(Q̂)

2λmax(P̂ )
, λ̂2 = |Â22|,

and L̃ such that for some symmetric positive definite matrices P̂ and Q̂, −Q̂ = Â⊤
11P̂ +

P̂ Â11 holds.

Proof. Consider the dynamics (10.20). Since by construction, the eigenvalues of the

matrix Â11 are in the open left-half plane, it follows that there exist positive definite

matrices P̂ , Q̂ such that V̂ : Rl → R≥0 defined as V̂ (z11) := z⊤11P̂ z11 satisfies

˙̂
V (z11) = −z⊤11Q̂z11

Given that λmin(Q̂)z⊤11z11 ≤ z⊤11Q̂z11 for all z11 ∈ Rñ, we obtain

˙̂
V (z11) ≤ −|z11|2λmin(Q̂). (10.23)
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Let t 7→ (z11(t), z22(t)) denote a solution of (10.20)-(10.21). Denote λ̂1 = λmin(Q̂)

2λmax(P̂ )
and

c̆1 =

√
λmax(P̂ )

λmin(P̂ )
to obtain that

|z11(t)| ≤ c̆1 exp
(
−λ̂1(t− ti1)

)
|z11(ti1)|.

On the other hand, for (10.21), given that |Â22z22| ≤ |Â22||z22|, we have

|z22(t)| ≤ |z22(ti1)| exp(|Â22|(t− ti1))

Thus, by denoting ĉ1 = |Φ||Φ̂1|c̆1, and ĉ2 = |Φ||Φ̂2|, λ̂2 = |Â22|, in the original coordi-

nates we have

|e(t)| ≤|Φ|(|z11(t)|+ |z22(t)|)

≤|Φ|c̆1|z11(ti1)| exp
(
−λ̂1(t− ti1)

)
+ |Φ||z22(ti1)| exp(|Â22|(t− ti1))

=|Φ|c̆1|Φ̂1e(t
i
1)| exp

(
−λ̂1(t− ti1)

)
+ |Φ||Φ̂2e(t

i
1)| exp(λ̂2(t− ti1))

≤
(
ĉ1 exp(−λ̂1(t− ti1)) + ĉ2 exp(λ̂2(t− ti1))

)
|e(ti1)|

Thus, thanks to |e(ti1)| ≤ ē0, for all t ∈ [ti1, t
i
2] it follows that

|e(t)| ≤ max
t∈[0,Ta]

(
ĉ1 exp(−λ̂1t) + ĉ2 exp(λ̂2t)

)
ē0

which completes the proof.

Note that it is possible that ñ = 0, i.e., all the eigenvalues of the matrix A− L̃C̃ are

in the closed right-half plane. In that case, ĉ1 = 0 in (10.22).

10.4.3 Global Bound on Estimation Error

The following assumption on the initial state estimation error is used to establish a

bound on the estimation error at all times.

Assumption 10.4.4. The closed set S ⊂ Rn is such that there exists Ē > 0 such

that, for the initial state x(0) ∈ S and initial estimate x̂(0) ∈ S, the error satisfies

|e(0)| = |x(0)− x̂(0)| ≤ Ē.

A pre-defined initial error bound helps us guarantee the existence of a switching

observer of the form (10.12) such that safety is guaranteed.

Now, we provide a result on bounds on the state estimation error under the proposed

switching observer algorithm.

186



Theorem 10.4.5. () Given system (10.8), suppose Assumptions 10.3.1 and 10.4.4 hold

for Ē > 0. For given Tna, Ta > 0, an associated observer (10.14), and corresponding

error dynamics (10.15), let c1, λ̄1, ĉ1, ĉ2, λ̂1, λ̂2 > 0 be defined as per Lemma 10.4.1 and

Lemma 10.4.3. If Tna and Ta are such that γ1(Tna)γ2(Ta) ≤ 1 with γ1 as in (10.16) and

γ2 as in (10.22), then |e(t)| ≤ γ1(0)γ2(Ta)Ē for all t ≥ 0. In addition,

• if there is an attack at time t = 0, then |e(t)| ≤ Ē for all t ∈ T1 ∪ {0}, and

• if the first attack is launched after at least Tna seconds, then |e(t)| ≤ Ē for all

t ∈ T2 ∪ {0}.

Proof. From Lemma 10.4.1, we have that for each interval without attacks starting at

ti2 ∈ T2 and ending at ti+1
1 ∈ T1, with i ∈ N, the estimation error satisfies

|e(ti+1
1 )| ≤ c1 exp

(
−λ̄1(ti+1

1 − ti2)
)
|e(ti2)|

≤ c1 exp
(
−λ̄1Tna

)
|e(ti2)| = γ1(Tna)|e(ti2)| (10.24)

The right-hand bound holds for any ti+1
1 ≥ Tna thanks to c1, λ̄1 > 0 in Lemma 10.4.1,

namely, thanks to the exponential being decrescent. For each attack interval starting

at ti1 ∈ T1 and ending at ti2 ∈ T2, with i ∈ N>0, the estimation error satisfies

|e(ti2)| ≤ max
t∈[ti1,ti1+Ta]

{
ĉ1 exp(−λ̂1(t− ti1)) + ĉ2 exp(λ̂2(t− ti1))

}
|e(ti1)|

= max
t∈[0,Ta]

{
ĉ1 exp(−λ̂1(t)) + ĉ2 exp(λ̂2(t))

}
|e(ti1)| = γ2(Ta)|e(ti1)| (10.25)

Thus, if there is an attack at the initial time, namely t11 = 0, from Assumption 10.4.4,

we have |e(t11)| ≤ Ē, from (10.25) we have |e(t12)| ≤ γ2(Ta)Ē, and from (10.24) we

have |e(t21)| ≤ γ1(Tna)γ2(Ta)Ē. If Tna and Ta are such that γ1(Tna)γ2(Ta) ≤ 1, then

|e(t21)| ≤ Ē, namely, at the beginning of the second attack, the error will be bounded by

Ē. Recursively, this implies that |e(t)| ≤ Ē at the beginning of every attack, namely, for

all t ∈ T1 ∪ {0}. Notice that the error is bounded during the first interval of attack by

|e(t)| ≤ γ2(Ta)Ē for all t ∈ [0, t12]. Given that max
t∈[0,Tna]

γ1(t) = γ1(0), we have that |e(t)| ≤

γ1(0)γ2(Ta)Ē for all t ∈ [0, t21]. Recursively, this implies that |e(t)| ≤ γ1(0)γ2(Ta)Ē for

all t ≥ 0.

On the other hand, if there is no attack at the beginning, we have at least Tna seconds

before the first attack is launched, namely t11 > Tna, and from Assumption 10.4.4, we
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have |e(t02)| ≤ Ē, from (10.24) we have |e(t11)| ≤ γ1(Tna)Ē, and from (10.25), |e(t12)| ≤
γ1(Tna)γ2(Ta)Ē. If Tna and Ta are such that γ1(Tna)γ2(Ta) ≤ 1, then |e(t12)| ≤ Ē, i.e.,

at the end of the first attack, the error will be bounded by Ē. Recursively, this implies

that |e(t)| ≤ Ē at the end of every attack, namely, for all t ∈ T2∪{0}. Notice that since
max

t∈[0,Tna]
γ1(t) = γ1(0), the error is bounded during the first interval without attacks by

|e(t)| ≤ γ1(0)Ē for all t ∈ [0, t11]. Given that the function ĉ1 exp(−λ̂1t) + ĉ2 exp(λ̂2t) in

(10.22) with t ∈ [t11, t
1
2] is convex, we have that |e(t)| ≤ γ1(0)γ2(Ta)Ē for all t ∈ [0, t12].

Recursively, this implies that |e(t)| ≤ γ1(0)γ2(Ta)Ē for all t ≥ 0.

Remark 10.4.6. () Consider a set X0, and for a given x0 ∈ X0 such that x(0) = x0,

define the set X̂0(x0) := {x ∈ Rn : x ∈ x0+ĒB}. Notice that thanks to Theorem 10.4.5,

for each x0 ∈ X0, and each x̂0 ∈ X̂0(x0) we have that each solution pair t 7→ (x(t), x̂(t))

to (10.8) from x(0) = x0, x̂(0) = x̂0 satisfies

1) Boundedness of error at all times: |x(t)− x̂(t)| ≤ Ē for all t ≥ 0;

2) Maximum error at the beginning of each attack: |x(ti1)− x̂(ti1)| ≤ γ1(Tna) for each
i ∈ N>0 .

Under an attack, it is possible that the error grows, and when there is no attack, the

error decreases. However, using the proposed observer, the norm of the error always

remains bounded by γ1(0)γ2(Ta)Ē, as long as Assumption 10.4.4 holds.

10.5 Design of Observer-based Feedback Control

In this section, we present a set construction process to solve part 1 of Problem (⊗)
and, based on it, a control design scheme that solves part 2. First, we define the sets

that are going to be used in the control design.

10.5.1 Construction of Sets of Initial Conditions

Consider a closed set S ⊂ Rn, Ta, Tna > 0, maps γ1 and γ2 as in (10.16) and (10.22),

and Ē > 0 in Assumption 10.4.4. Pick ε > (1 + γ1(0)γ2(Ta))Ē Define the set of initial

states as

X0 := S \ (∂S + εB). (10.26)
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Note that under Assumption 10.4.4, X0 is nonempty. Now, given x0 ∈ X0, set x(0) = x0

and define the set-valued map

X̂0(x0) := x0 + ĒB. (10.27)

Thus, for each x0 ∈ X0 and x̂0 ∈ X̂0(x0), it holds that |x0 − x̂0| ≤ Ē. Additionally,

notice that x̂0 ∈ X̃, where

X̃ := X0 + ĒB (10.28)

which is an inflation of X0 by Ē. This construction of the sets of initial conditions,

namely, X0 and X̂0, leads to conditional invariance of S, as shown below.

Lemma 10.5.1. () Given the system (10.8), the observer (10.14), the observer-based

feedback law κ (10.13), a closed set S ⊂ Rn, X0 as in (10.26), and X̂0 as in (10.27),

consider the solution t 7→ (x(t), x̂(t)) to the resulting closed-loop system from the compo-

sition of (10.8) and (10.14) with κ from x(0) ∈ X0, x̂(0) ∈ X̂0(x(0)) and Ta, Tna, Ē, such

that conditions of Theorem 10.4.5 are satisfied. If S \ (∂S + (1 + γ1(0)γ2(Ta))ĒB) ̸= ∅
and x̂(t) ∈ X̃ for all t ≥ 0, then x(t) ∈ S for all t ≥ 0.

Proof. From the definition of the sets X0 and X̃, and ε ≥ (1 + γ1(0)γ2(Ta))Ē it follows

that X0 ⊂ S \ (∂S + (1 + γ1(0)γ2(Ta))ĒB) and X̃ ⊂ S \ (∂S + γ1(0)γ2(Ta)ĒB). Thus,

under the assumption that x̂(t) ∈ X̃ for all t ≥ 0 with |x̂(t)− x(t)| ≤ γ1(0)γ2(Ta)Ē for

all t ≥ 0, it follows that x(t) ∈ S for all t ≥ 0.

In words, the set of initial states X0 and the set of initial estimates X̂0 are defined

such that the initial estimation error is upper bounded by Ē. Furthermore, we define

X̃ in (10.28) as the set resulting from an inflation of X0 by Ē. Under this construction,

for the resulting closed-loop system from the composition of (10.8) and (10.14) with κ,

forward invariance of X̃ for the observer (10.14) implies conditional invariance of the

set S for the system (10.8) with respect to X0. Thus, the control objective is to enforce

the estimate x̂ in the set X̃ at all times to guarantee safety of S.

10.5.2 QP-based Safety Feedback Control

We use a control barrier function (CBF)-based approach for guaranteeing forward

invariance of a subset X̄ of the set X̃ in (10.28) for (10.14) (see [95]). In order to use
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CBF for forward invariance, we need a zero sublevel set representation of the set X̄. To

this end, consider the function h : Rn → R and define a set

X̄ := {x̂ | h(x̂) ≤ 0} ⊂ X̃. (10.29)

Given an observer-based feedback law κ assigning the input u = κ(t, x̂, ȳ) of (10.14),

consider a solution t 7→ x̂(t) to (10.14) from x̂(0) ∈ X̄. For the given measurement ȳ, it

is sufficient to ensure that for each x̂(0) ∈ X̄, the estimate satisfies x̂(t) ∈ X̄ ⊂ X̃, for

all t ≥ 0. The CBF condition for guaranteeing this when there is no attack is:

∂

∂x̂
h(x̂(t)) (Ax̂(t) +Bκ1(x̂(t), ȳ(t)) + L(ȳ(t)− Cx̂(t))) ≤ α1(−h(x̂(t))), (10.30)

for all t ≥ 0, where t 7→ ȳ(t) is the measured output signal, and the CBF condition

under attack is

∂

∂x̂
h(x̂(t))

(
Ax̂(t) +Bκ2(x̂(t), ȳ(t)) + L̃(ys(t)− C̃x̂(t))

)
≤ α2(−h(x̂(t))), (10.31)

for all t ≥ 0, where t 7→ ys(t) is the secured output signal and α1, α2 are class-K
functions. We can use a Quadratic Programming (QP) formulation to compute the

input u in the respective cases.

Consider the following QP for each x̂ ∈ X̄ and ȳ such that x ∈ S for input synthesis

when there is no attack:

min
(v,η)

1

2
|v −Kx̂|2+1

2
η2 (10.32a)

s.t.
∂

∂x̂
h(x̂) (Ax̂+Bv + L(ȳ − Cx̂)) ≤− ηh(x̂), (10.32b)

where K is the optimal LQR gain for the pair (A,B). Next, we use a similar QP to

compute the input under attack. Consider the following QP for each x̂ ∈ X̄ and ys = C̃x

such that x ∈ S:

min
(vs,ζ)

1

2
|vs −Kx̂|2+

1

2
ζ2 (10.33a)

s.t.
∂

∂x̂
h(x̂)

(
Ax̂+Bvs + L̃(ys − C̃x̂)

)
≤− ζh(x̂). (10.33b)

The objective functions in (10.32) and (10.33) set the convex minimization problem to

obtain the closest control action to the LQR control that satisfies the constraints. The

additional decision variables, namely (η, ζ), respectively, are slack variables. Denote the
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solutions to (10.32) and (10.33) as t 7→ u∗1(x̂(t), ȳ(t)) and t 7→ u∗2(x̂(t), ȳ(t)), respectively.

To guarantee continuity of these solutions with respect to x̂, we need to impose the

strict complementary slackness condition (see [97]). In brief, if the i−th constraint of

(10.32) (or (10.33)), with i ∈ {1, 2}, is written as Gi(x̂, ȳ, uQP ) ≤ 0 with uQP = (v, η)

(respectively, uQP = (vs, ζ) for (10.33)), and the corresponding Lagrange multiplier

is λ̄i ∈ R≥0, then strict complementary slackness requires that λ̄∗iG(x̂, ȳ, u
∗
QP ) < 0,

where u∗QP and λ̄∗i denote the optimal solution and the corresponding optimal Lagrange

multiplier, respectively. We are now ready to state the second main result of the chapter.

Theorem 10.5.2. () Given system (10.8), suppose that Assumptions 10.3.1 and 10.4.4

hold. For the attack model (10.9), the observer (10.14), and a closed set S ⊂ Rn, let X0,

X̂0, X̃ and X̄ be given as in (10.26)-(10.29), and assume that the strict complementary

slackness holds for the QPs (10.32) and (10.33) for all x̂ ∈ X̃. The following holds:

1. If S \ (∂S + (1+γ1(0)γ2(Ta))ĒB) ̸= ∅, then, for each x̂ ∈ int(X̄), the QPs (10.32)

and (10.33) are feasible and their respective solutions t 7→ u∗1(x̂(t), ȳ(t)), t 7→
u∗2(x̂(t), ȳ(t)) are continuous on int(X̄).

2. For each x0 ∈ X0 and x̂0 ∈ X̄ ∩ X̂0(x0), each solution pair t 7→ (x(t), x̂(t)) to

the closed-loop system resulting from assigning the input u of (10.8) and (10.14)

to the observer-based feedback law κ in (10.13) with κ1(x̂, ȳ) = u∗1(x̂, ȳ) and

κ2(x̂, ȳ) = u∗2(x̂, ȳ), satisfies x̂(t) ∈ X̄ and x(t) ∈ S for all t ≥ 0.

Proof. Feasibility and continuity of the solutions of the QPs (10.32) and (10.33) follow

from [97, Lemma 5] and [97, Theorem 1], respectively. From feasibility of the QPs and

continuity of its solutions, there exists a continuous control input u such that the CBF

condition (10.31) holds along the closed-loop trajectory x̂(t). Thus, it follows that the

set X̃ is forward invariant for the observer (10.14), and hence x̂(t) ∈ X̃ for all t ≥ 0

and for each x̂(0) ∈ X̃0. Thanks to Theorem 10.4.5, for each x(0) ∈ X0, one has

|e(t)| ≤ γ1(0)γ2(Ta)Ē, which from Lemma 10.5.1 implies x(t) ∈ S for all t ≥ 0.

Thus, the proposed observer-based feedback framework, based on a switching ob-

server and a switching control scheme, can keep the system safe even under output

attacks. Next, we evaluate our proposed scheme via numerical experiments.
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10.6 Illustrative Example

Consider a system S as in (10.8), with state x = (x1, x2) ∈ R2, input u ∈ R, and

dynamics ẋ = (0.5x1+x2, u), y = (x1, x2) where ya = x1 is only available when there are

no attacks. DoS attacks have maximum duration of Ta = 1.6 seconds and are launched

only after at least Tna = 0.047 seconds without an attack. Here, u is designed such that

every response t 7→ x(t) to S satisfies x(t) ∈ S := {(x1, x2) ∈ R2 : x21+2x22+2x1x2−35 ≤
0} for all t ≥ 0, given that x(0) ∈ X0 := S \ (∂S + εB), with ε = 2.01.

An observer as in (10.14) is designed. Given that Assumption 10.3.1 is satisfied, and

by setting L = [ 32 0.5
0.5 32 ] and L̃ = [ 0.053.2 ], we have λ(A − LC) = −31.75 ± i0.43, and

λ(A − L̃C̃) = {0.5,−3.2}. Given x0 = (5.3,−2.4), x̂0 = (4.9,−2.1), and Ē = 0.55, we

have that |e(0)| = 0.5 ≤ Ē, so Assumption 10.4.4 holds.

Thus, by applying Lemma 10.4.1, with P = [ 1 0
0 1 ] , Q = [ 63 0

0 64 ], and given that every

pair of subsequent attacks are separated by at least Tna seconds, the estimation error

satisfies |e(t)| ≤ γ1(t− ti2)e(ti2) for all t ∈ [ti2, t
i+1
1 ], i ∈ N, γ1(Tna = 0.047) = 0.226, and

is displayed in green2 in Figure 10.2. Given that the growth rate of the exponential

defining the function γ1 is negative, the bound on the error norm decreases at each

interval without attacks.

In addition, by applying Lemma 10.4.3 with ĉ1 = 1.12, ĉ2 = 1.19, λ̂1 = 3.2, λ̂2 = 0.5,

P̂ = [ 1 0
0 1 ] , Q̂ = [ 6.4 0

0 6.4 ], Φ =
[
1 −0.25
0 0.97

]
, and Â22 = 0.5, given that every attack has

a maximum duration of Ta seconds, the estimation error satisfies |e(t)| ≤ γ2(Ta)|e(ti1)|
for all t ∈ [ti1, t

i
2], i ∈ N>0 where γ2(Ta) = 2.65, and is displayed in light blue in

Figure 10.2. Thanks to Theorem 1, given that γ1(Tna)γ2(T1) ≤ 1, the error satisfies

|e(t)| ≤ c1γ2(Ta)Ē = 1.46 for all t ≥ 0.

In Figure 10.3, the set X0 is a deflation of the set S by ε, and the set X̃ is an

inflation of the set X0 by Ē. The set of initial estimations, X̂0(x0), is defined as the ball

of radius Ē centered at x0. Thus, the estimator x̂ is initialized at X0(x0) ⊂ X̃. The set

X̄ := {(x1, x2) ∈ R2 : h(x) ≤ 0} ⊂ X̃ is defined by the barrier function h(x) = x21+2x22+

2x1x2−12.5. Given that the set S ⊂ Rn is such that S\(∂S+(1 + γ1(0)γ2(Ta))ĒB) ̸= ∅,
by assigning K = [2.3016, 2.3671] and solving the QPs (10.32) and (10.33) at every

point of the trajectory x̂(t) ∈ X̄ to assign the input action, thanks to Theorem 10.5.2,

we ensure that x̂(t) ∈ X̄ for all t, and consequently, x(t) ∈ S for all t.

2Code at https://github.com/HybridSystemsLab/SafeRecovery-DoSAttacks
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Figure 10.2: Solutions to the 2D system and state estimation error during worst-case
attacks of Ta = 1.6s, for x0 = (5.3,−2.4), x̂0 = (4.9,−2.1), and Ē = 0.55. In the third
plot, the bound (purple) is defined as in Theorem 1.
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Figure 10.3: Phase portrait of ẋ = (x2, u), y = (x1, x2) with state estimation for safe
recovery of DoS attacks in the measurements of x1. By initializing the estimation x̂ in
the Ē−ball (green) around x(0), the set X̄ (purple) is rendered forward invariant for
x̂ (orange), and the safe set S (yellow) conditionally invariant for x (dark blue) with
respect to the set of allowed initial states, namely X0 (light blue), via the control barrier
function. The set X̃ (scarlet) denotes the allowed initial observer states.
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Summary

In this dissertation we presented a framework to formulate two-player zero-sum games

under dynamic constraints defined by hybrid dynamical equations as in [20]. Variations

of the constraints structure and the termination conditions allow to consider different

type of games for which results are provided with sufficient conditions to characterize

their solution. Connections between optimality and stability conditions are revealed

with the appropriate notion for each type of game.

In Chapter 3, we formulate the general framework of two-player zero-sum hybrid

games. In section 3.1., we provide the elements of a game, and the solution concept

in terms of a saddle-point equilibrium. Such framework is invoked in Chapters 4-6.

Scenarios in which the control action to a hybrid system is selected by a player P1 to

accomplish an objective under the infinite horizon and countereffect the damage of an

adversarial player P2 are studied. By encoding the objectives of the players in the opti-

mization of a cost functional that depends on the actions and resulting solutions to the

hybrid system, defined as functions of hybrid time and, hence, can flow or jump, suffi-

cient conditions in the form of Hamilton-Jacobi-Bellman-Isaacs equations are provided

to characterize the solution of the game. The main result ensures that the optimal

strategy of P1 minimizes the cost under the worst-case scenario attack/disturbance.

Additional conditions are proposed to allow the saddle-point strategy to render a set of

interest asymptotically stable by letting the value function take the role of a Lyapunov

function.

In Chapter 4, we consider two-player zero-sum hybrid games under terminal time

conditions. A control action is designed by P1 to accomplish an optimization objective

within a finite hybrid horizon while P2 has the goal to maximize it under the hybrid

dynamic constraints. The general formulation of hybrid games is used as the basis to
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state sufficient conditions in terms of Hamilton-Jacobi-Isaacs hybrid PDEs to attain the

solution of the game. When such conditions are only satisfied approximately, a result

is established with an approximate optimality outcome.

In Chapter 5, we formulated a two-player zero-sum finite-horizon hybrid game with a

set of the state space that defines the termination of the game once the solutions to the

hybrid system eneter it. We present sufficient conditions given in terms of Hamilton-

Jacobi-Bellman-Isaacs-like equations to guarantee to attain a solution to the game. It is

shown that when the players select the optimal strategy, the value function can be eval-

uated without computing solutions to the hybrid system. Under additional conditions,

we show that the optimal state-feedback laws render a set of interest pre-asymptotically

stable for the resulting hybrid closed-loop system. A disturbance rejection scenario is

studied for which the effect of the perturbation is upper bounded.

In Chapter 6, we formulated a two-player zero-sum game under dynamic constraints

given in terms of a hybrid inclusion. The game consists of a min-max problem involving a

properly defined cost functional associated to the actions and corresponding (potentially

nonunique) solutions to the system. We presented sufficient conditions given in terms of

Hamilton-Jacobi-Bellman-Isaacs-like equations to establish a bound on the worst-case

cost under the optimal strategy and to exactly evaluate it. Under additional conditions,

we show that the proposed optimal state feedback laws render a set of interest pre-

asymptotically stable for the resulting hybrid closed-loop system.

In Chapter 7, we studied the problem of designing a stabilizing controller for a hybrid

system as in [57] under disturbances as an inverse optimal problem. Via characterizing

the stabilizing feedback law that assigns the control input, we formulated the problem as

a two-player zero-sum hybrid game to minimize the effect of the worst-case disturbance.

Instead of solving the game for a given cost functional, we design the cost functional

that the stabilizing controller minimizes (inverse approach). A QP formulation is shown

to solve the problem, with a nonQP variation that addresses the myopic nature of the

former.

In Chapter 8, we studied the problem of designing safety filters for a hybrid system

as in [57] under disturbances as an inverse optimal problem. Via characterizing the

safeguarding feedback law that assigns the control input, we formulate the problem as a

two-player zero-sum hybrid game to minimize the effect of the worst-case disturbance.

We design the cost functional that the safeguarding feedback law minimizes.
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In Chapter 9, we proposed a hybrid system formulation with a zero-sum hybrid

game framework to describe exhaustively capture-the-flag games. While synthesizing a

controller in an optimal fashion represents an unsolved challenge, a simulation tool is

developed to implement the game model with a preliminary controller design.

In Chapter 10, we studied two-player hybrid games under imperfect dtate informa-

tion. As a case of study, we designed a switched controller that, together with a switched

observer, ensures a linear time-invariant system to recover safely from finite-time DoS

attacks in some of the system outputs. Conditional invariance of a set is guaranteed

with respect to a subset of initial conditions by employing a barrier function approach

and bounding the estimation error at all times.
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Future Directions

This dissertation is meant to be a stepping stone for the sutdy of hybrid games.

The formulation provided herein provides several directions that can be explored as for

future research areas.

• Solution to the Min-Max Problem: Structural conditions on the hybrid sys-

tem that do not involve V and guarantee the existence of a solution to the min-max

problems based on the smoothness and regularity of the data of the system, similar

to those in [98] are to be established.

• Different type of Hybrid Games: An extension of the formulation provided

in this dissertation to N-player non-zero-sum hybrid games is to be studied, to-

gether with Stackelberg hybrid games in which there is an advantage for playing

first. We expect the results can be generalized to randomized strategies, in par-

ticular, through the connection between set-valued dynamics and nonuniqueness

of solutions, which captures nondeterminism.

• Recasting Finite-Horizon Games as Infinite-Horizon: Designing projection

tools to deal with stabilizing or safeguarding feedback laws that render maximal

solutions noncomplete and force them to satisfy the constraints specified by the

hybrid dynamics are to be studied under the inverse-optimal approach of hybrid

games.

• Capture-the-Flag Winning Strategy: Provided the hybrid dynamical model

of capture-the-flag games and the simulation tool that encodes the rules of the

game, the design of near-optimal controllers with performance guarantees is an

open research problem. Model predictive control, multi-stage, or learning ap-

proaches can be studied.
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Part V

Proofs of Results for Two-Player

Zero-Sum Hybrid Games
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Appendix A

Proofs of Chapter 3

A.1 Proof of Theorem 3.2.1.

To show the claim we proceed as follows:

a) Pick an initial condition ξ and evaluate the cost associated to any solution yield

by γ, with values as in (3.13) and (3.14), from ξ. Show that this cost coincides

with the value of the function V at ξ.

b) Lower bound the cost associated to any solution from ξ when P2 plays γ2 :=

(γC2, γD2) by the value of the function V evaluated at ξ.

c) Upper bound the cost associated to any solution from ξ when P1 plays γ1 :=

(γC1, γD1) by the value of the function V evaluated at ξ.

d) By showing that the cost of any solution from ξ when P1 plays γ1 is not greater

than the cost of any solution yield by γ from ξ, and by showing that the cost of

any solution from ξ when P2 plays γ2 is not less than the cost of any solution yield

by γ from ξ, we show optimality of γ in Problem (⋄) in the min-max sense.

Proceeding as in item a above, pick any ξ ∈ Π(C) ∪ Π(D) and any (ϕ∗, u∗) ∈ S∞H (ξ)

with domϕ∗ ∋ (t, j) 7→ u∗(t, j) = γ(t, j, ϕ∗(t, j)). We show that the cost of (ϕ∗, u∗) is

optimal in the min-max sense. Given that V satisfies (3.9), and γC is as in (3.13), for

each j ∈ N such that Ijϕ∗ = [tj , tj+1] has a nonempty interior intIjϕ∗ , we have, for all
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t ∈ intIjϕ∗ ,

0 = min
uC1

max
uC2

uC(t,j)=(uC1,uC2)∈Πu(ϕ∗(t,j),C)

{LC(ϕ∗(t, j), uC(t, j)) + ⟨∇V (ϕ∗(t, j)), F (ϕ∗(t, j), uC(t, j))⟩}

= LC(ϕ
∗(t, j), γC(ϕ

∗(t, j))) + ⟨∇V (ϕ∗(t, j)), F (ϕ∗(t, j), γC(ϕ
∗(t, j)))⟩

and ϕ∗(t, j) ∈ Cγ , as in (2.4). Given that V is continuously differentiable on a neigh-

borhood of Π(C), we can express its total derivative along ϕ∗ as

d

dt
V (ϕ∗(t, j)) = ⟨∇V (ϕ∗(t, j)), F (ϕ∗(t, j), γC(ϕ

∗(t, j)))⟩ (A.1)

for every (t, j) ∈ int(Ijϕ∗) × {j} with int(Ijϕ∗) nonempty. Given that V satisfies (3.10)

and γD is as in (3.14), for every (tj+1, j) ∈ domϕ∗ such that (tj+1, j + 1) ∈ domϕ∗, we

have that

V (ϕ∗(tj+1, j)) = min
uD1

max
uD2

uD(tj+1,j)=(uD1,uD2)∈Πu(ϕ∗(tj+1,j),D)

{LD(ϕ∗(tj+1, j), uD(tj+1, j))

+V (G(ϕ∗(tj+1, j), uD(tj+1, j)}

= LD(ϕ
∗(tj+1, j), γD(ϕ

∗(tj+1, j))) + V (G(ϕ∗(tj+1, j), γD(ϕ
∗(tj+1, j))))

= LD(ϕ
∗(tj+1, j), γD(ϕ

∗(tj+1, j))) + V (ϕ∗(tj+1, j + 1)) (A.2)

where ϕ∗(tj+1, j) ∈ Dγ is defined in (2.4). Now, given that (ϕ∗, u∗) is maximal with

domϕ∗ ∋ (t, j) 7→ u∗(t, j) = γ(t, j, ϕ∗(t, j)), thanks to (C.1) and (C.2), from Corollary

3.2.3 and (3.11), we have that

V (ξ) = J (ξ, u∗). (A.3)

Continuing with item b as above, pick any (ϕs, u
s) ∈ SsH(ξ) where SsH(ξ)(⊂ S∞H (ξ))

is the set of solutions (ϕ, u) with u = (u1, u2), domϕ ∋ (t, j) 7→ u1(t, j) = γ̄1(t, j, ϕ(t, j))

for some γ̄1 ∈ K1, domϕ ∋ (t, j) 7→ u2(t, j) = γ2(t, j, ϕ(t, j)) for γ2 := (γC2, γD2) as in

(3.13) and (3.14). Since γ̄1 does not necessarily attain the minimum in (3.9), then, for

each j ∈ N such that Ijϕs = [tj , tj+1] has a nonempty interior intIjϕs , we have that for

every t ∈ intIjϕs ,

0 ≤ LC(ϕs(t, j), usC(t, j)) + ⟨∇V (ϕs(t, j)), F (ϕs(t, j), u
s
C(t, j))⟩ .

Similarly to (C.1), we have

d

dt
V (ϕs(t, j)) := ⟨∇V (ϕs(t, j)), F (ϕs(t, j), u

s
C(t, j))⟩ (A.4)
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for every (t, j) ∈ int(Ijϕs) × {j} with int(Ijϕs) nonempty. In addition, since γ̄1 does not

necessarily attain the minimum in (3.10), then for every (tj+1, j) ∈ domϕs such that

(tj+1, j + 1) ∈ domϕs, we have

V (ϕs(tj+1, j)) ≤ LD(ϕs(tj+1, j), u
s
D(tj+1, j)) + V (G(ϕs(tj+1, j), u

s
D(tj+1, j)))

= LD(ϕs(tj+1, j), u
s
D(tj+1, j)) + V (ϕs(tj+1, j + 1)) (A.5)

Now, given that (ϕs, us) is maximal, with us = (us1, u
s
2), u

s
1 defined by any γ̄1 ∈ K1, and

us2 defined by γ2 as in (3.13) and (3.14), thanks to (C.4) and (C.5), from Proposition 3.2.2

and (3.11), we have

V (ξ) ≤ J (ξ, us). (A.6)

Proceeding with item c as above, pick any (ϕw, u
w) ∈ SwH(ξ), where SwH(ξ)(⊂ S∞H (ξ)) is

the set of solutions (ϕ, u) with u = (u1, u2), domϕ ∋ (t, j) 7→ u1(t, j) = γ1(t, j, ϕ(t, j))

for γ1 := (γC1, γD1) as in (3.13) and (3.14), domϕ ∋ (t, j) 7→ u2(t, j) = γ̄2(t, j, ϕ(t, j))

for some γ̄2 ∈ K2. Since γ̄w does not necessarily attain the maximum in (3.9), then, for

each j ∈ N such that Ijϕw = [tj , tj+1] has a nonempty interior intIjϕw , we have that for

every t ∈ intIjϕw ,

0 ≥ LC(ϕw(t, j), uwC(t, j)) + ⟨∇V (ϕw(t, j)), F (ϕw(t, j), u
w
C(t, j))⟩

Similarly to (C.1), we have

d

dt
V (ϕw(t, j)) := ⟨∇V (ϕw(t, j)), F (ϕw(t, j), u

w
C(t, j))⟩ (A.7)

for every (t, j) ∈ int(Ijϕw)× {j} with int(Ijϕw) nonempty. In addition, since γ̄2 does not

necessarily attain the maximum in (3.10), then for every (tj+1, j) ∈ domϕw such that

(tj+1, j + 1) ∈ domϕw, we have

V (ϕw(tj+1, j)) ≥ LD(ϕw(tj+1, j), u
w
D(tj+1, j)) + V (G(ϕw(tj+1, j), u

w
D(tj+1, j)))

= LD(ϕw(tj+1, j), u
w
D(tj+1, j)) + V (ϕw(tj+1, j + 1)) (A.8)

Now, given that (ϕw, u
w) is maximal, with uw = (uw1 , u

w
2 ), u

w
1 defined by γ1 as in (3.13)

and (3.14), and uw2 defined by any γ̄2 ∈ K2, thanks to (C.7) and (C.8), from Corollary

3.2.3 and (3.11), we have that

V (ξ) ≥ J (ξ, uw). (A.9)
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Finally, by proceeding as in item d above, by applying the infimum on each side of

(D.23) over the set S∞H (ξ), we obtain

V (ξ) ≤ inf
u1:(ϕs,(u1,κ2(ϕs)))∈S∞

H (ξ)
J (ξ, (u1, κ2(ϕs)))=: V (ξ)

By applying the supremum on each side of (C.9) over the set S∞H (ξ), we obtain

V (ξ) ≥ sup
u2:(ϕw,(κ1(ϕw),u2))∈S∞

H (ξ)

J (ξ, (κ1(ϕw), u2))=: V (ξ).

Given that V (ξ) = J (ξ, u∗) from (A.3), we have that for any ξ ∈ Π(C) ∪ Π(D), each

(ϕ∗, u∗) ∈ S∞H (ξ) with u∗ = (κ1(ϕ
∗), κ2(ϕ

∗)) satisfies

V (ξ) ≤ J (ξ, u∗) ≤ V (ξ) (A.10)

Thanks to (ϕ∗, u∗) ∈ SsH(ξ) ∩ SwH(ξ)(⊂ S∞H (ξ)), we have

V (ξ) = sup
(ϕ∗,(κ1(ϕ∗),κ2(ϕ∗)))∈S∞

H (ξ)

J (ξ, (κ1(ϕ∗), κ2(ϕ∗))) (A.11)

and

V (ξ) = inf
(ϕ∗,(κ1(ϕ∗),κ2(ϕ∗)))∈S∞

H (ξ)

J (ξ, (κ1(ϕ∗), κ2(ϕ∗))). (A.12)

Given that the supremum and infimum are attained in (D.30) and (D.7) by V (ξ) and

V (ξ), respectively, (C.10) leads to

J (ξ, u∗) = min
u1

max
u2

(u1,u2)∈U∞
H (ξ)

J (ξ, (u1, u2)) (A.13)

Thus, from (A.3) and (C.13), V (ξ) is the value function for H, as in Definition 3.1.6,

and from (C.10), κ is the saddle-point equilibrium as in Definition 3.1.3.

A.2 Proof of Proposition 3.2.2.

Given a (ϕ, u) ∈ S∞H (ξ), where {tj}
supj domϕ

j=0 is a nondecreasing sequence associated

with the hybrid time domain of (ϕ, u) as in Definition 2.2.2, for each j ∈ N such that

Ijϕ has a nonempty interior intIjϕ, by integrating (3.15) over Ijϕ, we obtain

0 ≥
∫ tj+1

tj

(
LC(ϕ(t, j), uC(t, j)) +

d

dt
V (ϕ(t, j))

)
dt
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from where we have

0 ≥
∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+ V (ϕ(tj+1, j))− V (ϕ(tj , j))

Pick (t∗, j∗) ∈ dom(ϕ, u). Summing from j = 0 to j = j∗ we obtain

0 ≥
j∗∑
j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+

j∗∑
j=0

(V (ϕ(tj+1, j))− V (ϕ(tj , j)))

Then, solving for V at the initial condition ϕ(0, 0), we obtain

V (ϕ(0, 0)) ≥
j∗∑
j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+ V (ϕ(t1, 0)) +

j∗∑
j=1

(V (ϕ(tj+1, j))− V (ϕ(tj , j)))

(A.14)

In addition, if j∗ > 0, adding (3.16) from j = 0 to j = j∗ − 1, we obtain

j∗−1∑
j=0

V (ϕ(tj+1, j)) ≥
j∗−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j)) +

j∗−1∑
j=0

V (ϕ(tj+1, j + 1))

Then, solving for V at the first jump time, we obtain

V (ϕ(t1, 0)) ≥ V (ϕ(t1, 1)) +

j∗−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j))

+

j∗−1∑
j=1

(V (ϕ(tj+1, j + 1))− V (ϕ(tj+1, j)))

In addition, given that ϕ(0, 0) = ξ, lower bounding V (ϕ(t1, 0)) in (A.14) by the right-

hand side of (A.15), we obtain

V (ξ) ≥
j∗∑
j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+ V (ϕ(t1, 0)) +

j∗∑
j=1

(V (ϕ(tj+1, j))− V (ϕ(tj , j)))

≥
j∗∑
j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+

j∗−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j))

+

j∗−1∑
j=1

(V (ϕ(tj+1, j + 1))− V (ϕ(tj+1, j))) +

j∗∑
j=1

(V (ϕ(tj+1, j))− V (ϕ(tj , j)))

+ V (ϕ(t1, 1))
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Since

V (ϕ(t1, 1)) +

j∗−1∑
j=1

(V (ϕ(tj+1, j + 1))− V (ϕ(tj+1, j))) +

j∗∑
j=1

(V (ϕ(tj+1, j))− V (ϕ(tj , j)))

= V (ϕ(tj∗+1, j
∗)) + V (ϕ(t1, 1)) +

j∗−1∑
j=1

(V (ϕ(tj+1, j + 1)))−
j∗∑
j=1

(V (ϕ(tj , j)))

= V (ϕ(tj∗+1, j
∗))

then we have

V (ξ) ≥ V (ϕ(tj∗+1, j
∗)) +

j∗∑
j=0

∫ tj+1

tj

LC(ϕ(t, j), uC(t, j))dt+

j∗−1∑
j=0

LD(ϕ(tj+1, j), uD(tj+1, j))

By taking the limit when tj∗+1 + j∗ → supt domϕ + supj domϕ, we establish (5.13).

Notice that if j∗ = 0, the solution (ϕ, u) is continuous and (5.13) reduces to

V (ξ) ≥ lim sup
t∗→supt domϕ

∫ t∗

t0

LC(ϕ(t, 0), uC(t, 0))dt+ V (ϕ(t∗, 0)).

On the other hand, if tj∗+1 = 0 for all j∗, the solution (ϕ, u) is discrete and (5.13)

reduces to

V (ξ) ≥ lim sup
j∗→supj domϕ

j∗−1∑
j=0

LD(ϕ(0, j), uD(0, j)) + V (ϕ(0, j∗)).

A.3 Proof of Lemma 3.3.4.

(→) From (3.13) and (3.14) we have

min
uC1

max
uC2

uC=(uC1,uC2)∈Πu(x,C)

{LC(x, uC) + ⟨∇V (x), F (x, uC)⟩}

= LC(x, κC(x)) + ⟨∇V (x), F (x, κC(x))⟩ ∀x ∈ Π(C) (A.15)

and

min
uD1

max
uD2

uD=(uD1,uD2)∈Πu(x,D)

{LD(x, uD) + V (G(x, uD))}

= LD(x, κD(x)) + V (G(x, κD(x))) ∀x ∈ Π(D) (A.16)
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Thus, (3.9) and (A.15) imply

LC(x, κC(x)) + ⟨∇V (x), F (x, κC(x))⟩ = 0 ∀x ∈ Π(C), (A.17)

while, (3.10) and (A.16) imply

LD(x, κD(x)) + V (G(x, κD(x))) = V (x) ∀x ∈ Π(D). (A.18)

From (A.17) and (3.9), we have

min
uC1

uC1:(uC1,κC2(x))∈Πu(x,C)

{LC(x, (uC1, κC2(x))) + ⟨∇V (x), F (x, (uC1, κC2(x)))⟩} ≥ 0

∀x ∈ Π(C) (A.19)

and

max
uC2

uC2:(κC1(x),uC2)∈Πu(x,C)

{LC(x, (κC1(x), uC2)) + ⟨∇V (x), F (x, (κC1(x), uC2))⟩} ≤ 0

∀x ∈ Π(C) (A.20)

which imply (3.19) and (3.20), respectively. Likewise, From (A.18) and (3.10), we have

min
uD1

uD1:(uD1,κD2(x))∈Πu(x,D)

{LD(x, (uD1, κD2(x))) + V (G(x, (uD1, κD2(x))))} ≥ V (x)

∀x ∈ Π(D) (A.21)

and

max
uD2

uD2:(κD1(x),uD2)∈Πu(x,D)

{LD(x, (κD1(x), uD2)) + V (G(x, (κD1(x), uD2)))} ≤ V (x)

∀x ∈ Π(D) (A.22)

which imply (3.22) and (3.23), respectively.

(←) Given V and κ := (κC , κD) = ((κC1, κC2), (κD1, κD2)) such that (3.18)-(3.23) are

satisfied, and such that Cκ = Π(C), Dκ = Π(D), let us prove that V and κ satisfy (3.9),

(3.10), (3.13), and (3.14). From (3.18) and (3.19) we have

min
uC1

uC1:(uC1,κC2(x))∈Πu(x,C)

{LC(x, (uC1, κC2(x))) + ⟨∇V (x), F (x, (uC1, κC2(x)))⟩}

= LC(x, κC(x)) + ⟨∇V (x), F (x, κC(x))⟩ = 0 ∀x ∈ Π(C) (A.23)
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and from (3.18) and (3.20) we have

max
uC2

uC2:(κC1(x),uC2)∈Πu(x,C)

{LC(x, (κC1(x), uC2)) + ⟨∇V (x), F (x, (κC1(x), uC2))⟩}

= LC(x, κC(x)) + ⟨∇V (x), F (x, κC(x))⟩ = 0 ∀x ∈ Π(C) (A.24)

Thus, (A.23) and (A.24) imply (3.9) and (3.13). Similarly, from (3.21) and (3.22) we

have

min
uD1

uD1:(uD1,κD2(x))∈Πu(x,D)

{LD(x, (uD1, κD2(x))) + V (G(x, (uD1, κD2(x))))}

= LD(x, κD(x)) + V (G(x, κD(x))) = V (x) ∀x ∈ Π(D) (A.25)

and from (3.21) and (3.23) we have

max
uD2

uD2:(κD1(x),uD2)∈Πu(x,D)

{LD(x, (κD1(x), uD2)) + V (G(x, (κD1(x), uD2)))}

= LD(x, κD(x)) + V (G(x, κD(x))) = V (x) ∀x ∈ Π(D) (A.26)

Thus, (A.25) and (A.26) imply (3.10) and (3.14).

A.4 Proof of Theorem 3.3.5.

Since, by assumption, we have that Cκ = Π(C), Dκ = Π(D), and V, κ := (κC , κD) =

((κC1, κC2), (κD1, κD2)) are such that (3.18)-(3.23) hold, then, thanks to Lemma 3.3.4,

V and κ satisfy (3.9), (3.10), (3.13), and (3.14). Since in addition, for each ξ ∈ Cκ∪Dκ,

each ϕ ∈ S∞Hκ
(ξ) satisfies (3.11), we have from Theorem 3.2.1 that V is the value

function as in (6.4) for Hκ at Cκ ∪Dκ and the feedback law κ with values (3.13), (3.14)

is the saddle-point equilibrium for this game. Given that maximal solutions to Hκ
are complete by assumption, G(Dκ) ⊂ Cκ ∪Dκ. Then, V is a Lyapunov candidate for

Hκ [20, Definition 3.16] since Cκ∪Dκ ⊂ domV = Rn and V is continuously differentiable

on an open set containing Cκ. From (3.18) and (3.21), we have

⟨∇V (x), F (x, κC(x))⟩ ≤ −LC(x, κC(x)) ∀x ∈ Cκ, (A.27)

V (G(x, κD(x)))− V (x) ≤ −LD(x, κD(x)) ∀x ∈ Dκ. (A.28)

Moreover, if
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a) Item 1, item 4, or item 5 above hold, define

ρ(x, κ(x)) :=


LC(x, κC(x)) if x ∈ Cκ \Dκ

min{LC(x, κC(x)), LD(x, κD(x))} if x ∈ Cκ ∩Dκ

LD(x, κD(x)) if x ∈ Dκ \ Cκ

b) Item 2 above holds, define

ρ(x, κ(x)) :=


η(|x|A) if x ∈ Cκ \Dκ

min{η(|x|A), LD(x, κD(x))} if x ∈ Cκ ∩Dκ

LD(x, κD(x)) if x ∈ Dκ \ Cκ

c) Item 3 above holds, define

ρ(x, κ(x)) :=


LC(x, κC(x)) if x ∈ Cκ \Dκ

min{LC(x, κC(x)), η(|x|A)} if x ∈ Cκ ∩Dκ

η(|x|A) if x ∈ Dκ \ Cκ

d) Item 6 above holds, define

ρ(x, κ(x)) :=


λCV (x) if x ∈ Cκ \Dκ

min{λCV (x), eλDV (x)} if x ∈ Cκ ∩Dκ

eλDV (x) if x ∈ Dκ \ Cκ

Thus, given the functions α1, α2 satisfying (3.24), and given that from (D.31) and (D.32),

for each case above the function ρ satisfies

⟨∇V (x), F (x, κC(x))⟩ ≤ −ρ(x, κ(x)) ∀x ∈ Cκ, (A.29)

V (G(x, κD(x)))− V (x) ≤ −ρ(x, κ(x)) ∀x ∈ Dκ, (A.30)

thanks to [69, Theorem 3.18], the set A is uniformly globally asymptotically stable for

Hκ.
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A.5 Proof of Proposition 3.4.1

We show that when conditions (3.27)-(3.29) hold, by using Theorem 3.2.1, the value

function is equal to the function V and with the feedback law κ := (κC , κD) with values

as in (3.30) and (3.31), such a cost is attained. We can write (3.9) in Theorem 3.2.1 as

0 = min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

LC(x, uC),

LC(x, uC) = x⊤p QCxp + u⊤C1RC1uC1 + u⊤C2RC2uC2

+2x⊤p P (τ)(ACxp +BCuC) + x⊤p
d

dτ
P (τ)xp (A.31)

First, thanks to (3.27) and x⊤p (P (τ)AC + A⊤
CP (τ))xp = 2x⊤p P (τ)ACxp, for every x ∈

Π(C), one has

LC(x, uC) =x⊤p P (τ)(BC2R
−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ)xp

+ u⊤C1RC1uC1 + u⊤C2RC2uC2 + 2x⊤p P (τ)BCuC

The first-order necessary conditions for optimality

∂

∂uC1
LC(x, uC)

∣∣∣
u∗C

= 0,
∂

∂uC2
LC(x, uC)

∣∣∣
u∗C

= 0

for all (x, uC) ∈ C are satisfied by the point u∗C = (u∗C1, u
∗
C2), with values

u∗C1 = −R−1
C1B

⊤
C1P (τ)xp, u∗C2 = −R−1

C2B
⊤
C2P (τ)xp (A.32)

for each x = (xp, τ) ∈ Π(C). Since RC1,−RC2 ∈ SmD
+ , the second-order sufficient

conditions for optimality

∂2

∂u2C1

LC(x, uC)
∣∣∣
u∗C

⪰ 0,
∂2

∂u2C2

LC(x, uC)
∣∣∣
u∗C

⪯ 0,

hold for all (x, uC) ∈ C, rendering u∗C as in (D.36) as an optimizer of the min-max

problem in (D.35). In addition, it satisfies LC(x, u∗C) = 0, making V (x) = x⊤p P (τ)xp a

solution to (3.9) in Theorem 3.2.1.

On the other hand, we can write (3.10) in Theorem 3.2.1as

x⊤p P (T̄ )xp = min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

LD(x, uD),

LD(x, uD) = x⊤p QDxp + u⊤D1RD1uD1 + u⊤D2RD2uD2

+(ADxp +BDuD)
⊤P (0)(ADxp +BDuD) (A.33)
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Similar to the case along flows, the first-order necessary conditions for optimality are

satisfied by the point u∗D = (u∗D1, u
∗
D2), such that, for each xp ∈ Π(D),

u∗D = −

RD1 +B⊤
D1P (0)BD1 B⊤

D1P (0)BD2

B⊤
D2P (0)BD1 RD2 +B⊤

D2P (0)BD2

−1 B⊤
D1P (0)AD

B⊤
D2P (0)AD

xp (A.34)

Thanks to (3.28), the second-order sufficient conditions for optimality are satisfied,

rendering u∗D as in (D.42) as an optimizer of the min-max problem in (D.40). In addition,

u∗D satisfies LD(x, u∗D) = x⊤p P (T̄ )xp with T̄ ∈ {T1, T2} and P (T̄ ) as in (3.29), making

V (x) = x⊤p P (τ)xp a solution of (3.10) in Theorem 3.2.1.

Then, given that V is continuously differentiable on a neighborhood of Π(C) and

that Assumption 3.1.4 holds, by applying Theorem 3.2.1, in particular from (3.12), for

every ξ = (ξp, ξτ ) ∈ Π(C) ∪ Π(D) the value function is J ∗(ξ)x = ξ⊤p P (ξτ )ξp. From

(3.13) and (3.14), when P1 plays u∗1 defined by κ1 = (κC1, κD1) with values as in (3.30)

and (3.31), and P2 plays any disturbance u2 such that solutions to H with data as in

(3.26) are complete, then the cost is upper bounded by J (ξ, u∗), satisfying (3.2).

A.6 Proof of Corollary 3.4.3

We show that when conditions (3.37)-(3.39) hold, by using the result in Theorem

3.2.1, the value function is equal to the function V and under the feedback law as in

(3.40) such a cost is attained in the presence of the maximizing attack given by (3.41).

We can write (3.9) in Theorem 3.2.1 as 0 = 2x⊤PF (x) for all x ∈ Π(C), which is

satisfied thanks to (3.37). Likewise, we can write (3.10) in Theorem 3.2.1 as

x⊤Px = min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

LD(x, uD),

LD(x, uD) = x⊤QDx+ u⊤D1RD1uD1 + u⊤D2RD2uD2

+(ADx+BDuD)
⊤P (ADx+BDuD) (A.35)

The first order necessary conditions for optimality are satisfied by u∗D = (u∗D1, u
∗
D2),

defined for each x∈Π(D) as

u∗D = −

RD1 +B⊤
D1PBD1 B⊤

D1PBD2

B⊤
D2PBD1 RD2 +B⊤

D2PBD2

−1 B⊤
D1PAD

B⊤
D2PAD

x (A.36)
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Given that (3.38) holds, the second-order sufficient conditions for optimality are satis-

fied, rendering u∗D as in (A.36) as an optimizer of the min-max problem in (A.35). In

addition, u∗D satisfies LD(x, u∗D) = x⊤Px, with P as in (3.39), leading V (x) = x⊤Px as

a solution of (3.10) in Theorem 3.2.1.

Thus, given that V is continuously differentiable in Rn and Assumption (3.1.4) holds,

by applying Theorem 3.2.1, in particular from (3.12), for every ξ ∈ Π(C) ∪ Π(D) the

value function is J ∗(ξ) = J (ξ, (u∗D1, u
∗
D2)) = ξ⊤Pξ. From (3.13) and (3.14), when P2

plays u∗2 defined by κD2 as in (3.41), P1 minimizes the cost of complete solutions to H
by playing u∗1 defined by κD1 as in (3.40), attaining J (ξ, u∗), and satisfying (3.2).
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Appendix B

Proofs of Chapter 4

B.1 Proof of Theorem 4.2.1

To show the claim we proceed as follows:

1. Pick an initial condition ξ and evaluate the cost associated to any solution yield

by γ = (γC , γD), with values as in (4.2.1) and (4.2.1), from ξ. Show that this cost

coincides with the value of the function V at ξ.

2. Lower bound the cost associated to any solution from ξ when P2 plays γ2 :=

(γC2, γD2) by the value of the function V evaluated at ξ.

3. Upper bound the cost associated to any solution from ξ when P1 plays γ1 :=

(γC1, γD1) by the value of the function V evaluated at ξ.

4. By showing that the cost of any solution from ξ when P1 plays γ1 is not less than

the cost of any solution yield by γ from ξ, and by showing that the cost of any

solution from ξ when P2 plays γ2 is not greater than the cost of any solution yield

by γ from ξ, we show optimality of γ in Problem (⋆) in the min-max sense.

Proceeding as in item 1 above, pick any ξ ∈ Π(C̄ ∪ D) and any (ϕ∗, u∗) ∈ ŜTH(ξ)

with domϕ∗ ∋ (t, j) 7→ u∗(t, j) = γ(t, j, ϕ∗(t, j)), and (Tϕ∗ , Jϕ∗) = (tJϕ∗+1, Jϕ∗) =

sup dom(ϕ∗, u∗) ∈ T . We show that the cost of (ϕ∗, u∗) is optimal in the min-max

sense. Given that V satisfies (4.7), and γC is as in (4.2.1), for each j ∈ N such that
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Ijϕ∗ = [tj , tj+1] has a nonempty interior intIjϕ∗ , we have, for all t ∈ intIjϕ∗ ,

0 = min
uC1

max
uC2

uC(t,j)=(uC1,uC2)∈Πu(ϕ∗(t,j),C)

{LC(t, j, ϕ∗(t, j), uC(t, j))

+
∂V

∂x
(t, j, ϕ∗(t, j))F (ϕ∗(t, j), uC(t, j))

}
+
∂V

∂t
(t, j, ϕ∗(t, j))

= LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j))) +
∂V

∂t
(t, j, ϕ∗(t, j))

+
∂V

∂x
(t, j, ϕ∗(t, j))F (ϕ∗(t, j), γC(t, j, ϕ

∗(t, j)))

and ϕ∗(t, j) ∈ Π(C). Given that the total derivative is defined as dV
dt (t, j, ϕ

∗(t, j)) =

∂V
∂t (t, j, ϕ

∗(t, j)) + ∂V
∂x (t, j, ϕ

∗(t, j))F (ϕ∗(t, j), γC(t, j, ϕ
∗(t, j))) for every (t, j) such that

t ∈ domt ϕ
∗, by integrating over the interval [tj , tj+1], we obtain

0 =

∫ tj+1

tj

(
LC(t, j, ϕ

∗(t, j), γC(t, j, ϕ
∗(t, j))) +

dV

dt
(t, j, ϕ∗(t, j))

)
dt

from where we have

0 =

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))dt+ V (tj+1, j, ϕ
∗(tj+1, j))− V (t, j, ϕ∗(tj , j))

Summing from j = 0 to j = Jϕ∗ , we obtain

0 =

Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))dt

+

Jϕ∗∑
j=0

(V (tj+1, j, ϕ
∗(tj+1, j))− V (t, j, ϕ∗(tj , j)))

Then, solving for V at the initial condition (0, 0, ϕ∗(0, 0)), since t0 = 0, we obtain

V (0, 0, ϕ∗(0, 0)) =

Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))dt+ V (t1, 0, ϕ
∗(t1, 0))

+

Jϕ∗∑
j=1

(V (tj+1, j, ϕ
∗(tj+1, j))− V (t, j, ϕ∗(tj , j))) (B.1)

Given that V satisfies (4.8), γD is as in (4.2.1), and ϕ∗ is not complete, for every

(tj+1, j) ∈ domϕ∗ such that (tj+1, j + 1) ∈ domϕ∗, we have that

V (tj+1, j, ϕ
∗(tj+1, j))
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= min
uD1

max
uD2

uD(tj+1,j)=(uD1,uD2)∈Πu(ϕ∗(tj+1,j),D)

{LD(tj+1, j, ϕ
∗(tj+1, j), uD(tj+1, j))

+V (tj+1, j + 1, G(ϕ∗(tj+1, j), uD(tj+1, j)}

= LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+V (tj+1, j + 1, G(ϕ∗(tj+1, j), γD(tj+1, j, ϕ
∗(tj+1, j))))

= LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j))) + V (tj+1, j + 1, ϕ∗(tj+1, j + 1))

where ϕ∗(tj+1, j) ∈ Π(D). Summing both sides from j = 0 to j = Jϕ∗ − 1, we obtain

Jϕ∗−1∑
j=0

V (tj+1, j, ϕ
∗(tj+1, j)) =

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+

Jϕ∗−1∑
j=0

V (tj+1, j + 1, ϕ∗(tj+1, j + 1))

Then, solving for V at the first jump time, we obtain

V (t1, 0, ϕ
∗(t1, 0)) =

V (t1, 1, ϕ
∗(t1, 1)) +

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j))) (B.2)

+

Jϕ∗−1∑
j=1

(V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j)))
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ϕ∗(0, 0) = ξ, by substituting the right hand side of (B.2) in (B.1), we obtain

V (0, 0, ξ) =

Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))dt+ V (t1, 0, ϕ
∗(t1, 0))

+

Jϕ∗∑
j=1

(V (tj+1, j, ϕ
∗(tj+1, j))− V (t, j, ϕ∗(tj , j)))

=

Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))dt

+

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j))) + V ((t1, 1, ϕ
∗(t1, 1))

+

Jϕ∗−1∑
j=1

(V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j)))

+

Jϕ∗∑
j=1

(V (tj+1, j, ϕ
∗(tj+1, j))− V (t, j, ϕ∗(tj , j)))

Since

Jϕ∗−1∑
j=1

(V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j)))

+V ((t1, 1, ϕ
∗(t1, 1)) +

Jϕ∗∑
j=1

(V (tj+1, j, ϕ
∗(tj+1, j))− V (t, j, ϕ∗(tj , j)))

= V ((tJϕ∗+1, Jϕ∗ , ϕ
∗(tJϕ∗+1, Jϕ∗)) + V ((t1, 1, ϕ

∗(t1, 1))

+

Jϕ∗−1∑
j=1

(V (tj+1, j + 1, ϕ∗(tj+1, j + 1)))−
Jϕ∗∑
j=1

(V (t, j, ϕ∗(tj , j)))

= V (tJϕ∗+1, Jϕ∗ , ϕ
∗(tJϕ∗+1, Jϕ∗))

then we have

V (0, 0, ξ) =

Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))dt

+

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+V (tJϕ∗+1, Jϕ∗ , ϕ
∗(tJϕ∗+1, Jϕ∗))
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Given that (4.9) holds and (Tϕ∗ , Jϕ∗) ∈ T , from (4.3) we have

V (0, 0, ξ) =

Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))dt

+

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+V (Tϕ∗ , Jϕ∗ , ϕ
∗(Tϕ∗ , Jϕ∗))

= J (ξ, u∗) (B.3)

for any (ϕ∗, u∗) ∈ STH(ξ) with domϕ∗ ∋ (t, j) 7→ u∗(t, j) = γ(t, j, ϕ∗(t, j)).

Continuing with item 2 as above, pick any (ϕs, u
s) ∈ STH(ξ) with us = (us1, u

s
2),

domϕs ∋ (t, j) 7→ us1(t, j) = γ̄1(t, j, ϕs(t, j)) for some γ̄1 ∈ K1, domϕs ∋ (t, j) 7→
us2(t, j) = γ2(t, j, ϕs(t, j)) for γ2 := (γC2, γD2) as in (4.2.1) and (4.2.1), and (Tϕs , Jϕs) =

(tJϕs+1, Jϕs) = sup dom(ϕs, u
s) ∈ T . Since γ̄1 does not necessarily attain the minimum

in (4.7), then, for each j ∈ N such that Ijϕs = [tj , tj+1] has a nonempty interior intIjϕs ,

we have that for every t ∈ intIjϕs ,

0 ≤ LC(t, j, ϕs(t, j), usC(t, j)) +
∂V

∂t
(t, j, ϕs(t, j)) +

∂V

∂x
(t, j, ϕs(t, j))F (ϕs(t, j), u

s
C(t, j))

Given that the total derivative is defined as dV
dt (t, j, ϕs(t, j)) :=

∂V
∂t (t, j, ϕs(t, j))

+∂V
∂x (t, j, ϕs(t, j))F (ϕs(t, j), u

s
C(t, j)) for every (t, j) : t ∈ domt ϕs, by integrating over

the interval [tj , tj+1], we obtain

0 ≤
∫ tj+1

tj

(
LC(t, j, ϕs(t, j), u

s
C(t, j)) +

dV

dt
(t, j, ϕs(t, j))

)
dt

from which we have

V (tj , j, ϕs(tj , j)) ≤
∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s
C(t, j))dt+ V (tj+1, j, ϕs(tj+1, j))

Summing both sides from j = 0 to j = Jϕs , we obtain

Jϕs∑
j=0

V (tj , j, ϕs(tj , j)) ≤
Jϕs∑
j=0

∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s
C(t, j))dt+

Jϕs∑
j=0

V (tj+1, j, ϕs(tj+1, j))
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Then, solving for V at the initial condition (0, 0, ϕs(0, 0)), we obtain

V (0, 0, ϕs(0, 0)) ≤
Jϕs∑
j=0

∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s
C(t, j))dt+ V (t1, 0, ϕs(t1, 0))

+

Jϕs∑
j=1

(V (tj+1, j, ϕs(tj+1, j))− V (tj , j, ϕs(tj , j))) (B.4)

In addition, since us, with us1 defined by γ̄1 does not necessarily attain the minimum in

(4.8), then for every (tj+1, j) ∈ domϕs such that (tj+1, j + 1) ∈ domϕs, we have

V (tj+1, j, ϕs(tj+1, j))

≤ LD(tj+1, j, ϕs(tj+1, j), u
s
D(tj+1, j)) + V (tj+1, j + 1, G(ϕs(tj+1, j), u

s
D(tj+1, j)))

= LD(tj+1, j, ϕs(tj+1, j), u
s
D(tj+1, j)) + V (tj+1, j + 1, ϕs(tj+1, j + 1))

Summing both sides from j = 0 to j = Jϕs − 1, we obtain

Jϕs−1∑
j=0

V (tj+1, j, ϕs(tj+1, j)) ≤
Jϕs−1∑
j=0

LD(tj+1, j, ϕs(tj+1, j), u
s
D(tj+1, j))

+

Jϕs−1∑
j=0

V (tj+1, j + 1, ϕs(tj+1, j + 1))

Then, solving for V at the first jump time, we obtain

V (t1, 0, ϕs(t1, 0)) ≤ V (t1, 1, ϕs(t1, 1)) +

Jϕs−1∑
j=0

LD(tj+1, j, ϕs(tj+1, j), u
s
D(tj+1, j))

+

Jϕs−1∑
j=1

(V (tj+1, j + 1, ϕs(tj+1, j + 1))− V (tj+1, j, ϕs(tj+1, j))) (B.5)

In addition, ϕs(0, 0) = ξ, upper bounding V (t1, 0, ϕs(t1, 0)) in (B.4) by the right hand-
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side of (B.5), we obtain

V (0, 0, ξ) ≤
Jϕs∑
j=0

∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s
C(t, j))dt+ V (t1, 0, ϕs(t1, 0))

+

Jϕs∑
j=1

(V (tj+1, j, ϕs(tj+1, j))− V (tj , j, ϕs(tj , j)))

≤
Jϕs∑
j=0

∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s
C(t, j))dt

+

Jϕs−1∑
j=0

LD(tj+1, j, ϕs(tj+1, j), u
s
D(tj+1, j))

+

Jϕs−1∑
j=1

(V (tj+1, j + 1, ϕs(tj+1, j + 1))− V (tj+1, j, ϕs(tj+1, j)))

+V (t1, 1, ϕs(t1, 1)) +

Jϕs∑
j=1

(V (tj+1, j, ϕs(tj+1, j))− V (tj , j, ϕs(tj , j)))

Since

V (t1, 1, ϕs(t1, 1)) +

Jϕs−1∑
j=1

(V (tj+1, j + 1, ϕs(tj+1, j + 1))− V (tj+1, j, ϕs(tj+1, j)))

+

Jϕs∑
j=1

(V (tj+1, j, ϕs(tj+1, j))− V (tj , j, ϕs(tj , j)))

= V (tJϕs+1, Jϕs , ϕs(tJϕs+1, Jϕs)) + V (t1, 1, ϕs(t1, 1))

+

Jϕs−1∑
j=1

(V (tj+1, j + 1, ϕs(tj+1, j + 1)))−
Jϕs∑
j=1

(V (tj , j, ϕs(tj , j)))

= V (tJϕs+1, Jϕs , ϕs(tJϕs+1, Jϕs))

then we have

V (0, 0, ξ) ≤
Jϕs∑
j=0

∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s
C(t, j))dt

+

Jϕs−1∑
j=0

LD(tj+1, j, ϕs(tj+1, j), u
s
D(tj+1, j))

+V (tJϕs+1, Jϕs , ϕs(tJϕs+1, Jϕs))
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Given that (4.9) holds and (Tϕs , Jϕs) ∈ T , from (4.3 )we have

V (0, 0, ξ) ≤
supj domϕs∑

j=0

∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s
C(t, j))dt

+

supj domϕs−1∑
j=0

LD(tj+1, j, ϕs(tj+1, j), u
s
D(tj+1, j))

+V (Tϕs , Jϕs , ϕs(Tϕs , Jϕs))

≤ J (ξ, us) (B.6)

for us = (us1, u
s
2), with u

s
1 defined by any γ̄1 ∈ K1 and us2 defined by γ2 as in (4.2.1) and

(4.2.1).

Proceeding with item 3 as above, pick any (ϕw, u
w) ∈ STH(ξ) with uw = (uw1 , u

w
2 ),

domϕw ∋ (t, j) 7→ uw1 (t, j) = γ1(t, j, ϕw(t, j)) for γ1 := (γC1, γD1) as in (4.2.1) and

(4.2.1), domϕw ∋ (t, j) 7→ uw2 (t, j) = γ̄2(t, j, ϕw(t, j)) for some γ̄2 ∈ K2, and (Tϕw , Jϕw) =

(tJϕw+1, Jϕw) = sup dom(ϕw, u
w) ∈ T . Since γ̄w does not necessarily attain the maxi-

mum in (4.7), then, for each j ∈ N such that Ijϕw = [tj , tj+1] has a nonempty interior

intIjϕw , we have that for every t ∈ intIjϕw ,

0 ≥ LC(t, j, ϕw(t, j), uwC(t, j))+
∂V

∂t
(t, j, ϕw(t, j)) +

∂V

∂x
(t, j, ϕw(t, j))F (ϕw(t, j), u

w
C(t, j))

Given that the total derivative is defined as

dV

dt
(t, j, ϕw(t, j)) :=

∂V

∂t
(t, j, ϕw(t, j)) +

∂V

∂x
(t, j, ϕw(t, j))F (ϕw(t, j), u

w
C(t, j))

for every (t, j) : t ∈ domt ϕw, by integrating over the interval [tj , tj+1], we obtain

0 ≥
∫ tj+1

tj

(
LC(t, j, ϕw(t, j), u

w
C(t, j)) +

dV

dt
(t, j, ϕw(t, j))

)
dt

from which we have

V (tj , j, ϕw(tj , j)) ≥
∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w
C(t, j))dt+ V (tj+1, j, ϕw(tj+1, j))

Summing both sides from j = 0 to j = Jϕw , we obtain

Jϕw∑
j=0

V (tj , j, ϕw(tj , j)) ≥
Jϕw∑
j=0

∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w
C(t, j))dt+

Jϕw∑
j=0

V (tj+1, j, ϕw(tj+1, j))
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Then, solving for V at the initial condition (0, 0, ϕw(0, 0)), we obtain

V (0, 0, ϕw(0, 0)) ≥
Jϕw∑
j=0

∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w
C(t, j))dt+ V (t1, 0, ϕw(t1, 0))

+

Jϕw∑
j=1

(V (tj+1, j, ϕw(tj+1, j))− V (tj , j, ϕw(tj , j)))

(B.7)

In addition, since uw, with uw2 defined by γ̄2 does not necessarily attain the maximum

in (4.8), then for every (tj+1, j) ∈ domϕw such that (tj+1, j + 1) ∈ domϕw, we have

V (tj+1, j, ϕw(tj+1, j)) ≥ LD(tj+1, j, ϕw(tj+1, j), u
w
D(tj+1, j))

+V (tj+1, j + 1, G(ϕw(tj+1, j), u
w
D(tj+1, j)))

= LD(tj+1, j, ϕw(tj+1, j), u
w
D(tj+1, j)) + V (tj+1, j + 1, ϕw(tj+1, j + 1))

Summing both sides from j = 0 to j = Jϕw − 1, we obtain

Jϕw−1∑
j=0

V (tj+1, j, ϕw(tj+1, j)) ≥
Jϕw−1∑
j=0

LD(tj+1, j, ϕw(tj+1, j), u
w
D(tj+1, j))

+

Jϕw−1∑
j=0

V (tj+1, j + 1, ϕw(tj+1, j + 1))

Then, solving for V at the first jump time, we obtain

V (t1, 0, ϕw(t1, 0)) ≥V (t1, 1, ϕw(t1, 1)) +

Jϕw−1∑
j=0

LD(tj+1, j, ϕw(tj+1, j), u
w
D(tj+1, j))

+

Jϕw−1∑
j=1

(V (tj+1, j + 1, ϕw(tj+1, j + 1))− V (tj+1, j, ϕw(tj+1, j)))

(B.8)

In addition, ϕw(0, 0) = ξ, lower bounding V (t1, 0, ϕw(t1, 0)) in (B.7) by the right-hand
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side of (B.8), we obtain

V (0, 0, ξ) ≥
Jϕw∑
j=0

∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w
C(t, j))dt+ V (t1, 0, ϕw(t1, 0))

+

Jϕw∑
j=1

(V (tj+1, j, ϕw(tj+1, j))− V (tj , j, ϕw(tj , j)))

≥
Jϕw∑
j=0

∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w
C(t, j))dt

+

Jϕw−1∑
j=0

LD(tj+1, j, ϕw(tj+1, j), u
w
D(tj+1, j))

+

Jϕw−1∑
j=1

(V (tj+1, j + 1, ϕw(tj+1, j + 1))− V (tj+1, j, ϕw(tj+1, j)))

+V (t1, 1, ϕw(t1, 1))

+

Jϕw∑
j=1

(V (tj+1, j, ϕw(tj+1, j))− V (tj , j, ϕw(tj , j)))

Since
Jϕw−1∑
j=1

(V (tj+1, j + 1, ϕw(tj+1, j + 1))− V (tj+1, j, ϕw(tj+1, j)))

+V (t1, 1, ϕw(t1, 1)) +

Jϕw∑
j=1

(V (tj+1, j, ϕw(tj+1, j))− V (tj , j, ϕw(tj , j)))

= V (tJϕw+1, Jϕw , ϕw(tJϕw+1, Jϕw)) + V (t1, 1, ϕw(t1, 1))

+

Jϕw−1∑
j=1

(V (tj+1, j + 1, ϕw(tj+1, j + 1)))−
Jϕw∑
j=1

(V (tj , j, ϕw(tj , j)))

= V (tJϕw+1, Jϕw , ϕw(tJϕw+1, Jϕw))

then we have

V (0, 0, ξ) ≥
Jϕw∑
j=0

∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w
C(t, j))dt

+

Jϕw−1∑
j=0

LD(tj+1, j, ϕw(tj+1, j), u
w
D(tj+1, j))

+V (tJϕw+1, Jϕw , ϕw(tJϕw+1, Jϕw))
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Given that (4.9) holds and (Tϕw , Jϕw) ∈ T , from (4.3) we have

V (0, 0, ξ) ≥
Jϕw∑
j=0

∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w
C(t, j))dt

+

Jϕw−1∑
j=0

LD(tj+1, j, ϕw(tj+1, j), u
w
D(tj+1, j))

+V (Tϕw , Jϕw , ϕw(Tϕw , Jϕw))

≥ J (ξ, uw) (B.9)

for uw = (uw1 , u
w
2 ), with uw1 defined by γ1 as in (4.2.1) and (4.2.1) and uw2 defined by

any γ̄2 ∈ K2. Finally, given the set of solutions with finite horizon, namely STH(ξ), by

proceeding as in item 4 above, by applying the infimum on each side of (D.23) over the

set S∞H (ξ), we obtain

V (0, 0, ξ) ≤ inf
(ϕs,(u1,κ2(ϕs)))∈ST

H(ξ)
J (ξ, (u1, κ2(ϕs))

By applying the supremum on each side of (C.9) over the set STH(ξ), we obtain

V (0, 0, ξ) ≥ sup
(ϕw,(κ1(ϕw),u2))∈ST

H(ξ)

J (ξ, (κ1(ϕw), u2)).

Given that (B.3) leads to V (0, 0, ξ) = J (ξ, u∗), we have that for any ξ ∈ Π(C̄∪D), each

(ϕ∗, u∗) ∈ STH(ξ) with u∗ = (κ1(ϕ
∗), κ2(ϕ

∗)) satisfies

sup
(ϕw,(κ1(ϕw),u2))∈ST

H(ξ)

J (ξ, (κ1(ϕw), u2)) ≤ J (ξ, u∗) ≤ inf
(ϕs,(u1,κ2(ϕs)))∈ST

H(ξ)
J (ξ, (u1, κ2(ϕs)))

(B.10)

Since a response ϕw rendered by κ1 or a response ϕs rendered by κ2 can equate the

response ϕ∗ by properly choosing u2 or u1, respectively, we have

sup
(ϕw,(κ1(ϕw),u2))∈ST

H(ξ)

J (ξ, (κ1(ϕw), u2)) = sup
(ϕ∗,(κ1(ϕ∗),κ2(ϕ∗)))∈ST

H(ξ)

J (ξ, (κ1(ϕ∗), κ2(ϕ∗))

(B.11)

and

inf
(ϕs,(u1,κ2(ϕs)))∈ST

H(ξ)
J (ξ, (u1, κ2(ϕs))) = inf

(ϕ∗,(κ1(ϕ∗),κ2(ϕ∗)))∈ST
H(ξ)
J (ξ, (κ1(ϕ∗), κ2(ϕ∗)))

(B.12)
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leading to

J (ξ, u∗) = min
u1

max
u2

(u1,u2)∈UT
H(ξ)

J (ξ, (u1, u2)) (B.13)

Thus, from (B.3) and (C.13), V (0, 0, ξ) is the value function for H, as in Definition 4.1.2

and from (C.10), γ is the saddle-point equilibrium as in Definition 3.1.3.

B.2 Proof of Corollary 4.3.2

We show that when conditions (4.14)-(4.16) hold, by using the result in Theorem

4.2.1, the value function is equal to the function V and with the feedback law with

values as in (4.17) and (4.18), such a cost is attained. We can write (4.7) in Theorem

4.2.1 as

0 = min
uC1

max
uC2

uC=(uC1,uC2)∈ΠC
u (x)

SC(x, uC),

SC(x, uC) = x⊤p QCxp + u⊤C1RC1uC1 + u⊤C2RC2uC2 (B.14)

+2x⊤p P (τ)(ACxp +BCuC) + x⊤p
dP (τ)

dτ
xp

First, given that (4.14) holds for all τ ∈ (0, T̄ ), and x⊤p (P (τ))AC + A⊤
CP (τ)xp =

x⊤p (2P (τ)AC)xp for every (τ, xp), one has

SC(x, uC) = x⊤p P (τ)(BC2R
−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ)xp

+u⊤C1RC1uC1 + u⊤C2RC2uC2 + 2x⊤p P (τ)BCuC
(B.15)

The first order necessary conditions for optimality

∂

∂uC1

(
x⊤p P (τ)(BC2R

−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ)xp

+u⊤C1RC1uC1 + u⊤C2RC2uC2 + 2x⊤p P (τ)(BC1uC1 +BC2uC2)
)∣∣∣
u∗C

= 0

∂

∂uC2

(
x⊤p P (τ)(BC2R

−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ)xp

+u⊤C1RC1uC1 + u⊤C2RC2uC2 + 2x⊤p P (τ)(BC1uC1 +BC2uC2)
)∣∣∣
u∗C

= 0

are satisfied by the stationary point u∗C = (u∗C1, u
∗
C2), with values for each τ ∈ (0, T̄ )

u∗C1 = −R−1
C1B

⊤
C1P (τ)xp (B.16)

224



u∗C2 = −R−1
C2B

⊤
C2P (τ)xp (B.17)

Given that RC1,−RC2 ∈ SmD
+ , the second-order sufficient conditions for optimality,

namely,

∂2

∂u2C1

(
x⊤p P (τ)(BC2R

−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ)xp

+u⊤C1RC1uC1 + u⊤C2RC2uC2 + 2x⊤p P (τ)(BC1uC1 +BC2uC2)
)∣∣∣
u∗C1

⪰ 0

∂2

∂u2C2

(
x⊤p P (τ)(BC2R

−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ)xp

+u⊤C1RC1uC1 + u⊤C2RC2uC2 + 2x⊤p P (τ)(BC1uC1 +BC2uC2)
)∣∣∣
u∗C2

⪯ 0

hold, rendering u∗C as in (B.16) and (D.36) as an optimizer of the min-max problem in

(D.35). In addition, it satisfies SC(x, u
∗
C) = 0, making V (t, j, x) = x⊤p P (τ)xp a solution

of (4.7) in Theorem 4.2.1.

On the other hand, we can write (4.8) in Theorem 4.2.1 as

x⊤p P (T̄ )xp = min
uD1

max
uD2

uD=(uD1,uD2)∈ΠD
u (x)

SD(x, uD),

SD(x, uD) = x⊤p QDxp + u⊤D1RD1uD1 + u⊤D2RD2uD2

+(ADxp +BDuD)
⊤P (0)(ADxp +BDuD) (B.18)

which can be expanded as

SD(x, uD) = x⊤p (QD +A⊤
DP (0)AD)xp + 2x⊤p A

⊤
DP (0)BDuD

+ u⊤D1(RD1 +B⊤
D1P (0)BD1)uD1 + u⊤D2(RD2 +B⊤

D2P (0)BD2)uD2

+ u⊤D1(B
⊤
D1P (0)BD2)uD2 + u⊤D2(B

⊤
D2P (0)BD1)uD1 (B.19)

The first order necessary conditions for optimality

∂

∂uD1
SD(x, uD)|u∗D = 0

∂

∂uD2
SD(x, uD)|u∗D = 0

are satisfied by the stationary point u∗D = (u∗D1, u
∗
D2), such that for each xp ∈ Π(D)

u∗D = −

RD1 +B⊤
D1P (0)BD1 B⊤

D1P (0)BD2

B⊤
D2P (0)BD1 RD2 +B⊤

D2P (0)BD2

−1 B⊤
D1P (0)AD

B⊤
D2P (0)AD

xp (B.20)
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Given that (4.15) holds, the second-order sufficient conditions for optimality, namely,

∂2

∂u2D1

SD(x, uD)|u∗D ⪰ 0,

∂2

∂u2D2

SD(x, uD)|u∗D ⪯ 0,

are satisfied, rendering u∗D as in (D.42) as an optimizer of the min-max problem in

(D.40). In addition, u∗D satisfies SD(x, u
∗
D) = x⊤p P (T̄ )xp, with P (T̄ ) as in (4.16), making

V (x) = x⊤p P (τ)xp a solution of (4.8) in Theorem 4.2.1.

Then, given that V is continuously differentiable on a neighborhood of Π(C) and

Assumption 3.1.4 holds, by applying Theorem 4.2.1, in particular from (4.10), for every

(t, j, ξp) such that (t, j) ∈ T≤τp the value function is J ∗
T (ξ) = J (ξ, ((u∗C1, u

∗
D1), (u

∗
C2, u

∗
D2))

= ξ⊤p P (τ)ξp. From (4.2.1) and (4.2.1) the feedback law γ = (γC , γD) with values as in

(4.17) and (4.18) is a pure strategy saddle-point equilibrium.

B.3 Proof of Lemma 4.4.1

Pick any (ϕs, u
s) ∈ STH(ξ) with us = (us1, u

s
2), domϕs ∋ (t, j) 7→ us1(t, j) =

γ̄1(t, j, ϕs(t, j)) for some γ̄1 ∈ K1, domϕs ∋ (t, j) 7→ us2(t, j) = γ∗2(t, j, ϕs(t, j)) for γ
∗
2 :=

(γ∗C2, γ
∗
D2) attining the supremum in (4.25) and (4.26), and (Tϕs , Jϕs) = (tJϕs+1, Jϕs) =

sup dom(ϕs, u
s) ∈ T . Since γ̄1 does not necessarily attain the infimum in (4.25), then,

for each j ∈ N such that Ijϕs = [tj , tj+1] has a nonempty interior intIjϕs , we have that

for every t ∈ intIjϕs ,

−ε ≤ min
uC1

max
uC2

uC=(uC1,uC2)∈Πu(ϕs(t,j),C)

{
LC(t, j, ϕ(t, j), uC(t, j)) +

∂V

∂x
(t, j, ϕs(t, j))F (ϕs(t, j), uC(t, j))

}

+
∂V

∂t
(t, j, ϕs(t, j))

≤ LC(t, j, ϕs(t, j), usC(t, j)) +
∂V

∂x
(t, j, ϕs(t, j))F (ϕs(t, j), u

s
C(t, j)) +

∂V

∂t
(t, j, ϕs(t, j))

(B.21)

Given that the total derivative is defined as dV
dt (t, j, ϕs(t, j)) =

∂V
∂t (t, j, ϕs(t, j))

+∂V
∂x (t, j, ϕs(t, j))F (ϕs(t, j), u

s(t, j)) for every (t, j) such that t ∈ domt ϕs, by integrating
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(B.21) over the interval [tj , tj+1], and adding them up from j = 0 to j = Jϕs , we obtain

Jϕs∑
j=0

(tj+1 − tj)(−ε) ≤
Jϕs∑
j=0

∫ tj+1

tj

(LC(t, j, ϕs(t, j), u
s(t, j))

+
∂V

∂x
(t, j, ϕs(t, j))F (ϕs(t, j), u

s(t, j)) +
∂V

∂t
(t, j, ϕs(t, j))

)
dt

which yields

−εTϕs ≤
Jϕs∑
j=0

∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s(t, j))dt+ V (t1, 0, ϕs(t1, 0))− V (0, 0, ξ)

+

Jϕs∑
j=1

V (tj+1, j, ϕs(tj+1, j))− V (tj , j, ϕs(tj , j)) (B.22)

Since γ̄1 does not necessarily attain the infimum in (4.26), then, for every (tj+1, j) ∈
domϕs such that (tj+1, j + 1) ∈ domϕs, we have that

−ε ≤ min
uD1

max
uD2

uD=(uD1,uD2)∈Πu(ϕs(tj+1,j),D)

{LD(tj+1, j, ϕs(tj+1, j), uD(tj+1, j))

+V (tj+1, j, G(ϕs(tj+1, j), uD(tj+1, j)))} − V (tj+1, j, ϕs(tj+1, j))

≤ LD(tj+1, j, ϕs(tj+1, j), u
s(tj+1, j)) + V (tj+1, j + 1, ϕs(tj+1, j + 1))

−V (tj+1, j, ϕs(tj+1, j)) (B.23)

Summing both sides from j = 0 j = Jϕs − 1, we obtain

Jϕs−1∑
j=0

(−ε) ≤
Jϕs−1∑
j=0

(LD(tj+1, j, ϕs(tj+1, j), u
s(tj+1, j))

+V (tj+1, j + 1, ϕs(tj+1, j + 1))− V (tj+1, j, ϕs(tj+1, j)))

=

Jϕs−1∑
j=0

LD(tj+1, j, ϕs(tj+1, j), u
s(tj+1, j))

+

Jϕs−1∑
j=1

V (tj+1, j + 1, ϕs(tj+1, j + 1))− V (tj+1, j, ϕs(tj+1, j))

+V (t1, 1, ϕs(t1, 1))− V (t1, 0, ϕs(t1, 0)) (B.24)
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from where we obtain

V (t1, 0, ϕs(t1, 0)) ≤ Jϕsε+ V (t1, 1, ϕs(t1, 1)) +

Jϕs−1∑
j=0

LD(tj+1, j, ϕs(tj+1, j), u
s(tj+1, j))

+

Jϕs−1∑
j=1

V (tj+1, j + 1, ϕs(tj+1, j + 1))− V (tj+1, j, ϕs(tj+1, j))(B.25)

By adding (B.22) and (B.25), we obtain

−εTϕs + V (t1, 0, ϕs(t1, 0))

≤
Jϕs∑
j=0

∫ tj+1

tj

LC(t, j, ϕs(t, j), u
s(t, j))dt+

Jϕs−1∑
j=0

LD(tj+1, j, ϕs(tj+1, j), u
s(tj+1, j))

+

Jϕs−1∑
j=1

V (tj+1, j + 1, ϕs(tj+1, j + 1))− V (tj+1, j, ϕs(tj+1, j))

+V (t1, 1, ϕs(t1, 1)) +

Jϕs∑
j=1

V (tj+1, j, ϕs(tj+1, j))− V (tj , j, ϕs(tj , j))

+Jϕsε− V (0, 0, ξ) + V (t1, 0, ϕs(t1, 0)) (B.26)

which, thanks to (4.3) and (4.27), turns into

V (0, 0, ξ) ≤ J (ξ, us) + (Tϕs + Jϕs)ε (B.27)

B.4 Proof of Lemma 4.4.2

Pick any (ϕs, u
s) ∈ STH(ξ) with us = (us1, u

s
2), domϕs ∋ (t, j) 7→ us1(t, j) =

γ∗1(t, j, ϕs(t, j)) for γ
∗
1 := (γ∗C1, γ

∗
D1) attaining the infimum in (4.29) and (4.30), domϕs ∋

(t, j) 7→ us2(t, j) = γ̄2(t, j, ϕs(t, j)) for some γ̄2 ∈ K2, and (Tϕs , Jϕs) = (tJϕs+1, Jϕs) =

sup dom(ϕs, u
s) ∈ T . Since γ̄2 does not necessarily attain the supremum in (4.29), then,

for each j ∈ N such that Ijϕw = [tj , tj+1] has a nonempty interior intIjϕw , we have that
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for every t ∈ intIjϕw ,

ε ≥ min
uC1

max
uC2

uC=(uC1,uC2)∈Πu(ϕw(t,j),C)

{
LC(t, j, ϕ(t, j), uC(t, j)) +

∂V

∂x
(t, j, ϕw(t, j))F (ϕw(t, j), uC(t, j))

}

+
∂V

∂t
(t, j, ϕw(t, j))

≥ LC(t, j, ϕw(t, j), usC(t, j)) +
∂V

∂x
(t, j, ϕw(t, j))F (ϕw(t, j), u

s
C(t, j)) +

∂V

∂t
(t, j, ϕw(t, j))

(B.28)

Given that the total derivative is defined as dV
dt (t, j, ϕw(t, j)) =

∂V
∂t (t, j, ϕw(t, j))

+∂V
∂x (t, j, ϕw(t, j))F (ϕw(t, j), u

w(t, j)) for every (t, j) such that t ∈ domt ϕw, by inte-

grating (B.28) over the interval [tj , tj+1], and adding them up from j = 0 to j = Jϕw ,

we obtain

Jϕw∑
j=0

(tj+1 − tj)ε ≥
Jϕw∑
j=0

∫ tj+1

tj

(LC(t, j, ϕw(t, j), u
w(t, j))

+
∂V

∂x
(t, j, ϕw(t, j))F (ϕw(t, j), u

w(t, j)) +
∂V

∂t
(t, j, ϕw(t, j))

)
dt

which yields

εTϕw ≥
Jϕw∑
j=0

∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w(t, j))dt+ V (t1, 0, ϕw(t1, 0))− V (0, 0, ξ)

+

Jϕw∑
j=1

V (tj+1, j, ϕw(tj+1, j))− V (tj , j, ϕw(tj , j)) (B.29)

Since γ̄2 does not necessarily attain the supremum in (4.30), then, for every (tj+1, j) ∈
domϕw such that (tj+1, j + 1) ∈ domϕw, we have that

ε ≥ min
uD1

max
uD2

uD=(uD1,uD2)∈Πu(ϕw(tj+1,j),D)

{LD(tj+1, j, ϕw(tj+1, j), uD(tj+1, j))

+V (tj+1, j, G(ϕw(tj+1, j), uD(tj+1, j)))} − V (tj+1, j, ϕw(tj+1, j))

≥ LD(tj+1, j, ϕw(tj+1, j), u
w(tj+1, j)) + V (tj+1, j + 1, ϕw(tj+1, j + 1))

−V (tj+1, j, ϕw(tj+1, j)) (B.30)
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Summing both sides from j = 0 j = Jϕw − 1, we obtain

Jϕw−1∑
j=0

ε ≥
Jϕw−1∑
j=0

(LD(tj+1, j, ϕw(tj+1, j), u
w(tj+1, j))

+V (tj+1, j + 1, ϕw(tj+1, j + 1))− V (tj+1, j, ϕw(tj+1, j)))

=

Jϕw−1∑
j=0

LD(tj+1, j, ϕw(tj+1, j), u
w(tj+1, j))

+

Jϕw−1∑
j=1

V (tj+1, j + 1, ϕw(tj+1, j + 1))− V (tj+1, j, ϕw(tj+1, j))

+V (t1, 1, ϕw(t1, 1))− V (t1, 0, ϕw(t1, 0)) (B.31)

from where we obtain

V (t1, 0, ϕw(t1, 0)) ≥ −Jϕwε+ V (t1, 1, ϕw(t1, 1)) +

Jϕw−1∑
j=0

LD(tj+1, j, ϕw(tj+1, j), u
w(tj+1, j))

+

Jϕw−1∑
j=1

V (tj+1, j + 1, ϕw(tj+1, j + 1))− V (tj+1, j, ϕw(tj+1, j))(B.32)

By adding (B.29) and (B.32), we obtain

εTϕw + V (t1, 0, ϕw(t1, 0))

≥
Jϕw∑
j=0

∫ tj+1

tj

LC(t, j, ϕw(t, j), u
w(t, j))dt+

Jϕw−1∑
j=0

LD(tj+1, j, ϕw(tj+1, j), u
w(tj+1, j))

+

Jϕw−1∑
j=1

V (tj+1, j + 1, ϕw(tj+1, j + 1))− V (tj+1, j, ϕw(tj+1, j))

+V (t1, 1, ϕw(t1, 1)) +

Jϕw∑
j=1

V (tj+1, j, ϕw(tj+1, j))− V (tj , j, ϕw(tj , j))

−Jϕwε− V (0, 0, ξ) + V (t1, 0, ϕw(t1, 0)) (B.33)

which, thanks to (4.3) and (4.31), turns into

J (ξ, uw) ≤ V (0, 0, ξ) + (Tϕw + Jϕw)ε (B.34)
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B.5 Proof of Theorem 4.4.3

To show the claim we proceed as follows:

1. Pick an initial condition ξ and upper bound the cost associated to any solution

yield by γ = (γC , γD), with values satisfying (4.36) and (4.37), from ξ.

2. Lower bound the cost associated to any solution from ξ when P2 plays γ2 :=

(γC2, γD2) by the value of the function V evaluated at ξ plus a constant.

3. Upper bound the cost associated to any solution from ξ when P1 plays γ1 :=

(γC1, γD1) by the value of the function V evaluated at ξ plus a constant.

4. By showing that the cost of any solution from ξ when P1 plays γ1 is not less than

the cost of any solution yield by γ plus a constant from ξ, and by showing that

the cost of any solution from ξ when P2 plays γ2 is not greater than the cost of

any solution yield by γ from ξ plus a constant, we show approximate optimality

of γ in Problem (⋆) in the min-max sense.

Proceeding as in item 1 above, pick any ξ ∈ Π(C̄) ∪ Π(D) and any (ϕ∗, u∗) ∈ ŜTH(ξ)

with domϕ∗ ∋ (t, j) 7→ u∗(t, j) = γ(t, j, ϕ∗(t, j)), and (Tϕ∗ , Jϕ∗) = (tJϕ∗+1, Jϕ∗) =

sup dom(ϕ∗, u∗) ∈ T . Given that V satisfies (4.33), and together with γC satisfy the

right-hand side inequality in (4.36), for each j ∈ N such that Ijϕ∗ = [tj , tj+1] has a

nonempty interior intIjϕ∗ , we have, for all t ∈ intIjϕ∗ ,

ε ≥ min
uC1

max
uC2

uC=(uC1,uC2)∈Πu(ϕ∗(t,j),C)

{
LC(t, j, ϕ

∗(t, j), uC(t, j)) +
∂V

∂x
(t, j, ϕ∗(t, j))F (ϕ∗(t, j), uC(t, j))

}

+
∂V

∂t
(t, j, ϕ∗(t, j))

≥ −δ + LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))

+
∂V

∂x
(t, j, ϕ∗(t, j))F (ϕ∗(t, j), γC(t, j, ϕ

∗(t, j))) +
∂V

∂t
(t, j, ϕ∗(t, j)) (B.35)

Given that the total derivative is defined as dV
dt (t, j, ϕ

∗(t, j)) = ∂V
∂t (t, j, ϕ

∗(t, j))

+∂V
∂x (t, j, ϕ

∗(t, j))F (ϕ∗(t, j), γC(t, j, ϕ
∗(t, j))) for every (t, j) such that t ∈ domt ϕ

∗, by

integrating (B.35) over the interval [tj , tj+1], and adding them up from j = 0 to j = Jϕ∗ ,
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we obtain

Jϕ∗∑
j=0

(tj+1 − tj)(ε+ δ) ≥
Jϕ∗∑
j=0

∫ tj+1

tj

(LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))

+
∂V

∂x
(t, j, ϕ∗(t, j))F (ϕ∗(t, j), γC(t, j, ϕ

∗(t, j))) +
∂V

∂t
(t, j, ϕ∗(t, j))

)
dt

which yields

Tϕ∗(ε+ δ) ≥
Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(ϕ

∗(t, j)))dt+ V (t1, 0, ϕ
∗(t1, 0))− V (0, 0, ξ)

+

Jϕ∗∑
j=1

V (tj+1, j, ϕ
∗(tj+1, j))− V (tj , j, ϕ

∗(tj , j)) (B.36)

Since V satisfies (4.34), and together with γD satisfy the right-hand side inequality in

(4.37), for every (tj+1, j) ∈ domϕ∗ such that (tj+1, j + 1) ∈ domϕ∗, we have that

ε ≥ min
uD1

max
uD2

uD=(uD1,uD2)∈Πu(ϕ∗(tj+1,j),D)

{LD(tj+1, j, ϕ
∗(tj+1, j), uD(tj+1, j))

+V (tj+1, j, G(ϕ
∗(tj+1, j), uD(tj+1, j)))} − V (tj+1, j, ϕ

∗(tj+1, j))

≥ −δ + LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j))) + V (tj+1, j + 1, ϕ∗(tj+1, j + 1))

−V (tj+1, j, ϕ
∗(tj+1, j)) (B.37)

Summing both sides from j = 0 to j = Jϕ∗ − 1, we obtain

Jϕ∗−1∑
j=0

(ε+ δ) ≥
Jϕ∗−1∑
j=0

(LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j)))

=

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+

Jϕ∗−1∑
j=1

V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j))

+V (t1, 1, ϕ
∗(t1, 1))− V (t1, 0, ϕ

∗(t1, 0)) (B.38)
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from where we obtain

V (t1, 1, ϕ
∗(t1, 1)) +

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+

Jϕ∗−1∑
j=1

V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j))

≤ Jϕ∗(ε+ δ) + V (t1, 0, ϕ
∗(t1, 0)) (B.39)

By adding (B.36) and (B.39), we obtain

Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(ϕ

∗(t, j)))dt

+

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+

Jϕ∗−1∑
j=1

V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j))

+V (t1, 1, ϕ
∗(t1, 1)) +

Jϕ∗∑
j=1

V (tj+1, j, ϕ
∗(tj+1, j))− V (tj , j, ϕ

∗(tj , j))

−V (0, 0, ξ) + V (t1, 0, ϕ
∗(t1, 0))

≤ Jϕ∗(ε+ δ) + Tϕ∗(ε+ δ) + V (t1, 0, ϕ
∗(t1, 0)) (B.40)

By straightforward simplifications, the reader can show that

V (Tϕ∗ , Jϕ∗) =

Jϕ∗−1∑
j=1

(V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j)))

+V (t1, 1, ϕ
∗(t1, 1)) +

Jϕ∗∑
j=1

V (tj+1, j, ϕ
∗(tj+1, j))− V (tj , j, ϕ

∗(tj , j)) (B.41)

Which, thanks to (4.3) and (4.35), turns (B.40) into

J (ξ, u∗) ≤ (Jϕ∗ + Tϕ∗)(ε+ δ) + V (0, 0, ξ) (B.42)

Likewise, given that V satisfies (4.33), and together with γC satisfy the left side inequal-

ity in (4.36), for each j ∈ N such that Ijϕ∗ = [tj , tj+1] has a nonempty interior intIjϕ∗ , we
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have, for all t ∈ intIjϕ∗ ,

−ε ≤ min
uC1

max
uC2

uC=(uC1,uC2)∈Πu(ϕ∗(t,j),C)

{
LC(t, j, ϕ

∗(t, j), uC(t, j)) +
∂V

∂x
(t, j, ϕ∗(t, j))F (ϕ∗(t, j), uC(t, j))

}

+
∂V

∂t
(t, j, ϕ∗(t, j))

≤ δ + LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))+
∂V

∂x
(t, j, ϕ∗(t, j))F (ϕ∗(t, j), γC(t, j, ϕ

∗(t, j)))

+
∂V

∂t
(t, j, ϕ∗(t, j)) (B.43)

Given that, dV
dt (t, j, ϕ

∗(t, j)) = ∂V
∂t (t, j, ϕ

∗(t, j)) + ∂V
∂x (t, j, ϕ

∗(t, j))F (ϕ∗(t, j),

γC(t, j, ϕ
∗(t, j))) for every (t, j) such that t ∈ domt ϕ

∗, by integrating (B.43) over the

interval [tj , tj+1], and adding them up from j = 0 to j = Jϕ∗ , we obtain

0 ≤
Jϕ∗∑
j=0

(tj+1 − tj)(ε+ δ) +

Jϕ∗∑
j=0

∫ tj+1

tj

(LC(t, j, ϕ
∗(t, j), γC(t, j, ϕ

∗(t, j)))

+
∂V

∂x
(t, j, ϕ∗(t, j))F (ϕ∗(t, j), γC(t, j, ϕ

∗(t, j))) +
∂V

∂t
(t, j, ϕ∗(t, j))

)
dt

which yields

0 ≤
Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(ϕ

∗(t, j)))dt+ V (t1, 0, ϕ
∗(t1, 0))− V (0, 0, ξ)

+Tϕ∗(ε+ δ) +

Jϕ∗∑
j=1

V (tj+1, j, ϕ
∗(tj+1, j))− V (tj , j, ϕ

∗(tj , j)) (B.44)

Since V satisfies (4.34), and together with γD satisfy the left side inequality in (4.37),

for every (tj+1, j) ∈ domϕ∗ such that (tj+1, j + 1) ∈ domϕ∗, we have that

−ε ≤ min
uD1

max
uD2

uD=(uD1,uD2)∈Πu(ϕ∗(tj+1,j),D)

{LD(tj+1, j, ϕ
∗(tj+1, j), uD(tj+1, j))

+V (tj+1, j, G(ϕ
∗(tj+1, j), uD(tj+1, j)))} − V (tj+1, j, ϕ

∗(tj+1, j))

≤ δ + LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j))) + V (tj+1, j + 1, ϕ∗(tj+1, j + 1))

−V (tj+1, j, ϕ
∗(tj+1, j)) (B.45)
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Summing both sides from j = 0 to j = Jϕ∗ − 1, we obtain

0 ≤
Jϕ∗−1∑
j=0

(ε+ δ) +

Jϕ∗−1∑
j=0

(LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j)))

=

Jϕ∗−1∑
j=0

(ε+ δ) +

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+

Jϕ∗−1∑
j=1

V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j))

+V (t1, 1, ϕ
∗(t1, 1))− V (t1, 0, ϕ

∗(t1, 0)) (B.46)

from where we obtain

V (t1, 0, ϕ
∗(t1, 0)) ≤ Jϕ∗(ε+ δ) + V (t1, 1, ϕ

∗(t1, 1))

+

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+

Jϕ∗−1∑
j=1

V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j))(B.47)

By upper bounding the right hand side of (B.44) with the right hand side of (B.47), we

obtain

0 ≤
Jϕ∗∑
j=0

∫ tj+1

tj

LC(t, j, ϕ
∗(t, j), γC(ϕ

∗(t, j)))dt

+

Jϕ∗−1∑
j=0

LD(tj+1, j, ϕ
∗(tj+1, j), γD(tj+1, j, ϕ

∗(tj+1, j)))

+

Jϕ∗−1∑
j=1

V (tj+1, j + 1, ϕ∗(tj+1, j + 1))− V (tj+1, j, ϕ
∗(tj+1, j))

+V (t1, 1, ϕ
∗(t1, 1)) +

Jϕ∗∑
j=1

V (tj+1, j, ϕ
∗(tj+1, j))− V (tj , j, ϕ

∗(tj , j))

−V (0, 0, ξ) + Jϕ∗(ε+ δ) + Tϕ∗(ε+ δ) (B.48)

Thanks to (B.41), (4.35) and (4.3), the bound (B.48) turns into

V (0, 0, ξ) ≤ J (ξ, u∗) + (Jϕ∗ + Tϕ∗)(ε+ δ) (B.49)
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Continuing with item 2 as above, pick any (ϕs, u
s) ∈ STH(ξ) with us = (us1, u

s
2), domϕs ∋

(t, j) 7→ us1(t, j) = γ̄1(t, j, ϕs(t, j)) for some γ̄1 ∈ K1, domϕs ∋ (t, j) 7→ us2(t, j) =

γ∗2(t, j, ϕs(t, j)) for γ∗2 := (γ∗C2, γ
∗
D2) attining the supremum in (4.33) and (4.34), and

(Tϕs , Jϕs) = (tJϕs+1, Jϕs) = sup dom(ϕs, u
s) ∈ T . Thanks to Lemma 4.4.1, we have

V (0, 0, ξ) ≤ J (ξ, us) + (Tϕs + Jϕs)ε (B.50)

Continuing with item 3 as above, pick any (ϕw, u
w) ∈ STH(ξ) with uw = (uw1 , u

w
2 ),

domϕw ∋ (t, j) 7→ uw1 (t, j) = γ∗1(t, j, ϕw(t, j)) for γ
∗
1 = (γ∗C1, γ

∗
D1) attaining the infimum

in (4.33) and (4.34), domϕw ∋ (t, j) 7→ uw2 (t, j) = γ̄2(t, j, ϕw(t, j)) for some γ̄2 ∈ K2,

and (Tϕw , Jϕw) = (tJϕw+1, Jϕw) = sup dom(ϕw, u
w) ∈ T . Thanks to Lemma 4.4.2, we

have

J (ξ, uw) ≤ V (0, 0, ξ) + (Tϕw + Jϕw)ε (B.51)

Finally, by proceeding as in item 4 above, by upperbounding the V (0, 0, ξ) term on the

right hand side of (B.42) with (B.50), we obtain

J (ξ, u∗) ≤ J (ξ, us)+(Jϕ∗+Tϕ∗)(ε+δ)+(Jϕs+Tϕs)ε ∀ξ ∈ Π(C∪D), (B.52)

By upperbounding the V (0, 0, ξ) term on the right hand side of (B.51) with (B.49), we

obtain

J (ξ, uw) ≤ J (ξ, u∗)+(Jϕ∗+Tϕ∗)(ε+δ)+(Jϕw+Tϕw)ε ∀ξ ∈ Π(C∪D), (B.53)

Given that, max(T,J)∈T (T, J) = (τpδp, τp), from (B.52) and (B.53), we have

J (ξ, uw)− τp(1 + δp)(2ε+ δ) ≤ J (ξ, u∗) ≤ J (ξ, us) + τp(1 + δp)(2ε+ δ) (B.54)

for all ξ ∈ Π(C ∪ D), which renders the feedback law γ approximately optimal in the

min-max sense.
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Appendix C

Proofs of Chapter 5

C.1 Proof of Theorem 5.2.1

To show the claim we proceed as follows:

a) Pick an initial condition ξ∈M and evaluate the cost associated to any solution

from ξ yielded by κ = (κC , κD), with values as in (5.9) and (5.10). Show that this

cost coincides with the value of the function V at ξ.

b) Lower bound the cost associated to any solution from ξ when P2 plays κ2 :=

(κC2, κD2) by the value of the function V evaluated at ξ.

c) Upper bound the cost associated to any solution from ξ when P1 plays κ1 :=

(κC1, κD1) by the value of the function V evaluated at ξ.

d) By showing that the cost of any solution from ξ when P1 plays κ1 is not greater

than the cost of any solution yield by κ from ξ, and by showing that the cost of

any solution from ξ when P2 plays κ2 is not less than the cost of any solution yield

by κ from ξ, we show optimality of κ in Problem (⋄) in the min-max sense.

Proceeding as in item a above, pick any ξ ∈M and any (ϕ∗, u∗) ∈ SXH (ξ) with domϕ∗ ∋
(t, j) 7→ u∗(t, j) = κ(ϕ∗(t, j)). We show that (ϕ∗, u∗) is optimal in the min-max sense.

Given that V satisfies (5.5), and κC is as in (5.9), for each j ∈ N such that Ijϕ∗ = [tj , tj+1]

has a nonempty interior intIjϕ∗ , we have, for all t ∈ intIjϕ∗ ,

0 =LC(ϕ
∗(t, j), κC(ϕ

∗(t, j))) + ⟨∇V (ϕ∗(t, j)), F (ϕ∗(t, j), κC(ϕ
∗(t, j)))⟩
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and ϕ∗(t, j) ∈ Cκ, as in (2.4). Given that V is continuously differentiable on a neigh-

borhood of Π(C), we can express its total derivative along ϕ∗ as

d

dt
V (ϕ∗(t, j)) = ⟨∇V (ϕ∗(t, j)), F (ϕ∗(t, j), κC(ϕ

∗(t, j)))⟩ (C.1)

for every (t, j) ∈ int(Ijϕ∗) × {j} with int(Ijϕ∗) nonempty. Given that V satisfies (5.6)

and κD is as in (5.10), for every (tj+1, j) ∈ domϕ∗ such that (tj+1, j + 1) ∈ domϕ∗, we

have that

V (ϕ∗(tj+1, j)) = LD(ϕ
∗(tj+1, j), κD(ϕ

∗(tj+1, j))) + V (G(ϕ∗(tj+1, j), κD(ϕ
∗(tj+1, j))))

= LD(ϕ
∗(tj+1, j), κD(ϕ

∗(tj+1, j))) + V (ϕ∗(tj+1, j + 1))

(C.2)

where ϕ∗(tj+1, j) ∈ Dκ is defined in (2.4). Now, given that (ϕ∗, u∗) is maximal with

domϕ∗ ∋ (t, j) 7→ u∗(t, j) = κ(ϕ∗(t, j)), thanks to (C.1) and (C.2), from Corollary 5.2.3

and (5.7), we have that

V (ξ) = J (ξ, u∗). (C.3)

Continuing with item b as above, pick any (ϕs, u
s) ∈ SsH(ξ) where SsH(ξ)(⊂ SXH (ξ)) is

the set of solutions (ϕ, u) with u = (u1, u2), domϕ ∋ (t, j) 7→ u1(t, j) = κ̄1(ϕ(t, j)) for

some κ̄1 ∈ K1, domϕ ∋ (t, j) 7→ u2(t, j) = κ2(t, j, ϕ(t, j)) for κ2 := (κC2, κD2) as in

(5.9) and (5.10). Since κ̄1 does not necessarily attain the minimum in (5.5), then, for

each j ∈ N such that Ijϕs = [tj , tj+1] has a nonempty interior intIjϕs , we have for every

t ∈ intIjϕs ,

0 ≤ LC(ϕs(t, j), usC(t, j)) + ⟨∇V (ϕs(t, j)), F (ϕs(t, j), u
s
C(t, j))⟩ .

Similarly to (C.1), we have

d

dt
V (ϕs(t, j)) := ⟨∇V (ϕs(t, j)), F (ϕs(t, j), u

s
C(t, j))⟩ (C.4)

for every (t, j) ∈ int(Ijϕs)× {j} with int(Ijϕs) nonempty. In addition, since κ̄1 does not

necessarily attain the minimum in (5.6), then for every (tj+1, j) ∈ domϕs such that

(tj+1, j + 1) ∈ domϕs, we have

V (ϕs(tj+1, j)) ≤ LD(ϕs(tj+1, j), u
s
D(tj+1, j)) + V (ϕs(tj+1, j + 1)). (C.5)
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Now, given that (ϕs, us) is maximal, with us = (us1, u
s
2), u

s
1 defined by any κ̄1 ∈ K1, and

us2 defined by κ2 as in (5.9) and (5.10), thanks to (C.4) and (C.5), from Proposition 5.2.2

and (5.7), we have

V (ξ) ≤ J (ξ, us). (C.6)

Proceeding with item c as above, pick any (ϕw, u
w) ∈ SwH(ξ), where SwH(ξ)(⊂ SXH (ξ))

is the set of solutions (ϕ, u) with u = (u1, u2), domϕ ∋ (t, j) 7→ u1(t, j) = κ1(ϕ(t, j))

for κ1 := (κC1, κD1) as in (5.9) and (5.10), domϕ ∋ (t, j) 7→ u2(t, j) = κ̄2(ϕ(t, j)) for

some κ̄2 ∈ K2. Since κ̄2 does not necessarily attain the maximum in (5.5), then, for

each j ∈ N such that Ijϕw = [tj , tj+1] has a nonempty interior intIjϕw , we have for every

t ∈ intIjϕw ,

0 ≥ LC(ϕw(t, j), uwC(t, j)) + ⟨∇V (ϕw(t, j)), F (ϕw(t, j), u
w
C(t, j))⟩ .

Similarly to (C.1), we have

d

dt
V (ϕw(t, j)) := ⟨∇V (ϕw(t, j)), F (ϕw(t, j), u

w
C(t, j))⟩ (C.7)

for every (t, j) ∈ int(Ijϕw)× {j} with int(Ijϕw) nonempty. In addition, since κ̄2 does not

necessarily attain the maximum in (5.6), then for every (tj+1, j) ∈ domϕw such that

(tj+1, j + 1) ∈ domϕw, we have

V (ϕw(tj+1, j)) ≥ LD(ϕw(tj+1, j), u
w
D(tj+1, j)) + V (ϕw(tj+1, j + 1)). (C.8)

Now, given that (ϕw, u
w) is maximal, with uw = (uw1 , u

w
2 ), u

w
1 defined by κ1 as in (5.9)

and (5.10), and uw2 defined by any κ̄2 ∈ K2, thanks to (C.7) and (C.8), from Corollary

5.2.3 and (5.7), we have

V (ξ) ≥ J (ξ, uw). (C.9)

Finally, by proceeding as in item d above, by applying the infimum on each side of

(D.23) over the set SXH (ξ), we obtain

V (ξ) ≤ inf
u1:(ϕs,(u1,κ2(ϕs)))∈SX

H (ξ)
J (ξ, (u1, κ2(ϕs)))=: V (ξ)

By applying the supremum on each side of (C.9) over the set SXH (ξ), we obtain

V (ξ) ≥ sup
u2:(ϕw,(κ1(ϕw),u2))∈SX

H (ξ)

J (ξ, (κ1(ϕw), u2))=: V (ξ).
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Given that V (ξ) = J (ξ, u∗) from (C.3), we have that for any ξ ∈ M, each (ϕ∗, u∗) ∈
SXH (ξ) with u∗ = (κ1(ϕ

∗), κ2(ϕ
∗)) satisfies

V (ξ) ≤ J (ξ, u∗) ≤ V (ξ) (C.10)

Thanks to (ϕ∗, u∗) ∈ SsH(ξ) ∩ SwH(ξ)(⊂ SXH (ξ)), we have

V (ξ) = sup
(ϕ∗,(κ1(ϕ∗),κ2(ϕ∗)))∈SX

H (ξ)

J (ξ, (κ1(ϕ∗), κ2(ϕ∗))), (C.11)

and

V (ξ) = inf
(ϕ∗,(κ1(ϕ∗),κ2(ϕ∗)))∈SX

H (ξ)

J (ξ, (κ1(ϕ∗), κ2(ϕ∗))). (C.12)

Since the supremum and infimum are attained in (D.30) and (D.7) by V (ξ) and V (ξ),

respectively, (C.10) leads to

J (ξ, u∗) = min
u1

max
u2

(u1,u2)∈UX
H (ξ)

J (ξ, (u1, u2)) (C.13)

Thus, from (C.3) and (C.13), V (ξ) is the value function for H, as in Definition 5.1.3

and from (C.10), κ is the saddle-point equilibrium as in Definition 3.1.3.

C.2 Proof of Theorem 5.3.3

Since, by assumption, we have that Cκ = Π(C), Dκ = Π(D), and V, κ := (κC , κD) =

((κC1, κC2), (κD1, κD2)) are such that (5.14)-(5.19) hold, then, thanks to Lemma 5.3.2, V

and κ satisfy (5.5), (5.6), (5.9), and (5.10). Since in addition, for each ξ ∈ (Cκ∪Dκ)∩M,

each ϕ ∈ SXHκ
(ξ) satisfies (5.7), we have from Theorem 5.2.1 that V is the value function

as in (5.3) for Hκ at (Cκ ∪Dκ) ∩M and the feedback law κ with values (5.9), (5.10)

is the saddle-point equilibrium for this game. Then, V is a Lyapunov candidate for

Hκ [69, Def. 3.16] since Cκ ∪Dκ ⊂ domV = Rn and V is continuously differentiable on

an open set containing Cκ. From (5.14) and (5.17), we have

⟨∇V (x), F (x, κC(x))⟩ ≤ −LC(x, κC(x)) ∀x ∈ Cκ∩M, (C.14)

V (G(x, κD(x)))− V (x) ≤ −LD(x, κD(x)) ∀x ∈ Dκ ∩M. (C.15)

Moreover, if
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a) Item 1, item 4, or item 5 above hold, define

ρ(x, κ(x)) :=


LC(x, κC(x)) if x ∈ Cκ \Dκ

min{LC(x, κC(x)), LD(x, κD(x))} if x ∈ Cκ ∩Dκ

LD(x, κD(x)) if x ∈ Dκ \ Cκ

b) Item 2 above holds, define

ρ(x, κ(x)) :=


η(|x|A) if x ∈ Cκ \Dκ

min{η(|x|A), LD(x, κD(x))} if x ∈ Cκ ∩Dκ

LD(x, κD(x)) if x ∈ Dκ \ Cκ

c) Item 3 above holds, define

ρ(x, κ(x)) :=


LC(x, κC(x)) if x ∈ Cκ \Dκ

min{LC(x, κC(x)), η(|x|A)} if x ∈ Cκ ∩Dκ

η(|x|A) if x ∈ Dκ \ Cκ

d) Item 6 above holds, define

ρ(x, κ(x)) :=


λCV (x) if x ∈ Cκ \Dκ

min{λCV (x), eλDV (x)} if x ∈ Cκ ∩Dκ

eλDV (x) if x ∈ Dκ \ Cκ

Thus, given that from (C.14) and (C.15), for each case above the function ρ satisfies

⟨∇V (x), F (x, κC(x))⟩ ≤ −ρ(x, κ(x)) ∀x ∈ Cκ∩M, (C.16)

V (G(x, κD(x)))− V (x) ≤ −ρ(x, κ(x)) ∀x ∈ Dκ∩M. (C.17)

Thanks to [21, Theorem 3.19], the set A is pAS for Hκ.
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Appendix D

Proofs of Chapter 6

D.1 Proof of Proposition 6.2.1

Pick any solution ϕ to Hs as in (2.1) with no inputs from ξ ∈ (C ∪ D), where

{tj}
supj domϕ

j=0 is a nondecreasing sequence associated to the definition of the hybrid time

domain of ϕ as in Definition 2.2.2. Observe that, for each (T, J) ∈ domϕ,

V (ϕ(T, J))− V (ξ) =
J∑
j=0

∫ tj+1

tj

d

dt
V (ϕ(t, j))dt+

J−1∑
j=0

(
V (ϕ(tj+1, j + 1))− V (ϕ(tj+1, j))

)
(D.1)

where tJ+1 := T , and V ◦ ϕ is locally Lipschitz on every Ijϕ = [tj , tj+1] with j ∈ N and

nonempty interior. In particular, for each j ∈ N and for almost all t ∈ Ijϕ,

d

dt
V (ϕ(t, j)) ≤ sup

f∈F (ϕ(t,j))
⟨∇V (ϕ(t, j)), f⟩ (D.2)

Moreover, (6.8a) implies that for each j ∈ N and for almost all t ∈ Ijϕ,

d

dt
V (ϕ(t, j)) ≤ −LC(ϕ(t, j)). (D.3)

Similarly, for every (tj+1, j) ∈ domϕ such that (tj+1, j+1) ∈ domϕ, (6.8b) implies that

V (ϕ(tj+1, j + 1))− V (ϕ(tj+1, j)) ≤ −LD(ϕ(tj+1, j)). (D.4)

Then, by combining (D.1), (D.3), and (D.4), we obtain

V (ϕ(T, J))− V (ξ) ≤ −
J∑
j=0

∫ tj+1

tj

LC(ϕ(t, j))dt−
J−1∑
j=0

LD(ϕ(tj+1, j)) (D.5)
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By taking the limit when (T, J)→ sup domϕ, thanks to (6.9), (D.5) implies

J̃ (ϕ) =
supj domϕ∑

j=0

∫ tj+1

tj

LC(ϕ(t, j))dt+

supj domϕ−1∑
j=0

LD(ϕ(tj+1, j)) + lim sup
(t,j)→sup domϕ

(t,j)∈domϕ

q(ϕ(t, j))

≤ V (ξ)

which gives (6.10), concluding the proof.

D.2 Proof of Corollary 6.2.3

Pick any solution ϕ∗ to (6.14) and observe that since for each x ∈ C

argmax
f∈F (x)

⟨∇V (x), f⟩ ⊂ F (x)

and for each x ∈ D
argmax
g∈G(x)

V (g) ⊂ G(x)

ϕ∗ is a solution to (2.1) as well. Let {tj}
supj domϕ∗

j=0 be a nondecreasing sequence associ-

ated to the definition of the hybrid time domain of ϕ∗ as in Definition 2.2.2. Moreover,

for each j ∈ N such that Ijϕ∗ = [tj , tj+1] has a nonempty interior intIjϕ∗ , we have, for

almost all t ∈ Ijϕ∗ ,

d

dt
V (ϕ∗(t, j)) = max

f∈F (ϕ∗(t,j))
⟨∇V (ϕ∗(t, j)), f⟩ (D.6a)

and thanks to (6.13a)
d

dt
V (ϕ∗(t, j)) + LC(ϕ

∗(t, j)) = 0. (D.6b)

Likewise, for each (tj+1, j) ∈ domϕ∗ such that (tj+1, j + 1) ∈ domϕ∗

V (ϕ∗(tj+1, j + 1)) = max
g∈G(ϕ∗(tj+1,j))

V (g). (D.7a)

and thanks to (6.13b)

V (ϕ∗(tj+1, j + 1))− V (ϕ∗(tj+1, j)) + LD(ϕ
∗(tj+1, j)) = 0. (D.7b)

Following the same arguments as in the proof of Proposition 6.2.1, for each ϕ ∈ SH(ξ),
(D.6) and (D.7) yield

J̃ (ϕ) ≤ J̃ (ϕ∗) = V (ξ) (D.8)
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Notice that in the light of the inequality in (D.8), since ϕ∗ ∈ SHs(ξ) and J̃ (ϕ∗) =
V (ξ), one has that ϕ∗ ∈ argmaxψ∈SHs (ξ)

J (ψ). On the other hand, by definition one

has that

J (ξ) = sup
ϕ∈SHs (ξ)

J (ϕ)

That is, J (ξ) = J (ϕ∗), and this concludes the proof.

D.3 Proof of Proposition 6.3.1

From (6.16), and given a solution (ϕ, u) to Hs from ξ ∈ Π(C)∪Π(D), for each j ∈ N

such that Ijϕ = [tj , tj+1] has a nonempty interior intIjϕ, we have, for all t ∈ intIjϕ,

LC(ϕ(t, j), uC(t, j)) +
dV

dt
(ϕ(t, j))

≤ LC(ϕ(t, j), uC(t, j)) + sup
f∈F (ϕ(t,j),uC(t,j))

⟨∇V (ϕ(t, j)), f⟩ ≤ 0
(D.9)

In addition, from (6.17), for every (t, j) ∈ domϕ such that (t, j + 1) ∈ domϕ, we have

LD(ϕ(t,j), uD(t, j)) + V (ϕ(t, j + 1))− V (ϕ(t, j))

≤LD(ϕ(t, j), uD(t, j)) + sup
g∈G(ϕ(t,j),uD(t,j))

V (g)− V (ϕ(t, j)) ≤ 0
(D.10)

Then, thanks to (D.9) and (D.10), by applying a version of Proposition 3.2.2 where

(ϕ, u) is a solution to Hs as in (2.1), we have that J̃ (ϕ, u) ≤ V (ξ), with J̃ defined as in

(6.2).

D.4 Proof of Proposition 6.3.2

Following [47, 78], given ξ ∈ Π(C) ∪ Π(D) and a solution (ϕ∗, u∗) to (6.19), (that

thanks to Lemma 6.3.4 is also a solution to Hs as in (2.1)), given that V satisfies (6.20),

for each j ∈ N such that Ijϕ∗ = [tj , tj+1] has a nonempty interior intIjϕ∗ , we have:

1. for all t ∈ intIjϕ∗ ,

0 =LC(ϕ
∗(t, j), uC(t, j)) + max

f∈F (ϕ∗(t,j),uC(t,j))
⟨∇V (ϕ∗(t, j)), f⟩ (D.11)

and (ϕ∗(t, j), u(t, j)) ∈ C.
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Given that (ϕ∗, u∗) is a solution to Hmax, and V is continuously differentiable on a

neighborhood of Π(C), we can express its total derivative as

dV

dt
(ϕ∗(t, j)) = max

f∈F (ϕ∗(t,j),uC(t,j))
⟨∇V (ϕ∗(t, j)), f⟩

for every (t, j) ∈ int(Ijϕ∗) × {j} with int(Ijϕ∗) nonempty. Given that V satisfies (6.21),

we have:

1. for every (t, j) ∈ domϕ∗ such that (t, j + 1) ∈ domϕ∗,

V (ϕ∗(t, j)) = LD(ϕ
∗(t, j), uD(t, j)) + max

g∈G(ϕ∗(t,j),uD(t,j))
V (g)

= LD(ϕ
∗(t, j), uD(t, j)) + V (ϕ∗(t, j + 1))

(D.12)

where (ϕ∗(t, j), u(t, j)) ∈ D.

Now, thanks to (D.11) and (D.12), by applying a version of Proposition 3.2.2 where

(ϕ, u) is a solution to Hs as in (2.1) and Corollary 3.2.3, we have that

V (ξ) = J̃ (ϕ∗, u). (D.13)

Using (6.20), for all x such that (x, uC) ∈ C, it holds

0 ≥ LC(x, uC) + ⟨∇V (x), f⟩ ∀f ∈ F (x, uC) (D.14)

and using (6.21), for all x such that (x, uD) ∈ D, we have

V (x) ≥ LD(x, uD) + V (g) ∀g ∈ G(x, uD). (D.15)

Thus, for any arbitrary (ϕ, u) ∈ SHs(ξ), we have from Proposition 6.3.1 and (D.13) that

J̃ (ϕ, u) ≤ J̃ (ϕ∗, u) = V (ξ) (D.16)

which also implies that for the control action u, the largest cost of solutions from ξ

satisfies

J (ξ, u) = V (ξ). (D.17)
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D.5 Proof of Lemma 6.3.4

Pick any solution (ϕ, u) to Hmax from ξ ∈ Π(C∪D). Then, ϕ ∈ X , u = (uC , uD) ∈ U ,
domϕ = domu, and

• (ϕ(0, 0), uC(0, 0)) ∈ C or (ϕ(0, 0), uD(0, 0)) ∈ D,

• For each j ∈ N such that Ijϕ has a nonempty interior intIjϕ, we have, for all

t ∈ intIjϕ,

(ϕ(t, j), uC(t, j)) ∈ C

and, for almost all t ∈ Ijϕ,

d

dt
ϕ(t, j) = argmax

f∈F (ϕ(t,j),uC(t,j))
⟨∇V (x), f⟩ ∈ F (ϕ(t, j), uC(t, j))

• For all (t, j) ∈ domϕ such that (t, j + 1) ∈ domϕ,

(ϕ(t, j), uD(t, j)) ∈ D

ϕ(t, j + 1) = argmax
g∈G(ϕ(t,j),uD(t,j))

V (g) ∈ G(ϕ(t, j), uD(t, j))

which, according to Definition 2.2.4, defines a solution pair to (2.1).

D.6 Proof of Lemma 6.3.5

Given that V is continuously differentiable on a neighborhood of Π(C), the gradient

∇V (x) exists for any x ∈ Π(C). Since the map F (x, uC) is compact for each (x, uC) ∈ C
and the function f 7→ ⟨∇V (x), f⟩ is continuous for any selection f of F (x, uC), then it

attains its maximum in F (x, uC).

Given that V is continuous in Π(C)∪Π(D)∪G(D), and the map G(x, uD) is compact

for each (x, uD) ∈ D, then g 7→ V (g) attains its maximum in G(x, uD).

D.7 Proof of Theorem 6.3.7

To show the claim we proceed as follows:

1. Pick any initial condition ξ and evaluate the cost associated to the solutions yield

by κ = (κC , κD) from ξ. Find an upper bound for this cost.

246



2. Lower bound the cost associated to the worst-case solutions from ξ when P2 plays

κ2 := (κC2, κD2) by the value of the function V evaluated at ξ.

3. Upper bound the cost associated to the solutions from ξ when P1 plays κ1 :=

(κC1, κD1) by the value of the function V evaluated at ξ.

4. By showing that the cost of the solutions from ξ when P1 plays κ1 are not greater

than the worst-case cost of the solutions yielded by κ = (κ1, κ2) from ξ, and by

showing that the worst-case cost of the solutions from ξ when P2 plays κ2 is not

smaller than the worst-case cost of the solutions yielded by κ from ξ, we establish

(6.35).

Proceeding as in item a above, pick any ξ ∈ Π(C) ∪ Π(D) and any solution (ϕ∗, u∗) to

(6.19) from ξ with domϕ∗ ∋ (t, j) 7→ u∗(t, j) = κ(ϕ∗(t, j)). Thanks to Proposition 6.3.2,

we have that

V (ξ) = J̃ (ϕ∗, u∗). (D.18)

and for any arbitrary (ϕ, u∗) ∈ SHs(ξ), we have that

J̃ (ϕ, u∗) ≤ J̃ (ϕ∗, u∗) = V (ξ) (D.19)

which also implies that for the control action u∗, defined by the feedback law κ, the

largest cost of solutions from ξ satisfies

J (ξ, u∗) = V (ξ). (D.20)

Proceeding with item b as above, pick any solution (ϕs, u
s) to Hmax as in (6.19)

from the initial condition ξ, with us = (us1, u
s
2), domϕs ∋ (t, j) 7→ us1(t, j) = κ̄1(ϕs(t, j))

for some κ̄1 := (κ̄C1, κ̄D1) ∈ K1, and domϕs ∋ (t, j) 7→ us2(t, j) = κ2(ϕs(t, j)) for

κ2 := (κC2, κD2). Thanks to Proposition 6.3.2 and Corollary 6.3.3, we have that

V (ξ) ≤ J̃ (ϕs, us), (D.21)

and for any arbitrary (ϕ, us) ∈ SHs(ξ), we have that

J̃ (ϕ, us) ≤ J̃ (ϕs, us) (D.22)

and

V (ξ) ≤ J (ξ, us). (D.23)
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Notice that it is not possible to guarantee that V (ξ) is a lower bound for any other

solution rendered by us.

Proceeding with item c as above, pick any (ϕw, u
w) ∈ SwHs

(ξ) with uw := (uwC , u
w
D)

where SwHs
(ξ) := {(ϕ, (u1, u2)) ∈ SHs(ξ) : domϕ ∋ (t, j) 7→ u1(t, j) = κ1(ϕ(t, j)), and

domϕ ∋ (t, j) 7→ u2(t, j) = κ̄2(ϕ(t, j)), κ̄2 ∈ K2}. Since κ̄2 does not necessarily attain

the upper bound in (6.30), then, for each j ∈ N such that Ijϕw = [tj , tj+1] has a nonempty

interior intIjϕw , we have that for every t ∈ intIjϕw ,

0 ≥ LC(ϕw(t, j), uwC(t, j)) + ⟨∇V (ϕw(t, j)), f⟩ ∀f ∈ F (ϕw(t, j), uwC(t, j))

which implies

0 ≥ LC(ϕw(t, j), uwC(t, j)) +
dV

dt
(ϕw(t, j)). (D.24)

and by integrating over the interval [tj , tj+1], we obtain

0 ≥
∫ tj+1

tj

(
LC(ϕw(t, j), u

w
C(t, j)) +

dV

dt
(ϕw(t, j))

)
dt

from which we have

V (ϕw(tj , j)) ≥
∫ tj+1

tj

LC(ϕw(t, j), u
w
C(t, j))dt+ V (ϕw(tj+1, j))

Summing both sides from j = 0 to j = Jϕw , we obtain

Jϕw∑
j=0

V (ϕw(tj , j)) ≥
Jϕw∑
j=0

∫ tj+1

tj

LC(ϕw(t, j), u
w
C(t, j))dt+

Jϕw∑
j=0

V (ϕw(tj+1, j))

Then, solving for V at the initial condition ϕw(0, 0), we obtain

V (ϕw(0, 0)) ≥
Jϕw∑
j=0

∫ tj+1

tj

LC(ϕw(t, j), u
w
C(t, j))dt

+ V (ϕw(t1, 0)) +

Jϕw∑
j=1

(V (ϕw(tj+1, j))− V (ϕw(tj , j)))

(D.25)

In addition, since κ̄2 does not necessarily attain the upper bound in (6.33), then, for

every (t, j) ∈ domϕw such that (t, j + 1) ∈ domϕw, we have

V (ϕw(t, j)) ≥ LD(ϕw(t, j), uwD(t, j)) + V (g) ∀g ∈ G(ϕw(t, j), uwD(t, j))
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and

V (ϕw(t, j)) ≥LD(ϕw(t, j), uwD(t, j)) + V (ϕw(t, j + 1)) (D.26)

Summing both sides from j = 0 to j = Jϕw − 1, we obtain

Jϕw−1∑
j=0

V (ϕw(t, j)) ≥
Jϕw−1∑
j=0

LD(ϕw(t, j), u
w
D(t, j)) +

Jϕw−1∑
j=0

V (ϕw(t, j + 1))

Then, solving for V at the first jump time, we obtain

V (ϕw(t1, 0)) ≥ V (ϕw(t1, 1)) +

Jϕw−1∑
j=0

LD(ϕw(t, j), u
w
D(t, j)) (D.27)

+

Jϕw−1∑
j=1

(V (ϕw(t, j + 1))− V (ϕw(t, j)))

In addition, given that ϕw(0, 0) = ξ, lower bounding V (ϕw(t1, 0)) in (D.25) by the

right-hand side of (D.27), we obtain

V (ξ) ≥
Jϕw∑
j=0

∫ t

tj

LC(ϕw(t, j), u
w
C(t, j))dt+ V (ϕw(t1, 0)) +

Jϕw∑
j=1

(V (ϕw(t, j))− V (ϕw(tj , j)))

≥
Jϕw∑
j=0

∫ t

tj

LC(ϕw(t, j), u
w
C(t, j))dt+

Jϕw−1∑
j=0

LD(ϕw(t, j), u
w
D(t, j))

+

Jϕw−1∑
j=1

(V (ϕw(t, j + 1))− V (ϕw(t, j))) +

Jϕw∑
j=1

(V (ϕw(t, j))− V (ϕw(tj , j)))

+ V (ϕw(t1, 1))

Since

V (ϕw(t1, 1)) +

Jϕw−1∑
j=1

(V (ϕw(t, j + 1))− V (ϕw(t, j))) +

Jϕw∑
j=1

(V (ϕw(t, j))− V (ϕw(tj , j)))

= V (ϕw(tJϕw+1, Jϕw)) + V (ϕw(t1, 1)) +

Jϕw−1∑
j=1

(V (ϕw(t, j + 1)))−
Jϕw∑
j=1

(V (ϕw(tj , j)))

= V (ϕw(tJϕw+1, Jϕw))

then we have

V (ξ) ≥
Jϕw∑
j=0

∫ t

tj

LC(ϕw(t, j), u
w
C(t, j))dt+

Jϕw−1∑
j=0

LD(ϕw(t, j), u
w
D(t, j))

+V (ϕw(tJϕw+1, Jϕw))
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By taking the limit when (tJϕw+1, Jϕw)→ sup domϕw, and given that (6.34) holds, we

have

V (ξ) ≥
supj domϕw∑

j=0

∫ tj+1

tj

LC(ϕw(t, j), u
w
C(t, j))dt+

supj domϕw−1∑
j=0

LD(ϕw(tj+1, j), u
w
D(tj+1, j))

+ lim sup
t+j→∞

(t,j)∈domϕw

V (ϕw(t, j))

= J(ϕw, u
w) (D.28)

Finally, by proceeding as in item d above, by applying the infimum on each side of

(D.23) over the set SHmax(ξ), we obtain

V (ξ) ≤ inf
u1:(ϕs,(u1,κ2(ϕs)))∈SHmax (ξ)

J (ξ, (u1, κ2(ϕs)) := V (ξ).

By applying the supremum on each side of (D.28) over the set SwHs
(ξ), we obtain

V (ξ) ≥ sup
(ϕw,u2):(ϕw,(κ1(ϕw),u2))∈Sw

Hs
(ξ)
J̃ (ϕw, (κ1(ϕw), u2)) =: V (ξ).

Given that V (ξ) = J (ξ, u∗) from (D.20), we have that for any ξ ∈ Π(C) ∪ Π(D), each

(ϕ∗, u∗) ∈ SHmax(ξ) with u
∗ = (κ1(ϕ

∗), κ2(ϕ
∗)) satisfies

V (ξ) ≤ J (ξ, u∗) ≤ V (ξ) (D.29)

Since (ϕ∗, u∗) ∈ SwHs
(ξ) ∩ SHmax(ξ), we have

arginf
u1:(ϕs,(u1,κ2(ϕs)))∈SHmax (ξ)

J (ξ, (u1, κ2(ϕs))) = κ1(ϕ
∗)

and

argsup
(ϕw,u2):(ϕw,(κ1(ϕw),u2))∈Sw

Hs
(ξ)
J̃ (ϕw, (κ1(ϕw), uw)) = (ϕ∗, κ2(ϕ

∗))

Thus, this implies that V (ξ) = J (ξ, (κ1(ϕ∗), κ2(ϕ∗))) = V (ξ), which together with

(D.29) leads to

J (ξ, u∗) = min
u1

max
u2

(u1,u2)∈UHs (ξ)

J (ξ, (u1, u2)) (D.30)

Thus, from (D.20) and (D.30), V (ξ) is the value function for Hs and the worst-case

solution that the strategy κ = (κ1, κ2) renders attains it.
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D.8 Proof of Theorem 6.4.2

Since, by assumption, we have that Cκ = Π(C), Dκ = Π(D), and V, κ := (κC , κD) =

((κC1, κC2), (κD1, κD2)) are such that (6.28)-(6.33) hold, and for each ξ ∈ Cκ∪Dκ, each

ϕ ∈ SHκ(ξ) satisfies (6.34), we have from Theorem 6.3.7 that V is the value function

as in (6.4) for Hκ at Cκ ∪Dκ and the feedback law κ is the saddle-point equilibrium

for this game. Then, V is a Lyapunov candidate for Hκ [69, Definition 3.16] since

Cκ ∪ Dκ ∪ G(Dκ) ⊂ domV = Rn and V is continuously differentiable on an open set

containing Cκ. From (6.28) and (6.31), we have

⟨∇V (x), f⟩ ≤ −LC(x, κC(x)) ∀x ∈ Cκ, f ∈ F (x, κC(x)) (D.31)

V (g)− V (x) ≤ −LD(x, κD(x)) ∀x ∈ Dκ, g ∈ G(x, κD(x)). (D.32)

Moreover, if

1. Item 1 above holds, define

ρ(x, κ(x)) := min{LC(x, κC(x)), LD(x, κD(x))}

2. Item 2 above holds, define

ρ(x, κ(x)) := min{η(|x|A), LD(x, κD(x))}

3. Item 3 above holds, define

ρ(x, κ(x)) := min{LC(x, κC(x)), η(|x|A)}

Thus, given the functions α1, α2 satisfying (6.36), and given that from (D.31) and (D.32),

for each case above the continuous function ρ satisfies

⟨∇V (x), f⟩ ≤ −ρ(x, κ(x)) ∀x ∈ Cκ, f ∈ F (x, κC(x)) (D.33)

V (g)− V (x) ≤ −ρ(x, κ(x)) ∀x ∈ Dκ, g ∈ G(x, κD(x)) (D.34)

thanks to [69, Theorem 3.18], the set A is uniformly globally pre-asymptotically stable

forHκ. Furthermore, when maximal solutions toHκ are complete, we can argue uniform

global asymptotic stability of A as in [21].

251



D.9 Proof of Corollary 6.5.1

We show that when conditions (6.39)-(6.41) hold, by using the result in Theo-

rem 6.3.7, the value function is equal to the function V and with the feedback law

κ := (κC , κD) with values as in (6.42) and (6.43), such a cost is attained. A sufficient

condition for (6.28)-(6.30) in Theorem 6.3.7 for the single-valued flow map F as in (6.38)

is

0 = min
uC1

max
uC2

uC=(uC1,uC2)∈Πu(x,C)

LC(x, uC),

LC(x, uC) = x⊤p QCxp + u⊤C1RC1uC1 + u⊤C2RC2uC2

+2x⊤p P (τ)(ACxp +BCuC) + x⊤p
dP (τ)

dτ
xp (D.35)

First, given that (6.39) holds, and x⊤p (P (τ)AC +A⊤
CP (τ))xp = 2x⊤p P (τ)ACxp for every

x ∈ Π(C), one has

LC(x, uC) = x⊤p P (τ)(BC2R
−1
C2B

⊤
C2 +BC1R

−1
C1B

⊤
C1)P (τ)xp

+u⊤C1RC1uC1 + u⊤C2RC2uC2 + 2x⊤p P (τ)BCuC

The first-order necessary conditions for optimality

∂

∂uC1
LC(x, uC)

∣∣∣
u∗C

= 0,
∂

∂uC2
LC(x, uC)

∣∣∣
u∗C

= 0

for all (x, uC) ∈ C are satisfied by the point u∗C = (u∗C1, u
∗
C2), with values

u∗C1 = −R−1
C1B

⊤
C1P (τ)xp, u∗C2 = −R−1

C2B
⊤
C2P (τ)xp (D.36)

for each x = (xp, τ) ∈ Π(C). Given that RC1,−RC2 ∈ SmD
+ , the second-order sufficient

conditions for optimality

∂2

∂u2C1

LC(x, uC)
∣∣∣
u∗C

⪰ 0,
∂2

∂u2C2

LC(x, uC)
∣∣∣
u∗C

⪯ 0,

for all (x, uC) ∈ C hold, rendering u∗C as in (D.36) as an optimizer of the min-max

problem in (D.35). In addition, it satisfies LC(x, u∗C) = 0, making V (x) = x⊤p P (τ)xp a

solution to (6.28)-(6.30) in Theorem 6.3.7.

On the other hand, given that P is nonincreasing, then

sup
t∈[0,T̄ ]

(ADxp +BDuD)
⊤P (t)(ADxp +BDuD) = (ADxp +BDuD)

⊤P (0)(ADxp +BDuD)
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and we can write (6.31)-(6.33) in Theorem 6.3.7 as

x⊤p P (T̄ )xp = LD(x, κD(x)) ∀x : (x, κD(x)) ∈ D, (D.37)

x⊤p P (T̄ )xp ≤ LD(x, (uD1, κD2(x))) ∀(x, uD1) : (x, (uD1, κD2(x)))) ∈ D, (D.38)

x⊤p P (T̄ )xp ≥ LD(x, (κD1(x), uD2)) ∀(x, uD2) : (x, (κD1(x), uD2)) ∈ D, (D.39)

LD(x, uD) = x⊤p QDxp + u⊤D1RD1uD1 + u⊤D2RD2uD2

+(ADxp +BDuD)
⊤P (0)(ADxp +BDuD) (D.40)

Similar to the case along flows, a sufficient condition for (D.37)-(D.39) is

x⊤p P (T̄ )xp = min
uD1

max
uD2

uD=(uD1,uD2)∈Πu(x,D)

LD(x, uD), (D.41)

and the first-order necessary conditions for optimality are satisfied by the point u∗D =

(u∗D1, u
∗
D2), such that, for each xp ∈ Π(D),

u∗D = −

RD1 +B⊤
D1P (0)BD1 B⊤

D1P (0)BD2

B⊤
D2P (0)BD1 RD2 +B⊤

D2P (0)BD2

−1 B⊤
D1P (0)AD

B⊤
D2P (0)AD

xp (D.42)

Given that (6.40) holds, the second-order sufficient conditions for optimality are sat-

isfied, rendering u∗D as in (D.42) as an optimizer of the min-max problem in (D.41).

In addition, u∗D satisfies LD(x, u∗D) = x⊤p P (T̄ )xp, with P (T̄ ) as in (6.41), making

V (x) = x⊤p P (τ)xp satisfy (6.31)-(6.33) in Theorem 6.3.7.

Then, given that V is continuously differentiable on a neighborhood of Π(C) and

that q(x) = V (x) for all x ∈ domV , satisfying (6.34), by applying Theorem 6.3.7,

in particular from (6.35), for every ξ = (ξp, ξτ ) ∈ Π(C ∪ D) the value function is

J ∗(ξ) = J (ξ, ((u∗C1, u
∗
D1), (u

∗
C2, u

∗
D2)) = ξ⊤p P (ξτ )ξp. When P1 plays u∗1 defined by

κ1 = (κC1, κD1) with values as in (6.42) and (6.43), and P2 plays any disturbance u2

such that solutions to Hs with data as in (6.38) are complete, then the cost is upper

bounded by J (ξ, u∗), satisfying (3.2).
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evasion differential games. 2020 American Control Conference (ACC), pages 1049–

1066, 2020.

[67] Meir Pachter, Eloy Garcia, and David W. Casbeer. Active target defense differential

game. 2014 52nd Annual Allerton Conference on Communication, Control, and

Computing (Allerton), pages 46–53, 2014.

[68] Chaim Fershtman. Fixed rules and decision rules: Time consistency and subgame

perfection. Economics Letters, 30(3):191–194, 1989.

[69] Rafal Goebel, Ricardo G. Sanfelice, and Andrew R. Teel. Hybrid Dynamical Sys-

tems: Modeling, Stability, and Robustness. Princeton University Press, New Jersey,

2012.

[70] Corrado Possieri, Mario Sassano, Sergio Galeani, and Andrew R Teel. The linear

quadratic regulator for periodic hybrid systems. Automatica, 113:108772, 2020.

[71] Corrado Possieri and Mario Sassano. L2-gain for hybrid linear systems with periodic

jumps: A game theoretic approach for analysis and design. IEEE Transactions on

Automatic Control, 63(8):2496–2507, 2017.

[72] Xiaolu Tian, Jeffrey H Koessler, and Ricardo G Sanfelice. Juggling on a bouncing

ball apparatus via hybrid control. In Proceedings of the IEEE/RSJ International

Conference on Intelligent Robots and Systems, pages 1848–1853, 2013.

260



[73] Roberto Naldi and Ricardo G Sanfelice. Passivity-based control for hybrid sys-

tems with applications to mechanical systems exhibiting impacts. Automatica,

49(5):1104–1116, May 2013.

[74] Benjamin F. Gardner Jr. and Jose B. Cruz. Well-posedness of singularly pertubed

nash games. Journal of the Franklin Institute, 306(5):355–374, 1978.

[75] Matthias Voigt. On linear-quadratic optimal control and robustness of differential-

algebraic systems. Logos Verlag Berlin GmbH, 2015.

[76] Dimitri P Bertsekas. Dynamic programming and optimal control, volume 1. Athena

scientific Belmont, MA, 1995.

[77] Corrado Possieri, Mario Sassano, Sergio Galeani, and Andrew R. Teel. The linear

quadratic regulator for periodic hybrid systems. Automatica, 113:108772, 2020.

[78] Francesco Ferrante and Ricardo G Sanfelice. On the optimality of Lyapunov-based

feedback laws for constrained difference inclusions. In Proceedings of the American

Control Conference, pages 3435–3440. IEEE, 2018.

[79] Dennis S Bernstein. Nonquadratic cost and nonlinear feedback control. Interna-

tional Journal of Robust and Nonlinear Control, 3(3):211–229, 1993.

[80] Francesco Ferrante and G. Sanfelice, Ricardo. On the exact solution of the matrix

riccati differential equation. In To appear in Proceedings of the American Control

Conference (ACC), 2018, 2018.

[81] Francesco Ferrante and Ricardo G. Sanfelice. Cost evaluation for hybrid inclusions:

A Lyapunov approach. In Proceedings of the 2018 IEEE Conference on Decision

and Control, pages 855–860, December 2018.

[82] Miroslav Krstic and Zhong-Hua Li. Inverse optimal design of input-to-state stabiliz-

ing nonlinear controllers. IEEE Transactions on Automatic Control, 43(3):336–350,

1998.

[83] Stephen P. Boyd and Lieven Vandenberghe. Convex Optimization. Cambridge

University Press, 2004.

261



[84] Aaron D. Ames, Jessy W. Grizzle, and Paulo Tabuada. Control barrier function

based quadratic programs with application to adaptive cruise control. Proceed-

ings of the IEEE Conference on Decision and Control, 2015-Febru(February):6271–

6278, 2014.

[85] Xiangru Xu, Paulo Tabuada, Jessy W. Grizzle, and A. D. Ames. Robustness

of Control Barrier Functions for Safety Critical Control. IFAC-PapersOnLine,

48(27):54–61, 2015.

[86] Mohamed Maghenem and Ricardo G. Sanfelice. Characterizations of safety and

conditional invariance in dynamical systems. In Proceedings of the American Con-

trol Conference, pages 5039–5044, July 2019.

[87] Mohamed Maghenem and Ricardo G. Sanfelice. On the converse safety problem

for differential inclusions: Solutions, regularity, and time-varying barrier functions.

IEEE Transactions on Automatic Control, 68(1):172–187, January 2023.

[88] Masoumeh Ghanbarpour, Axton Isaly, Ricardo G. Sanfelice, and Warren Dixon.

Optimal safety for constrained differential inclusions using nonsmooth control bar-

rier functions. IEEE Control Systems Letters (L-CSS), 7:1303–1308, December

2022.

[89] Mrdjan Jankovic. Robust control barrier functions for constrained stabilization of

nonlinear systems. Automatica, 96:359–367, 2018.

[90] Mohamed Maghenem and Diana Karaki. On a strong robust-safety notion for

differential inclusions. IEEE Transactions on Automatic Control, pages 1–12, 2023.

[91] Robert Baden-Powell. Scouting for Boys. C. Arthur Pearson Ltd, 1908.

[92] Jun Chai and Ricardo G Sanfelice. Forward invariance of sets for hybrid dynamical

systems (part i). IEEE Transactions on Automatic Control, 64(6):2426–2441, 2018.

[93] Eloy Garcia, David W. Casbeer, and Meir Pachter. The capture-the-flag differential

game. In IEEE Conference on Decision and Control, pages 4167–4172, 2018.

[94] Santiago Jimenez Leudo, Philipp Braun, Ricardo G Sanfelice, and Iman Shames.

A hybrid systems formulation for a capture-the-flag game. In 8th IFAC Conference

on Analysis and Design of Hybrid Systems, pages 1–6, 2024.

262



[95] Aaron D Ames, Xiangru Xu, Jessy W Grizzle, and Paulo Tabuada. Control barrier

function based quadratic programs for safety critical systems. IEEE Transactions

on Automatic Control, 62(8):3861–3876, 2017.

[96] Yanjun Shen and Xiaohua Xia. Semi-global finite-time observers for nonlinear

systems. Automatica, 44(12):3152–3156, 2008.

[97] Kunal Garg, Ehsan Arabi, and Dimitra Panagou. Fixed-time control under spa-

tiotemporal and input constraints: A quadratic programming based approach. Au-

tomatica, 141:110314, 2022.

[98] R. Goebel. Optimal control for pointwise asymptotic stability in a hybrid control

system. Automatica, 81:397–402, 2017.

263


	List of Figures
	Abstract
	Dedication
	Acknowledgments
	Introduction
	Preliminaries
	Notation
	Hybrid System with Inputs
	Closed-loop Hybrid Systems

	I Two-Player Zero-Sum Hybrid Games
	Infinite-Horizon Hybrid Games 
	Formulation of Two-player Zero-sum Hybrid Games
	Elements of a Hybrid Game
	Equilibrium Solution Concept
	Problem Statement

	Design of Saddle-Point Equilibrium for Infinite-Horizon Hybrid Games
	Asymptotic Stability for Hybrid Games with Infinite Horizon
	Applications
	Application 1.1: Robust Hybrid LQR with Aperiodic Jumps
	Application 1.2: Robust Control with Flows-Actuated Nonunique Solutions
	Application 2: Security Jumps-Actuated Hybrid Game

	Relationship with the Literature

	Fixed Terminal Time Hybrid Games
	Problem Statement
	Design of Saddle-Point Equilibrium for Finite-Horizon Hybrid Games
	Examples
	Periodic-Jumps Finite-Horizon Hybrid Games
	Jumps-Actuated Finite-Horizon Hybrid Game

	Approximate Min-Max Optimality

	Fixed Terminal State Hybrid Games
	Problem Statement
	Design of Saddle-Point Equilibrium for Hybrid Games with Teminal State Set
	pre-Asymptotic Stability for Hybrid Games with Terminal State Set
	Applications

	Set-Valued Hybrid Games
	Problem Statement
	Cost Evaluation for Autonomous Hybrid Inclusions
	Upper Bounds
	Exact Cost Evaluation

	Design of Weak Saddle-Point Equilibrium for Set-Valued Hybrid Games
	Asymptotic Stability for Set-Valued Hybrid Games
	Applications
	Robust Hybrid Linear Quadratic Problems with Sponteneous Jumps
	Set-Valued Flow and Jump Maps



	II Saddle-Point Equilibrium via Inverse Optimality
	 Input-to-State Stabilizing Control for Hybrid Systems
	Input-to-State Stability for Hybrid Systems with Disturbances
	Problem Statement
	Input-to-Sate Stabilizability
	Input-to-State Stability Control Lyapunov Functions
	Input-to-State Stabilizing QP Control

	Inverse-Optimal Stabilizing Control
	Inverse Optimal Non-QP Control
	Inverse Optimal QP Filter

	Applications & Examples
	Inverse Optimal Non-QP Control for a Hybrid Oscillator
	Inverse Optimal QP Control


	Input-to-State Safety Control for Hybrid Systems
	Input-to-State Safety for Hybrid Systems with Disturbances
	Problem Statement
	Input-to-Sate Safety Filters
	Input-to-State Safety Control Barrier Functions
	Input-to-tate Safety QP Filter

	Inverse-Optimal Safety Filters
	Inverse Optimal Non-QP Control
	Inverse Optimal QP Filter

	Illustrative Example


	III Study Cases of Hybrid Systems under Contested Scenarios
	Capture-the-Flag as a Hybrid Game
	Capture-The-Flag Games
	Hybrid Systems Game Formulation 
	Implementation of the Rules of the Game
	Flow and Jump Sets of the Hybrid Game
	black Hybrid Game Dynamical Model

	Two-Team Zero-Sum Formulation
	Control Design
	Local Controllers
	Global Controller

	Simulation Testbed

	Hybrid Games under Imperfect Information
	An Observer-based Switching Algorithm for Safety under Sensor Denial-of-Service Attacks
	Preliminaries
	Problem Formulation
	System Model
	Attack Model
	Problem Statement
	Proposed Solution

	Design of Switching Observer
	Analysis under no Attacks
	Analysis under Attacks
	Global Bound on Estimation Error

	Design of Observer-based Feedback Control
	Construction of Sets of Initial Conditions
	QP-based Safety Feedback Control

	Illustrative Example


	IV Conclusions and Future Work
	V Proofs of Results for Two-Player Zero-Sum Hybrid Games
	Proofs of Chapter 3
	Proof of Theorem 3.2.1.
	Proof of Proposition 3.2.2.
	Proof of Lemma 3.3.4.
	Proof of Theorem 3.3.5.
	Proof of Proposition 3.4.1
	Proof of Corollary 3.4.3

	Proofs of Chapter 4
	Proof of Theorem 4.2.1
	Proof of Corollary 4.3.2
	Proof of Lemma 4.4.1
	Proof of Lemma 4.4.2
	Proof of Theorem 4.4.3

	Proofs of Chapter 5
	Proof of Theorem 5.2.1
	Proof of Theorem 5.3.3

	Proofs of Chapter 6
	Proof of Proposition 6.2.1
	Proof of Corollary 6.2.3
	Proof of Proposition 6.3.1
	Proof of Proposition 6.3.2
	Proof of Lemma 6.3.4
	Proof of Lemma 6.3.5
	Proof of Theorem 6.3.7
	Proof of Theorem 6.4.2
	Proof of Corollary 6.5.1

	Bibliography




