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ABSTRACT OF THE DISSERTATION 

 

Dissociation Dynamics of Transient Molecules Studied by Photoelectron-Photofragment 

Coincidence Spectroscopy 

 

by 

 

Amelia W. Ray 

 

Doctor of Philosophy in Chemistry 

University of California, San Diego, 2016 

 

Professor Robert E. Continetti, Chair 

 

As the simplest carboxyl free radical the formyloxyl radical, HCO2, serves as a 

prototype for more complex carboxyl free radicals such as CH3CO2, C6H5CO2 and 

HC2CO2. It is also an intermediate in the OH + CO ⟶ H + CO2 reaction, of increasing 

interest for both atmospheric and combustion chemistry. The predissociation dynamics 

for the DCO2¯ + hߥ → D + CO2 + e¯ reaction were studied by DPD of DCO2¯. 



 

xxi 

Photodetachment near threshold (hν = 4.27 eV) accesses all three of the lowest-lying 

electronic states (2B2, 
2A1, and 2A2) of the formyloxyl radical. The photoelectron spectrum 

indicates vibrational excitation dominated by the O–C–O bending mode in the 2A1. In the 

PPC spectra for DCO2¯, each vibrational state of the nascent neutral is coupled to 

bending excitation in the resulting CO2 product observed in the eKE-gated state-resolved 

translational energy distribution. Each CO2 product-state distribution exhibits a 

substantial level of bending excitation, more than predicted by recent quantum-dynamics 

calculations on an ab initio potential energy surface. 

Extending our work on carboxyl free radicals, the dissociation dynamics of the 

propiolyl radical, HCCCO2, and its related isomer CCCO2H were studied by DPD of 

their respective anions using PPC spectroscopy. At hν = 4.27 eV, the HCCCO2¯ anions is 

found to readily dissociate to HCC + CO2. Similar to the formyloxyl radical, dissociation 

to HCC + CO2 results in a series of resolved peaks in the translational energy release 

spectrum corresponding to the O–C–O bending mode in the CO2 fragment. The isomeric 

CCCO2H were not observed. High level ab initio calculations and Franck-Condon 

simulations were carried out to reproduce the stable photoelectron spectrum. 

Extending the recent work on the F + H2O benchmark F initiated hydrogen 

abstraction reaction, the effects of vibrational excitation of the precursor anion was 

explored. To carry out this experiment, an IR laser was coupled into the existing PPC 

spectrometer using a mirror on the existing neutral beam block. Excitation of the internal 

hydrogen bond F—H—OH of the anion causes a noticeable change in dissociation 

dynamics, increasing access to the HF + OH products. Finally, the effects of 



 

xxii 

intramolecular vibrational relaxation of the excited anions was explored by looking at 

how the anions aged during confinement in the electrostatic ion beam trap. 

Finally, the F + HOCH3 → HF + OCH3 reaction was studied; expanding our work 

on F initiated hydrogen abstraction reactions. The HF product is formed with 

considerable excitation while the OCH3 product behaves as a spectator to the reaction. 

Both the metastable reactant channel van der Waals complex and stable product hydrogen 

bonded complexes were observed, along with a series of long-lived metastable 

vibrational Feshbach resonances. 

 



 1  

Chapter 1 : Introduction and Background 
 

The second industrial revolution was spurred by the introduction of the internal 

combustion engine in the 19th century, dramatically changing the world. At the time, 

knowledge of the complex chemistry of combustion and the effects of resulting pollutants 

on our atmosphere was largely limited to the basic definition of combustion: 

 Fuel + Air → Heat + CO2 + Water (1.1) 

In practice, however, combustion is far more complex than this basic definition 

suggests, actually comprising hundreds of different free radical reactions. Furthermore, 

incomplete combustion can result in complex pollutants entering the atmosphere where 

they can continue to react. Thus, although combustion and atmospheric reactions occur at 

noticeably different pressure and temperature regimes, they have many free radicals and 

short-lived species in common. As we continue to develop ever-more-efficient engine 

technologies, explore alternative fuels, and deal with climate change, it is important that 

we strive to gain insight into not just which chemical reactions are important, but how 

they proceed. This second criteria is covered by the field of dynamics, which provides a 

molecular-level description of a chemical reaction. 

Recent strides in the theoretical realms of quantum dynamics and high-accuracy, 

sophisticated computational methods make the need for good fundamental experimental 

observation more important than ever. To date, three-atom systems, such as the 

elementary atom-diatom reaction F + H2 → FH + H,1-3 have been the most fruitful 
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experimental proving grounds for theory, resulting in fairly detailed quantum mechanical 

understanding of these systems. Expansion of the experimental proving ground to larger 

systems, however, is problematic. This is because system complexity, taken as the 

number of degrees of freedom or the number of coordinates needed to fully describe a 

system, grows as 3N – 6 for non-linear systems (3N – 5 for linear systems) where the 

number of atoms is N, and so increases dramatically with increasing number of atoms. By 

this reckoning, three-atom systems of course have at minimum three degrees of freedom. 

Four-atom systems are far more complex, with six degrees of freedom, and represent the 

current frontier for quantum dynamics. For such systems, detailed experimental 

observables such as product energetics, branching ratios, and general reaction dynamics 

of key benchmark systems are needed as tests for quantum chemical and dynamics 

theories. 

To this aim, this thesis focuses on the experimental study of energetics and 

reaction dynamics of small transient neutral species, relevant to atmospheric and 

combustion processes, that represent ideal candidates for comparison to theory. 

Specifically, focus is on simple carboxyl free radicals and hydrogen abstraction by 

fluorine reactions, which proceed through both reactant and product complexes and a 

shared-hydrogen F−H−X intermediate. This first chapter outlines methods and techniques 

used to study reactive species, including an overview of our experimental approach that 

combines anion photoelectron spectroscopy with photofragment translational 

spectroscopy in coincidence using the technique of photoelectron-photofragment 

coincidence (PPC) spectroscopy.4, 5 
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1.1. Short-Lived Species: Reactive Free Radicals and Reaction Intermediates 

 
The transient species discussed in this thesis fall into two categories: reactive free 

radicals and reaction intermediates. Free radicals are atoms and molecules with an 

unpaired electron — like the ·OH radical, which is known to be particularly important in 

initiation of free radical reactions in both the atmosphere and combustion. The carboxyl 

free radicals discussed in Chapters 3 and 4 are examples of free radicals with an unpaired 

electron localized on the carboxyl group, giving rise to multiple low-lying electronic 

states depending on the location of the unpaired electron. 

For reaction intermediates, it is useful to consider the following generic chemical 

reaction: 

ܤܣ   ܥ → ሾܥܤܣሿ → ܣ   (1.2) ܥܤ

where A, B, and C are atoms or molecules and [ABC] is either the activated 

complex/transition state or a reaction intermediate. The difference between a transition 

state and a reaction intermediate is as follows. A transition state has a lifetime on the 

order of just a single molecular vibration and exists at a potential energy maximum on the 

potential energy surface (PES). A reaction with a transition state is considered to be an 

elementary reaction that cannot be broken down into simpler reaction steps. In contrast, a 

reaction intermediate has a lifetime appreciably longer than a single molecular vibration. 

Common types of reaction intermediates include van der Waals (vdW) complexes 

(consisting of atoms and/or molecules bound by weak van der Waals forces) and 
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hydrogen-bonded complexes. A reaction with a reaction intermediate is considered to be 

a stepwise combination of elementary reactions. Unlike a transition state, a reaction 

intermediate appears as a global or local minimum on the PES. The presence of a reaction 

intermediate can dramatically influence the overall dynamics and kinetics of a reaction. 

1.2. Experimental Techniques for Studying Reaction Intermediates and Free 
Radicals 

Due to their short lifetimes, transient reaction intermediates and free radicals can 

be difficult to study directly. Traditional approaches have focused largely on bulk 

observations or kinetic measurements, inferring the presence of a reaction intermediate 

based on appearance of certain products and/or rates at which a specific product appears. 

Recent advances in ion-beam and ion-imaging technology have made it possible to study 

individual reactions or dissociation events, gaining important information on the 

dynamics of such systems. Supersonic sources, for example, allow for the production of 

both fast and very cold molecular beams.6 These work by passing gases from high 

pressure to low pressure though a small nozzle producing a hydrodynamic flow. As a 

result, the molecules are accelerated in the forward direction with a net transfer of energy 

from translational and internal degrees of freedom into this forward acceleration to 

produce a cold molecular beam.   

Current experimental dynamics techniques include, but are not limited to, 

molecular beam scattering, state-resolved spectroscopic techniques, and precursor-ion 

neutralization techniques.7 These last techniques are the focus of this thesis and will be 

discussed in more detail below. Briefly, many free radicals can be stabilized by the 

addition/removal of an electron to form a closed-shell anion/cation and these transient 
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neutrals can then be probed using various techniques. For example, anion precursors can 

be probed using a fixed-wavelength laser to eject a photoelectron as is done in 

photoelectron spectroscopy,8 discussed in detail in Section 1.3. Alternatively, cation 

precursors can be neutralized by either dissociative recombination9 or charge exchange10 

which, like anion photoelectron spectroscopy, probes the neutral PES. 

1.3. Photoelectron Spectroscopy 

 
Anion photoelectron spectroscopy has proven to be a useful technique for 

studying short-lived or unstable species.11-14 Here, negative ions are probed using a 

pulsed laser at a fixed wavelength with sufficient energy to neutralize the anion as 

follows: 

ିܥܤܣ  	
జ
ሱሮ ܥܤܣ	 	݁ି (1.3) 

 
Although limited to systems with a stable anion, the additional stability gained by 

neutralization can greatly extend species lifetimes, and has the added benefit that the 

species can be steered and manipulated in the usual ways. Although excess energy can 

partition into internal energy in the resulting neutral, the bulk typically partitions into the 

departing photoelectron in the form of kinetic energy as follows: 

ܧܭ݁  ൌ ݄߭ െ ܣܧܣ െ  ௧ (1.4)ܧ

 
where eKE is electron kinetic energy, AEA is adiabatic electron affinity, and Eint is 

internal energy. The eKE and photoelectron angular distribution (PAD) of the resulting 

photoelectron are measured, providing information on the AEA and Eint partitioning in 

the resulting neutral. This technique can, in principle, be performed on any stable anion  
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Figure 1.1. Principle of anion photoelectron spectroscopy. Absorption of a photon (light 
blue) produces a neutral product and a photoelectron that carries away excess energy 
(dark blue). The resulting photoelectron spectrum is shown to the left. 
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with a positive AEA, making it ideal for probing free radicals and even some closed-shell 

molecules. 

Anion photoelectron spectroscopy is shown schematically in Figure 1.1 for direct 

photodetachment, where the resulting neutral surface is bound. The experimental 

photoelectron spectrum, plotted vertically along the energy axis, provides information on 

internal energy partitioning into vibrational and rotational degrees of freedom. In this 

case, information on the accessible vibrational modes can be extracted by looking at the 

relative peak positions in the resulting spectrum, while unresolved rotational excitation 

contributes to peak width. Although peak spacing provides direct information on the 

neutral, peak intensities are more complicated because they depend on both the anion and 

neutral potential energy surfaces, and need to be discussed in more detail. 

The Franck-Condon principle states that electronic transitions occur nearly 

instantaneously relative to nuclear motion, and thus nuclei can be treated as “frozen” 

during electronic transitions.15, 16 Schematically, the electronic transition is represented 

by a vertical arrow in Figure 1.1, and the geometry of the lower-energy electronic state 

(anion in this case) is projected onto that of the higher-energy electronic state (neutral). 

Combining the Franck-Condon principle with the Born-Oppenheimer approximation,17 

which states that wavefunctions for nuclear and electronic components are separable 

(߰ ൌ 	߰߰ሻ, the intensity of an electronic transition can be described by the overlap 

of anion and neutral electronic wavefunctions (߰′ and ߰): 

ܫ  ൌ ′߰	
∗ ߰݀߬ߤ  ܵ′௩

∗ ܵ௩ ܴ݀ (1.5) 
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where the first integral is the electronic-transition dipole moment and the second integral 

is the vibrational-overlap integral. The first integral generally implies the electronic-

dipole transition selection rule of ∆݈ ൌ 	േ1, although this is only rigorously defined for 

atomic systems and is relaxed for molecular systems. The second integral in equation 1.5 

governs the intensity of each vibronic transition, and its square is called the Franck-

Condon (FC) factor. That is, the square of the electronic-transition dipole moment 

dictates the intrinsic strength of the electronic transition, while FC factors govern the 

distribution of this intensity among the vibrational states on the higher-energy electronic 

surface. The selection rules for vibrational transitions in electronic spectroscopy are 

∆݊ ൌ 0,േ1,േ2,… where, in the absence of vibronic interactions, only totally symmetric 

modes will produce a non-zero transition moment integral. This means, for example, that 

bending modes with odd quanta will not be populated, as was seen in the early quantum 

dynamics simulations of the formyloxyl radical.18 These selection rules are relaxed from 

the purely vibrational spectroscopy case as ܵ′௩  and ܵ௩  represent vibrational 

wavefunctions for different electronic states, making the overlap integral non-zero for a 

larger number of conditions. 

FC factors are depicted schematically in Figure 1.2. In particular, this figure 

shows how sensitive these factors are to overlap in geometry between the two electronic 

states. When anion and neutral geometries are very similar, as for the ground electronic 

state in Figure 1.2, FC overlap between the two states should be excellent. As a result, 

intense peaks will be observed for the ground state 0 ← 0 and other ∆߭ ൌ 0 transitions 

such as 1 ← 1, 2 ← 2, and so on. As an experimental note, the contribution of the 1 ← 1  
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Figure 1.2. Schematic diagram illustrating Franck-Condon factors, represented as 
vibrational stick structures along the left side, for two different electronic states. The 
ground electronic state is depicted with good geometry overlap (middle) while the first 
excited electronic state is depicted with relatively poor geometry overlap (upper). The 
most intense transitions are, for the first case, the 0–0 transition and, for the second case, 
the 2–0 transition.  
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and other transitions from excited vibrational levels in the anion, collectively referred to 

as “hot bands,” should be minor as long as cold precursor anions are used. In contrast, 

when anion and neutral geometries are considerably different, as for the excited 

electronic state in Figure 1.2, the intensity of the ∆߭ ൌ 0 transitions may be quite small 

and the most intense transition may no longer be to the ground vibrational state. Thus, in 

addition to obtaining useful information about the vibrational states of the neutral 

potential energy surface, photoelectron spectroscopy also allows for valuable comparison 

of anion and neutral geometries. 

 Recent improvements in photoelectron spectroscopy resolution have been 

achieved using two new technologies: the technically challenging anion zero electron 

kinetic energy (ZEKE) spectroscopy and the more versatile slow electron velocity-map 

imaging (SEVI) spectroscopy.19 With ZEKE, a tunable laser is used for photodetachment 

near the threshold for ion-neutral transitions and only those electrons with nearly zero 

kinetic energy are detected. Although energy resolution better than 1 meV has been 

achieved, 20 this technique is applicable only to a limited number of anions due to the 

near-threshold nature of the experiment.11, 21 With SEVI, photoelectrons are collected 

over a greater, though still narrow, energy range to produce a high-resolution spectrum (2 

– 3 meV). Spectra are taken over a discrete number of detachment wavelengths and then 

“stitched” together to form a composite spectrum. SEVI is applicable to a broader range 

of species than is ZEKE, while still providing enhanced resolution compared to more 

traditional photoelectron spectroscopy. The near threshold approach of SEVI has been 
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utilized to good effect in our PPC experiment,22 but with smaller gains in resolution 

owing to the experimental constraints imposed by coincidence measurements.  

1.4. Cross Sections and Photoelectron Angular Distributions 

The probability of observing the bound-free transition from an anion to the 

corresponding neutral and free electron is given by the photodetachment cross section, 

which corresponds to the sum of all allowed transitions (vibronic and electronic) at a 

given wavelength and, in general, increase monotonically with energy above threshold. 

Near threshold, Wigner23 showed that the energy dependence of this cross section (for 

two particles) depends only on the long-range forces between the products, giving the 

following relationship for the photodetachment cross section near threshold for atomic 

anions 

ሻܧሺߪ  	∝ 	 ሺ∆ܧሻାሺଵ ଶሻ⁄  (1.6) 

where ΔE is the energy above threshold and l represents the quanta of angular momentum 

in the photoelectron. Reed and coworkers24 extended this cross section to polyatomic 

anions by replacing the atomic orbital quantum number with an effective angular moment 

quantum number l’ describing the highest occupied molecular orbital (HOMO) from 

which the electron is detached to give 

ሻܧሺߪ  	∝ 	 ሺ∆ܧሻ
∗ାሺଵ ଶሻ⁄  (1.7) 

for polyatomic anions. Here l* is the angular momentum of the departing photoelectron 

ejected from the HOMO where ݈∗ ൌ ݈ᇱ േ 1, which adjusts for the dipole selection rules. 
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In the atomic case, this threshold law dictates that only isotropic s-wave photodetachment 

occurs with any appreciable cross section near threshold. These relationships break down 

above threshold, where the detached electron can be more accurately described as a free 

continuum electron with essentially arbitrary angular momentum. This allows for 

observation of excited neutral states that would be forbidden in traditional optical 

spectroscopy, for example.25 

During the process of photodetachment, angular momentum is conserved and can 

provide useful information on the anion orbital from which the photoelectron was 

ejected.24, 26 The photoelectron angular distribution (PAD) with respect to the laser 

polarization vector of a linearly polarized laser is given by 

ሻߠሺܫ  ∝ 1 	ߚଶ ଶܲሺcos  ሻ (1.8)ߠ

where θ is the angle between the laser-polarization vector and the electron-velocity 

vector, β2 is the asymmetry parameter, and ଶܲሺܿݏ ሻߠ ൌ 	
భ
మ
ሺ3ܿݏଶߠ െ 1ሻ. The asymmetry 

parameter β2 corresponds to angular distributions ranging from ܿݏଶߠ to ݊݅ݏଶߠ where the 

corresponding β2 ranges from 2 to −1. Fitting of energy-resolved PADs gives a plot of the 

electron kinetic energy dependence of β2. Although β2 is qualitative only for molecular 

systems, it provides a useful tool to aid in, for example, distinguishing between 

photodetachment to different electronic states. 

1.5. Photofragment Translational Spectroscopy 

So far, this discussion of photoelectron spectroscopy has focused on direct 

photodetachment, where the electronic transition accesses a bound neutral state. If,  
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Figure 1.3. Schematic diagram of photofragment translational spectroscopy. Absorption 
of a photon (light blue) accesses a dissociative curve where excess energy is carried away 
by the departing photoelectron (eKE). 
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however, the neutral state is not bound but, rather, repulsive, as shown in Figure 1.3, the 

resulting neutral species fragments upon photodetachment in a process called dissociative 

photodetachment. It is informative to collect the resulting neutral fragments and study the 

partitioning of kinetic energy 

	ܴܧܭ  ൌ 	E୦ െ ܧܭ݁ െ ሻିܥܤܣሺ°ܦ∆ െ ሻିܥሺܣܧܣ െ	ܧ௧ (1.9) 

where KER is the kinetic energy release of the resulting fragments and is defined relative 

to the bond dissociation energy ∆D°ሺABCିሻ of the anion, the AEA of the fragment anion 

and the energy partitioning into internal degrees of freedom of the fragments Eint. A more 

general form is given by 

ܴܧܭ  ൌ 	E୦ െ ܧܭ݁ െ ௗ௨௧௦ܧ െ	ܧ௧ (1.10) 

where Eproducts is the energy of the resulting products relative to the anion, providing an 

equation which is still good even when there is no well-defined AEA for C¯, for 

example. Additionally, upon dissociation, energy may partition into the internal degrees 

of freedom of the resulting fragment, as shown in the upper curve in Figure 1.3. 

This direct photodetachment is shown schematically in Figure 1.4 for a fast-ion-

beam experiment like the ones carried out in our lab. The resulting fragments still retain 

the center-of-mass (COM) velocity of the parent ion while the products leave with their 

own recoil velocities. Each recoil velocity can be determined relative to the COM and the 

KER extracted, as explained in greater detail in Chapter 2. 
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Figure 1.4. Direct dissociative photodetachment in a fast ion beam experiment. Product 
kinetic energy release (KER) is observed as translational energy of the fragments relative 
to the COM velocity. 
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As suggested in equations 1.9 and 1.10, useful information on energy partitioning 

to the internal degrees of freedom of the resulting products can be gleaned from a KER 

spectrum. In addition, KER distributions provide valuable insight into relative barrier 

heights when probing near a transition state. Finally, because product KER from the 

COM depends on both velocity and mass, observation of product KER upon dissociative 

photodetachment allows for identification of accessible dissociative pathways, 

particularly if more than one fragmentation pathway is available.	

1.6. Photoelectron-Photofragment Coincidence Spectroscopy 

In this thesis, photoelectron-photofragment coincidence spectroscopy (PPC), a 

combination of photoelectron and photofragment spectroscopic techniques, is used to 

gain significant insight into the dissociation dynamics of transient neutrals.4, 5 Here the 

kinetic energy release (KER) (sometimes also referred to as translational energy release 

(ET)) for the resulting fragments is measured in coincidence with a photoelectron, 

providing information on the nascent neutral, the resulting products, and the reaction 

dynamics of the system. The coincidence spectrum can provide additional insight not 

obtainable from the individual eKE and KER data. For instance, all products that end up 

at the same final state appear as a diagonal in the coincidence spectrum, shown 

schematically in Figure 1.5. The position along that diagonal provides information on the 

Franck-Condon region of a dissociative curve and, as is the case for the F + H2O system, 

allows for observation of the FC region for more than one asymptotically near-degenerate 

electronic state. 
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Figure 1.5. Schematics for direct (left) and indirect (right) dissociative photodetachment 
and schematics of the corresponding photoelectron-photofragment coincidence plots 
below. 
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Example schematics of a coincidence measurement are shown in Figure 1.5 for 

both direct and indirect dissociation pathways. For both cases, the diagonal line along 

which these bands fall corresponds to the maximum kinetic energy (KEMAX) where the 

products are formed in their ground vibrational and rotational states. In this case the 

following pertains: 

ெܧܭ  	ൌ జܧ	 െ ሻିܥሺܣܧܣ െ  ሻ (1.11)ିܥܤܣሺ°ܦ∆

where Ehν is the energy of the photodetachment laser, AEA is the adiabatic electron 

affinity of the fragment anion, and ΔD° is the dissociation energy of the ABCି anion. For 

the case of indirect dissociative photodetachment, equation 1.11 can also be given by: 

ெܧܭ  	ൌ జܧ	 െ ሻିܥܤܣሺܣܧܣ െ  ሻ (1.12)ܥܤܣሺ°ܦ∆

defined relative to the AEA of the ABCି  anion and the ∆ܦ°ሺܥܤܣሻ  of the resulting 

neutral. As shown on the left side of Figure 1.5, direct dissociative photodetachment 

involves accessing purely repulsive surfaces, in this case corresponding asymptotically to  

the same final products. A schematic of the resulting coincidence plot is shown in Figure 

1.5; eKE is shown on the vertical axis, product KER is shown on the horizontal axis, and 

the corresponding signals show as diagonal bands.  

The right side of Figure 1.5 shows indirect dissociative photodetachment where 

photodetachment accesses a bound intermediate crossed by a repulsive curve. The 

resulting photoelectron spectrum in this example now contains peaks corresponding to 

vibrations in the metastable neutral, provided that this intermediate has a lifetime greater 

than a vibration. Vibrational states that fall above the dissociative curve can cross and 
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then dissociate, resulting in a series of diagonal peaks in the corresponding coincidence 

plot schematic. 

More complicated dissociative processes — such as electron autodetachment 

following direct ionic photodissociation, multiphoton processes, and decaying metastable 

states—all exhibit unique characteristics in the coincidence spectrum while remaining 

elusive or impossible to disentangle with single-dimensional techniques. For example, 

electron autodetachment following a photodissociation event appears as a series of 

horizontal stripes at low eKE. Decaying metastable states can appear in the coincidence 

spectrum as horizontal bands, as for the F¯H2O system, or as a series of dots if sufficient 

vibrational resolution is observed in both eKE and KER spectra, as for the formate anion 

discussed in Chapter 3. 

1.7. Thesis Outline 

This introductory chapter presents background information needed to understand 

information presented later in the thesis. Subsequent chapters describe the experimental 

apparatus, including the recent introduction of a tunable IR laser system for controlled 

vibrational pumping of precursor anions, as well as detector calibration and data-analysis 

techniques. Experimental results start with our study of carboxyl free radicals, looking 

specifically at formyloxyl radical HCO2 and propiolyl radical HC3O2 systems. 

Experimental results continue with our study of proton abstraction by fluorine, starting 

with the F + HOCH3 → HF + OCH3 system and culminating with implementation of a 

tunable IR light source for controlled vibrational pumping of the precursor F¯H2O anion 

and its effects on the dissociation dynamics of the F + H2O → HF + OH system. 
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Chapter 2 : Experimental Methods and Data Analysis 

 

The experiments presented in this thesis were carried out on a fast-ion-beam 

photoelectron-photofragment coincidence (PPC) spectrometer, discussed in detail 

elsewhere.1, 2 This chapter presents a brief description of the major components of the 

apparatus and is followed by a more detailed discussion of installation of an IR laser 

system used for vibrational pumping of precursor anions prior to carrying out PPC 

experiments. Finally, the chapter concludes with a discussion of data analysis, 

calibration, and needed modifications to these procedures for the IR/vibrational excitation 

experiment. 

2.1. Experimental Apparatus Overview 

The instrument was constructed and designed specifically to carry out coincidence 

measurements of single molecules with high detection efficiency.1, 3 Detection of neutral 

products is achieved by utilizing a fast (keV) ion beam followed by photodetachment of 

the precursor anions with ~ 50% detection efficiency observed for a microchannel-plate-

based detector.4 The use of a fast ion beam has the added advantage that, due to 

conservation of momentum, neutral products are constrained to a limited angular range in 

the laboratory frame. In most cases this allows for detection of the full 4π solid angle in 

the center-of-mass (CM) frame using a single detector. Discussed in more detail in 

Section 2.3.2, product mass ratios, scattering angles, and CM translational energy release 

(KER) for dissociative events are determined the time and position of arrival on the 
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neutral particle detector and information on the parent mass and velocity.5 Upon 

photodetachment, the resulting photoelectron is extracted perpendicular to the fast ion 

beam axis using a space-focusing time-of-flight detection scheme coupled to a time- and 

position-sensitive detector. Discussed in more detail in Section 2.3.1, the photoelectron 

spectrum is determined from the radial and temporal distributions of electrons on the 

detector. Coincidence measurements dictate photodetachment and detection of a single 

molecule at a time, which can be controlled for by limiting the experimental rate to no 

more than one event per photodetachment laser shot.  

A schematic cross-section of the PPC spectrometer is shown in Figure 2.1 and a 

discussion of the experiment and spectrometer follows below.  The spectrometer consists 

of the following differentially pumped chambers: source, acceleration, time-of-flight 

(TOF), mass gate, electrostatic ion-beam trap (EIBT), and detector. Each chamber is 

separated from its neighbors by an aperture (diameters ranging over 3–5 mm) and 

selective chambers are separated by gate valves (GV) to allow for selective partial 

venting of the instrument for maintenance purposes.  

Ions are created in the source using a coaxial-pulsed discharge (typically 500–700 

V, 30–50 μs pulse width) acting upon a pulsed (10–20 Hz) supersonic expansion of 

desired gas mixture. The expansion is then crossed by an electron beam (1 keV) that 

provides an additional source of secondary low-energy electrons formed through 

collisions of the expansion with the high-energy electron beam. One advantage to using a 

supersonic expansion is that it results in cooling of internal degrees of freedom through  
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inelastic collisions with the buffer/carrier gas to typical vibrational temperatures of 

<100K and rotational temperatures of <20K near the center of expansion.6 

The actual discharge-initiated chemistry in the expansion typically occurs via 

either of two mechanisms: (1) fragmentation of species in the discharge followed by 

collisions of energetic molecules or (2) attachment of free low-energy electrons. Note 

that molecular anion formation, especially late in the expansion where there is less 

collisional cooling, can yield anions with significant internal excitation.7, 8 

Implementation of the EIBT has dramatically improved our ability to produce cold 

anions, largely through the stronger expansions possible from using a 10 Hz source 

compared to a 1 kHz source,9 but it is still important to take special care to find source 

conditions for the production of cold ions. As discussed in section 2.5 production of cold 

ions is especially important for IR pumping of precursor ions in the F¯H2O system. After 

ion production, the coldest portion of the expansion is selected using a conical skimmer 

(3 mm) located between the differentially pumped source and acceleration chambers. 

The ions are accelerated to 4–7 keV using a stack of plates with holes (diameter 5 

cm) centered along the ion-beam axis with monotonically increasing positive potential. 

They then enter a cylinder (length 30 cm) with endcaps with apertures (entrance diameter 

3 mm, exit diameter 5 mm) along the center line, floated at the acceleration potential. 

Once the anion packet is contained within the cylinder, the cylinder’s high voltage 

potential is rapidly (~30 ns) switched to zero, re-referencing the anion packet to ground 

so that the rest of the instrument need not be floated at the acceleration potential. 

Included in the acceleration stack is an einzel lens, discussed in more detail below, to 
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help focus the ion packet. The resulting collimated beam has a small energy spread and 

can be easily guided through the rest of the instrument. 

The accelerated ions are separated by their mass/charge (m/z) ratio in the 

subsequent differentially pumped region (time-of-flight, or TOF). At fixed beam energy, 

time-of-flight over a given distance is proportional to the ඥ݉ ⁄ݖ , allowing for temporal 

separation of masses with the same charge. TOF information relative to the high-voltage 

switch allows for identification of anion species created in the source and, later, for 

selection of the anion of interest in the mass gate region. Ion-beam steering and focusing 

is achieved with a series of ion optics, including two sets of vertical and horizontal ion 

deflectors located at the beginning and end of the TOF chamber and two electrostatic 

einzel lenses. These lenses consist of three coaxial cylindrical electrodes, where the outer 

electrodes are held at ground and the center electrode is held at potential, allowing for 

focusing of the ion beam without changing its energy.10 Before entering the differentially 

pumped mass gate region, the beam is deflected over a neutral-beam block centered along 

the ion-beam axis and then returned to its original trajectory. The beam block serves to 

reduce the number of residual fast neutrals that were formed by collisional electron 

detachment with the background gas in the source and now make it to the neutral-particle 

detector. This neutral-beam block is discussed in more detail in Section 2.4, where 

modifications that enable use as a turning mirror for coupling an IR laser into the 

instrument are outlined. 

Although experiments can be readily carried out on more than one mass 

simultaneously using the EIBT (this use is known as multi-mass mode), it is often more 
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practical to select a single mass or small range of masses using a mass gate beforehand. 

In the current configuration, the mass gate consists of two parallel plates held at equal 

and opposite voltages to deflect undesired ions out of the beam. The mass or masses of 

interest are selected by rapidly dropping the potential of the mass gate to ground to let a 

specific m/z pass, then raising the plates to potential again. Increasing the length of time 

that the mass gate is held at ground allows for selection of a greater number of species 

that can be loaded into the EIBT, though typically only a single mass was selected during 

an experimental run. Also housed within the mass gate region is an ion detector that can 

be translated in and out of the ion beam. 

The EIBT consists of two focusing electrostatic mirrors used to store the fast ions 

with a stable orbiting trajectory. The entrance mirror is held at ground to allow ions to be 

injected into the EIBT and is then raised to potential before the ions complete their first 

round trip, trapping the oscillating ions in the cavity. Ions can remain trapped for more 

than 5 seconds,2 during which their primary loss mechanism is charge exchange with 

background gas. The entire trap assembly is cooled to cryogenic temperatures such that 

the electrostatic mirrors are at ~ 20 K, allowing, in principle, the stored ions to cool 

radiatively during confinement. 

At the center of the trap is the ion-laser interaction region and electron detector 

assembly. The trapped ion packet is repetitively probed with the output of a 1 kHz laser, 

as discussed in more detail in Section 2.2.1. The photoelectron is velocity-mapped11 onto 

a time- and position-sensitive electron detector, while the resulting neutrals are no longer 

held by the trap potential and recoil out of the trap toward the neutral particle detector. 
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Compared to traditional single-shot PPC experimental techniques, use of such a trap 

effectively decouples the source from the photodetachment process, allowing for greater 

flexibility in carrying out this complex experiment. Primarily this means that the ion 

source is run at 10 Hz, allowing for better cooling in the supersonic expansion, while the 

photodetachment laser still probes the trapped, oscillating ion packet in the EIBT at 1 

kHz. 

Over the course of the trap cycle, the slight kinetic energy spread of the ion packet 

and any Coulomb interactions of the ions (particularly in the turnaround regions) causes 

the ion packet to elongate and spread, ultimately filling the entire cavity, resulting in a net 

lowering of the ion density that the photodetachment laser encounters during crossing. To 

counteract this effect, a small cylindrical RF-bunching electrode is placed inside the trap 

along the ion beamline. Application of a sinusoidal RF voltage, phase-locked to the 

master oscillator of the laser at a frequency close to the natural oscillation frequency of 

the ions, helps to “bunch” the ion packet – that is, limit ion packet spread over the course 

of the trap confinement resulting from the inherent ensemble of velocities contained 

within. In addition, bunching helps ensure that the ions travel toward the neutral particle 

detector when photodetachment occurs, dramatically increasing the experimental rate. 

The detector chamber houses both the multi-particle neutral detector as well as an 

ion detector used to measure TOF spectra of ions during ion tuning and beam 

optimization. The neutral particle detector, described in more detail in Section 2.3.2, is 

mounted in the beam axis on a vertical translator mount attached by bellows to the main 
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detector chamber. This allows flexibility in fine-tuning the ion beam center-of-mass 

position on the detector face.  

The ion beam is monitored at the ion detector using an electrostatic deflector 

consisting of parallel plates that deflects ions out of the beam-line up to a stack of two 

microchannel plates (MCPs; diameter 1"). The emitted charge is collected by a stainless 

steel anode and amplified by a high-speed preamplifier (Ortec VT-120). The ion deflector 

serves double duty by also causing all ions to be deflected out of the beam axis, ensuring 

that only neutrals are detected at the neutral particle detector. 

Collisions of anions in the fast beam with background gas molecules can either 

result in heating of internal degrees of freedom in the anion or deflection of the anion 

from the stable trajectories needed to traverse the length of the instrument. Differential 

pumping, provided by high performance vacuum technology, is used to limit these 

interactions. The source, acceleration and TOF comprise the high vacuum system, each 

with typical pressures of ~10−8 Torr. Each chamber in the high vacuum system is 

separated from the next by a small aperture (typical diameter of 3 mm) allowing for 

differential pumping, which becomes increasingly more important when the pulsed valve 

is running in the source causing typical source pressures of 10−5 Torr. The remaining 

chambers make up the ultra-high vacuum portion of the instrument with typical pressures 

of <10−9 Torr for the mass gate, 10−11 Torr for the EIBT and 10−10 Torr for the detector 

chamber. Beam line gate valves are used to isolate the ultra-high vacuum system from the 

high vacuum system, allowing for selective venting of the source, acceleration and TOF 

regions when maintenance is needed. Additional beam line gate valves are located at both 
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the entrance and exit of the EIBT allowing for selective venting of the mass gate, EIBT 

and detector chambers if needed. 

In the high vacuum system each source is evacuated by magnetically-levitated 

turbomolecular pumps (TMP) with pumping speeds of 3200 L/s (source, Edwards STP-

XA3203C), 2200 L/s (acceleration, Edwards STP-A2503PV), and 800 L/s (TOF, Edwards 

STP-A803WAV-U). All three are backed by a shared foreline evacuated by a roots blower 

backed by a rotary vane mechanical pump (Edwards EH500 with E2M80, 110 L/s). 

During the course of this thesis project, the mechanical pump was replaced by an oil free 

scroll pump (Edwards XDS 35i, 9.7 L/s). 

In the ultra-high vacuum system the detector and mass gate chambers share a 

foreline evacuated by a scroll pump (Edwards nXDS 10i, 3.2 L/s). The mass gate is 

evacuated using two 250 L/s TMPs, which helps ensure that the high gas load used in the 

source does not effect the ultra-high vacuum requirements of the EIBT in particular. The 

detector chamber is pumped by a magnetically levitated 400 L/s TMP backed by a 250 

L/s TMP to ensure adequate pumping of hydrogen and helium with which TMPs can 

struggle. Finally, the EIBT chamber itself is evacuated using a cryopump (Oxford 

Instruments, Cryo-Plex 8) and cold head (Oxford Instruments, 1020 Cold Head), reaching 

the < 10−10 Torr needed for the extended flight path of the trapped ions. Roughing valves 

for both the EIBT chamber and the cryogenic pump are backed by the same foreline as 

the mass gate and detector regions to help limit the effects of gas permeation through the 

Viton O-rings. Finally, the EIBT also can be evacuated with a home-built, 3000 L/s 
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titanium sublimation pump (TSP), but this is typically only needed if the EIBT chamber 

has been open for long periods of time for extended maintenance. 

2.2. Laser Systems 

The photodetachment/dissociative photodetachment studies described in this 

thesis require the use of a short-pulse picosecond laser with a high repetition rate. The 

system used for these studies is a cavity-dumped, mode-locked Titanium:Sapphire-based 

regenerative amplifier, described in section 2.2.1. 

In addition, to achieve vibrational pumping of precursor anions before 

photodetachment requires the use of an optical-parametric-oscillator/optical-parametric-

amplifier (OPO/OPA) tunable-IR laser system. The system used for these studies is 

described in section 2.2.2. How this system was coupled into the instrument and data 

acquisition is described in section 2.5. 

2.2.1. Photodetachment: Clark Titanium:Sapphire CPA System 

Photodetachment in these experiments is carried out using a Clark MXR CPA-

2000 Ti:Sapphire regenerative amplifier system. The fundamental output of 775.5 nm 

light has pulse width 1.1 ps, 400 μJ/pulse, repetition rate 1.037 kHz. In general, such 

short pulses have a very high peak power, which limits power amplification in laser 

systems due to the damage threshold of the gain medium and optics. Consequently a 

chirped-pulse-amplification (CPA) approach is used, where laser pulses are elongated 

temporally by use of a dispersive grating that stretches the pulse width to tens of 

picoseconds. These elongated pulses now have a lower peak height and are safe for 
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amplification in the laser cavity, after which the well-defined pulse can be recompressed 

using a similar dispersive system to recover an amplified short pulse. 

Briefly, the regenerative amplification system used herein to amplify the 

Ti:Sapphire output is a mode-locked diode-pumped fiber laser producing picosecond seed 

pulses (nJ/pulse, 43.58 MHz). Seed pulses are first stretched (making them safe for 

amplification), then injected at 1.037 kHz into the Ti:Sapphire amplifier cavity. The 

Ti:Sapphire crystal is pumped by a high-power Q-switched Nd:YAG laser, allowing 

amplification of the seed pulse over several passes through the cavity. Once the 

maximum energy is reached, the pulse is ejected from the cavity through a polarizer 

using a Pockels cell (fast-polarization rotator), then recompressed using a grating to 

produce the final output pulse. 

Once the fundamental 775.5 nm (1.60 eV) light exits the laser cavity, it can either 

be used directly for photodetachment experiments or converted to other wavelengths by 

use of nonlinear optics. Frequency doubling in beta-Barium-Borate (BBO) produces 

387.8 nm (3.20 eV) light that, if desired, can be used to pump a traveling-wave 

parametric amplifier of superfluorescence (TOPAS) system to produce tunable radiation 

over the ranges 460 – 720 nm and 830 nm – 2 μm. The TOPAS system consists of a 

superfluorescence generator, three preamplifiers, and a power-amplification stage 

arranged such that only a single nonlinear BBO crystal is needed to produce tunable 

radiation. The output of the TOPAS system can be frequency doubled using an additional 

BBO crystal mounted just outside the exit aperture of the TOPAS unit. The majority of 

results presented in this thesis were obtained using 258.5 nm (4.80 eV) light, produced by 
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frequency tripling the Ti:Sapphire fundamental (with a commensurate reduction in power 

per pulse) using a BBO crystal to combine frequency doubled 387.8 nm light with 

residual 775.5 nm light overlapped spatially and temporally through use of a delay-line 

setup. 

Because high intensity 258.5 nm light can overcome the work function of surfaces 

in our electrostatic ion beam trap (EIBT), a series of concentric baffles was installed in 

the trap chamber on the vacuum side of the entrance and exit laser windows to reduce 

scattered light and spurious photoelectrons. This necessitated implementation of a 

telescoping lens assembly before the EIBT, replacing the focusing lens (focal length 500 

mm) used at longer wavelengths. That is, the laser beam is now collimated through the 

trap instead of being focused in the interaction region at the center of the EIBT. For this 

thesis, data at 258.5 nm was collected with the telescope, while data at longer 

wavelengths was collected with the focusing lens. 

2.2.2. Vibrational Pumping: LaserVision OPO/OPA IR System 

The major instrumentation modification undertaken for this thesis was the 

implementation of a new tunable-IR laser system used to pump specific vibrational 

modes in the precursor anion packet before the PPC experiment is performed. This 

section describes the IR laser system. Implementation of this system with the PPC 

spectrometer is discussed in Section 2.5. 

The IR laser system consists of a pump laser and an OPO/OPA system.12 The 

pump laser is a Continuum Surelite EX Nd:YAG laser producing 1064-nm light with the  
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Figure 2.2. Schematic of the LaserVision OPO/OPA IR system including the Surelite EX 
Nd:YAG pump laser. The pump beam is split at BS1; the reflected beam is doubled to 
532 nm, then split into Signal and Idler photon beams in the OPO stage. Finally, the 
Signal and Idler photon beams are amplified using the passed-though 1064 nm light in 
the OPA stage.12 
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following characteristics: pulse width 5 ns, power 740 mJ/pulse, repetition rate 10 Hz. IR 

radiation is produced using a LaserVision OPO/OPA system operating at the repetition 

rate of the pump laser and can be tuned over the ranges 710 – 885 nm (14000 – 11300 

cm−1) and 1.35 – 5.0 μm (7400 – 2000 cm−1); within the second range, average power is 

12 mJ/pulse over the range 1.5 – 3.0 μm but only 4 mJ/pulse at 4 μm. A schematic of the 

LaserVision system is shown in Figure 2.2. 

Briefly, the fundamental 1064 nm pump is first split into two beams using a beam 

splitter (BS1). The two beams then proceed as follows: one beam is frequency doubled to 

532 nm and enters the OPO, which consists of two matched potassium titanyl phosphate 

(KTP) crystals, producing two new tunable beams called the Signal (near-IR, 1400 – 

2000 nm) and Idler (855 – 720 nm) photon beams. By conservation of energy, the sum of 

these two beams must equal that of the 532 nm pump beam, per the relationship ωହଷଶ 	ൌ

	ωୱ୧୬ୟ୪ 	 	ω୧ୢ୪ୣ୰. Tunability is achieved by matched rotation of the KTP crystals to 

ensure phase matching. The near-IR Signal beam then enters the OPA, where it passes 

through four matched potassium titanyl arsenate (KTA) crystals. The other beam 

produced at BS1 is used to pump this OPA chain, amplifying the near-IR beam and 

generating another photon in the range 4300 – 2200 nm (ω୍ୖ) where, by conservation of 

energy, ωଵସ 	ൌ 	ωୱ୧୬ୟ୪ 	 	ω୍ୖ. Similarly, the ω୍ୖ photon is selected for by matched 

rotation and phase-matching of the KTA crystals. Judicious use of filters at the exit of the 

LaserVision box allows for selection of ω୍ୖ produced from either ωୱ୧୬ୟ୪ or ω୧ୢ୪ୣ୰, 

expanding the tunable range of the system. Power is measured and optimized using a 
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power meter located just outside the exit of the LaserVision box, and the wavelength of 

ω୍ୖ is verified using an Ocean Optics spectrometer (HR2000+). 

2.3. Detectors 

The time- and position-sensitive electron and neutral particle detectors mentioned 

in the general overview of the instrument in Section 2.1 generally work in a similar 

fashion, in that they make use of microchannel plates (MCPs) to amplify single incident 

particles (high energy (keV) neutrals or electrons) into electron clouds of ~107 electrons. 

Information regarding the electron and neutral particles over the full 4π solid angle 

distribution of recoiling particles is collected. For the electron detector a set of velocity-

map-imaging (VMI) extraction optics are used to map the detached electron up to the 

MCPs and wedge-and-strip anode. Neutrals retain the momentum of their parent anion 

and therefore the center-of-mass (COM) of the recoiling particles is projected onto the 

neutral detector at keV energies in the lab frame. The neutral particle detector consists of 

a four-quadrant crossed delay-line anode, allowing for detection of up to eight neutral 

particles in coincidence during a single dissociative event. The three-dimensional 

velocity spread of each particle is mapped onto its respective time- and position-sensitive 

detector, allowing for easy conversion to particle velocities.  

2.3.1. Time- and Position-Sensitive Electron Detector 

Photoelectrons are extracted perpendicular to the laser ion beam plane in the 

interaction region and velocity-map-imaged onto the plane of the electron detector, 

shown in Figure 2.3. The VMI setup and electron detector are described in detail 

elsewhere.2, 9, 11 Briefly, the VMI extraction optics consist of a repeller plate (negative  
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Figure 2.3. Schematic of the velocity-map-imaging (VMI) extraction optics. 
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bias), an extraction lens (grounded), a focusing lens (positive bias), a field-free-flight 

region, and a z-stack of three MCPs mounted above a “wedge-and-strip” anode, shown in 

Figure 2.4.13 Additionally, a corrector plate (positive bias), not found in traditional VMI 

setups, is included to correct for deflection of the anion beam by the repeller plate 

voltage. Because the interaction region is located at the center of the EIBT, the repeller, 

corrector, and extraction-lens plates are held at ~20 K while the electron detector is held 

at room temperature. 

The wedge-and-strip anode shown in Figure 2.4 consists of three electrodes: the 

wedge electrode (a comb of tapered fingers), the interlaced strip electrode (another comb 

of parallel fingers of increasing thickness), and the remaining zig-zag electrode (filling 

the space between the wedge and the strip). For ensure detection in both the x and y 

dimensions, the impinging electron cloud must be large enough to cover at least one 

finger on each electrode element. The x and y position of arrival is determined by charge 

division: 

	ݔ  ∝ 	 ொೈ
ொೈା	ொೄା	ொೋ

 (2.1) 

	ݕ  ∝ 	 ொೄ
ொೈା	ொೄା	ொೋ

 (2.2) 

where the ratio of charge on the wedge (QW) relative to the total charge gives position 

along the directions of the wedge fingers, and the ratio of charge on the strip (QS) gives 

position perpendicular to the wedge fingers due to the increasing width of the strips in 

that direction. The zig-zag electrode ensures proper charge normalization by capturing  
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Figure 2.4. Simplified schematic of a wedge-and-strip anode. The strip electrode 
provides information on the y-axis, the wedge electrode provides information on the x-
axis, and the zig-zag electrode ensures proper charge normalization. 
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those electrons that miss either the wedge or strip electrodes where Q୭୲ ൌ 	Q 	Qୗ 

	Q. Additional calculations and calibration of the detector are discussed in Section 2.4.2. 

The signal from each electrode is amplified using a combination charge-sensitive 

preamplifier and shaping amplifier (Siegmund Scientific) before digitization using three 

channels on a 13-bit Ortec AD413 peak-sensing analog-to-digital converter (ADC). 

Timing information is pulled off of the wedge electrode using a capacitively coupled 

high-speed preamplifier (Ortec VT120). Electron time-of-flight information is 

determined by taking the difference between the photodetachment laser pulse, measured 

at the output of the Ti:Sapphire laser, and the arrival time of the electron using a time-to-

amplitude converter with 50 ns full scale. Both the laser and electron timing signals are 

passed through a constant-fraction discriminator (CFD Ortec 935) set to trigger at 20% 

peak height for each signal. These triggers are then converted to a voltage proportional to 

the difference in time between the start and stop signals using a time-to-amplitude 

converter (TAC, Ortec 566), which is then digitized using another channel of the 13-bit 

Ortec AD413 peak-sensing ADC. The ADCs and TDCs are housed in a Computer-

Automated Measurement and Control (CAMAC) crate which interfaces to a PC where a 

custom-written LabVIEW acquisition code polls and continuously reads in events. The 

data is then discriminated, histogrammed and written to the hard drive for later use. 

2.3.2. Time- and Position-Sensitive Multi-Particle Neutral Detector 

In a single photodetachment event, ideally we want to collect a single electron in 

coincidence with one or more neutral products. The wedge-and-strip anode’s charge-

detection scheme does not allow for collection of more than one particle, precluding it as  
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Figure 2.5. Schematic of a crossed delay-line (XDL) anode. The signal hit/incident 
charge is sampled on both delay lines, giving signal at both ends of a single line. Particle 
position is then determined from the differences in pulse arrival times. 
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an ideal option for our neutral detector. Among alternatives, a split wedge-and-strip 

anode, divided into two halves, has been used successfully to detect two-particle events, 

but detection of additional particles quickly becomes nontrivial.14 A better alternative is a 

crossed delay-line (XDL) anode,15, 16 instrumented to allow for detection of more than 

one particle on a single anode.1 A simple schematic of an XDL anode is shown in Figure 

2.5. The anode consists of overlaid, isolated wire grids of wire fingers attached to 

serpentine delay lines in the x and y directions. 

The position of arrival of the amplified electron cloud from the MCPs is 

determined by measuring the arrival time of the resulting charge at either end of the delay 

line. In the x dimension, the arrival times of the charge signal at the two ends of the delay 

line are given by tx1 and tx2, the length of the delay line is l, and the position is x. The time 

difference between the delay-line ends is given in equation 2.3 and the final position x is 

a given by equation 2.4. 

௫ݐ∆  ൌ ௫ଵݐ െ	ݐ௫ଶ ൌ 	 ൬
భ
మା௫భ
ೌೝ

൰ െ	൬
భ
మା௫మ
ೌೝ

൰൨ (2.3) 

ݔ  ൌ 	 ቀ
௩ೌೝ∙∆௧ೣ

ଶ
ቁ (2.4) 

In the y dimension, the position of arrival is calculated in the same way using the timing 

information from the y-axis delay line. Further calculations and calibration of the detector 

are discussed in Section 2.4.3. 

The neutral multiparticle detector consists of a z-stack of three MCPs mounted 

above a four- quadrant crossed delay-line anode (QXDL) anode, shown schematically in 

Figure 2.6. Construction of the QXDL anode has been discussed in detail previously and 

is discussed only briefly here.1 The QXDL anode is comprised of four XDL anodes laid  
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Figure 2.6. Schematic of a four quadrant crossed delay-line (QXDL) anode used for 
detection of coincident neutral particles in the PPC spectrometer.1 
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out in four independent isolated quadrants. Each quadrant of the anode can detect up to 

two particles provided that the second particle arrives after the minimum dead time of the 

electronics (~20 ns). Because the quadrants are independent, there is no dead time for 

events hitting different quadrants simultaneously. Thus, conceivably, up to four neutral 

particles can be detected at the same time. With sufficient temporal separation, up to 

eight neutral particles can be detected from a single dissociative event. In practice, and 

for this thesis, the typical dissociative event is confined to studies of two neutral 

fragments. 

Delay signals from each quadrant are independently amplified using fast preamps, 

then sent to custom cascaded two-hit CFD/TACs (Siegmund Scientific). The output 

voltages are digitized using two 8-channel LeCroy Model 3351 12-bit peak-sensing 

ADC’s. Timing information for each quadrant is provided from a TDC triggered by a 

delayed start pulse after laser shot, to account for the heavy particle time-of-flight, and 

stop pulses are taken from the start CFDs for the y-coordinate TACs for both particles 

one and two. The timing information is encoded using a LeCroy 3371 12-bit TDC. The 

total MCP charge and individual quadrant charges are then amplified and digitized with 

another LeCroy 3351 ADC. Like the photoelectron detector, the ADCs and TDCs for the 

neutral detector are also housed the CAMAC crate which interfaces with a PC. For the 

neutral detector x, y, and t values for each quadrant, as well as the total charge, are 

discriminated, histogrammed and written out using a custom-written LabVIEW data 

acquisition system, outlined in more detail in the thesis of Chris Johnson.9 In addition to 

the ADC and TDCs for each detector, the CAMAC crate also houses a laser shot counter 

used to store the number of laser shots over a trapping cycle. The laser shot information 
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is also recorded using a hex scaler (Kinetic Systems 3615) housed in the CAMAC crate 

and can be used in order to sort events by trapping time. 

2.4. Data Analysis and Calibration 

Once raw data is collected, it needs to be sorted, processed from raw digital form 

into position and time information, and converted into relevant velocity and coincidence 

information. Each data set collected contains a large amount of information. The 

following sections describe the calculations involved to extract this information using an 

analysis code written in the Interactive Data Language (IDL). 

2.4.1. Data Discrimination and Sorting 

Before particle-velocity calculations are performed, data are discriminated by 

excluding neutral events without valid x, y, and t information from the QXDL and 

electrons without valid charge information from the wedge (QW), strip (QS), and zig-zag 

(QZ) or without time information from the electron detector. 

Data are then sorted by desired multiplicity into the following three groups: (1) 

electron-only events, (2) N-heavy-particle-only events, and (3) N-particle events in 

coincidence with an electron. For example, in a data set, a stable channel is selected for 

by sorting for an electron in coincidence with one heavy particle (e¯ + 1TAC); similarly, 

a dissociative channel is selected for by sorting for an electron in coincidence with two 

heavy particles (e¯ + 2TAC). 

The sorted data are written to new data files, loaded into the analysis code PATTI, 

and processed by a second discrimination step that removes contributions from electrons 
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not correlated with neutral events and neutrals from other parent masses, among other 

known concerns. Additional discrimination, such as charge-gating on the neutral-particle 

detector can be implemented after calibration.  

2.4.2. Photoelectrons: Calibration and Kinematics 

The raw data are then calibrated and converted into position and time information 

as outlined here. Determination of the position of arrival of the photoelectron cloud on 

the electron detector wedge-and-strip anode is determined by charge division between the 

wedge, strip, and zig-zag conductors is discussed earlier in section 2.3, where x and y 

positions are determined using equations 2.1 and 2.2. 

In practice, capacitive coupling between the anode electrodes, known as 

“crosstalk,” significantly complicates position determination. Crosstalk can be accounted 

for by careful calibration, as discussed in detail in the thesis of Chris Johnson.9 An 

electron’s time of arrival (z dimension) and thus its time of flight is determined as 

follows: 

ܨܱܶ   ൌ ௧ܥܯܦ	 ∗ ܰ   ௧ (2.5)ܥܣܦ

The multiplicative DMCt and additive-offset DACt constants are determined by careful 

calibration using species with well-known electron affinities and electronic states such as 

F¯, O¯, I¯, or O2¯. Inhomogeneous fields in the VMI detection setup require that 

calibration files be taken frequently and that each electron data set be carefully corrected 

and calibrated. 
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Electron-recoil velocities are determined from this position information using a 

scaled TOF. The x- and y-velocity components are given by: 

௫ݒ  ൌ 	
௫

்ைிି	௧ೌ
 (2.6) 

௬ݒ  ൌ 	
௬

்ைிି	௧ೌ
 (2.7) 

The z-velocity component is determined relative to the effective TOF for a zero-energy 

electron, TOF0: 

௭ݒ  ൌ 	
∆௩
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Finally, electron kinetic energy eKE and the recoil angle from the polarization axis of the 

laser are calculated by: 
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2.4.3. Neutral Particles: Calibration and Kinematics 

Although the neutral-particle detector is capable of detecting up to eight neutral 

particles in coincidence with a photoelectron, only two-body neutral dissociation events 

are discussed in this thesis. Therefore, discussion here is limited to only two-particle 

events. Details on three-body dissociation can be found in the thesis of John Savee17 and 

symmetric four-body dissociation in the thesis of Todd Clements.18 
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Conversion of raw uncalibrated data for the neutral-particle detector is 

comparatively simple, involving a linear relationship between temporal/spatial 

coordinates and the recorded laboratory-frame values: 

ݔ  ൌ ௫ܥܯܦ	 ∗ ௫ݐ∆   ௫ (2.11)ܥܣܦ

ݕ  ൌ ௬ܥܯܦ	 ∗ ௬ݐ∆   ௬ (2.12)ܥܣܦ

where DMC and DAC are multiplicative and additive-offset constants, respectively and 

 ௬ were determined using equation 2.3. The laboratory-frame positions areݐ∆ ௫ andݐ∆

then converted to positions in the CM frame, xCM and yCM, using the following equations: 

ெݔ  ൌ ݔ	 െ	ݔ (2.13) 

ெݕ  ൌ ݕ	 െ	ݕ (2.14) 

where  x0 and y0 are offsets corresponding to the CM dissociation relative to the center of 

the detector. These offsets are set manually using an iterative process during the 

calibration step and provide flexibility in the beam centering on the QXDL. 

Similarly, the CM time-of-flight tCM for each particle is determined from the time 

of arrival tmeas: 

ெݐ  ൌ ௧ܥܯܦ	 ∗ ௦ݐ∆  ௧ܥܣܦ െ	∆ݐௗ௧ ∗  | (2.15)ݕ|

where ݐ߂ௗ௧ is a correction factor to take into account the time required for a pulse to 

travel through a delay line and is experimentally determined. Using the ion beam velocity 

vbeam calculated from the beam energy Ebeam as follows: 
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ݒ  ൌ 	ට
మ∗ಶ್ೌ
ಾೌೝ

 (2.16) 

where Mparent is the mass of the parent ion. The timing information tCM is then converted 

into a z position in the CM frame zCM : 

ெݖ  ൌ ݒ	 ∗  ெ (2.17)ݐ

The time-of-flight of the center-of-mass TOFCM can now be determined using vbeam and 

the distance between the interaction region and the QXDL L, which is currently 1.347 m. 

ெܨܱܶ  ൌ ಽ
ೡ್ೌ

 (2.18) 

Using TOFCM , the velocity vectors in the CM frame for each dimension are determined 

for each particle from the CM frame positions 

௫ݒ  ൌ 	
௫ಾ

்ைிಾ
 (2.19) 

where ݒ௬ and ݒ௭ are calculated in a similar way. 

These velocity calculations work well to first order, but do not take into account 

the perturbation of measured recoil distances for particles ejected either forward or 

backward along the ion-beam axis arising from the projection of a three-dimensional 

sphere on the two-dimensional surface of the detector. That is, a particle ejected forward 

toward the QXDL arrives before the CM, causing underestimation of the particle-velocity 

vector. Conversely, a particle ejected backward away from the QXDL arrives after the 

CM, causing overestimation of the particle-velocity vector. This effect of “crushing” the 

three-dimensional sphere of recoiling particles onto the two-dimensional circular detector 
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surface is relatively small for KER < 1 eV, but additional geometric corrections are now 

implemented in the code. The crushing algorithm is outlined in detail in the thesis of John 

Savee.17 

Typically the masses of a particular dissociation channel of interest are known 

and these products, denoted mi for i fragments, are then used to calculated the kinetic 

energy of the fragment. However, on occasion, it is useful to calculate the masses of the 

fragments using the three-dimensional recoil radius at the detector and the parent mass. 

 ݉, ൌ ௧ܯ ∗
ௗభ

ௗభାௗమ
  (2.20) 

 ݀ ൌ 	ඥݔெ
ଶ 	ݕெ

ଶ 	ݖெ
ଶ  (2.21) 

These calculated masses can be particularly useful for identification of additional 

dissociation channels or to help differentiate between expected dissociation channels. 

With the CM velocity vectors in hand, calculation of the CM kinetic energy 

release is determined using 

ܴܧܭ  ൌ 	 భ
మ
∑݉ ∗ ݒ

ଶ			 (2.22) 

From here, center-of-mass gating, discussed in the next section, is used to limit the 

contributions of false coincidence or competing mass channels. 

2.4.4. Gating 

The data can now be gated in various ways to improve resolution and examine 

various parameters of interest, including but not limited to, eKE, KER, total kinetic 
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energy (ETOT = eKE + KER), the photoelectron-photofragment coincidence spectrum as 

well as various product angular distributions. To start, contributions from false-

coincidence events or competing mass channels are minimized by centroid gating. 

Centroids are based on the conservation of momentum between particles as defined in 

equation 2.23 for the z dimension, are calculated in terms of position-of-arrival of the CM 

at the detector in the x, y and z dimensions. 

௭݀݅ݎݐ݊݁ܿ  ൌ 	∑݉ ∗  ௭, (2.23)ݒ

Here mi is the assigned mass, ݒ௭, is the CM velocity in the z direction and centroids for 

the x, and y dimensions are calculated in a similar way. Ideally, the centroid for two 

fragments from the same event from the assigned mass channel should have a centroid 

value of zero. However, centroids can deviate from zero due to the finite velocity and 

angular distributions of the parent ion beam, the presence of other fragment channels, 

false coincidences and the inherent resolution of the detector. For example, when a single 

m/z is trapped, photodetachment from more than one anion can lead to detection of one 

photoelectron and an uncorrelated neutral, as one example of false-coincidence. In multi-

mass mode false-coincidence events can arise from detection of other m/z ions. In either 

case, a narrow gate is used to minimize these false-coincidence events by filtering out 

events beyond the gate. 

 The total charge picked off the MCPs of the QXDL is proportional to the number 

of neutral events hitting the detector. Charge gating provides an additional gating 

mechanism to help limit the effects of false-coincidence events, in particular boarder hits. 

For example, a heavy particle landing on the border between QXDL quadrants can 



53 
 

register a hit on both quadrants and will therefore be sorted as two heavy particle event. 

However, this single particle will only have a single charge event on the MCPs and can 

therefore be removed with charge gating.  

In the case where the product masses for a dissociative channel are dramatically 

disparate or when two competing product channels are present, it can be advantageous to 

implement a second iteration of CM gating where ranges of apparent mass matching the 

dissociation channel of interest are defined. Events outside these separate mass-gates are 

discarded. Although this additional mass-gating can be useful for diminishing the effects 

of false coincidence, for example, it is only useful for resolving mass channels that can 

already be resolved with reasonable CM gating. 

Data can also be gated along the trap-time dimension, providing information on 

the time-dependence of the internal energy of ions confined in a cryogenic environment. 

For example, this potentially allows for an examination of the effects of radiative cooling 

of precursor anions, including changing FC overlap. For the IR excitation experiments 

discussed in Section 2.5 and Chapter 5, the effects of intramolecular vibrational 

relaxation (IVR) on the excited ions can be explored by gating along the trap-time 

dimension. 

Finally, additional resolution can be gained from the eKE spectrum by slicing 

along the z dimension due to the relatively poor time resolution of our electron detector 

and the nonlinearities in the time to vz conversion discussed in Section 2.3. Optimum  
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Figure 2.7. Effects of slicing and slice correcting for I¯ at 258 nm. The raw spectrum is 
shown on top, the sliced in the middle, and the sliced and corrected on the bottom. Note 
the effect of slicing on the peaking weighting, and the retrieval of proper weighting with 
addition of correction. 
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resolution is achieved by selecting an equatorial z slice about vz ~ 0 at the cost of signal-

to-noise and an induced detector acceptance function (DAF). The DAF depends on both 

eKE and ejection angle θ, resulting in an underrepresentation of apparent intensities of 

electrons with high eKE. The corrected relative intensities as a function of energy and θ 

are recovered by DAF correction as follows: 

ܨܣܦ  ൌ 	൞

|ೡ| ೞഇ

ೡ
ೞ , |ݒ|  ,௭௦ݒ ሻ|ݒ|ሺߠ  ሻ|ݒ|௦ሺߠ	

1, |ݒ|  ௭௦ݒ

1, ሻ|ݒ|ሺߠ  ሻ|ݒ|௦ሺߠ	

 (2.24) 

The effects of DAF correction are shown in Figure 2.7 for the photoelectron spectrum of 

I¯ at 258 nm.  The resolution of the peaks corresponding to the two spin orbit states 2P1/2 

and 2P3/2 are considerably improved from ΔeKE/eKE ~ 11% to ~ 3.5 % at eKE = 0.797 

eV and ΔeKE/eKE ~ 7.3% to ~ 2.5 % at eKE = 1.74 eV electron kinetic energy upon z-

velocity slicing, respectively. Notice that z-slicing without correction induces a decrease 

in the relative intensity of the higher-eKE ground-state peak at 1.74 eV and that the 

correction properly retrieves the relative intensity of the two features. 

2.4.5. Coincidence Calculations 

The total kinetic energy release ETOT can now be calculated from the electron 

kinetic energy and fragment kinetic energies by the relationship: 

ை்்ܧ  ൌ ܧܭ݁   (2.25) ܴܧܭ

from which the internal energy of the fragments can be determined, assuming the 

following relationships: 
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ை்்ܧ  ൌ ெܧܭ െ	ܧ௧ (2.26) 

where KEMAX was defined in equations 1.11 and 1.12 in Chapter 1. Features observed in 

the ETOT spectrum directly reflect internal-energy partitioning in the fragments. In the 

case where one fragment acts as a spectator to the reaction, the spectrum reflects 

partitioning of internal energy in the other, excited fragment. This is the case for both the 

carboxyl free radicals and F-initiated hydrogen-abstraction reactions discussed in the 

following chapters. 

It can be informative to examine the photoelectron-photofragment coincidence 

(PPC) spectrum, a two-dimensional histogram of the correlated eKE and KER data, 

N(eKE,KER). These spectra directly display the partitioning of kinetic energy between 

the photoelectron and the photofragments. Schematic examples of PPC spectra for direct 

and indirect photodetachment are shown in Figure 1.5 and are discussed in some detail 

Chapter 1.  

2.5. Implementation of IR Excitation/Vibrational Pumping 

The major instrumentation development for this thesis was implementation of the 

tunable-IR laser system. The laser system itself is discussed in detail in Section 2.2.2. 

This section focuses on experimental modifications needed to couple the new laser 

system into the existing PPC spectrometer, including introduction of a mirrored neutral-

beam block in the TOF region19 and implementation of an interleaved data acquisition 

sequence. The additional data processing necessary for these IR excitation experiments is 

also discussed. 
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2.5.1. Mirrored Neutral-Beam Block and Laser Alignment 

Pulsed, tunable-IR radiation was steered from the laser system to the PPC 

instrument via protected gold turning mirrors, then the beam was collimated and 

decreased in size using a telescope setup consisting of two concave mirrors, and finally 

entered the instrument by means of a periscope. Because of fairly substantial power loss 

(due to water-line absorption), the entire beam path was enclosed and dried using an FT-

IR purge gas generator (Parker, flow 56 LPM) to lower the relative humidity of the laser-

beam path at room temperature to ~1−5%. The IR radiation then entered the TOF region 

through a 2 inch CaF2 window on the side of the vacuum chamber. The laser pulse 

entered the chamber at a 50° angle relative to the ion-beam axis, and was coupled into the 

experiment via a gold mirror (1 x 3 cm) mounted at roughly 25° relative to the ion-beam 

axis so that the radiation was counter-propagated along the ion-beam axis. The mirror 

itself was mounted on the aluminum L-bracket (1 x 2 in.) of the existing neutral-beam 

block electrode, shown in Figure 2.8. This configuration allowed for maximal overlap 

with the elongated ion packet (~30 cm, dictated by the length of the HV switch).  

Counter-propagating the laser pulse relative to the direction of ion travel enabled 

anions with velocity vanion to interact with Doppler-shifted photons with energy ߭ᇱ. This 

Doppler shift is taken into account by the following relation when setting the IR-

wavelength output of the laser, ߭: 

 ߭ᇱ ൌ 	 ߭ሺ1 െ	౬ೌ


ሻ (2.27) 

Under our experimental condition ( ߭ ~3000 cm−1, anion-beam energy ~7 keV), the 

Doppler shift is only a ~2 cm−1. The IR wavelengths reported  
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Figure 2.8. Simplified schematic of the PPC spectrometer including the new mirrored 
neutral beam blocker (MNBB) used for counter-propagation of the IR laser beam relative 
to the fast ion beam. 
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throughout this thesis correspond to the frequency observed by the anions, ߭ᇱ, corrected 

accordingly from the IR laser output. 

Optimization of IR overlap spatially and temporally with the anion packet was 

carried out using photodetachment of NO−, measured using ion signal intensity on an ion 

detector placed directly into the beam axis in the mass-gate region.19 Quick alignment 

checks were carried out on a regular basis, looking at the decrease in ion intensity on the 

detector-region ion detector normally used during ion tuning, and achieving up to 90% 

photodepletion of the anion beam. The IR-excitation setup was characterized by 

measuring photodetachment cross-sections of NO− as measured by anion photodepletion 

using the ion detector in the mass gate region, averaging over 64 laser on/off cycles to 

account for any fluctuations in the ion source. The measured cross-section, including 

pronounced autodetachment features, was found to be in good agreement with previous 

literature.19 Although far less complicated than a PPC experiment, this photodetachment 

cross-section measurement showed that the laser system was calibrated and the 

experimental setup optimized. 

2.5.2. Interleaved Experimental Setup 

In the case of direct absorption in an ion beam, the transition probability of 

exciting a particular anion vibrational mode is limited to a maximum of 50% for a two 

level system based on the rates of absorption compared to spontaneous and stimulated 

emission.20 Although techniques such as rapid adiabatic passage have been shown to 

achieve 100% excitation,21 these techniques need 1) a very narrow bandwidth tunable 

monochromatic light source and 2) the vibrational frequency of the molecule to excite 
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needs to be known precisely. Although the second requirement can be achieved by 

scanning through a range of frequencies with a tunable light source, the bandwidth of our 

tunable laser system (Surelite EX pumped LaserVision OPO/OPA system, width > 1 cm-

1) is not narrow enough to carry out a rapid adiabatic passage excitation. Thus, PPC 

experiments carried out on an IR-irradiated anion packet contain data from both excited 

and nonexcited (cold) anions. It is therefore necessary to perform some type of 

background subtraction to remove contributions from nonexcited anions. However, the 

intensity of ions formed in the source prior to IR irradiation can fluctuate over the course 

of an experimental run. In order to minimize the effects of source drift, an interleaved 20 

Hz experimental setup was implemented for IR excitation. 

One benefit of implementing the EIBT into the PPC spectrometer has been the 

decoupling of the source-laser and photodetachment-laser repetition rates. As mentioned 

in section 2.1, the source laser typically ran at 10 Hz, while the experimental 

photodetachment laser operated at 1 kHz. Decoupling the source and experimental 

repetition rates provides flexibility in the rate at which the source can run and offers an 

ideal means for introducing an interleaved experimental setup. In the IR experiments, the 

source operated at 20 Hz, with the IR laser at 10 Hz (to ensure that every other ion packet 

is irradiated). This configuration allowed the PPC experiment to still be carried out at 

1KHz, but with a correspondingly shorter trapping time in the EIBT (50 ms, instead of 

the 100 ms used for a 10 Hz experiment). The PPC experiment was otherwise carried out 

in the normal way. 
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In order to distinguish between data collected with and without IR (designated IR, 

no-IR), an IR-flag signal was produced every time the IR laser triggers and sent to a 

channel in the hex scaler (Kinetic Systems 3615) housed in the CAMAC crate. This flag 

was read in by the data acquisition computer and was recorded with the rest of the PPC 

data as an additional column in the raw data file later used to separate the interleaved 

experimental data. 

2.5.3. IR Vibrational Excitation Data Analysis 

The IR and no-IR data sets were first sorted using the IR-flag into new individual 

data files for IR or no-IR events. These data files were then calibrated and processed in 

the usual way, as outlined in Section 2.4. Calibrations for IR and no-IR data from a single 

file are identical, as the data in each were collected over the same time period, so 

calibration done after separation is not as cumbersome as it might appear. 

Once calibrated, the no-IR data was background-subtracted from the IR data to 

remove the contribution of unexcited anions (the unexcited fraction nno-IR) as part of the 

process of determining the effects of IR irradiation. A difference plot is produced by 

direct subtraction, IR – no-IR, with no weighting to adjust for the excitation fraction. An 

example for the F−H2O system discussed in Chapter 5 is shown in Figure 2.9. Here, 

negative features correspond to areas of greater intensity in the no-IR spectrum, and 

positive features correspond to areas of increased intensity in the IR spectrum. 

One of the major concerns for these experiments was whether the observed 

difference plot (Figure 2.10) showed statistically significant events. Even in the case of a  
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Figure 2.9. IR, no-IR, and difference plots for F−H2O at νIR = 2885 cm−1. 
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Figure 2.10. Experimental null difference plot. Each no-IR plot contains ~ 39,000 events, 
differing by ~100 events, within the expected experimental uncertainty. 
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null experiment where data is obtained in an interleaved fashion but the anion packet is 

not irradiated, subtraction of one spectrum from another yields a difference spectrum 

owing to the Poisson error per histogram bin (√݊ሻ	associated with this counting 

experiment. Shown in Figure 2.10 the null difference plot produces non-zero values 

resulting in mottled pattern of positive and negative features. Encouragingly, this mottled 

pattern is different from the difference plot obtained for 2885 cm−1. 

In order to assess what fractional excitation of the anion packet was required to 

produce a reliable signature in the difference plots, Monte Carlo simulations were carried 

out for both a null experiment and by estimating an induced change, scaled by an 

excitation fraction f.  The approach taken here is to simulate two coincidence spectra, 

using two random distributions D1 and D2 where D1 represents a no-IR case and D2 an IR 

case with nIR events corresponding to an excited fraction which are as follows:   

 nIR = f(ntotal) (2.28) 

 nno-IR = (1 –f)ntotal (2.29) 

 D2 = nIR + nno-IR (2.30) 

where nno-IR is the remaining unexcited events in D2 and ntotal is the total number of events 

in D2. From these a difference plot can be calculated and compared to the programmed 

changes (true changes plot) where nIR events are moved from one set of Gaussian 

distributions (no-IR), representing the cold spectrum, to a second set of Gaussian 

distributions (IR) representing the IR excited spectrum. Thus the true changes plot will 
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show this shuffling of the nIR events as programed and, for a null plot, this means nIR = 0 

and there will be no change due to excitation.   

Each random distribution consists of a 2D histogram with 30x30 bins (900 bins 

total) with a bin width of 0.05 eV on a side. These histograms are each filled using a 

random number generator with n=220,000 events, consistent with the amount of data in 

the unsliced 2885 cm–1 experimental data used to produce the difference plots shown in 

Figure 2.9 and discussed in detail in Chapter 5. D1 consists of 198000 events (90% of n) 

distributed in a 2D Gaussian centered at (KER,eKE) = (0.2 eV, 0.15 eV), with widths on 

the KER axis of 0.25 eV and on the eKE axis of 0.15 eV.  The remaining 22000 (10% of 

n) events are distributed in a second Gaussian centered (KER,eKE) = (0.15 eV, 0.65 eV), 

with widths on the KER axis of 0.15 eV and on the eKE axis of 0.10 eV.  The centers of 

these Gaussians are marked with an x in Figure 2.11. This process is repeated for the D2 

using the same Gaussian centers, widths and fractions. These two distributions now 

represent an interleaved experiment. 

 The two random distributions are then subtracted (D2 – D1) to produce the 

difference plot for the null experiment shown in Figure 2.11(d). Logically, if the two 

distributions are identical (i.e. not randomized from each other), taking the difference 

would produce the true changes plot (Figure 2.11(c)) where no change is observed. The 

mottled pattern of positive and negative events observed in the difference plot therefore 

reflects the randomization implemented when filling the Gaussians in each histogram, 

consisting of fewer than 8000 events (sum of the absolute value of each bin over all bins  
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Figure 2.11. Monte Carlo simulation and difference plots for a null (no-change) 
experiment where each random distribution plot (a and b) consists of two Gaussians 
(centers marked with a black x) filled with 220,000 events using a random number 
generator. For the null plot nIR = 0 and therefore the true changes plot (c) is blank. The 
difference plot (d) is formed by subtracting D1 from D2. 
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in the difference plot) out of the 440,000 events included in the difference plot (220,000 

from each random distribution histogram). 

 A simulated difference plot using an “IR” experiment with an excitation fraction 

of f = 0.05 is shown in Figure 2.12. The D1, representing the “no-IR” plot, is first filled as 

described above with 220,000 events using a random number generator and the two 

original no-IR Gaussian distributions. To simulate the effects of IR excitation, a small 

fraction of events (f = 0.05, or 11,000 events) are removed from these two no-IR 

Gaussians again using a random number generator, representing the loss of the original 

distribution due to IR excitation, these are then distributed into two additional IR 

Gaussians representing the coincidence spectrum for IR-excited anions. These additional 

Gaussian distributions are shifted from the original two by eKE = 0.3 eV and KER = 0.05 

eV to reflect the energy of the IR photon (2885 cm–1, 0.35 eV), representing the excited 

fraction nIR in the raw “IR” spectrum shown in D2. Specifically, the IR Gaussians are 

centered at (KER,eKE) = (0.25 eV, 0.45 eV) and (0.2 eV, 0.95 eV) with the same KER-

widths (0.25 and 0.15 eV, respectively) and eKE-widths (0.15 and 0.10 eV, respectively) 

as the two no-IR Gaussians in the random distribution. The centers of the no-IR 

Gaussians are again marked with a black x in Figure 2.12 and the centers of the new IR 

Gaussians are now marked with a red and white x. This shuffling of events is carried out 

so that the overall number of events in the D2/”IR” histogram is still 220,000 events, 

equal to the number in the D1/“no-IR” histogram. Although there are some noticeable 

differences between the random distributions, particularly in areas where there was little 

to no signal in the “no-IR” spectrum that are now populated in the “IR” spectrum, the  
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Figure 2.12. Monte Carlo simulation and difference plots for a f = 0.05 experiment 
where each random distribution plot consists of the two no-IR Gaussians (centers marked 
with a black x) filled with 220,000 events using a random number generator.  5% of the 
events in D2 were then shuffled into the two additional IR Gaussians (centers marked 
with a red and white x). The true changes are dependent on the excitation fraction f = 
0.05 and represent the programmed shuffling of nIR. The difference plot is formed by 
subtracting D1 from D2. 
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overall shape remains largely the same and is still dominated (as expected) by the 

unexcited fraction.  

The IR difference plot is again produced by subtracting the random distributions 

(D2 - D1 or “IR” – “no-IR”) and a simulated difference plot using an excitation fraction of 

f = 0.05 is shown in Figure 2.12(d). The programmed shuffling of nIR events is shown in 

the true changes histogram in Figure 2.12(c), representing the actual differences that are 

expected to be recovered in the difference plot. In this case, the difference plot consists of 

two prominent areas of suppression and two prominent areas of enhancement in 

remarkably good agreement with the expected true changes, recovering the general shape 

of the implemented changes.  

A fraction of f = 0.05 corresponds to the shuffling of 11,000 events for a total of 

22,000 events in the true changes plot (11,000 enhancement/positive events and 11,000 

suppression/negative events). Integration over the absolute value of events shown in the 

true changes plot only recovers ~13,500 events. given the overlap between enhancement 

and suppression features, this is reasonable. For comparison, integration over the absolute 

value of events in the difference plot gives ~ 17,000 events for f = 0.05, indicating a 

contribution from the background uncertainty resulting from the randomization of the 

spectra (ie. what was observed for the null plot). Integration over all values for both the 

true changes and difference plots was zero, as expected. 

 To answer the question of what is the smallest excitation fraction needed to 

observe an actual difference in the difference plot, simulations at f = 0.01, 0.02, 0.05 and 

0.1 were carried out. The simulated difference plots for each are shown in Figure 2.13.  
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Figure 2.13. Comparison of simulated differences plots for f = 0.00, 0.01, 0.02, 0.05 and 
0.10. Monte Carlo simulation and difference plots for various f values where each 
random distribution plot consists of two no-IR Gaussians (centers marked with a black x) 
filled with 220,000 events using a random number generator.  The indicated fraction of 
events in D2 were then shuffled into two additional IR Gaussians (centers marked with a 
red and white x). The difference plot is formed by subtracting D1 from D2. 
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Although there are hints of the pattern for the programmed shuffling of nIR in the f = 0.01 

plot, the differences are still noisy without clear distinction between positive and negative 

Gaussians. By the time f = 0.02 the pattern of changes is starting to become clear in the 

difference plot, although the edges between the enhancement and suppression features are 

not well defined like they are in in the f = 0.05 and f = 0.10 difference plots.  

 These MC simulations show that it is possible to recover the implemented 

changes using a difference plot for fractions as small as f = 0.02 from an interleaved 

experiment. However, a true discussion of these simulations would not be complete 

without a discussion of their limitations and the simplifications implemented during their 

design. One major simplification was assuming that the random distributions representing 

the interleaved experiment have exactly the same number of events. Although careful 

consideration was taken to ensure that the interleaved IR and no-IR experiments were 

carried out in as identical a way as possible, even without IR excitation the data can vary 

in number of events between the two interleaved raw data sets due to the expected 

Poisson error leading to a larger number of events in the difference plot.  This uncertainty 

is partially accounted for in the simulation by using the random number generator to 

simulate this uncertainty on a bin by bin basis, as can be seen in the null plot, but does 

not directly address any overall differences in numbers of events. Experimentally these 

differences in counts were found to be within the expected error and did not 

systematically favor either the IR or no-IR cases. Encouragingly, the simulated null plot 

(Figure 2.11) is very similar to the experimental null plot (Figure 2.10) and thus these 
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differences in counts are not expected to play a major role in the experimental difference 

plots. 

 A related simplification is the assumption that the photodetachment cross sections 

for both the ground state and vibrationally excited anions are the same. The shuffling of 

an equal number of events from the first two no-IR Gaussians (suppression) into the 

additional IR Gaussians (enhancement) in the “IR” histogram assumes that the likelihood 

of detecting these events is the same, corresponding to equivalent cross sections for the 

two states. If, however, the photodetachment cross section for the excited anions 

(represented by the nIR portion of D2) is larger, the assumption that nIR events are shuffled 

from the no-IR Gaussians directly to the IR Gaussians breaks down. 

If the excitation fraction f is well known, the IR-excited spectrum could be 

extracted by scaling the no-IR spectrum with f. In practice, however, determination of f is 

nontrivial. Ideally what is needed is a feature that is absent from the excited spectrum but 

appears in the nonexcited spectrum, in a unique portion where it is easy to distinguish. 

Unfortunately, however, the F−H2O system contains no easily discernable feature that 

meets these requirements. Instead, it is necessary to rely on the appearance of signal at 

greater energies than accessible in the nonexcited spectrum and to work back to an 

excitation fraction. Clearly, determination of the excitation fraction of ions must be 

addressed on a system-by-system basis. 

2.6. Conclusion 

 This chapter has briefly described the major components of the fast-ion-beam 

photoelectron-photofragment coincidence spectrometer, including both the 
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photodetachment and vibrational pumping laser systems.  The implementation of an IR 

laser system for vibrational pumping, including the modifications to the neutral beam 

block for coupling into the existing instrument were discussed. A brief outline of data 

calibration and analysis was presented for both the traditional PPC experiments and for 

PPC experiments with the addition of vibrational excitation. Finally, MC simulations of 

the IR difference plots were carried out, demonstrating that even with small excitation 

fractions (f ≥ 0.02) the general effects of excitation are easily observable in the difference 

plot. 
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Chapter 3: State-Resolved Predissociation Dynamics of the Formyloxyl 

Radical 

 
 
3.1. Introduction 

As an intermediate in the reaction OH + CO → H + CO2, the formyloxyl radical 

(HCO2) is of particular interest for both atmospheric and combustion chemistry.1-4 It also 

serves as a prototype for more complex carboxyl free radicals such as CH3CO2,
5 

C6H5CO2, and HC2CO2. However, the formyloxyl radical has proven difficult to 

characterize, both experimentally and theoretically. Experimentally this radical presents a 

challenge as it has a short lifetime and is metastable with respect to dissociation to H + 

CO2.
6-9 Kim et al. carried out the first photoelectron spectroscopy study of the system, 

revealing the presence of three low-lying electronic states (2A1, 
2B2, and 2A2) as predicted 

by Peyerimhoff et al. and Feller et al. in the 1980’s.10, 11 Theoretical treatments of the 

HCO2 radical are difficult owing to the presence of these three low-lying electronic 

states.10-17 The near degeneracy of these states makes determination of the ground state 

difficult, requiring high levels of theory because of strong vibronic coupling. These 

interactions result in strong pseudo-Jahn-Teller (PJT) coupling that distorts the expected 

C2V ground-state equilibrium geometry.18, 19 High-resolution measurements by Garand et 

al. using slow photoelectron velocity-map imaging (SEVI) spectroscopy coupled with 

high-level ab initio calculations have recently assigned many of the vibrational features 

in the experimental spectra, and unambiguously assigned the 2A1 state as the ground state 

for both HCO2 and its isotopolog DCO2.
9 
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The most challenging aspect of studying the neutral formyloxyl radical is the 

rapid predissociation HCO2 ⟶ H + CO2. Previously, the dynamics of this process have 

been studied by examining the dissociative photodetachment (DPD) of HCO2¯ / DCO2¯ 

anions using photoelectron–photofragment coincidence (PPC) spectroscopy.8 It was 

found that all three low-lying electronic states dissociate to H + CO2, with resolved 

bending progressions in the 2A1/
2B2 region of the photoelectron spectrum. Moreover, the 

CO2 product was produced with low rotational excitation allowing excitation in the 

O−C−O bending mode (4 ,3 ,2 = 2ߥ, …) to be observed in the photofragment translational 

energy release spectrum. Subsequently, Ma and Guo carried out a full-dimensional 

quantum-dynamics study of the photodetachment of HCO2¯ using an exact wavepacket 

method on the Lakin–Troya–Schatz–Harding (LTSH) potential energy surface (PES) for 

the reaction OH + CO ⟶ H + CO2.
3, 20 Their calculated absorption spectrum for HCO2¯ 

captured elements of the experimental photoelectron spectra, but more interestingly 

predicted distributions for the product CO2 vibrational states resulting from the 

predissociation of different vibrational levels in the neutral formyloxyl radical. In contrast 

to the earlier experiments,8 their calculations predicted that at low levels of formyloxyl 

radical excitation the ground vibrational state of the CO2 fragment is the most populated.  

To further examine the dissociation dynamics of the formyloxyl radical, the 

previous study of the DPD of HCO2¯ / DCO2¯ anions has been extended using a 

cryogenically cooled electrostatic ion-beam trap (EIBT) coupled with a PPC 

spectrometer. The experiments reported here were carried out at a photon energy of 4.27 

eV (290 nm), close to the photodetachment threshold (EA (DCO2) = 3.52 eV),9 and are 

restricted to the deuterated anion DCO2¯ as a result of detection efficiency. From these 



78 
 

results, experimental 2ߥ bending vibrational-state distributions for the CO2 product as a 

function of internal energy in the DCO2 radical intermediate were extracted. Although the 

intermediate-radical electronic and vibrational states are not fully resolved in the 

photoelectron spectrum, a strong dependence on internal energy and significant excitation 

in the CO2 products are observed, providing a direct experimental comparison to the 

product state distributions predicted by Ma and Guo.20  

3.2.  Experimental Methods 

These experiments were carried out on a purpose-built PPC spectrometer, 

described in detail elsewhere.21, 22 The deuterated formate precursor anion, DCO2¯, was 

synthesized using a coaxial-pulsed discharge acting upon a supersonic expansion of O2 

passed over perdeuterated formic acid held at room temperature and then crossed by a 1-

keV electron beam. The anions were accelerated to 7 keV, re-referenced to ground, mass-

selected by time-of-flight, and then confined in a cryogenically cooled EIBT for 500 ms. 

The trapped oscillating ions were phase-locked to the output from a Ti:Sa regenerative 

amplifier (Clark MXR CPA-2000 ; λ = 774.4 nm, repetition rate 1037 Hz, pulse width 

1.8 ps) and probed with 290 nm (4.27 eV) radiation produced by doubling the 

fundamental to 388 nm, which is used to pump an optical parametric amplifier (Light 

Conversion TOPAS). Detached photoelectrons were collected on an event-by-event basis 

using an electrostatic velocity-map imaging lens and focused onto a time- and position-

sensitive photoelectron detector. The center-of-mass (CM), electron kinetic energy 

(eKE), and recoil angle in the laboratory frame were obtained from the arrival time and 

position of each photoelectron. The resulting photoelectron spectrum was then 
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equatorially sliced to select photoelectrons with minimal z-velocity to obtain optimum 

resolution. However, this imposed effective detector-acceptance function (DAF) affects 

the signal intensity distributions of the sliced photoelectron spectrum, reducing the 

apparent intensity at higher photoelectron velocities. The DAF corrected intensity 

distribution, P(eKE), was determined by dividing the experimental distribution, N(eKE), 

by the acceptance function of the slice.23 Calibration of the photoelectron detector using 

I¯ showed a sliced z-velocity component resolution of ΔE/E ~ 4.4% at 1.2 eV and ~ 6.6 

% at 0.3 eV electron kinetic energy. Following photodetachment, the nascent neutral 

species recoiled out of the trap and were detected in coincidence with the electron using a 

time- and position-sensitive multiparticle detector. From this information, product masses 

and translational energy release (ET) were determined on an event-by-event basis for 

momentum-matched neutral particles. The multiparticle detector was determined to have 

a resolution of ΔE/E ~ 10% by calibration using the dissociative photodetachment of 

O4¯.21   

The angular acceptance of coincidence events on the neutral particle detector is 

small (approximately 0.6% for HCO2 and 1.2% for DCO2 for the current setup) due to the 

finite size of the detector and the large difference in mass between the H/D and CO2 

fragments, resulting in large CM velocities. Product translational energy distributions, 

P(ET), were obtained by using Monte Carlo simulations to determine the DAF, N(ET,MC), 

and then dividing the experimental distribution, N(ET), by N(ET,MC).24 The primary result 

of this correction is to amplify features with larger translational energies. This correction 

is done on the PPC spectrum so that the eKE-selected P(ET) distributions can be used to 

extract the CO2(2ߥ) product state distributions. The dissociation of DCO2 produced by 
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photodetachment of a 7 keV ion beam of DCO2¯ yields D atoms with a laboratory frame 

energy of 320 eV where the detection efficiency with the MCP-based detector is still as 

large as ~20%, making this experiment feasible.25  

3.3.  Results 

PPC spectroscopy enables detection of photoelectrons and neutral fragments in 

coincidence, providing additional information on the dissociation dynamics beyond either 

photoelectron kinetic-energy or photofragment translational-energy release spectra alone. 

If a structured photoelectron spectrum is observed and assigned, determination of the 

state-to-state resolved dissociation dynamics of transient species is possible. In the case 

of DCO2¯, this limit is nearly achieved, with a structured yet highly overlapping 

photoelectron spectrum observed. In the following paragraphs the measured 

photoelectron spectrum, translational-energy release spectrum, PPC spectrum, and eKE-

gated photofragment energy P(ET) spectra will be presented. 

The top panel in Figure 3.1 shows the photoelectron kinetic-energy spectrum, 

P(eKE), for DCO2 recorded at a photon energy of 4.27 eV in coincidence with one 

neutral fragment and the experimental product translational-energy release, N(ET), is 

shown in the bottom panel. Due to the kinematic and detection constraints mentioned 

earlier, at most 0.25% of dissociating events are expected to result in detection of two 

neutral particles in coincidence with an electron. This means that the P(eKE) spectrum 

measured in coincidence with one neutral fragment will consist of a combination of (1) 

any stable channel, defined as a species with a reactive lifetime longer than the flight time  

 



81 
 

 

 

Figure 3.1. Photoelectron kinetic-energy spectrum of DCO2¯at 290 nm in coincidence 
with one neutral particle (top panel) and translational-energy release for two neutral 
particles in coincidence with an electron (bottom panel). Peak assignments in P(eKE) are 
based on those of Garand et al. and are indicated in Table 3.1.9 Electron affinities for the 
three lowest-lying electronic states are indicated by a solid line (2A1), a dashed line (2B2), 
and a dash-dot-dot line (2A2). For N(ET), KEmax is indicated by a solid line.  
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Table 3.1. DCO2¯ electron kinetic-energy, P(eKE), spectral-peak positions for the 
2A1/

2B2 region, the respective eKE-gates used to examine the state-resolved P(ET) 
distributions, and  corresponding peak assignments based on those of Garand et al.9 All 
energies reported are in eV. 

 
Peak P(eKE)  P(eKE) Gate  Assignment 

a 0.93 0.89-1.02 3ଶ
 (2A1) 

d 0.83 0.80-0.88 3ଵ
 (2A1) 

A 0.76 0.72-0.79 0
 (2A1) 

D 0.69 0.65-0.71 3
ଵ (2A1) 

G 0.63 0.61-0.65 3
ଶ (2A1) 

I 0.59 0.55-0.60 3
ଶ (2B2) 

M 0.51 0.48-0.53 Highly mixed 
O 0.44 0.41-0.48  
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of the radical from the laser–ion interaction region to the delay-line detector (~ 7 μs for 

DCO2 at an ion-beam energy of 7 keV), and (2) the dissociative channel, where only the 

heavier CO2 fragment is detected because the lighter D product recoils out of the detector 

frame. P(eKE)  spectra recorded in coincidence with either one or two neutral particles 

are identical within the signal-to-noise ratio, indicating that the P(eKE) spectra are for 

dissociative products, with no detectable stable channel. This is consistent with the earlier 

PPC experiments. 8 

The peak assignments in Figure 3.1 are based on those of Garand et al.9 

Photodetachment at this photon energy accesses the three lowest-lying electronic states 

(2A1, 
2B2, and 2A2) of the formyloxyl radical, and the resolved structure in the 2A1/

2B2 

region is dominated by the O−C−O bending mode (ω3) in the 2A1 state (Table 3.1). As in 

the previous studies of this system,7-9 hot bands are observed above the adiabatic electron 

affinity, with resolved peaks attributed to excitation in the totally symmetric O−C−O 

bending mode of the parent anion (ω’3 = 743 cm−1).9 These hot bands do not undergo 

radiative cooling during the 500 ms trapping time in the EIBT.  

Figure 3.2 shows the PPC spectrum for the DCO2¯ + hߥ → D + CO2 + e¯ 

reaction, providing a more complete picture of the energy partitioning in this dissociative 

process. The P(eKE) spectrum (vertical axis) and P(ET) spectrum (horizontal axis) are 

generated by integration over the complementary variable. The signal-to-noise in the 

P(ET) spectrum is reduced relative to the N(ET) spectrum shown in Figure 3.1 as a result 

of fewer electron + momentum-matched fragment coincidence events and the DAF 

correction procedure.  The rightmost diagonal line in the coincidence plot corresponds to  
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Figure 3.2. Photoelectron-photofragment coincidence spectrum for the reaction 
DCO2¯݄ߥ	 → D 	COଶ 	eି at 290 nm. The rightmost diagonal line corresponds to 
KEmax for the 2A1 electronic state. 
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the maximum kinetic-energy release (KEmax) for dissociation from the 2A1 electronic state 

of the formyloxl radical, where the D + CO2 products are in their ground rotational, 

vibrational and electronic states (KEmax(DCO2, 
2A1) = hν – EA – ΔDo = 1.30 eV). The H-

CO2 bond dissociation energy, ΔDo, was estimated by Neumark and coworkers to be –

0.58 ± 0.13 eV,7 indicating that HCO2 is unstable with respect to the H + CO2 products. 

With the inclusion of the zero-point energy correction to ΔDo of 0.04 eV for DCO2,
8 the 

calculated KEmax is in excellent agreement with the experimental results and the previous 

ΔDo error estimation is an upper bound. Additional diagonal lines corresponding to ν2 = 1 

and ν2 = 2 in the CO2 product bending mode are also plotted, using the literature value for 

the O−C−O bending frequency for free CO2 (667.4 cm−1/83 meV).26 The coincidence 

spectrum shows evidence for a series of vertical bands that correspond to the peaks in the 

P(ET) spectrum and have similar spacing to the peaks in the P(eKE) spectrum in Figure 

3.1 (top panel). Shown more clearly in the N(ET) spectrum, bottom panel of Figure 3.1, 

these ET peaks have an average spacing of 71 meV, consistent with the previous study of 

DCO2, and are assigned to a progression in the ν2 bending mode. While the signal-to-

noise in the coincidence spectrum is limited, the fact that resolved peaks are seen in the 

N(ET) spectrum proves that this is the case.8 

The two-dimensional PPC spectrum contains detailed information about the 

dependence of the dissociation dynamics on the initial electronic and vibrational state of 

the DCO2 radical produced in the photodetachment process. The experimental resolution 

and signal-to-noise limits our ability to get true state-to-state dynamical information, but, 

by examining eKE-gated P(ET) spectra, product CO2 bending vibration (ν2) distributions 

can be extracted from the data. These spectra are obtained by integrating the coincidence  
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Figure 3.3. eKE-gated P(ET) CO2 product bending (2ߥ) distributions (black line) for 
selected peaks from Table 3.1 corresponding to the O−C−O bending mode ω3 in the 2A1 
state (black comb) and 2B2 state (grey comb). Peak progressions are fit using Gaussians 
with an average P(ET) peak spacing of 71 meV. 
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Figure 3.4. eKE-gated P(ET) distributions for the hot-band region (top), the 2A1/
2B2 

region (middle), and the 2A2 region (bottom) for the reaction DCO2¯݄ߥ	 → D 	COଶ 
	eି at 290 nm. Translational energy release spectra were obtained by integration of the 
PPC plot over the eKE for the following ranges: ≥ 0.80 eV, 0.41 – 0.79 eV, and ≤ 
0.25eV. For each region, the corresponding KEmax is indicated with a solid vertical line. 
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spectrum over each peak, with the width of each non-overlapping gate determined by the 

width of the peak as indicated in Table 3.1. It is important to note here that these P(ET) 

spectra have been corrected by the DAF for detection of D + CO2 products in order to 

extract product state distributions. Using this method to examine individual peaks in the 

2A1/
2B2 region, vibrationally resolved eKE-gated P(ET) spectra were extracted for 

assigned peaks in the photoelectron spectrum, shown in Figure 3.3. The eKE-gated P(ET) 

for peaks corresponding to the O−C−O bending mode in the 2A1 state (peaks A, D and the 

hot bands a and d) yield nicely resolved P(ET) spectra with peaks spaced ∼71 meV. 

These are the peaks that give rise to the resolved ET observed in the 2A1/
2B2 region of the 

coincidence spectrum (Figure 3.2). The P(ET) spectra for peak G is not as nicely resolved, 

and that for peak I is more convoluted still, with what looks like two overlaid vibrational 

progressions. In the region of the coincidence spectrum corresponding to 

photodetachment to the 2A2 state in DCO2 (eKE < 0.25 eV) there is no evidence for 

resolved CO2 bending excitation, indicating a change in the dissociation dynamics for 

this excited electronic state seen in Figure 3.4.  

3.4.  Discussion 

Ma and Guo recently reported a full-dimensional quantum-state-resolved study of 

the predissociation dynamics of the HCO2¯ + hߥ → H + CO2 + e¯ reaction proceeding on 

the ground 2A′ state of the HCO2 radical, essentially modeling the PPC experiment, 

complete with a calculated HCO2¯ absorption spectrum and predicted CO2 product state 

distributions.20 The calculated absorption spectrum is in relatively poor agreement with 

the SEVI spectrum from Garand et al.,9 with quantitative differences in signal  
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Figure 3.5. Schematic potential energy surface illustrating the predissociation dynamics 
of DCO2 (left) and how these dynamics manifest in the corresponding PPC spectrum 
(right). In the schematic potential energy surface predissociation to only the two lowest 
CO2(2ߥ) states are shown for clarity and the photodetached electron is not explicitly 
shown. 
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intensities and peak positions attributed to inaccuracies in the LTSH neutral PES3 used 

and the neglect of the other low-lying electronic states of HCO2. As an example, the 

calculated absorption spectrum was found to underestimate the O−C−O bending 

frequency in the formyloxyl radical as compared to experimental values obtained by 

Garand et al. The PPC experimental results presented here allow for a direct comparison 

to the quantum dynamics calculations of Ma and Guo of the subsequent predissociation 

of the formyloxyl radical, as a further test of both the dynamics calculations and the 

LTSH surface.   

Previously it was demonstrated that the vertical bands observed in the coincidence 

spectrum of DCO2 correspond to predissociation sequence bands.8 In other words, each 

predissociated vibrational state in the neutral formyloxyl radical can access several CO2 

product vibrational states with low rotational excitation, as shown schematically in Figure 

3.5. The vertical alignment of the peaks, leading to the resolution observed in ET, results 

from the fact that the peak spacing in the dominant O−C−O bending mode (ω3) of the 

formyloxyl radical is nearly degenerate with respect to the O−C−O bending mode (ν2) of 

the resulting CO2 fragment. The observed predissociation bands in the 2A1/
2B2 region of 

the PPC spectrum (Figure 3.2) result from the characteristic dissociation dynamics of this 

system. In the present data, the evidence for these predissociation sequence bands is most 

easily observed in the eKE-gated P(ET) spectra shown in Figure 3.3. 

Figure 3.3 shows that in the 2A1/
2B2 region, the eKE-gated P(ET) for selected 

peaks in the PPC spectrum exhibit well-resolved peak progressions (peaks A, D, G and 

I), also seen in the eKE-gated P(ET) spectra for the hot-band transitions (peaks a and d).  
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Table 3.2. eKE-gated P(ET) CO2(ν2) product state distributions determined from the fits 
in Figure 3.3, given in percentages, for each formyloxyl O−C−O bending state. The 
assignment of P(eKE) peaks to states in DCO2 are indicated.9 ET values for each CO2 (ν2) 
product state, in eV, are given in parentheses as determined by the conservation of energy 
(see text). All states (except for peak I) result from the 2A1 state of the formyloxyl radical. 
Peak I population distributions are the sum of those from the 2B2 and 2A1 states, where ET 
positions for peak I are indicated as (2B2/

2A1). 
 

ν2 a (3ଶ
ሻ d (3ଵ

ሻ A (3
ሻ D (3

ଵሻ G (3
ଶሻ I (3

ଶሻ 
0 4.6 (0.56) 3.1 (0.55) 6.2 (0.55) 2.1 (0.62) 1.7 (0.68) 2.6 (0.70/0.72) 
1 8.0 (0.49) 10.3 (0.48) 16.2 (0.47) 6.2 (0.54) 1.9 (0.60) 10.3 (0.63/0.64)
2 23.5 (0.42) 28.2 (0.41) 23.8 (0.40) 16.8 (0.47) 11.8 (0.53) 14.6 (0.56/0.57)
3 31.3 (0.35) 31.4 (0.33) 26.9 (0.33) 31.8 (0.40) 25.5 (0.46) 25.3 (0.49/0.50)
4 21.6 (0.28) 19.1 (0.26) 20.8 (0.26) 27.5 (0.33) 26.9 (0.39) 22.2 (0.41/0.43)
5 8.5 (0.21) 6.5(0.19) 5.0 (0.19) 12.2 (0.26) 25.2 (0.32) 17.5 (0.34/0.36)
6 2.0 (0.13) 0.8 (0.12) 0.8 (0.12) 2.7 (0.19) 6.3 (0.25) 5.8 (0.27/0.29)
7 0.5 (0.06) 0.5 (0.05) 0.4 (0.05) 0.8 (0.12) 0.6 (0.18) 1.7 (0.20/0.22)
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Each eKE-gated P(ET) spectrum was fit using a series of Gaussians spaced by the 

observed average ET-peak spacing of 71 meV (570 cm−1). The fit P(ET) peak positions 

for a given eKE-gated P(ET) spectrum from the 2A1 electronic are determined by 

conservation of energy using the following relation: ET (2A1; 2ߥ = n) = KEmax (2A1) – 

eKE(2A1; ω3 = m) – nE୧୬୲
େమሺνଶሻ, where n and m correspond to vibrational quanta in the 

O−C−O bending mode of the CO2 product and the neutral formyloxyl radical, 

respectively. The fit P(ET) peak positions from the 2B2 state are calculated in a similar 

fashion, using a KEmax (
2B2) value of 1.29 eV. The fits to the data yield the CO2 product 

vibrational distributions in Table 3.2, showing inverted bending vibration distributions, 

with peak values ranging from 2 = 2ߥ for the lowest energy radical states up to 4 = 2ߥ. 

The P(ET) spectrum from peak G is not as well fit, most notably around 0.4 eV, 

indicating that there are likely contributions from other states in the formyloxyl radical. 

Peak I, assigned by Garand et al. as belonging to the 2B2 state, results in a P(ET) spectrum 

that cannot entirely be explained by CO2 fragments coming from only this electronic state 

and is fit better by including a contribution from the 2A1 state as shown in Figure 3.3. 

Understandably, peaks corresponding to highly mixed states—that is, not dominated by a 

single state—do not exhibit the same vibrational resolution (peaks M and O) and are 

therefore not fit well by just the O−C−O bending mode from 2A1 (Figure 3.6). Finally, 

there is no evidence in the fits for preferential excitation of even bending quanta, in spite 

of the well-known Fermi resonance between 2ν2 and the ν1 symmetric stretch of CO2.
20, 27 
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Figure 3.6. eKE-gated P(ET) CO2 product distributions for the highly mixed peaks M and 
O from Table 3.1, fit using Gaussians with an average P(ET) peak spacing of 71 meV. 
The fit peak progressions correspond only to the O−C−O bending mode in the 2A1 state 
and do not take into account that these peaks are identified as being highly mixed. 
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As indicated in the coincidence spectrum, considerable excitation was found in 

the resulting CO2 product, as even the ground state of the neutral formyloxyl radical 

(peak A) yielded CO2 products with significant populations in 3 ,2 = 2ߥ, and 4, consistent 

with our previous findings.8 This result is contrary to the calculated vibrational product 

state distributions reported by Ma and Guo,20 who found significantly less CO2 product 

vibrational excitation from the lowest resonances on the radical potential energy surface. 

Figure 3.7 shows the predicted CO2 product state distributions for the 3
  and 3

ଵ 

transitions from the anion ground state to ω3 in the 2A1 radical ground state, plotted in 

terms of ET and convoluted with Gaussians at the experimental resolution. For 

comparison, the overall fits for the experimentally determined CO2 product state 

distributions for the corresponding features, peaks A and D, are also included. Odd 

bending quanta were not included in the predicuted distributions in the total J=0 

calculations carried out by Ma and Guo. From this comparison it is readily apparent that 

the high degree of vibrational excitation in the experimental results for the lowest 

metastable levels of DCO2 is not captured by the theoretical predictions. At much higher 

levels of excitation in the radical (1600 cm-1 of internal energy) the calculations predicted 

a vibrational inversion (peaking at 2 = 2ߥ), however it is difficult to compare that directly 

to experiment as the spectrum becomes congested. In any case, a sharp change in the 

level of product vibrational excitation in the region where the 2A1 and 2B2 states of DCO2 

dominate the spectrum is not experimentally observed.  

Possible reasons for the discrepancies between experiment and theory are several. 

These experiments were carried out on DCO2 for experimental reasons, while the 

calculations were performed on HCO2. However, the change in reduced mass from H- 
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Figure 3.7. Comparison of experimental fits for eKE-gated P(ET) CO2 product state 
distributions (grey) to theoretical distributions predicted by Ma and Guo (black) for the 
3
 and 3

ଵ transitions from the anion ground state to ω3 in the 2A1 radical ground state 
(peaks A and D, respectively).20 
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CO2 to D-CO2 is not expected to lead to a significant change in product bending 

excitation, as experimentally confirmed by the P(ET) distributions reported for both 

HCO2 and DCO2 in earlier work from this laboratory at a photon energy of 4.80 eV.8 Ma 

and Guo commented on how the difference in intensity and peak positions between their 

calculated absorption spectrum and experimental photoelectron spectra7, 9 could be 

attributed to inaccuracies in the LTSH neutral potential energy surface.3, 20 Significantly 

improved potential energy surfaces for the HOCO system are now available, so it would 

be of interest to test the new global potential energy surfaces for the OH + CO ⟶ H + 

CO2 reaction recently reported by Li et al. and Chen et al.28, 29 A recent examination of 

CO2 product state distributions resulting from a quasiclassical trajectory study of H + 

CO2 collisions carried out by Corchado et al.,30 performed on the latest surface from Li 

and coworkers, indicated significant excitation of the O-C-O bend in the CO2 products. It 

should be noted that although these results most certainly involve the HCO2 well, 

significant rotational excitation is also observed, more consistent with dissociation from 

the related HOCO radical. These theoretical results are in qualitative agreement with hot 

atom collision experiments carried out by Flynn and Weston,31 indicating that the H + 

CO2 portion of this new surface at high total energies is reasonable. It will be valuable, 

therefore, to examine the performance of this new surface at the lower total energies 

probed by the predissociating formyloxyl radical. 

 As noted in the introduction and evident in the discussion of the low-lying 

electronic states of DCO2 involved in these phenomena, vibronic and electronic 

interactions in this predissociating system are also of great importance. Evidence for the 

differing dissociation dynamics as a function of electronic state are seen in the present 
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data by examination of the region of the coincidence spectrum corresponding to 

photodetachment to the 2A2 state in the neutral DCO2 radical (eKE < 0.25 eV). Although 

the 2A2 state of DCO2 is also dissociative, it does not show the same state-resolved 

distributions as do the 2A1 or 2B2 states (Figure S1); this indicates that predissociation of 

the 2A2 state involves other vibrational modes and very likely also involves greater 

distortion of the C2V framework, with resulting rotational excitation of the CO2 

broadening the product translational energy distribution. A complete theoretical 

understanding of this system will have to address all the low-lying electronic states and 

the rich vibronic interactions documented by Burton et al. and Klein et al.13, 19 

3.5.  Conclusion 

In conclusion, photodetachment of DCO2¯ produces the DCO2 radical in low-

lying electronic states accompanied by O-C-O bending excitation. These states rapidly 

predissociate into a range of D + CO2(ν2) product states leading to predissociation 

sequence bands in the the 2A1/
2B2 region of the PPC spectrum. The eKE-gated P(ET) 

spectra in the 2A1/
2B2 region provide formyloxyl radical state-specific experimental 

determination of CO2(ν2) product state distributions. The experimental results indicate a 

much greater degree of excitation in the O−C−O bending mode than found in quantum 

dynamics calculations on the LTSH potential energy surface by Ma and Guo.20 

Additionally, evidence for differing dissociation dynamics as a function of electronic 

state were observed, particularly in the broad, unresolved P(ET) distributions from the 

higher-lying 2A2 electronic state, further illustrating the complexity of vibronic and 

electronic interactions in the predissociating formyloxyl radical. A complete theoretical 
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picture will necessarily need to include all three low-lying electronic states in order to 

accurately capture the complex dynamics observed experimentally.  
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Chapter 4: Dissociative Photodetachment of HCCCO2¯ and Stability of 

the Propiolyl Radical HCCCO2 

 

4.1.  Introduction 

Carboxyl radicals RCO2· are widely used in synthetic organic chemistry and are 

known to readily decompose to CO2 and a free radical R·. The simplest carboxyl radicals 

formyloxyl (HCO2) and acetyloxyl (CH3CO2) have been extensively studied both 

experimentally 1-6 and computationally 7-20. Not only do both of these carboxyl radicals 

readily dissociate to CO2 and a free radical, as expected, but for both the CO2 fragment 

forms with considerable internal energy.3, 4, 6, 18 The study and analysis of these radicals 

are complicated by the presence of multiple low-lying electronic states, owing to the 

geometry of the CO2 group. This complexity makes these systems an excellent test for 

theory, and it is of interest to study the effects of substitution on the dissociation 

dynamics and energetics of the low-lying electronic states of carboxyl radicals. Here we 

extend previous work carried out in our lab on the dissociation dynamics of HCO2
3, 6 and 

CH3CO2
4 to that of the relatively unexplored propiolyl radical, HC3O2. For reference, the 

structures and shorthand labels for the propiolyl radical and the related structural isomers, 

anti- and syn-C3O2H, are shown in Figure 4.1. 

Although not widely studied, the propiolate anion, HC3O2
¯, has been observed 

experimentally by Fourier-transform infrared spectroscopy (FT-IR) as a decarboxylation 

product of aqueous acetylenedicarboxylic acid.21 Decarboxylation of gaseous  
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Figure 4.1. Nominal structures of the propiolyl radical, HC3O2, and its isomers, anti- and 
syn-C3O2H. 
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acetylenedicarboxylate anions has been shown to form a C3O2
¯ radical anion.22 The 

HC3O2
¯ anion has also been studied more directly by noncontact atomic-force 

microscopy of propiolate prepared on a TiO2 surface.23 The neutral propiolyl radical 

HC3O2 and the isomeric C3O2H (syn- and anti- conformers) carbon radicals have been 

studied experimentally by Fitzgerald and coworkers using neutralization-reionization 

mass spectrometry;24 in this case the experimental work was complimented by ab initio 

calculations of the stationary points and barriers to isomerization on both the anion and 

neutral surfaces, carried out at the coupled-cluster singles-and-doubles plus perturbative 

triples (CCSD(T)) level using the aug-cc-pVDZ basis set on B3LYP/6-31G(d) optimized 

geometries. The primary focus of their computational work was to determine the relative 

stability of each isomer and the isomerization barriers, in addition to the energetics for 

possible neutral and anionic dissociation pathways for each isomer. The calculations 

predict that anions for all three isomers should be stable relative to the corresponding 

neutrals, and that the barriers to isomerization on the anion surface are relatively large 

(0.36 – 1.21 eV). Neutralization-reionization using collisional ionization to observe the 

resulting fragments of HC3O2
¯ results in the formation of energized HC3O2, which was 

found to readily dissociate to HC2 + CO2. In contrast, the isomeric ¯C3O2H radicals were 

found to access both stable C3O2H and a competitive dissociative pathway, which 

proceeds through excited C3O2H to form C3O + OH.24 However, their calculations and 

analysis were limited to the ground electronic states and did not examine the barriers to 

dissociation. Consequently, additional calculations were carried out to obtain more 

accurate electron affinities for the accessible electronic states of the three isomers. In 
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addition, product asymptotes and barriers to dissociation for each isomer were also 

carried out to aide in interpretation of the dissociative channel. 

The simplest analogue to propiolyl is the formyloxyl radical, which possesses four 

electronic states with C2V symmetry, all lying within a range of ~4.0 eV. The lowest-

lying 2A1 and 2B2 states are nearly degenerate, making the identity of the ground state 

highly dependent on the level of theory and, therefore, a matter of much debate.7-10, 12-17 

High-level calculations predict that the 2A1 state is the ground state for both HCO2 and its 

isotopolog DCO2.
5, 17 Further complexity may arise from asymmetric 

deformation/stretching in the carboxyl group (–CO2), resulting in additional electronic 

states 2A’ and 2A” with Cs symmetry,8, 16 although the experimental data to date can be 

explained by the C2V electronic states.1, 5, 6 

One unique property of the formyloxyl radical is that the energy spacing of the O–

C–O bending mode in the nascent neutral is nearly degenerate with the O–C–O bending 

spacing in the resulting CO2 fragment, in large part due to the similarity in their 

respective reduced masses. Thus this is an ideal candidate for the study of state-to-state 

dissociation dynamics, and accordingly we recently published a study of product-state 

distributions for each populated vibrational level in the neutral.6 Regardless of internal 

excitation in the neutral, the CO2 product always forms with considerable vibrational 

excitation in the O–C–O bending mode. Full-dimensional quantum-dynamics simulations 

of this system using the LTSH surface did not adequately predict these product-state 

distributions,18 while more recent quantum dynamics simulations carried out on a new 
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global potential energy surface25 are in good agreement with our study, emphasizing the 

importance of having an accurate potential energy surface.  

Similar to HCO2, the more complex acetyloxyl radical, CH3CO2, also possesses 

multiple low-lying electronic states and a ground state that is nearly degenerate with the 

first excited electronic state.7, 11, 15 Although the methyl group in the acetyloxyl radical 

adds additional complexity owing due to its torsional degrees of freedom, similarities of 

the two simple systems suggest a general trend, and the propiolyl radical, HC3O2, 

presents an ideal system to continue the exploration of carboxyl free radicals and an 

excellent test case for theory. Specifically, highly-accurate theoretical predictions of the 

photodetachment spectrum of propiolate are expected to be challenging for several 

reasons. First, this molecule is related to the formyloxyl radical, where profound vibronic 

mixing between the two lowest 2A1 and 2B2 electronic states is observed; similarly strong 

coupling can therefore be anticipated for propiolate. In addition, HC3O2 has 35 electrons 

and a dozen normal modes of vibration, which means that both accurate electronic 

structure and all-mode vibronic calculations are difficult and require significant 

computational resources. 

In the following sections we present a photoelectron-photofragment coincidence 

(PPC) spectroscopy study of the propiolate anion at 4.80 eV. Photodetachment accesses 

the three lowest electronic states, 2B2, 
2A2, and 2A1, of the propiolyl radical, while 

dissociative photodetachment (DPD) probes the dissociation dynamics of the 2A1 excited 

electronic state. Analysis of the experimental results are aided by high-level calculations, 

including a highly-accurate Franck-Condon simulation of the photodetachment spectrum 
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and the electron kinetic energy dependence of the photodetachment cross sections in 

excellent agreement with the experimental results.  

4.2.  Experimental Methods 

This study was performed on a fast ion-beam PPC spectrometer, discussed in 

detail elsewhere.26, 27 Anion precursors were synthesized using the combination of a 

coaxial pulsed discharge acting upon a supersonic expansion of O2 passed over liquid 

propiolic acid held at room temperature and a 1-keV electron beam crossing the 

expansion. The resulting anions were skimmed, accelerated to 7 keV, re-referenced to 

ground, mass-selected by time-of-flight, and then confined in a cryogenically cooled 

electrostatic-ion-beam trap (EIBT) for 100 ms. The oscillating ion packet was phase-

locked to the output of a Ti:Sapphire regenerative amplifier (Clark MXR CPA-2000; λ = 

775.5 nm, repetition rate 1037 Hz, pulse width 1.1 ps) by an RF oscillator and the anions 

were probed with third-harmonic radiation (258.5 nm, 4.80 eV). The resulting detached 

photoelectrons were extracted on an event-by-event basis, orthogonal to the plane of the 

laser and ion beams, by means of an electrostatic velocity-map imaging lens coupled to a 

time- and position-sensitive photoelectron detector. Arrival time and position provide 

information on the center-of-mass (CM), electron kinetic energy (eKE), and laboratory-

frame recoil angle for each photoelectron. For optimum resolution, photoelectrons with 

minimal z-velocity were selected by equatorially slicing the resulting photoelectron 

spectrum. The signal-intensity distribution of the photoelectron spectrum was affected by 

this imposed effective detector-acceptance function (DAF), resulting in a reduced 

apparent intensity at higher photoelectron velocities. Therefore, a DAF-corrected 
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intensity distribution, P(eKE), was obtained by dividing the experimental intensity 

distribution, N(eKE), by the acceptance function of the z-velocity slice.28 Calibration of 

the photoelectron detector using F¯ showed a sliced z-velocity component resolution of 

ΔE/E ~ 3.6 % at 1.4 eV electron kinetic energy. 

After photodetachment, the resulting neutral species recoiled out of the trap and 

were detected in coincidence with the photoelectron using a four-quadrant time- and 

position-sensitive multiparticle detector. Stable and dissociative photoelectron spectra 

were extracted by selecting for only those photoelectrons detected in coincidence with 

either one neutral particle (stable) or two neutral particles (dissociative). For dissociative 

processes, product masses and the product kinetic energy release (KER) distribution, 

N(KER), were determined for momentum-matched neutral particles on an event-by-event 

basis. Unlike for the HCO2 experiments were the where the angular acceptance of 

coincidence events on the neutral-particle detector was small due to the large difference 

in mass of the fragments,3, 6 the angular acceptance is expected to be large for propiolyl 

due to the relatively small difference in mass between fragments HC2 and CO2 and as 

such no detector acceptance function corrections are needed. Calibration of the 

multiparticle neutral detector by dissociative photodetachment of O4
¯ yielded a KER 

resolution of ΔE/E ~ 10%.26 

4.3.  Theory 

Analysis of the experimental data has been greatly aided by extensive 

computations including the energetics of possible isomers and available low-lying 

electronic states, as well as Franck-Condon (FC) simulations and photodetachment cross 
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sections for the low-lying electronic states of the propiolyl radical.24 Due to the 

complexity of the system, these computations were carried out at two different levels of 

theory. Exploration of C3O2H isomers including FC simulations were carried out using 

the CTQD method outlined below. The initial calculations for the low-lying electronic 

states of the propiolyl radical using this approach were not in good agreement with the 

experimental results, necessitating additional calculations using the EOMIP-CCSD(T)(a) 

method, also outlined in detail below. Photodetachment cross sections were included for 

the final FC simulations, resulting in excellent agreement with experiment. 

Coupled cluster calculations were initially carried out at the CCSD(T)-F12a level 

in order to identify potentially relevant isomers and dissociation pathways. The computed 

electron affinities for syn- and anti-C3O2H, the propiolyl radical (HC3O2), and the 

corresponding excited electronic states are listed in Table 4.1. Dissociation pathways and 

energetics for HC3O2 and isomers at this level of theory are summarized in Table 4.2. 

Geometries were optimized at the CCSD(T)-F12a/aug-cc-pVDZ level and basis, and 

single-point energies were then evaluated at these geometries using the aug-cc-pVQZ 

basis. Zero-point vibrational, anharmonic vibrational, relativistic, diagonal Born-

Oppenheimer, and (when appropriate) spin-orbit energies were calculated by various 

methods and using different programs. Vibrational corrections were calculated at the 

corresponding optimized geometry; all other energy contributions were calculated at the 

CCSD(T)-F12a/aug-cc-pVDZ optimized geometry. Anharmonic and Born-Oppenheimer 

calculations were found to be negligible compared to the expected errors for polyatomic 

molecules, and were not calculated beyond the diatomic species. Energy values  
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Table 4.1. Calculated AEAs for the four lowest electronic states of propiolyl radical 
(HC3O2) and the two lowest electronic states of each of the related isomers, syn- and anti-
C3O2H. Energies are presented for both CTQD and EOMIP levels of theory and include 
zero-point energy corrections except where noted: *no ZPE, **B3LYP ZPE correction. 

 

Isomer 
Electronic 
State 

CTQD 

AEA (eV) 

EOMIP 

AEA (eV) 

HC3O2 2B2 3.91 3.57 

 2A2 4.46 3.60 

 2A1 4.54 4.27 

 2B1 4.77 – 

Anti-C3O2H 2A’ 3.87 – 

 2A” 4.42 – 

Syn-C3O2H 2A’ 4.07 – 

 2A” 4.63 – 
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Table 4.2. Dissociative pathways calculated at CTQD without zero-point energy 
corrections. The EOMIP value for the dissociation of HC3O2 → H2C + CO2 is reported in 
parentheses. Bond dissociation energies (BDE) are reported relative to each respective 
neutral. KEmax values are determined by KE୫ୟ୶ ൌ 	hν	– 	AEA	– 	BDE, where hν = 4.80 eV 
and the AEAs correspond to those of the respective parent species as reported in Table 
4.1.  

Parent Fragment 1 Fragment 2 BDE (eV) KEmax (eV) 

Anti-CCCO2H Cis-HOCO CC 4.32 -3.39 

 
Trans-HOCO CC 4.25 -3.32 

 
CCCO OH 1.47 -0.54 

 
CCCO2 H 3.80 -2.87 

 
Anti-CCO2H C 6.85 -5.92 

 
Syn-CCO2H C 6.88 -5.96 

Syn-CCCO2H Cis-HOCO CC 4.23 -3.50 

 
Trans-HOCO CC 4.16 -3.43 

 
CCCO OH 1.38 -0.65 

 
CCCO2 H 3.71 -2.97 

 
Anti-CCO2H C 6.76 -6.02 

 
Syn-CCO2H C 6.79 -6.06 

HCCCO2 OCO HCC 0.44 0.45 (1.01) 

 
HCCCO O 4.18 -3.29 

 
CCCO2 H 4.80 -3.92 

 
CCO2 CH 6.17 -5.29 
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calculated this way, including zero-point and relativistic corrections (and spin-orbit when 

relevant), are referred to hereafter as “CTQD” energies. The CTQD energetics are used 

primarily to rule out the presence of the anti- and syn-C3O2H isomers and to estimate the 

dissociation barrier to HC2 + CO2 from the 2A1 state of the propiolyl radical. 

Assignment of the stable spectrum proved to be nontrivial and, as discussed later, 

is beyond the capabilities of the CTQD method. Accordingly, an extensive set of 

additional electronic structure, vibronic, and photodetachment cross-section calculations 

were undertaken based on the equilibrium geometry and force field calculated by the 

CCSD29 method in the frozen-core approximation, using the atomic natural orbital basis 

set designated as ANO0.30 At this geometry, best estimates of vertical detachment energy 

(VDE) were made by combining EOMIP-CCSD(T)(a) calculations,31 as extrapolated to 

the basis set limit, with higher-order correlation corrections obtained with EOMIP-

CCSDTQ32, 33 and the ANO0 basis. In particular, best estimate VDEs were calculated as 

VDE= (VDE(EOMIP-CCSDTQ/ANO0) – VDE(EOMIP-CCSD(T)(a)/ANO0) + 

VDE(EOMIP-CCSD(T)(a)), where the last term in the sum is from the aforementioned 

basis-set-limit extrapolation. The resulting VDEs are 4.305 eV (2B2), 4.627 eV (2A1), and 

4.743 eV (2A2), all of which carry a (conservative) uncertainty of perhaps 0.05 eV. 

Using these estimated VDEs, the vibronic coupling model of Köppel, Domcke 

and Cederbaum (KDC)34 was used to simulate the photoelectron spectrum. Apart from 

VDE differences, parameters for the model are the diabatic potential energy functions for 

the three electronic states as well as couplings between them, all expressed as 

polynomials in the dimensionless normal coordinate representation of the neutral. The 
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adiabatic parametrization method of Ref. 35 was used, and the electronic structure 

calculations used to this end were done at the EOMIP-CCSD/ANO0 level of theory.36 

The (electronically) diagonal diabatic potentials, expanded to second order in 

displacement, were obtained by adjusting the directly computed adiabatic potentials for 

the effects of diabatic couplings, as described in Ref. 17. The coupling constants were 

computed analytically, using the quasidiabatic coupled-cluster ansatz of Ref. 37. 

Diagonalization of the full diabatic potential obtained by this procedure reproduces the 

geometry and quadratic force fields of all adiabatic states (as computed by EOMIP-

CCSD/ANO0 when the corresponding VDEs are used); this adiabatic parametrization of 

the KDC Hamiltonian has been shown to be essential for obtaining high-quality 

simulated spectra in cases where geometry changes (vertical → adiabatic) are large, as 

they are (especially for the 2B2 state) in this system. 

Finally, cross-sections for photodetachment were computed by the EOMIP-

CCSD(T)(a) method, using the approach described in Ref. 38. The d-aug-cc-pVTZ basis 

set39 was used since adequate diffuse functions are essential for such computations. Full 

documentation of the parameters and fitted functional forms for the photodetachment 

cross-sections is available in the supplementary material. With the Hamiltonian 

parameters in hand, diagonalization of the KDC Hamiltonian provides the vibronic 

eigenvalues of the system. For propiolate, which has 12 vibrational modes, a full-

multimode calculation is challenging, but was nevertheless performed in the present work 

with a recent massively parallel implementation of the KDC model.40 For the full 

simulation of the stable channel included in the discussion section, the results were  
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Figure 4.2. Energetics for photodetachment from the HC3O2¯ anion at hν = 4.80 eV (blue 
dotted line). All three low-lying electronic states (2B2, 

2A1, and 2A2) are accessible and 
the 2A1 can dissociate to form HC2 + CO2. The dashed lines correspond to the calculated 
VDE for each electronic state. With the exception of the barrier, all values are calculated 
using CCSD/EOMIP-CCSD/ANO0/FC with ZPE. The barrier is calculated using CTQD 
relative to the 2A1 and has been adjusted relative to the EOMIP AEA.   
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obtained with a KDC Hamiltonian of dimension 2,972,712,960, which was deemed 

sufficient to obtain a fully converged spectral envelope. Diagonalization was done by the 

Lanczos procedure,41 with 5000 iterations. Intensities were obtained by projecting the 

final-state eigenvectors onto the ground-state vibrational wavefunction followed by 

convolution with the calculated photodetachment cross-sections. Calculations reported 

here were performed with the CFOUR program system,42 and greatly facilitated by new 

modules for CCSDTQ calculations (XNCC) and large-scale KDC calculations 

(XSIM_HPC). 

4.4.  Results 

Experimental results for the stable and dissociative pathways of the propiolyl 

radical and possible isomers, syn- and anti-C3O2H, are presented in the following 

sections. Analysis of these experimental results is aided by the energetics listed in Tables 

4.1 and 4.2 and shown in Figure 4.2. 

4.4.1.  Stable Pathway 

The bulk (~96%) of the data collected upon photodetachment results in a distinct 

stable channel (Figure 4.3(a)). In this case, a stable photoelectron spectrum was extracted 

by selecting only those photoelectrons detected in coincidence with one neutral particle. 

These stable species must necessarily have a lifetime longer than the flight time between 

the interaction region and the neutral particle detector (Δt ~ 9.7 μs for m/z 69 in a 7 keV 

beam), or be associated with dissociative events with very low KER. The stable channel 

features a broad peak centered near eKE = 0.65 eV and three well-resolved features  
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Figure 4.3. Photoelectron kinetic energy spectra of HC3O2
– and isomers at 258 nm for (a) 

the stable channel, a photoelectron in coincidence with one neutral particle, and (b) the 
dissociative channel, a photoelectron in coincidence with two neutral particles. In the top 
panel, vertical lines correspond to the calculated (CTQD) AEA for the propiolyl radical 
(solid) and for the anti- and syn-HC3O2 isomers (dash and dash-dot-dot respectively). In 
the bottom panel, the solid black vertical line corresponds to the calculated KEmax 
(CTQD) for the dissociation reaction HC3O2 → HC2 + CO2, and the grey vertical line 
corresponds to the calculated KEmax using CCSD/EOMIP-CCSD/ANO0/FC, without 
ZPE.  
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below 0.5 eV. On the other hand, the dissociative channel (Figure 4.3(b)) exhibits 

markedly different behavior, growing in as the stable channel drops off at lower eKE 

with a peak near zero eV. The shift in peak intensity to lower eKE (higher internal 

energies) in the dissociative channel suggests that dissociation of the nascent radical 

requires significant internal energy, indicating a reasonably large barrier to dissociation. 

CTQD adiabatic electron affinities (AEAs) for each of the three possible anion 

isomers are indicated by vertical lines in Figure 4.3(a). All three AEAs fall above the 

bulk of the data, and thus are in qualitative agreement with the experimental results. 

However, the signal above these calculated AEAs is significant, implying either that 

these energetics are not in good agreement with the data or that the contribution from hot 

anions (hot bands) is large. Based on these CTQD results, it is not possible to either 

definitively assign the observed signal to any one species, or to rule out the presence of 

any isomer based solely on energetics. 

Interestingly, the prominent peak progression observed below 0.5 eV in the stable 

photoelectron spectrum cannot be attributed to any of the computed ground states of the 

three radical isomers shown in Figure 4.1 based on these AEAs, strongly indicating the 

presence of at least one excited electronic state. As outlined in the introduction, the 

propiolyl radical is expected to have four low-lying electronic states due to its C2V 

symmetry. As shown in Table 4.1, these low-lying electronic states are found to lie 

within roughly 1.0 eV of each other, and at the experimental photon energy of 4.80 eV 

the 2B2 ground state and the 2A2 and 2A1 excited states are all energetically available. In 

addition, the syn- and anti-C3O2H isomers each have low-lying electronic states, also 
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listed in Table 4.1, that are calculated to be energetically available in our experiment. 

Based on these CTQD AEAs, the signal below 0.5 eV could potentially arise from 

accessing the 2A2 state in the propiolyl radical or the 2A” state in anti-C3O2H, although 

both have calculated AEAs too low to adequately describe the most prominent peak near 

0.4 eV. Based on energetics alone, it is therefore not possible to directly identify which 

isomer and/or electronic state gives rise to this very prominent stable channel. 

Disentanglement of contributing species and identification of resolved features in this 

spectrum are possible with Franck-Condon simulations, as discussed further in the 

discussion section. 

4.4.2.  Dissociative Pathway 

Unlike the case for the metastable formyloxyl radical,3, 6 the photoelectron spectra 

for the stable and dissociative channels are noticeably different for the propiolyl radical 

as shown in Figure 4.3. Although the dissociative channel here accounts for only a 

surprisingly small ~4% of the overall experimental signal, the resulting resolved kinetic 

energy release spectrum (Figure 4.4) is very similar to that observed for the completely 

dissociative formyloxyl radical. 3, 6 Based on the CTQD bond dissociation energies 

(BDE) listed in Table 4.2, there is only one energetically available dissociative pathway 

at the experimental photon energy (4.80 eV), the photodetachment decarboxylation 

pathway: HC3O2
– + hν → HC2 + CO2 + e–. The progression of resolved peaks in Figure 

4.4 has an average spacing of ~55 meV, consistent with excitation in the O–C–O bending 

mode of the CO2 product. To first order, this makes qualitative sense given the fairly 

dramatic geometry change of the CO2 group from the bent structure of the dissociative  
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Figure 4.4. Kinetic energy release spectrum for the reaction HC3O2
– + hν → HC2 + CO2 

+ e– at 258 nm. Vibrational comb spacing is 55 meV. 
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Figure 4.5. Photoelectron-photofragment coincidence spectrum for dissociation of the 
propiolyl radical at 258 nm. The diagonal line corresponds to the calculated maximum 
total kinetic energy for the HCCCO2¯	݄ߥ	 → HCଶ 	COଶ 	eି dissociation channel, 
where the products form in their ground vibrational and rotational state. 
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2A1 state (∠OCO = 138∘) to linear structure upon dissociation. This observed resolution 

in the N(KER) spectrum supports the HC2 fragment being produced with limited 

vibrational or rotational excitation. This implies that HC2 acts as a spectator to the 

dissociative process, and thus the N(KER) spectrum is dominated by bending excitation 

of the CO2 product. The dissociation pathway must lie along a linear H-CCC axis, or 

significant rotational excitation of the products would be expected. 

The PPC spectrum for HC3O2
– + hν → HC2 + CO2 + e– (Figure 4.5) offers a more 

complete picture of the dissociation dynamics of this system. The two-dimensional 

histogram provides information on the correlation between the product N(KER) and 

P(eKE), while the individual kinetic energy release spectrum (horizontal axis) and 

electron kinetic energy spectrum (vertical axis) result from integration over the conjugate 

variable. The diagonal line in the coincidence plot indicates the maximum kinetic energy 

release (KEmax) calculated at CCSD/EOMIP-CCSD/ANO0/FC, where the HC2 and CO2 

products are produced in their ground rotational, vibrational, and electronic states (KEmax 

= hν – EA – ΔDo = 1.01 eV). The bulk of the data falls below this calculated KEmax 

diagonal, indicating that the predicted KEmax is in good agreement with the experimental 

data. The CTQD KEmax of 0.45 eV (not shown), listed in Table 4.2, is significantly too 

small, falling below the bulk of the dissociative data. Interestingly, the bulk of the data is 

centered at low eKE and high KER, appearing in the far-right corner of the energetically 

available coincidence region. This is consistent with probing near the top of a significant 

barrier to dissociation. 
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4.5.  Discussion 

As noted in the introduction, the study and analysis of even simple carboxyl free 

radicals are complicated by the presence of low-lying electronic states, making these 

systems an excellent test for theory. The propiolyl radical has proven to be an important 

and challenging addition to our previous studies of the dissociation dynamics of the 

formyloxyl radical3, 6 and the acetyloxyl radical.4 Specifically, its dissociative channel 

exhibits the general trend of fragmentation to bend-excited CO2 and a free radical R·, and 

our results indicate a substantial barrier to dissociation. 

Although metastable and stable channels were observed for the smaller carboxyl 

free radicals, 3, 4, 6 the contribution of stable signal remained relatively small for these 

systems. In contrast, the propiolyl system has a massive stable channel (~96%), 

constituting the bulk of the experimental data. Similar to the acetyloxyl radical, where the 

CH2CO2H isomer was energetically available and could not be directly ruled out,4 the 

isomeric anti- and syn-C3O2H are calculated to be energetically available (Table 4.1) and 

stable (Table 4.2) under experimental conditions and could contribute substantially to this 

stable channel. Discussion of this stable channel will outline the CTQD results used to 

ultimately rule out the presence of these isomers and their excited electronic states. 

Although useful for determination of isomeric composition, the CTQD method lacked the 

accuracy needed to fully identify the contributions of the low-lying electronic state of the 

propiolyl radical.  Therefore the final fit of the stable channel will be discussed using 

results from the EOMIP-CCSD method, weighted by the calculated cross sections. 
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4.5.1.  Non-dissociative Channels 

The photoelectron spectrum for the substantial stable channel (Figure 4.3(a)) is 

clearly distinct from that for the dissociative channel (Figure 4.3(b)), with a broad 

distribution above 0.5 eV and a clear peak progression below 0.5 eV that drops toward 

zero signal intensity as the dissociative spectrum grows in at low energies. Unlike the 

metastable HCO2, where spectra for both the stable and dissociative channels are 

identical,6 the distinct difference observed here is indicative of accessing a truly stable 

channel. The question now is which isomers and which electronic states account for this 

stable pathway. 

The CTQD results suggest that a number of stable pathways are energetically 

accessible at the experimental photon energy of 4.80 eV, which necessarily complicates 

analysis of the stable experimental spectrum. These pathways include three low-lying 

electronic states, all with C2V symmetry, in the propiolyl radical: 2B2, 
2A2, and 2A1. The 

related syn- and anti-CCCO2H isomers must be included in the initial analysis of this 

stable signal, assuming that anions were created in our source using proton abstraction by 

O¯ from propiolic acid to potentially form either HC3O2¯ or ¯C3O2H. Both the anti- and 

syn-C3O2H anion isomers have CTQD calculated electron affinities within 0.2 eV of that 

for the propiolate anion, and are well within our experimental energy range. Additionally, 

the isomeric C3O2H (syn- and anti-) radicals also each have an energetically accessible 

excited electronic state: 2A”. (The CTQD EAs for each accessible state are listed in Table 

1). To first order, then, this gives us a total of eight possible isomers and/or electronic 

states to consider. 
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Figure 4.6. CTQD Franck-Condon simulations for photodetachment from the three 
possible anion precursors: a) anti- (blue) and b) syn-HC3O2 (green) carbanions, and c) 
propiolate (red), overlaid on the experimental data (black). Here photodetachment from 
propiolate accesses the ground 2B2 state, shifted by +0.2 eV for best fit to the 
experimental data. 
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To better understand the anion-beam composition and to disentangle the 

information in the stable photoelectron spectrum shown in Figure 4.3(a), Franck-Condon 

simulations of the CTQD results for each of the ground electronic states of three possible 

anion isomers were performed using the program PESCAL.43 In each case, the 

experimental spectrum was simulated by convoluting each FC transition with a Gaussian 

(FWHM = 0.05 eV). The convoluted spectra for each isomer are shown overlaid on the 

stable photoelectron spectrum in Figure 4.6. The simulated spectrum for the 2B2 ground 

electronic state of the propiolyl radical (Figure 4.6(c)) consists of a broad distribution of 

convoluted peaks with a relatively weak ground-state transition, consistent with poor 

Franck-Condon overlap. The best fit to the experimental data was achieved by shifting 

the spectrum by 0.2 eV, so that the simulated signal slowly grows in at higher eKE and 

peaks at ~0.6 eV. Although the general shape of the simulation is in good agreement with 

the experimental data, the FC spectrum of this ground electronic state slightly 

overestimates the slope of the rise in intensity near the shifted EA (0.81 + 0.2 eV) and 

does not capture the pronounced vibrational progression seen below 0.5 eV. The large 

shift of 0.2 eV needed to achieve a good fit to the experiment also suggested that 

additional computational efforts were needed. 

CTQD simulated spectra for photodetachment from the carbanion isomers anti- 

and syn-C3O2H are shown in Figure 4.6(a) and (b), respectively. Consistent with better 

Franck-Condon overlap than the propiolyl radical, both isomers demonstrate strong 

transitions at the electronic origin, with a series of clearly resolved peaks dropping to low 

intensity by 0.5 eV. In both cases, the overall simulation is a poor match to the 
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experimental data, peaking at much higher energies and exhibiting substantially different 

shapes than observed. With no energetically available dissociative pathways for either of 

these isomers, they are expected to appear only in the stable channel. Scaling the FC 

simulations to the experimental data (not shown) and using the assumption that the 

photodetachment cross-section for all anionic isomers is approximately identical leads to 

the conclusion that these two isomers contribute negligibly, if at all, to the overall 

experimental spectrum. 

Fitzgerald et al. found the barrier to isomerization between the carbanion isomers 

and propiolate on the anion surface to be fairly substantial (>1 eV relative to anti-

C3O2H
¯), and propiolate is calculated to be ~0.9 eV more stable than either carbanion.24 

The pulsed-discharge ion source used in these experiments has previously been shown to 

readily make less-stable anion isomers, including cis- and trans-HOCO¯ anions that are 

~1.5 eV less stable than the isomeric HCO2
¯.44 Previous photodetachment work on the 

related 2-propyn-1-oxide (HCCCH2O
¯) showed that the acetylide isomer 3-hydroxy-1-

propyn-1-ide (¯:CCCH2OH) was formed readily by proton abstraction from propargyl 

alcohol by O¯ in the pulsed-discharge ion source.45 Consideration of the gas-phase acidity 

of the precursor propiolyl radical protons is useful in this analysis. In this experiment, 

precursor anions were formed using the robust gas-phase base O¯ for proton abstraction 

from propiolyl alcohol. Gas-phase acidities of the acetylenic and carboxylic protons were 

calculated at CTQD and are listed in Table 4.3, presented relative to formation of the 

propiolyl radical for comparison. The acidities of the acetylenic proton (in either the anti- 

or syn- conformation) are considerably larger (by ~1.0 eV) than for the carboxylic  
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Table 4.3. CTQD gas-phase acidities for propiolic acid hydrogen atoms. Energies are 
reported relative to neutral propiolic acid and include zero-point energy corrections. 

Acid Dissociation Pathway ΔE (eV) 
HC3O2H → HC3O2¯ + H+ 15.21 
HC3O2H → ¯C3O2H (anti) + H+ 16.26 
HC3O2H → ¯C3O2H (syn) + H+ 16.16 
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proton. Based on the relative stabilities of the anions, these calculated gas-phase acidities, 

and the CTQD Franck-Condon simulations, it is reasonable to conclude that the 

carbanion species do not contribute to the observed spectra. Further analysis of the stable 

photoelectron spectrum therefore focuses solely on the ground and low-lying excited 

states of the propiolyl radical. 

The experimental photoelectron spectrum is fit well by the shifted CTQD 

simulation of the 2B2 ground electronic state of the propiolyl radical above 0.5 eV (Figure 

4.6(c)), the simulated spectrum quickly drops toward zero signal intensity at lower 

electron kinetic energies and does not explain the progression of clearly resolved peaks 

observed below 0.5 eV. This indicates that the resolved features arise from at least one 

low-lying excited electronic state of the propiolyl radical. However, the CTQD calculated 

EAs for the 2A1 and 2A2 are far too low to explain these features, while the EA for the 2B1 

state is too high (barely even accessible under experimental conditions). So, although the 

CTQD method is useful for identification of which isomer is present, it is not sufficient 

for a full analysis of this stable channel. Therefore, it was determined that the more 

extensive EOMIP-CCSD(T)(a) calculations with higher-order corrections were needed. 

These include calculations of electronic structures, vibronic coupling, and 

photodetachment cross-sections. 

The calculated photodetachment cross-sections for the three lowest-lying 

electronic states of the propiolyl radical are shown in Figure 4.7; the EOMIP-

CCSD(T)(a) simulated spectrum for these three electronic states is shown in Figure 8. As 

outlined briefly above, equilibrium geometries (Table 4.4) and force-field calculations  
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Table 4.4. CCSD/EOMIP-CCSD/ANO0/FC Geometries for HC3O2, HC2 and CO2 
fragments. 
 
 R(CO) R(CC*) R(C*C**) R(C**H) A(OCO) 
Anion 1.246 1.537 1.226 1.069 131.12 
2B2 1.255 1.449 1.215 1.070 113.37 
2A1 1.246 1.489 1.212 1.070 138.07 
2A2 1.270 1.458 1.215 1.070 121.04 
HC2 – – 1.219 1.070 – 
CO2 1.166 – – – 180.00 
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Figure 4.7. Calculated cross-sections for photodetachment to the 2B2, 
2A1, and 2A2 

electronic states. 
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were carried out at the CCSD/ANO0 level of theory. To refine the energetics, EOMIP-

CCSD(T)(a) computations, including higher-order correlation corrections from EOMIP-

CCSDTQ and ANO0 basis, found VDEs for the three lowest-lying electronic states of 

4.305 eV (2B2), 4.627 eV (2A1), and 4.743 eV (2A2), all with a (conservative) uncertainty 

of ~ 0.05 eV. Coupling between the (σ, in-plane) 2A1 and 2B2 states, as determined using 

the KDC model,34  is very strong, and an important aspect of the electronic structure of 

this system, while couplings between the (π, out-of-plane) 2A2 state and the two σ states 

are much smaller and were not included in the simulations. 

The simulated spectrum, with the inclusion of calculated cross-sections, is in 

amazingly good agreement with the experimental data (Figure 4.8). Previous 

computational efforts completely failed to explain the resolved features below 0.5 eV, as 

clearly evident even in the calculated EAs listed in Table 4.1. The very strong coupling 

between the 2A2 and 2B2 states was key to fully capturing the experimental results, where 

the resolved peaks are now well described by the 2A1 electronic state. The simulated 

spectrum also does a remarkably good job of capturing the relative intensity of these 

resolved peaks. This is consistent with the stable signal corresponding to 

photodetachment to the propiolyl radical, supporting the earlier conclusion that the other 

anion isomers are not present in our beam. Interestingly, this means that, unlike the 

simpler carboxyl free radicals, the lower lying states of the propiolyl radical are much 

more stable. In any case, as discussed below, the 2B2 and 2A2 states do not dissociate 

under our experimental conditions. 
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Figure 4.8. CCSD/EOMIP-CCSD/ANO0/FC Franck-Condon simulations for 
photodetachment to the 2B2, 

2A1, and 2A2 electronic states and sum fit. 
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The broad nature of the 2B2 portion of the simulated spectrum indicates poor FC 

overlap, which, in this case, arises from the rather large geometry change in the O–C–O 

bond angle between the anion (132.0°) and the neutral 2B2 (113°). Although convoluted, 

the peaks are dominated by modes corresponding to O–C–O bending and symmetric 

stretching, consistent with this large geometry change. Conversely, the 2A1 state has 

much better FC overlap with the anion, as evidenced by the prominent, resolved peaks. 

The 2A1 state has an O–C–O bond angle of 138°, comparable to that of the anion. Thus, it 

is reasonable to expect less vibrational excitation in the O–C–O bending mode, although 

this mode still dominates the spectrum. 

4.5.2.  Dissociative Channels 

Although the presence of the isomers anti- and syn-C3O2H was ruled out in the 

discussion of the stable channel above, possible dissociative pathways for these isomers, 

in addition to the propiolyl radical, are listed in Table 2. The only energetically available 

dissociation pathway upon photodetachment is calculated to be HC3O2
¯ + hν → HC2 + 

CO2 + e¯, so dissociation of only propiolyl radical is considered here. The photoelectron 

spectrum for the dissociative channel differs significantly from that for the stable channel 

as shown in Figure 3, peaking at small eKE and growing in just as the stable 

photoelectron spectrum drops toward zero signal intensity. A logical interpretation is that, 

at these low electron kinetic energies (and correspondingly higher internal energies) the 

dissociative channel opens and competes effectively with the stable channel, consistent 

with probing near the top of a dissociation barrier. 
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Similar to the DPD of DCO2
–, resolved vibrational structure is observed in the 

KER spectrum (Figure 4). The average peak spacing is 55 meV, consistent with primarily 

O–C–O bending excitation in the CO2 product and comparable to the 71 meV average 

peak spacing for vibrational progression observed in the KER for DCO2.
6 State-resolved 

structure in the KER spectrum shows that the HC2 product must act as a spectator, 

forming with little to no vibrational or rotational excitation. This is supported by the 

resulting conformational changes of the products from the nascent neutral radical. 

Comparison of the geometries of the HC2 moiety of the propiolyl radical and the HC2 

fragment indicates that conformational changes are relatively small upon dissociation, 

regardless of electronic state, as shown in Table S4. In particular, the C–H bond for both 

the 2A1 state and the HC2 fragment are 1.069 Å, while the C≡C bond length goes from 

1.212 Å in the 2A1 state to 1.219 Å in the HC2 fragment. Similar to the case for simpler 

carboxyl radicals, the O–C–O bond angles for the various electronic states range from 

~113° for 2B2 to ~138° for 2A1. Given that free CO2 is linear, it is therefore reasonable to 

expect the CO2 fragment to originally form with considerable bending excitation upon 

dissociation, similar to what is observed for HCO2.
6 

Interestingly, the signal intensity in the KER spectrum (Figure 4) peaks at ~0.4 

eV, well below the calculated KEmax (1.01 eV), indicating a fairly substantial barrier to 

dissociation. This peak intensity implies a barrier to dissociation of at least 0.4 eV 

relative to the HC2 + CO2 product asymptote. Given that there are two polyatomic 

fragments that can be excited in the dissociation, this KER determination of the barrier is 

a lower limit, placing this at 4.24 eV relative to the propiolate anion, well below the 
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available photon energy. At the CTQD level of theory, only the 2A1 state is found to be 

dissociative, with a calculated barrier (without ZPE) of 0.485 eV above the AEA for 2A1. 

Using the EOMIP AEA value from Table 1 with the CTQD barrier gives a calculated 

barrier height of 4.21 eV relative to the anion. This calculated barrier is therefore 0.414 

eV above the EOMIP products, in remarkably good agreement with the observed 

approximate experimental barrier of ~0.4 eV. As discussed above for the stable channel 

and for determination of the dissociative KEMAX, CTQD calculations have consistently 

underestimated the stability of both the propiolyl radical and its fragments upon 

dissociation, and therefore this calculated barrier (like our approximation) should be 

taken as a lower limit. 

With the understanding that photodetachment is a vertical process and relying on 

the Born-Oppenheimer approximation, we can gain a general idea of where on the neutral 

surface we are probing by comparing the anion and neutral geometries. This is easily 

done by focusing on the C(2)–C(3) bond length and the O–C–O bond angle, taking the 

reaction coordinate to be along the C(2)–C(3) bond, coupled to the O–C–O bond angle 

(which opens up as one proceeds toward products). The anion has a C(2)–C(3) bond 

length of 1.54 Å and a O–C–O bond angle of 132∘. The 2B2 ground state has a slightly 

shorter C(2)–C(3) bond length of 1.45 Å and a considerably smaller O–C–O bond angle 

of 113∘. As observed for the stable channel, these conformational changes result in poor 

FC overlap with the bottom of the 2B2 well. Based on the overall geometries of the 

various electronic states, the 2A1 state has the largest O–C–O bond angle at 138∘, lying 

closer to the final linear CO2 structure than do either of the other electronic states, or even 
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the anion. This strongly suggests that, as for the simpler HCO2, the 2A1 electronic state is 

dissociative. 

4.6.  Conclusion 

In conclusion, we report a study of the photodetachment and dissociative 

photodetachment of the propiolate anion, HC3O2
-, using PPC spectroscopy. Unlike the 

metastable species HCO2 and CH3CO2 previously studied,3, 4, 6 photodetachment of the 

propiolate anion predominantly forms stable propiolyl radicals, accounting for ~96% of 

the experimental data, with a minor dissociative channel arising from predissociation of 

the 2A1 excited state. The HC2 group acts as a spectator in the process, resulting in a 

distinct partitioning of internal energy in the products dominated by considerable 

excitation in the bending mode of CO2, resulting in a resolved progression in the KER 

spectrum. This is consistent both with the expected geometry changes upon dissociation 

and with the observed dissociation dynamics of simpler carboxyl free radicals. The peak 

of the KER signal at 0.45 eV represents a lower limit to the barrier to dissociation, in 

good agreement with the relative CTQD calculated barrier of 0.395 eV.  

The spectrum for the stable channel reveals photodetachment of the propiolate anion, 

accessing the three lowest-lying electronic states in the propiolyl radical, 2B2, 
2A1, and 

2A2. The anion’s syn- and anti-C3O2H isomers were excluded from analysis based on 

CTQD Franck-Condon simulations of the photoelectron spectrum for the stable channel. 

Fitting of the experimental photoelectron spectrum for the stable channel proved to be 

complicated, requiring sophisticated computational work. We present here a truly ab 

initio photoelectron spectrum, calculated by CCSD/EOMIP-CCSD/ANO0/FC, that is in 
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remarkable agreement with the experimental spectrum for the stable channel. Similar to 

the case for the simple formyloxyl radical, the 2B2 and 2A1 electronic states of the studied 

propiolate anion exhibit strong vibronic coupling that had to be accounted for accurately 

in the FC simulation. Energetics were determined using high-level vertical detachment 

energies (VDEs), with the relative contribution of each electronic state then adjusted 

using the calculated photodetachment cross-sections. Both the broad distribution in the 

photoelectron spectrum above eKE = 0.5 eV (arising from the 2B2 and 2A1 electronic 

states) and the well-defined peaks below eKE = 0.5 eV (arising from the 2A2 electronic 

state) are well captured by the simulation. This was not the case using lower levels of 

theory, necessitating the push for ever-more-complicated theory and proving a good test 

case for the CCSD/EOMIP-CCSD/ANO0/FC method employed here. 
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Chapter 5: Effects of Vibrational Excitation on the F + H2O → FH + 

OH Reaction: Dissociative Photodetachment of Overtone-Excited  

[F–H–OH]¯ 

 

5.1.  Introduction 

The effects of vibrational excitation on the rates and dynamics of chemical 

reactions in the gas phase are the focus of considerable interest. In the case of atom-

diatom reactions, Polanyi’s rules explain the differing effects of reactant vibration and 

translational energy as a function of reaction energetics,1 and recent work has extended 

these concepts toward polyatomic systems.2, 3 Considerable experimental effort has been 

devoted toward exploration of mode-selective chemistry involving polyatomic molecules 

both in the gas phase2, 4-12 and at surfaces.13, 14 These studies indicate that excitation of 

vibrational modes with large displacements along a reaction coordinate can preferentially 

promote surmounting specific barriers, giving rise to mode-selective chemistry. The 

present work is a study of the effect of anion vibrational excitation on the dynamics of the 

neutral F + H2O → HF + OH reaction by means of direct IR absorption. 

Photodetachment initiates this reaction near the transition state for the bimolecular 

reaction by photodetachment of F¯(H2O).15 Excitation of a suitable mode in the precursor 

anion changes the Franck-Condon overlap with the neutral surface, and in favorable cases 

should provide considerable control over product branching ratios and dynamics. Here 

we examine the effects of excitation of the first overtone of the F–H–OH proton-transfer 
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mode in F¯(H2O) prior to carrying out photoelectron-photofragment coincidence (PPC) 

spectroscopy. This study was made possible by our demonstration of the successful 

coupling of an infrared laser system into the ion beam line of the PPC spectrometer.16 

Most previous studies of the effects of vibrational excitation on reaction dynamics 

have used gas cell or crossed-beam techniques, but another important approach to 

examining neutral reaction dynamics is by neutralization of ionic species.  

Photodetachment photoelectron spectroscopy of negative ions has been used as a 

spectroscopy of the neutral transition state in isomerization17, 18 and bimolecular 

reactions.19 These experiments probe neutral configurations as determined by the ground 

state anion precursor. To go beyond this restriction, Lineberger and coworkers, using 

negative ion-neutral-positive ion (NeNuPo) charge reversal spectroscopy, probed a broad 

portion of the neutral surface of Ag3 by photodetachment of Ag3¯ followed by 

femtosecond photoionization to probe the time dependence of the neutral wavepacket.20 

An alternative approach to sampling other configurations on the neutral surface is to 

vibrationally excite the anion precursor prior to photodetachment. Neumark and 

coworkers have demonstrated this approach by using stimulated Raman excitation of C2¯ 

as demonstrated by photoelectron spectroscopy.21, 22 However, stimulated Raman 

pumping is limited to those anion systems with optically accessible excited states below 

their detachment threshold. Other approaches including stimulated Raman-adiabatic 

passage (STIRAP) may also be applied,23 however in our laboratory we have taken the 

more general approach of direct absorption of infrared radiation used in a number of prior 

crossed beam studies. 
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Figure 5.1. Potential energy diagram for the ground (X) and excited (A) states of the F + 
H2O → HF + OH reaction and a 1D potential energy slice along the ionic hydrogen bond 
(IHB) of the F¯H2O anion. Anion and neutral surfaces not necessarily to scale. 
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The prototypical hydrogen-abstraction reaction F + H2O → FH2O* → HF + OH 

has recently been studied in our lab in conjunction with full 6D quantum-dynamics 

simulations on ab initio potential energy surfaces.15 This reaction provides an excellent 

test case for precursor-anion excitation in PPC experiments. The reaction is characterized 

by three low-lying potential energy surfaces (PES), shown schematically in Figure 5.1. 

Asymptotically, the ground state F(2P3/2) correlates adiabatically to HF + OH(2Π3/2) along 

the ground (X) state and also accesses the higher-lying excited (A) state, leading to 

formation of spin-orbit-excited HF + OH(2Π1/2).
24-27 The third surface corresponds to the 

endothermic reaction of spin-orbit-excited F(2P1/2) + H2O to adiabatically form 

electronically excited OH(2Σ+) + HF products. Reaction barriers separate reactant-

channel and product-channel van der Waals (vdW) complexes on both the X and A 

states,28, 29 and the pre-reactive F–H2O complex was recently shown to possibly exert a 

strong influence on the overall reactivity.30 

Kinetics measurements on this system suggested a tunneling-mediated reaction at 

low temperatures, based in part on the observed kinetic-isotope effect and the observation 

of no temperature dependence.31 Wang and coworkers carried out the first photoelectron 

spectroscopy experiments on the F¯(H2O) anion at 6.42 eV,32 and the resulting 

fragmentation processes were studied by direct molecular-dynamic simulations.33 Nesbitt 

and coworkers carried out an extensive series of cross-beam experiments on the F + 

H2O/D2O reaction using a combination of laser-induced fluorescence25, 27 and high-

resolution IR-laser absorption techniques for product detection.26 Despite the collision 

energies (~ 0.25 eV) of these experiments falling well below the adiabatic barrier to the 

higher-lying A state, both OH(2Π3/2) and OH(2Π1/2) products were observed with a 
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branching ratio of 0.69:0.31, suggesting that nonadiabatic surface-hopping occurs in the 

exit channel.25 The HF products were found to exhibit a vibrational population inversion, 

with the OH product behaving essentially as a spectator to the reaction. 

The structure and energetics of the F¯(H2O) anion itself have garnered significant 

attention, including a number of experimental 34-36 and theoretical studies 37-42. 

Experimentally, Johnson and coworkers used vibrational predissociation of F¯(H2O)·Ar 

complexes to study this system experimentally over the range 600–3800 cm¯1, producing 

spectra dominated by the ionic hydrogen bond/ ionic OH stretch (IHB). Interestingly, 

they showed that features attributed to the fundamental and overtone of this mode are 

strongly blue-shifted upon complexation with Ar, while Cl¯(H2O)·Ar and Br¯(H2O)·Ar 

are slightly red-shifted for the comparable mode.35 This strong blue shift is attributed to 

the fact that, in the ground state, charge is localized on F¯, giving the anion a F¯···H-OH 

character, while any vibrational excitation in this ionic OH stretch induces charge 

delocalization to give a FH···OH¯ intramolecular-proton-transfer-type structure. The 

competing nature of these differing charge states is attributed to the increased complexity 

of the F¯(H2O)·Ar spectrum, and the large blue shift contributes to the fairly large 

uncertainty in the position of the IHB-overtone peak position in neat F¯(H2O). 

Theoretical studies of the anion have focused largely on the experimentally 

dominant ionic hydrogen bond/OH stretch in these halide-water anions due in part to 

their large oscillator strengths and to sensitivity to specific interactions between the water 

molecule and the ion of interest. As observed experimentally, F¯(H2O) exhibits 

particularly large anharmonicity due in large part to the change in charge-localization 
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induced by excitation of this vibrational mode, making theoretical treatments challenging 

and highlighting the need for accurate potential energy surfaces and for a full treatment of 

coupled motions.36 One dimensional cuts along the proton transfer coordinate shows this 

delocalized charge state as a shelf in the potential, not as a true minimum, contributing 

strongly to the anharmonic character of this IHB mode. This delocalized-charge-structure 

shelf appears at greater energies for the less-electronegative Cl¯(H2O) and Br¯(H2O) 

clusters,35 which can therefore be fairly accurately described with a simple Morse 

potential near the bottom of the potential wells. Although calculated vibrational 

frequencies using this reduced-dimensionality approach yield reasonable results, Horvath 

and coworkers determined that a 2D model including both OF stretch/distance and bound 

OH stretch modes gives the most accurate results compared to the available experimental 

data for the F¯(H2O) system.36 Recent full dimensional computational work simulated 

photodetachment spectra of vibrationally excited F¯(H2O), showing that pumping of the 

IHB accesses the more charge delocalized FH···OH¯ structure of the anion results in a 

change in the photoelectron spectrum.42 Excitation of this anion IHB mode is an efficient 

way to probe the effects of OH-stretching excitation on the overall neutral reaction for 

photodetachment experiments. 

In the following, we present an experimental study of the effect of vibrational 

excitation of precursor anions on neutral-dissociation dynamics using PPC spectroscopy. 

As outlined above, the neutral reaction coordinate is essentially along the motion of the 

shared proton between fluorine and oxygen. Thus, excitation of the overtone of the IHB 

in the precursor F¯(H2O) anion is expected to have a significant impact on the reactivity. 

The resulting PPC spectra show clear signs of excitation, indicating that we have 
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successfully excited the precursor ions. The effects of this precursor anionic vibrational 

excitation on the dissociation dynamics of the neutral F·H2O system are presented and 

discussed. 

5.2.  Experimental Methods 

Experiments were carried out on a purpose-built PPC spectrometer, shown 

schematically in Figure 5.2, and described in detail elsewhere. 16, 43, 44 Precursor anions 

were synthesized in a coaxial-pulsed plasma discharge, stabilized/activated by a 1-keV 

electron beam acting on a supersonic expansion of C2F6/HeNe (20%/80%) passed over a 

10% NH4OH/H2O mixture. The resulting ions were skimmed, accelerated to 7 keV, re-

referenced to ground in a 30 cm long cylindrical electrode, and mass-selected by time-of-

flight (TOF). The ion packet was then injected into a cryogenically cooled electrostatic 

ion-beam trap (EIBT), where it was phase-locked to the output from a Ti:Sapphire 

regenerative amplifier (Clark MXR CPA-2000; λ = 775.5 nm, repetition rate 1037 Hz, 

pulse width 1.1 ps) using an RF oscillator. The ion packet was then repetitively probed 

perpendicularly using third-harmonic radiation (258.5 nm, 4.80 eV) over a 50-ms 

trapping period. The resulting photoelectrons were collected on an event-by-event basis, 

extracted orthogonal to the ion- and laser-beam axis, and velocity-map-imaged onto a 

time- and position-sensitive detector. 

Information on the center-of-mass (CM) electron kinetic energy (eKE) and 

laboratory-frame recoil angle were obtained from the arrival time and position for each 

photoelectron. When appropriate, optimal resolution was achieved by equatorially slicing  
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Figure 5.2. Schematic overview of the PPC spectrometer with mirrored neutral beam 
blocker. Ions are produced using a pulsed-valve with plasma discharge, accelerated to 7 
keV and re-referenced to ground. The fast ion-beam is then irradiated with a 10 Hz laser 
pulse using a gold mirror placed along the beam axis. The ions are “bumped” over this 
mirror before proceeding to the EIBT where the PPC experiments are then carried out. 
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the resulting photoelectron spectrum, ensuring selection of only those photoelectrons 

with minimal z-velocity. This imposed detector acceptance function (DAF) necessarily 

results in a reduction of signal intensity at larger photoelectron velocities, which can be 

corrected for by dividing the experimental intensity distribution, N(eKE), by the 

acceptance function of the z-velocity slice to provide DAF-corrected intensity 

distributions, P(eKE).45 Calibration of the photoelectron detector using F¯ resulted in a 

sliced z-velocity component resolution of ΔE/E ~ 3.8 % (unsliced ΔE/E ~ 7.2 %) at 1.4 

eV electron kinetic energy.  

Neutral photofragments recoil out of the EIBT in a cone along the propagation 

direction of the ion beam, impinging on a four-quadrant time- and position-sensitive 

multiparticle detector, allowing the resulting neutral species to be detected in coincidence 

with the photoelectron.. This allows calculation of the product masses and kinetic energy 

release (KER) for each event containing momentum-matched neutral particles. 

Calibration of the multiparticle neutral detector using the dissociative photodetachment of 

O4
¯ yielded a kinetic energy release resolution of ΔE/E ~ 10%.43 

Observation of the effect of vibrational excitation of precursor ions was achieved 

by irradiating the ion packet with infrared (IR) light coaxially in a counter-propagating 

fashion prior to injection into the EIBT as described in ref. 16 and shown in Figure 5.2. 

The anion packet was irradiated at 2885 cm¯1, 2872 cm¯1, or 2900 cm¯1 using the 

tunable output of a 10-Hz Nd:YAG (Surelite III EX) pumped KTP/KTA optical-

parametric oscillator/optical-parametric amplifier (OPO/OPA) system (Laser Vision, 

100–300 mW, 5 ns FWHM, bandwidth ~3 cm¯1). The IR wavelength λ was set using the 
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OPO signal and idler wavelength, measured using a spectrometer (Ocean Optics 

HR2000+) and independently calibrated using photoacoustic spectroscopy. Counter-

propagation of the IR pulse relative to the fast-ion packet gives rise to a Doppler shift of 

2cm¯1, corrected for prior to data collection. Source fluctuations were mitigated by data 

collection in an interleaved fashion, where ion source and PPC measurements were run at 

a 20-Hz duty cycle, all the while synchronized with the 10-Hz IR laser system such that 

every other 48 ms trapping cycle was carried out on an IR-irradiated anion packet. IR-

irradiation of the anions occurred ~10 μs before the first photodetachment laser shot in 

the EIBT. These interleaved IR on/off data sets were separated during post-processing, 

calibrated, and analyzed in the usual way. Effects of IR excitation are analyzed by taking 

difference plots (IR On – IR Off), and the experimental uncertainty for each is 

determined for a bin by bin basis, using ඥ ூܰோ 	 ܰூோ, where NIR and NnoIR correspond 

to the number of events in the IR and no-IR spectra. Based on analysis of the stable 

channel detailed in the discussion, a best estimate for the excitation fraction of the anion 

packet is ~4%. Note, although optimal photoelectron resolution in our system is typically 

achieved by slicing along the z-velocity component, the subsequent DAF correction 

resulted in increased noise at larger eKE when determining the difference spectra. 

Consequently, all difference-plot spectra presented here contain unsliced data.  

5.3.  Results 

Due to limitations in the IR-laser tunable range, it was necessary to probe the 

overtone of the anion internal F−H−OH stretch. Unfortunately, the exact position of this 

feature is not directly known, with reported experimental values in the range 2815–2930  
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Figure 5.3. Difference (IR – noIR) PPC plots taken at various IR wavelengths and 
cold/no IR PPC plot for F¯H2O (top right). All PPC plots were taken at 4.80 eV. The grey 
and black solid lines indicate the energetic limits, KEMAX, for dissociation into HF + OH 
and F + H2O fragments, respectively. The dashed lines indicate vibrationally excited 
product states. For the difference plots, these energetic limits have been shifted by the 
corresponding IR energy relative to the no IR PPC spectrum. The blue areas indicate 
suppression and the red enhancement relative to the no IR spectrum. 
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cm¯1.34-36 Theoretical values, which are highly sensitive to level of theory and 

anharmonic treatment, cover the even larger range 2844–3055 cm¯1.36, 38-42 The data 

presented here were taken at hνIR = 2885 cm¯1, extrapolated back to the unperturbed neat 

F¯H2O cluster using vibrational-predissociation spectra of F¯H2O·Arn clusters.34, 35 Note 

that our extrapolated value of 2885 cm¯1 for the IHB overtone in the anion is slightly 

lower than the reported value of 2905(20) cm¯1 for the neat F¯H2O given by Johnson and 

coworkers,35 although the extrapolated-fit value still falls within the stated experimental 

uncertainty. A recent high-level theory paper from Bowman and coworkers calculated 

this overtone to be at 2872 cm¯1.41 Thus, although the clearest effects were observed at 

2885 cm¯1, additional data was collected both to the blue at 2900 cm¯1 and to the red at 

2872 cm¯1, as shown in Figure 5.3. 

5.3.1. Dissociative Channel 

Taking advantage the unique ability of PPC spectroscopy separately examine 

stable and dissociative channels, changes in dissociation dynamics brought on by 

vibrational excitation of the precursor anions (using hνIR = 2885 cm¯1) are shown in 

Figure 5.4(b).  For reference, the PPC spectrum of F¯H2O without IR excitation is shown 

in Figure 5.4(a). All energetic limits for the dissociative pathways for both the no-IR and 

IR cases are tabulated in Table 5.1. These energetics are indicated as diagonal lines in 

both panels of Figure 5.4 – the no-IR energetics are indicated in Figure 5.4(a) while the 

diagonals in Figure 5.4(b) are adjusted for the addition of hνIR such that hν = hνuv + hνIR.  

In both frames, the rightmost diagonal line corresponds to the energetic limit for the HF + 

OH products formed in their ground rotational and vibrational states, denoted KEMAX
UV  for  
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Table 5.1. Energetic limits for the various dissociative pathways for both the cold 
spectrum and the IR excited spectrum. The maximum kinetic energies are reported for 
neutral products formed in their ground rotational and vibrational states. In general, 
KEMAX = hν – ΔDo(F¯H2O) – AEA(OH¯) for the product  side and KE’MAX = hν – 
ΔD’o(F¯H2O) – AEA(F¯) for the reactant side. The adiabatic electron affinities (AEA) 
for F¯ and OH¯ are well known.(NIST) The product side, HF + OH, pathway is labeled 
.extrapolated from the cold spectrum by addition of the added IR energy, such that hν = 
hνUV+ hνIR, effectively treating the excitation as if all additional energy is partitioned into 
translational motion. Product and reactant asymptotes for IR excited values are indicated 
as KEMAX

IR  and KE’”MAX, respectively. 

Energetic Pathway Cold Energy (eV) 
IR Excited Energy (eV) 

2885 cm-1 

Product KEMAX (HF + OH): (0,0) 1.03 1.39 
 Reactant KE’MAX (F + H2O) 0.26 0.62 

(0,1) 0.59 0.95 
(1,0) 0.52 0.87 
(1,1) 0.08 0.44 
(0,2) 0.17 0.53 
(2,0) 0.10 0.46 
(0,3) -- 0.12 
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Figure 5.4. Photoelectron photofragment coincidence (PPC) plot for photodetachment 
from no-IR F¯H2O (left) and difference (IR – no-IR) PPC plot for precursor anions 
excited with IR = 2885 cm-1 (right). For the no-IR spectrum (left), black solid diagonal 
lines indicate the energetic limits, KEMAX

UV , for dissociation into HF + OH + e¯ and F + 
H2O + e¯ fragments, respectively; dashed lines indicate vibrationally excited product 
states. For the difference plots (right), these energetic limits have been shifted by the 
corresponding IR energy relative to the no-IR PPC spectrum; blue areas indicate 
suppression and red areas indicate enhancement relative to the no-IR spectrum. 
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the no-IR case and KEMAX
UV +IR for the IR-excited case. For convenience, product states are 

referenced herein in the general form (vHF, vOH). The energetics for formation of HF(v = 

0) + OH(v = 1) and HF(v = 1) + OH(v = 0) products, denoted (0, 1) and (1, 0) 

respectively, are denoted in the difference plot by dotted blue lines. The white diagonal 

line at 0.26 eV in the no-IR PPC spectrum, and black diagonal at 0.62 eV in the 

difference plot correspond to formation of the reactants F + H2O. The no-IR PPC 

spectrum in Figure 5.4(a) is dominated by diagonal bands, consistent with the HF product 

fragment being formed with considerable internal excitation, in agreement with previous 

experimental studies.15, 26 

The difference plot in Figure 5.4(b) shows a clear effect from IR irradiation of the 

IHB overtone (2←0) of the precursor anions. The clearest change is the red band of new 

events falling above the cold-product KEMAX
UV  (1.03 eV, not shown on the difference plot 

for clarity) and below the IR-excited product KEMAX
UV+IR line (solid black diagonal line). 

This new band in the IR excitation difference spectrum is consistent with accessing the 

ground vibrational state of the HF + OH dissociation pathway, where the additional 

energy from the IR photon has been partitioned into translational motion of the resulting 

photoelectron, appearing at greater eKE. Interestingly, this band consists of two broad 

features, one closer to the KEMAX
UV+IR line at higher eKE and smaller KER, and a second, 

weaker feature appearing at lower eKE, just above the energetic limit for HF(v = 0) + 

OH(v = 1) (blue dashed line),  with a long tail extending out to KER = 0.65 eV. The first 

feature cuts off at KER = 0.40 eV, as in the no-IR PPC spectrum. The second feature, 

with the long KER tail, is consistent with rotational excitation in at least one of the HF 
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and/or OH products. The high KER tail observed just above the (0, 1) energetic limit 

(still within the (0, 0) band) may be the result of increased Franck-Condon overlap with 

the more-repulsive A-state barrier that plays an important role in the (0, 1) and (1, 0) 

channels for the reaction with no vibrational excitation.15 Alternatively, it is possible that 

through the effects of intramolecular vibrational relaxation (IVR) that the FC overlap 

with the neutral surface is changing with excited anion lifetime.  

The next prominent diagonal band of enhanced (red) signal in Figure 5.4(b) 

appears below the energetic limits for both (1, 0) or (0, 1), lying just above the adjusted 

energetic limit for the F + H2O reactant channel. As in the no-IR spectrum, this band 

covers the full range of allowed eKE and KER, notably without the distinct KER cutoff 

seen in the (0, 0) features. The peak enhancement signal falls below the energetic limits 

for the (1, 0) or (0, 1) product states by 0.2 – 0.3 eV, indicating that these vibrationally 

excited products are accompanied by significant rotational excitation. 

Owing to limited product mass resolution under the current experimental 

conditions, the F + H2O reactant channel cannot be separated from the HF + OH product 

channel. The energetic limit for formation of the F + H2O reactant-channel products is 

denoted by the solid black diagonal line. The energetic limits for production of the (0, 2) 

and (2, 0) final states are denoted by black dashed diagonal lines. This convoluted portion 

of the difference spectrum is dominated by “depletion” (blue) signal. The depletion 

observed here corresponds directly to the most intense portions of the no-IR PPC 

spectrum, where the feature near eKE = 0.4 eV is attributed to the no-IR (1, 0) band and 

the long horizontal band covering the range KER = 0.0–0.4 eV has previously been  
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Figure 5.5. Total kinetic energy (ETOT) difference (IR – no-IR) plots for IR = 2885 cm-1, 
showing IR-excited (top) and no-IR (bottom) energetic limits. Blue and red areas indicate 
suppression and enhancement, respectively, relative to the no-IR spectrum. Error bars 
correspond to ඥ ூܰோ 	 ܰூோ for each bin. 
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observed in the no-IR (2, 0) band.15 Because these peak signal intensities have been 

shifted by IR excitation, with less intense signal to take their place, it is reasonable to 

propose that these regions appear as depletion signal in the straight difference plot. 

Integrating along the diagonal produces a total kinetic energy (ETOT = eKE + 

KER on an event-by-event basis) difference plot, shown in Figure 5.5, and provides 

additional information on the relative populations in each state. The energetic limits for 

dissociation to the respective pathways are the same as for the PPC spectra, and are 

indicated here with vertical lines. The vertical lines in the top panel correspond to IR-

excited energetics and, for comparison the bottom panel includes no-IR energetic lines. 

Error bars represent the experimental uncertainty and are calculated for each bin 

usingඥ ூܰோ 	 ܰூோ. Again, the red-enhancement data above the no-IR KEMAX
UV  at ETOT = 

1.03 eV provides clear evidence for successful IR excitation of the precursor anions. Here 

it is more readily apparent that the data peaks away from the IR-excited product 

KEMAX
UV + IR indicating substantial rotational excitation in one or both of the diatomic 

products. This is also true for the data in the (1, 0) channel, which peaks almost on top of 

the energetic limit for the F + H2O channel. Interestingly, this rotational-excitation trend 

does not appear to carry through to the (2, 0) channel, which peaks closer to the (2, 0) 

limit. 

Both the (0, 1) and (0, 2) OH-excitation pathways are now dominated by 

suppression, most clearly evident as blue suppression features appearing at 0.87 eV and 

0.53 eV in the ETOT difference plot in Figure 5.5. That said, these suppression features are 

on the same order as the estimated experimental uncertainty (error bars). It is not clear 
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whether this arises because (i) the populations of OH (v > 0) remain the same relative to 

the no-IR case and are therefore a relatively smaller fraction of the overall signal or (ii) 

this actually indicates a decrease in the populations of OH (v > 0). In either case, the 

decreased signal observed here is consistent with the previously observed spectator 

nature of the OH moiety in the proton-abstraction reaction.24-27 

5.3.2. Stable Channel 

A unique aspect of the PPC experiment is that it allows one to distinguish 

between photoelectrons arising from stable and dissociative events. Therefore, in addition 

to studying the effects of vibrational excitation on the dissociation dynamics, we also 

explored these effects on long-lived complexes of FH2O produced by photodetachment. 

In our previous study of cold anions, a product-channel vdW complex was observed 

above the KEMAX
UV  limit (1.03 eV) as well as long-lived vibrational Feshbach resonances 

that in the cold spectrum near eKE = 0.4 eV and 0.0 eV. In the latter case, we define 

long-lived/stable photoelectrons as those collected in coincidence with a single heavy 

particle, giving a lifetime of 7 μs as determined by the time of flight between the 

interaction region and the neutral-particle detector. Note that, owing to the finite 

resolution of the neutral-particle detector, dissociative events with very small KER 

cannot be directly distinguished from true stable events. 

Figure 5.6 shows the effect of anion vibrational excitation on this stable 

photoelectron spectrum, along with a difference plot for the dissociative photoelectron 

spectrum. For reference, the energetic limits, both IR-excited and no-IR, for dissociation 

to HF + OH and F + H2O channels are indicated on each difference plot by solid and  
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Figure 5.6. Difference (IR – no-IR) plots for the stable and dissociative photoelectron 
spectra, showing IR-excited (top) and no-IR (bottom) energetic limits. Blue and red areas 
indicate suppression and enhancement, respectively, relative to the no-IR spectrum. Solid 
and dashed vertical lines correspond to limits for dissociation to HF + OH and F + H2O, 
respectively. Error bars correspond to ඥ ூܰோ 	 ܰூோ for each bin.  
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dashed vertical lines, respectively. Focusing on the stable component for the moment, 

clear enhancement regions are evident near eKE = 0.2, 0.6, and >1.2 eV. The highest-

energy feature appearing near and even above the KEMAX
UV + IR is easily explained as 

accessing the stable product-channel vdW complex where excess energy imparted by 

vibrational excitation of the precursor anions has been dispersed as kinetic energy. The 

suppression features near eKE = 0.0, 0.4, and >1.0 eV are easily recognizable as the areas 

of greatest intensity in the no-IR spectrum, and the feature at eKE > 1.0 eV is again 

identified as the product-channel vdW complex. The lower-energy features are attributed 

to long-lived internally excited complexes. Interestingly, the enhancement features at 

eKE = 0.2 and 0.6 eV have matching features in the dissociative difference plot, as does 

the strong suppression feature near eKE = 0.0 eV. 

5.3.3. Changing Dynamics with Excited Anion Lifetime 

Finally, we acquired data as a function of trapping time to look for effects related 

to radiative cooling and intramolecular vibrational redistribution in the vibrationally 

excited precursor anion. Figure 5.7 shows difference plots for PPC data (dissociative 

channel) and stable photoelectron spectra for the beginning and end of the EIBT trap 

cycle. Spectra labeled “early” are for the first one-sixth (0-8 ms) of the full trap time; 

those labeled “late” are for the last one-sixth (40-48 ms) of that time. For both the stable 

and dissociative channels, the early data is dominated by enhancement while late data is 

dominated by suppression, demonstrating that there is an effect from radiative relaxation 

and/or intramolecular vibrational redistribution. 
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Figure 5.7. Comparison of early- (0-8 ms) and late- (40-48 ms) trap-time PPC difference 
(IR – no-IR) plots and stable photoelectron spectra. Blue and red areas indicate 
suppression and enhancement, respectively, relative to the no-IR spectrum. Error bars 
correspond to ඥ ூܰோ 	 ܰூோ for each bin. 

 

  



 

 

165

5.4.  Discussion  

In the following we will first examine the effect of vibrational excitation on the 

dissociative channel, the formation of long-lived complexes and finally the trapping time 

dependence. From a simple energetic standpoint, addition of an IR photon to the F¯(H2O) 

anion gives a total available energy fixed by the photodetachment photon energy of 4.80 

eV plus hIR = 0.36 eV. The additional energy available to the system is far above the X-

state barrier and reaches very close to the top of the calculated barrier on the A-state as 

shown in Figure 5.1. A more detailed consideration of this problem must take into 

account the change in the Franck-Condon overlap induced by the initial vibrationally 

excited wavefunction, as well as the change in the electronic structure of the anion to a 

more charge delocalized proton-transfer FH···OH¯ geometry,36 as was recently observed 

in a full dimensional computational study of this system.42 This latter effect in particular 

is expected to result in increased Franck-Condon overlap with the product-channel side of 

the neutral surface, Noting these factors, however, it remains useful to first order to 

examine the data from the perspective of the total available energy, by shifting the 

energetic limits by the IR photon energy and assigning the distribution of product states 

from the partitioning of the available kinetic energy between eKE and KER.  

In the anion ground state, the negative charge is located primarily on the F atom, 

giving the anion a F¯···H···OH type structure. Photodetachment from this ground state 

probes near the transition-state geometry on the neutral surface. This process has been 

well studied previously in our lab15 and is included for comparison, labeled as the “no-

IR” PPC spectrum, in Figure 5.4(a). With additional internal energy in IHB mode, the 
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anion can assume a more charge-delocalized structure, FH···OH¯. Visualized using a 1D 

slice along the IHB mode, as in Figure 5.1, this charge-delocalized geometry is 

represented by a shelf in the potential energy surface that grows in slightly before the 

fundamental for the IHB mode.36 Thus, probing the overtone of this mode should 

increase the proton-transfer FH···OH¯ character of the anion wave function to ~58%, 

allowing direct probing of a greater portion of the neutral potential energy surface. This 

increased FH···OH¯ character should provide better Franck-Condon overlap with the 

product-channel FH–OH vdW well and the product-channel asymptote. Possibly 

complicating matters, however, the additional available energy in the system now probes 

well above the X-state barrier and accesses near the top of the A-state barrier as shown in 

Figure 5.1.  

5.4.1. Dissociative Channel 

The enhancement signal observed in the difference plot in Figure 5.4(b), 

appearing below the IR-excited KEMAX
UV +IRand above the no-IR KEMAX

UV , can come only 

from ground-state HF + OH products accessed after vibrational excitation of the 

precursor anions. Beyond serving as proof of concept for successful preparation of the 

first overtone of the proton transfer vibration in F¯(H2O), this band is largely consistent 

with the cold experiment. The ground-state-product signal grows in starting at the 

energetic limit for (0, 0) and appears as a fairly broad diagonal band comprised of two 

distinct features. The smaller-KER cutoff observed at larger eKE is consistent with 

greater FC access to the product side of the X-state barrier, as expected from the 

increased FH···OH¯ character of the anion upon excitation.36, 42 The second feature, 
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appearing just above the energetic limit for (0, 1) has a larger KER cutoff as the result of 

probing higher on a barrier. As indicated in Figure 5.1, the addition of IR-excitation 

probes well above the X-state barrier and this lower-energy band suggests increased 

access to the excited A-state barrier. The fact that this band appears well below the 

product KEMAX
UV + IRindicates that these species are formed with considerable rotational 

excitation in at least one of the product fragments. 

As previously mentioned, in the cold data the OH group acts like a spectator and 

the suppression signal observed in Figure 5.5 implies that this OH product is insensitive 

to the changes in reaction dynamics induced by IR excitation. In comparison, the HF 

product is particularly sensitive to changes in reaction dynamics. In the no-IR PPC 

spectrum (Figure 5.4(a)), HF(v=1) signal dominates, appearing as an intense spot near 

eKE = 0.4 eV, with a band covering the full range of available KER.15. In the difference 

PPC plot, the signal for this channel falls noticeably below (1, 0), with enhancement 

signal observed as a prominent red band that extends past the reactant KEMAX
UV + IR= 0.62 eV 

value in the IR case (Figure 5.4(b) solid black line, Figure 5.5 dashed black line). 

Although it is not possible to unambiguously separate the product and reactant channels, 

excitation of the precursor anion results in a more delocalized-charge structure, as 

indicated in Figure 5.1, should increase FC overlap with the product (HF + OH) side of 

the neutral potential energy surface. Therefore it a priori makes sense to see a decrease in 

the reactant F + H2O population upon IR excitation. As such, the enhancement-signal 

peaking at the reactant-pathway energetic limit in the difference spectra is attributed to 
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the (1, 0) channel where products are formed with substantial rotational excitation in at 

least one product-channel fragment. 

Population analysis was carried out on the difference plot in Figure 5.4(b) by 

summing over all enhancement (positive events only), with the caveat that the population 

fraction in the IR-excited (0, 0) to (0, 1) band is an over-estimation and any signal below 

the no-IR KEMAX
UV  (1.03 eV) is an under-representation of the true signal due to 

subtraction of the no-IR spectrum without scaling for excitation fraction when making the 

difference plot. This excitation fraction is not directly known, but likely falls somewhere 

between 3% and 5%, as discussed in more detail for the stable channel below. Thus, these 

populations in the IR-excited data should be taken as an upper limit for the (0, 0) ground 

state and a lower limit for all other channels. We find that, upon IR excitation of the 

precursor anions, the population in the (0, 0) ground state is now 23%, a comparatively 

smaller 46% of enhancement events now fall in the energetic range between (1, 0) and (2, 

0) for the IR-excited case, and a dramatically increased 31% of enhancement events now 

fall in the energetic range between (2, 0) and 0.0 eV. To reiterate, the data falling below 

the (2, 0) limit includes contributions from both the F + H2O reactant channel and the 

HF(v=2) channel, further serving to make the reported population fraction an upper limit 

for this channel. 

5.4.2. Stable Channel 

Again, in the simplest case, additional IR energy is carried away by the 

photoelectron, shifting the observed eKE features in the photoelectron spectrum by the 

IR-photon energy. Similar to the no-IR case, the stable vdW well in the HF + OH product 
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channel appears as two enhancement peaks near/slightly above KEMAX
UV + IR, shown in the 

stable-channel difference plot in the upper panel of Figure 5.6. The higher energy 

enhancement peak appears at eKE = 1.6 eV, or roughly 0.2 eV higher in energy than 

KEMAX
UV + IR, consistent with the no-IR stable photoelectron spectrum. 15 An estimate of the 

fraction of the precursor-ion packet excited by IR-laser irradiation can be determined by 

comparing the signal for the vdW complex in the difference plot to the no-IR stable eKE 

spectrum. As shown in Figure 5.8, a model system was used where the excited spectrum 

was estimated using a combination of the no-IR spectrum and the no-IR spectrum shifted 

by the IR wavelength and scaled by the excitation fraction, f, such that IRmodel = (no-IR + 

hνIR) + (1-f)*no-IR). A simulated difference plot was then taken by subtracting IRmodel 

from the no-IR signal using the relationship model = IRmodel – f*no-IR. This model 

difference plot was then compared to the experimental difference plot in the region 

corresponding to the stable vdW complex (above 1.0 eV). The excitation factor f was 

determined by scaling until integrated signal in the model and experimental difference 

plots were the same. Using this model system, ~ 4% of the anion packet is determined to 

excited for the hνIR = 2885 cm-1 data shown here. However, this determination assumes 

that FC overlap of excited anions with stable vdW-product-channel complex is 

unchanged and that additional energy in the IR-excited systems is partitioned into 

translational energy of the photoelectron, and therefore this excitation fraction should be 

treated as an estimate only. Although an exact excitation fraction is needed to extract a 

“pure” IR spectrum, it was determined through Monte Carlo simulations (Chapter 2) that 

an excitation fraction as small as 2% yields a clearly visible difference in the simulated  
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Figure 5.8. The Model: The IR excited spectrum is estimated by shifting the no-IR 
spectrum (red fill) by the IR photon energy to product the blue spectrum. A simulated 
difference plot, right, is then produced using the following equation: IRmodel = (no-IR + 
hνIR) + (1-f)*no-IR). The excitation fraction, f, can then be adjusted as needed. The 
spectrum on the left is simulated using an excitation fraction of 4%. 
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PPC difference plots. As such, an excitation fraction of ~ 4% is more than enough to 

produce the observed differences. 

Beyond this vdW complex, the most striking feature in the stable-channel 

difference plot is the absence of any real enhancement between eKE = 0.6 and 1.3 eV. In 

the no-IR stable spectrum, the feature centered near 0.5 eV was attributed to a metastable 

FH(v = 1)–OH Feshbach resonance15 and upon excitation this feature would be shifted to 

near 0.8 eV provided that all additional energy is carried away by the photoelectron. In 

addition, this area of the no-IR spectrum has signal near the baseline,15 so any 

enhancement near 0.8 eV is expected to be readily observable in the difference plot. 

However, the difference plot shows no clear difference at this location, indicating that, 

unlike the stable vdW complex, the HF(v=1)–OH Feshbach resonance is no longer as 

stable as in the no-IR case .The enhancement feature at 0.6 eV, is consistent with 

accessing the FH(v = 2)–OH complex, while the suppression feature at 0.45 eV likely 

arises from the no-IR HF(v=1)–OH Feshbach resonance discussed above as appear near 

0.5 eV in the no-IR spectrum. Although the dissociative asymptote for HF(v = 3) + OH is 

not energetically accessible under the no-IR experimental conditions, the metastable 

FH(v = 3)–OH complex is now accessible, appearing as enhancement signal at 0.2 eV. 

Both of these metastable complexes are less intense relative to the stable vdW complex 

than observed in the no-IR spectrum,15 while the lower-energy FH(v = 1)–OH complex is 

essentially absent, implying that all of the metastable states are less stable than in the no-

IR case. Note that the enhancement features at 0.2 and 0.6 eV also appear in the 

dissociative-photoelectron difference plot (Figure 5.6, bottom), consistent with a 

decaying metastable state producing a range of KER dependent on lifetime. 
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The dissociative difference spectra (Figures 5.4 and 5.5) are clearly dominated be 

enhancement with the stable eKE spectra (Figure 5.6) is dominated by suppression, 

suggesting a decrease in the stable channel contribution upon IR excitation of the 

precursor anions. This is supported by comparison of enhancement-to-suppression signal 

where the dissociative spectra are dominated by enhancement signal with a ratio of ~2:1, 

while the stable-channel difference spectrum is dominated by suppression signal with a 

ratio of ~ 0.44:1. As expected, the bulk of the data comes from the dissociative channel, 

with only 8.3% of measured events in the cold experiment coming from the stable 

channel. In the IR-on case, the stable fraction is slightly reduced to 8.1%; however, note 

that this fraction has not been adjusted for the IR-excited fraction and is therefore 

dominated by the background unexcited signal. Although the increased FH···OH¯ 

character of the anion should increase the Franck-Condon overlap with the product-

channel vdW well, the additional energy in the system along the reaction coordinate may 

be sufficient to reduce the lifetimes of the metastable FH(v = 1, 2)–OH complexes 

relative to the cold system, supporting the decrease in signal for these states in the stable 

channel difference plot (Figure 5.6). 

The higher-energy features in the stable eKE spectrum correspond to true stable 

minima on the neutral potential energy surface and are observed to have lifetimes greater 

than our experimental limit of 7 μs. In contrast, the lower-energy features in the spectrum 

have previously been identified as coming from long-lived, metastable FH(v = 1, 2)–OH 

vibrational Feshbach resonances in the exit channel. These complexes are best thought of 

as internally excited FH–OH complexes where the internal energy has been partitioned to 

modes/degrees of freedom/motions not along the reaction coordinate. For our purposes, 
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the lifetime of these Feshbach resonances is dependent on the amount of time it takes for 

the system to undergo IVR and then “shuffle” this internal energy into a mode along the 

reaction coordinate, leading ultimately to dissociation. In the no-IR spectrum decay of 

these metastable states is observed as a horizontal band in the PPC spectrum where the 

system has a fixed eKE value and a lifetime indicated by the spread of observed KER 

values.15 That is, events that dissociate immediately upon photodetachment of the 

precursor anion exhibit the “true”/largest KER, while events with lifetimes of less than 

the TOF from the interaction region to the detector are observed to have lower KER due 

to the reduced flight time from dissociation. Systems with lifetimes longer than the TOF 

to the detector are observed in the stable eKE spectrum. 

It is therefore reasonable to expect the truly stable exit-channel vdW complex, 

with a life time considerably longer than our experiment, to follow the so-called 

“simplest case” model described above. The higher-energy metastable complexes, on the 

other hand, should exhibit more complex behavior due to their finite lifetimes. It is also 

reasonable to expect that pumping the internal F–H–OH bond, which imparts additional 

motion approximately along the neutral reaction coordinate, can dramatically change the 

dynamics and lifetimes of these metastable complexes. Unfortunately, though, this 

behavior is necessarily complicated by the fact that, in our experimental setup, vibrational 

excitation occurs more than 7 μs before photodetachment in the interaction region, 

providing time for precursor anions to undergo radiative decay and/or IVR, possibly 

producing competing changes in the dissociation dynamics and/or affecting the lifetimes 

of the metastable complexes. It is not possible to directly disentangle these potentially 

competing effects, but the effects of IVR on the measured differences can be explored by 
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analyzing how these effects change with increasing anion lifetime. Inclusion of the EIBT 

in our experiment allows us, during the course of a single experiment, to take data over a 

range of anion lifetimes dictated by the length of time during which the anion packet is 

trapped. Results presented so far cover the full EIBT trapping range of 48 ms. It is 

instructive to compare the effects of IR excitation on anions early and late in their 

trapping cycle. 

5.4.3. Effects of Intramolecular Vibrational Relaxation 

One known complication to investigating vibrational excitation is the finite 

lifetime of the excited vibrational mode. Key to previous studies of the effects of 

vibrational excitation on the reaction dynamics of systems was to measure the system 

within picoseconds of excitation of precursor ions to ensure a strong effect.6, 7 Due to 

instrumental constraints, however, photodetachment measurements were not carried out 

until at least ~ 7 μs after IR-excitation. Therefore, beyond needing to accept a certain 

amount of loss of excited-state signal due to spontaneous emission, analysis of the 

excited-anion results may also be complicated by IVR. Using the calculated vibrational 

frequencies of McCoy and coworkers, we estimate that there are ~50 available states and 

combinations of states accessible at the IR-photon energies used in this experiment, 

offering a rich density of states to which energy may partition.36 Thus, two assumptions 

are reasonable: (i) the clearest effects of pumping the anion IHB overtone should be 

observed in the early data, and (ii) difference spectra from the late trap time should 

provide valuable information about how IVR can affect dissociation dynamics. 
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In the early-trap-time difference spectrum (Figure 5.7), many of the most 

prominent enhancement features observed in the full-trap-time difference spectrum 

(Figure 5.4(b)) also appear. In the latter, the intense enhancement signal in the (0, 0) band 

covers the range from the energetic limit for HF + OH to the energetic limit where the (0, 

1) band opens up. In the early-trap-time difference spectrum this enhancement signal cuts 

off near KER = 0.4 eV, although the lower-energy feature, appearing just above the (0, 1) 

limit, with a larger KER cut off observed in the full-trap-time difference plot is now 

absent. The observed enhancement signal at relatively large eKE and small KER in the 

ground-state band indicates that, at early trap times, we are probing low on the 

dissociation barrier, consistent with the expected increased FC overlap with the product 

HF + OH asymptote. As discussed above, this is expected for an increase in FH···OH¯ 

character of the anion upon excitation with the IR laser.36, 42 Peaking of the enhancement 

signal away from KEMAX
UV + IRstill indicates that one or more resulting fragments is formed 

with considerable rotational excitation. 

At late trap times (Figure 5.7), the enhancement signal in the ground-state (0, 0) 

band now cuts off at larger KER (KER = 0.65 eV), consistent with the lower eKE/high 

KER tail observed in the full-trap-time difference spectrum (Figure 5.4). The 

enhancement data covers the full energetic of this channel, peaking below the energetic 

limit, indicating once again rotational excitation in at least one resulting fragment. This 

larger-KER cutoff indicates that we are actually probing higher on a dissociation barrier 

at later trap times, as a result of changing FC overlap with changing anion wave function. 

The enhancement signal in the (0, 1) band now peaks at even smaller total energies, 

indicating additional rotational excitation for this channel. 
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The most striking difference in this late spectrum is the substantial suppression 

signal after the F + H2O channel opens up. The early spectrum shows enhancement in the 

(0, 2) region that is noticeably absent in the late-trap-time difference spectrum. Because 

this portion of the spectrum is particularly convoluted, it is not possible to disentangle 

whether this depletion at late trap times corresponds to a decrease in the (0, 2) channel in 

addition to a reduction in the F + H2O reaction channel. Theoretical work on the anion 

potential surface by McCoy and coworkers indicates that anion populations in v’IHB = 1, 

2 have dramatically increased their proton-transfer character (FH···OH¯ anionic 

structure) to ~58% and ~53% respectively, while the comparable value for the ground-

state anion is only ~15%.36 Dissociative photodetachment from the ground-state anion is 

known to probe near the transition state of the neutral surface.15, 32, 33 Increased proton-

transfer character in the anion wave function thus increases the FC overlap with the 

product side of the neutral surface. It is therefore reasonable to attribute this suppression 

signal to the F + H2O channel. Whereas the early-time PPC difference spectrum shows 

sufficient enhancement in the HF(v = 2) product channel to overcome this F + H2O 

suppression signal, the late-trap-time spectrum shows the suppression signal dominates 

this portion of the spectrum, consistent with the overall reduction in enhancement signal 

observed at these longer anion lifetimes. 

Like in the time-sliced PPC difference plots (Figure 5.7), the early stable-channel 

plot is also clearly dominated by enhancement signal, with a ratio of positive/negative 

events of 1.85 or ~ 2:1 for the stable channel. In contrast, the late stable-channel plot is 

dominated by suppression/negative events at a ratio of 0.60:1, indicating a dramatic 

change in dynamics over the course of the anion lifetime. Enhancement features near 0.1 
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and 0.55 eV appear in both early and late plots, while enhancement features near 0.3 and 

0.95 eV appear in only the early plot. Interestingly, the feature appearing in the early plot 

above 1.3 eV, identified as the product vdW complex, appears to have shifted to lower 

energies in the later plot, growing in closer to 1.05 eV. This enhancement feature now 

falls below the product KEMAX
UV +IR, although still above the no-IR KEMAX

UV . This late-trap-

time, high-energy enhancement signal is now more consistent with access to the product-

side vdW well from anion populations in v’IHB = 1, indicating that over the course of the 

excited anion lifetime IVR plays a significant role, changing the FC region and thus the 

dissociation dynamics.. 

In the early-trap-time PPC difference spectrum (Figure 5.7), the suppression 

features near 0.0, 0.4, and >1.0 eV correlate with the prominent features in the no-IR eKE 

spectrum. However, the suppression feature near 0.8 eV, and its relative intensity, is 

surprising. In the no-IR eKE spectrum, signal does not reach zero in the region between 

the prominent features at 0.4 and ~1.0 eV, but there is also no strong feature present at 

eKE = 0.8 eV. In the simplest case where all additional energy is removed by the 

photoelectron, we would expect to see enhancement here, not suppression. These 

suppression features above 0.7 eV are noticeably absent in the late-trap-time difference 

spectrum, although the suppression features near 0.0 and 0.4 eV are now more prominent. 

This is consistent with decreased access to the FH(v=2)–OH product-channel complex at 

later trap times due to IVR changing the FC region, resulting in less enhancement to 

counteract the no-IR spectrum/suppression. The decreased access to the Feshbach 

resonances and change in overall dissociation dynamics between early- and late-trap 

times provides clear evidence for the effects of IVR during the course of our experiment. 
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At early trap times the observed effects of vibrational excitation of the precursor anions is 

to increase the overlap with the product HF + OH asymptote while decreasing overlap 

with the reactant F + H2O asymptote. At late trap times, these dynamics have changed 

dramatically producing products with much larger KER consistent with probing a steeper 

dissociative curve, consistent with probing a different portion of the neutral surface.  The 

decreased access to the product channel Feshbach resonances at late trap times also 

indicates that, through IVR, the additional energy in the anions has partitioned into other 

degrees of freedom that dramatically decrease access to/lifetimes of these resonances. As 

such, the early-trap-time spectra represent the most direct effects of the IR-excitation of 

the precursor anions on the dissociation dynamics, while the late-trap-time spectra offer 

an opportunity to monitor how these effects change with IVR in the anion. 

5.5.  Conclusion 

We successfully demonstrated vibrational excitation of anion precursors prior to 

carrying out photoelectron-photofragment coincidence experiments on the F¯H2O 

system. Pumping the overtone of the anion internal-hydrogen-bond overtone decreases 

Franck-Condon access to the reactant F + H2O channel and concurrently increases access 

to the HF + OH product channel. These HF + OH products form with considerably more 

rotational excitation than is the case for comparable cold/no-IR experiments. In addition, 

vibrational-population inversion of the HF fragment is enhanced upon vibrational 

excitation of the precursor anions, with increased access to HF(v=2). Taking advantage of 

the additional information provided by trapping anions in an EIBT, we were able to 

analyze the effects of excited-anion lifetime and the effect of IVR on dissociation 
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dynamics. At early trap times/shorter anion lifetimes, dissociative photodetachment 

probes close to the product-side complexes. With increasing anion lifetime, 

photodetachment instead probes near the top of a barrier, most likely that of the higher-

lying A state, indicating a change in the Frank-Condon region with increasing anion 

lifetime. 

Acknowledgements 

This material is based upon work supported by the U.S. Department of Energy, Office 

of Science, Office of Basic Energy Sciences under award number DE-FG03-98ER14879. 

We acknowledge helpful discussions with H. Guo. 

5.6.  References 

1. POLANYI, J. C., Some Concepts in Reaction Dynamics. Science 1987, 236 
(4802), 680-690. 

2. Xie, Z.; Bowman, J. M., Quasiclassical Trajectory Study of the Reaction of Fast 
H Atoms with C–H Stretch Excited CHD3. Chemical Physics Letters 2006, 429 (4–6), 
355-359. 

3. Guo, H.; Jiang, B., The Sudden Vector Projection Model for Reactivity: Mode 
Specificity and Bond Selectivity Made Simple. Acc. Chem. Res. 2014, 47 (12), 3679-
3685. 

4. Zare, R. N., Laser Control of Chemical Reactions. Science 1998, 279 (5358), 
1875-1879. 

5. Camden, J. P.; Bechtel, H. A.; Ankeny Brown, D. J.; Zare, R. N., Comparing 
Reactions of H and Cl with C–H Stretch-Excited CHD3. The Journal of Chemical Physics 
2006, 124 (3), 034311. 



 

 

180

6. Crim, F. F., Vibrational State Control of Bimolecular Reactions:  Discovering and 
Directing the Chemistry. Acc. Chem. Res. 1999, 32 (10), 877-884. 

7. Crim, F. F., Chemical Dynamics of Vibrationally Excited Molecules: Controlling 
Reactions in Gases and on Surfaces. Proceedings of the National Academy of Sciences of 
the United States of America 2008, 105 (35), 12654-12661. 

8. Yan, S.; Wu, Y.-T.; Zhang, B.; Yue, X.-F.; Liu, K., Do Vibrational Excitations of 
CHD3 Preferentially Promote Reactivity Toward the Chlorine Atom? Science 2007, 316 
(5832), 1723-1726. 

9. Yan, S.; Wu, Y.-T.; Liu, K., Tracking the Energy Flow Along the Reaction Path. 
Proceedings of the National Academy of Sciences of the United States of America 2008, 
105 (35), 12667-12672. 

10. Proctor, D. L.; Davis, H. F., Vibrational vs. Translational Energy in Promoting a 
Prototype Metal–Hydrocarbon Insertion Reaction. Proceedings of the National Academy 
of Sciences of the United States of America 2008, 105 (35), 12673-12677. 

11. Duncan, W. T.; Truong, T. N., Thermal and Vibrational‐State Selected Rates of 
the CH4 + Cl ↔ HCl + CH3 Reaction. The Journal of Chemical Physics 1995, 103 (22), 
9642-9652. 

12. Palma, J.; Echave, J.; Clary, D. C., The effect of the Symmetric and Asymmetric 
Stretching Vibrations on the CH3D + O(3P) → CH3 + OD Reaction. Chemical Physics 
Letters 2002, 363 (5–6), 529-533. 

13. Killelea, D. R.; Campbell, V. L.; Shuman, N. S.; Utz, A. L., Bond-Selective 
Control of a Heterogeneously Catalyzed Reaction. Science 2008, 319 (5864), 790-793. 

14. Beck, R. D.; Maroni, P.; Papageorgopoulos, D. C.; Dang, T. T.; Schmid, M. P.; 
Rizzo, T. R., Vibrational Mode-Specific Reaction of Methane on a Nickel Surface. 
Science 2003, 302 (5642), 98-100. 

15. Otto, R.; Ma, J.; Ray, A. W.; Daluz, J. S.; Li, J.; Guo, H.; Continetti, R. E., 
Imaging Dynamics on the F + H2O → HF + OH Potential Energy Surfaces from Wells to 
Barriers. Science 2014, 343 (6169), 396-399. 



 

 

181

16. Otto, R.; Ray, A.; Daluz, J.; Continetti, R., Direct IR Excitation in a Fast Ion 
Beam: Application to NO¯ Photodetachment Cross Sections. EPJ Techniques and 
Instrumentation 2014, 1 (1), 3. 

17. Ervin, K. M.; Ho, J.; Lineberger, W. C., A Study of the Singlet and Triplet States 
of Vinylidene by Photoelectron Spectroscopy of H2C=C−, D2C=C−, and HDC=C−. 
Vinylidene–Acetylene Isomerization. The Journal of Chemical Physics 1989, 91 (10), 
5974-5992. 

18. Wenthold, P. G.; Hrovat, D. A.; Borden, W. T.; Lineberger, W. C., Transition-
State Spectroscopy of Cyclooctatetraene. Science 1996, 272 (5267), 1456-1459. 

19. Neumark, D. M., Transition State Spectroscopy of Bimolecular Chemical 
Reactions. Annu. Rev. Phys. Chem. 1992, 43 (1), 153-176. 

20. Boo, D. W.; Ozaki, Y.; Andersen, L. H.; Lineberger, W. C., Femtosecond 
Dynamics of Linear Ag3. J. Phys. Chem. A 1997, 101 (36), 6688-6696. 

21. de Beer, E.; Zhao, Y.; Yourshaw, I.; Neumark, D. M., Stimulated Raman 
Pumping of C2

− Probed via Resonant Two-Photon Detachment. Chemical Physics Letters 
1995, 244 (5–6), 400-406. 

22. Furlanetto, M. R.; Pivonka, N. L.; Lenzer, T.; Neumark, D. M., Vibrational 
Spectroscopy of Anions by Stimulated Raman Pumping–Photoelectron Spectroscopy. 
2000, 326 (5–6), 439-444. 

23. Bergmann, K.; Vitanov, N. V.; Shore, B. W., Perspective: Stimulated Raman 
Adiabatic Passage: The status after 25 years. The Journal of Chemical Physics 2015, 142 
(17), 170901. 

24. Deskevich, M. P.; Nesbitt, D. J.; Werner, H.-J., Dynamically Weighted 
Multiconfiguration Self-Consistent Field: Multistate Calculations for F + H2O → HF + 
OH Reaction Paths. The Journal of Chemical Physics 2004, 120 (16), 7281-7289. 

25. Ziemkiewicz, M.; Wojcik, M.; Nesbitt, D. J., Direct Evidence for Nonadiabatic 
Dynamics in Atom + Polyatom Reactions: Crossed-Jet Laser Studies of F + D2O → DF + 
OD. The Journal of Chemical Physics 2005, 123 (22), 224307. 



 

 

182

26. Zolot, A. M.; Nesbitt, D. J., Crossed Jet Reactive Scattering Dynamics of F + 
H2O → HF(v,J) + OH: HF(v,J) Product Quantum State Distributions Under Single-
Collision Conditions. The Journal of Chemical Physics 2008, 129 (18), 184305-9. 

27. Ziemkiewicz, M.; Nesbitt, D. J., Nonadiabatic Reactive Scattering in Atom + 
Triatom Systems: Nascent Rovibronic Distributions in F + H2O → HF + OH. The 
Journal of Chemical Physics 2009, 131 (5), 054309. 

28. Li, J.; Dawes, R.; Guo, H., An ab initio Based Full-Dimensional Global Potential 
Energy Surface for FH2O (X2A') and Dynamics for the F + H2O → HF + HO Reaction. 
Journal of Chemical Physics 2012, 137 (9), 094304. 

29. Li, J.; Jiang, B.; Guo, H., Spin-Orbit Corrected Full-Dimensional Potential 
Energy Surfaces for the Two Lowest-Lying Electronic States of FH2O and Dynamics for 
the F + H2O → HF + OH Reaction. The Journal of Chemical Physics 2013, 138 (7), 
074309. 

30. Li, J.; Jiang, B.; Guo, H., Enhancement of Bimolecular Reactivity by a Pre-
reaction van der Waals Complex: the case of F + H2O → HF + HO. Chem. Sci. 2013, 4 
(2), 629-632. 

31. Stevens, P. S.; Brune, W. H.; Anderson, J. G., Kinetic and Mechanistic 
Investigations of Fluorine Atom + Water/Water-d2 and Fluorine Atom + 
Hydrogen/Deuterium Over the Temperature Range 240-373 K. J. Phys. Chem. 1989, 93 
(10), 4068-4079. 

32. Yang, X.; Wang, X.-B.; Wang, L.-S., Photodetachment of F−(H2O)n (n=1–4): 
Observation of Charge-Transfer States [F−(H2O)n

+] and the Transition State of F + H2O 
Hydrogen Abstraction Reaction. The Journal of Chemical Physics 2001, 115 (7), 2889-
2892. 

33. Ishikawa, Y.; Nakajima, T.; Yanai, T.; Hirao, K., Ab initio Direct Molecular 
Dynamics Study of the Fragmentation of F(H2O) Complex Generated by 
Photodetachment of F−(H2O) Anion Complex. 2002, 363 (5–6), 458-464. 

34. Ayotte, P.; Kelley, J. A.; Nielsen, S. B.; Johnson, M. A., Vibrational Spectroscopy 
of the F−·H2O Complex via Argon Predissociation: Photoinduced, Intracluster Proton 
Transfer? 2000, 316 (5–6), 455-459. 



 

 

183

35. Roscioli, J. R.; Diken, E. G.; Johnson, M. A.; Horvath, S.; McCoy, A. B., Prying 
Apart a Water Molecule with Anionic H-Bonding:  A Comparative Spectroscopic Study 
of the X¯·H2O (X = OH, O, F, Cl, and Br) Binary Complexes in the 600−3800 cm-1 
Region. J. Phys. Chem. A 2006, 110 (15), 4943-4952. 

36. Horvath, S.; McCoy, A. B.; Roscioli, J. R.; Johnson, M. A., Vibrationally Induced 
Proton Transfer in F−(H2O) and F−(D2O). J. Phys. Chem. A 2008, 112 (48), 12337-12344. 

37. Weis, P.; Kemper, P. R.; Bowers, M. T.; Xantheas, S. S., A New Determination of 
the Fluoride Ion−Water Bond Energy. J. Am. Chem. Soc. 1999, 121 (14), 3531-3532. 

38. Yates, B. F.; Schaefer, H. F.; Lee, T. J.; Rice, J. E., Infrared spectrum of F¯·H2O. 
J. Am. Chem. Soc. 1988, 110 (19), 6327-6332. 

39. Chaban, G. M.; Xantheas, S. S.; Gerber, R. B., Anharmonic Vibrational 
Spectroscopy of the F¯(H2O)n Complexes, n = 1, 2. J. Phys. Chem. A 2003, 107 (24), 
4952-4956. 

40. Toffoli, D.; Sparta, M.; Christiansen, O., Vibrational Spectroscopy of Hydrogen-
Bonded Systems: Six-Dimensional Simulation of the IR Spectrum of F−(H2O) Complex. 
Chemical Physics Letters 2011, 510 (1–3), 36-41. 

41. Kamarchik, E.; Toffoli, D.; Christiansen, O.; Bowman, J. M., Ab initio Potential 
Energy and Dipole Moment Surfaces of the F−(H2O) Complex. Spectrochimica Acta Part 
A: Molecular and Biomolecular Spectroscopy 2014, 119, 59-62. 

42. Punyain, W.; Takahashi, K., Theoretical Calculation of the Vibrational State 
Dependent Photodetachment Spectra of X¯H2O, X = F, Cl, Br. Phys. Chem. Chem. Phys. 
2016. 

43. Hanold, K.; Luong, A.; Clements, T.; Continetti, R., Photoelectron-Multiple-
Photofragment Coincidence Spectrometer. Rev. Sci. Instrum. 1999, 70 (5), 2268-2276. 

44. Johnson, C.; Shen, B.; Poad, B.; Continetti, R., Photoelectron-Photofragment 
Coincidence Spectroscopy in a Cryogenically Cooled Linear Electrostatic Ion Beam 
Trap. Rev. Sci. Instrum. 2011, 82 (10), 105105. 



 

 

184

45. Bowen, M. S.; Continetti, R. E., Photodetachment Imaging Study of the Vinoxide 
Anion. J. Phys. Chem. A 2004, 108 (39), 7827-7831. 

 
 



185 
 

Chapter 6: Energetics and Transition-State Dynamics of the  

F + HOCH3 → HF + OCH3 Reaction 

 

6.1.  Introduction 

Studies of the exothermic reactions of fluorine atoms with small molecules, such 

as the F + H2 reaction,1, 2 have provided a foundation for the development of 

multidimensional potential energy surfaces and theories of chemical reaction dynamics. 

These systems exhibit both direct and resonance-mediated reactive processes, providing a 

rich ground for examining aspects of molecular reaction dynamics.3 Extending these 

studies beyond triatomic systems to higher dimensionality, our recent studies of the F + 

H2O → HF + OH4 and OH + CO → H + CO2 reactions5, 6 represent systems with six 

degrees of freedom at the frontier of both quantum chemistry and quantum dynamics 

computations.7-14 In the present work, we extend these efforts to even higher 

dimensionality by carrying out PPC studies on F−(HOCH3), nominally producing the 

F(HOCH3) complex in the vicinity of the submerged barrier on the F + HOCH3 → HF + 

OCH3 potential energy surface. This system, with 7 atoms and 15 degrees of freedom, 

remains a challenge for full-dimensionality quantum dynamics computations, but is a 

tractable system for high accuracy electronic structure computations.15 The 

photodetachment and dissociative photodetachment (DPD) of F−(HOCH3) will be 

presented, and compared to new electronic structure computations. Insights into the 

dynamics of the F + HOCH3 → HF + OCH3 reaction from the partitioning of energy in 
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DPD will also be discussed, as well as the role played by long-lived complexes and 

vibrational Feshbach resonances (reactive and/or non-reactive). 

The exothermic hydrogen abstraction from methanol by fluorine atoms is widely 

used as a means to produce methoxy radicals and/or rovibrationally excited HF.16-19 As 

such, this reaction has been the focus of a number of kinetic studies,19and has been 

probed using a combination of laser-induced fluorescence (LIF) and/or infrared 

chemiluminescence techniques.20-23 On the neutral potential energy surface, two 

hydrogen-abstraction reactions are possible: abstraction either from the hydroxyl to form 

methoxy radicals, OCH3, or from the methyl group to form hydroxymethyl radical, 

H2COH. 

 F + HOCH3 → HF + OCH3 (6.1) 

 F + CH3OH → HF + H2COH (6.2) 

Both reactions are highly exothermic (−1.39 ± 0.04 and −1.78 ± 0.13 eV, respectively24) 

and are expected to proceed via a minimal barrier to products.25 Formation of the 

hydroxymethyl radical (reaction 6.2) is expected to be favored both thermodynamically 

and statistically (3:1) and would be expected to be the dominant product. Counter to 

expectation, however, at room temperatures (and above), methoxy has been found to 

account for an anomalously large fraction of the final products (~ 0.6).25 In addition to 

branching ratios between these two competing pathways, considerable attention has been 

directed toward measuring product-state distributions. Energy partitioning in the HF and 

OCH3 fragments has been studied by infrared chemiluminescence and laser induced 
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fluorescence, respectively.20-22, 26, 27 The HF product is formed with considerable internal 

excitation, with distributions peaking at v = 2 (the deuterated isotopologue, DF, peaks at 

v = 4 due to smaller vibrational-energy spacing). In this case, population distributions of 

HF correspond to products formed via both reactions 6.1 and 6.2 for the F(HOCH3) and 

perdeuterated F(DOCD3) complexes. Selective deuteration, used to disentangle these 

results, showed that hydrogen abstraction from the methyl group (reaction 6.2) leads to 

clear population inversion in the HF fragment, and thus greater internal energy, than 

abstraction from the hydroxyl group (reaction 6.1). Correspondingly, only a small amount 

of energy is partitioned into internal energy in the methoxy radical (reaction 6.2), with 

about 2% of the available energy partitioning into the C–O stretching mode (ν3).
21, 22 

Thus, methoxy is largely considered a “spectator” to the reaction. 

In addition to experimental interest in this system, the neutral surface has been 

studied computationally,15, 24 including the recent high-level potential energy surfaces for 

both reaction pathways described by Schaefer and coworkers.15 The reaction was 

computed to proceed via a shallow reactant-channel complex, a submerged barrier 

(relative to the reactant asymptote), and a product-channel hydrogen-bonded complex 

that is stable relative to the HF + OCH3 product asymptote. The greatest discrepancy 

between available computational studies is the computed barrier height, which decreases 

with higher levels of theory.15, 24, 28 

The present study of the energetics and transition-state dynamics of F(HOCH3) 

and reaction (6.1) F + HOCH3 → HF + OCH3 is based on earlier work by Neumark and 

coworkers using photoelectron spectroscopy of the F¯(HOCH3) anion at a wavelength of 
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213 nm (5.82 eV).29 They found this to be an ideal system for transition-state 

spectroscopy by photodetachment as the anion geometry is similar to the calculated 

transition state for the neutral reaction. They observed signal attributed to both reactants 

(F + HOCH3) and products (HF + OCH3), probing both the reactant and product channels 

of the neutral potential energy surface of reaction 6.1. The resulting photoelectron 

spectrum was found to be dominated by broad, shelf-like peaks attributed to vibrational 

excitation in the HF fragment.  It was concluded that the methoxy-radical product was 

formed primarily in its ground vibrational state from the small conformational changes 

between the anion and the free methoxy radical. This is consistent with the inferences 

from kinetics and dynamics studies of the neutral reaction mentioned above. Low-lying 

electronic states and spin-orbit splitting effects were also posited to play an important 

role in the full understanding of the F(HOCH3) system due, in part, to their roles in 

photodetachment of the simpler FHO¯ system29 as well as the more recently studied 

F¯(H2O) systems.4 

Using the photodetachment and dissociative photodetachment of a cluster anion to 

study neutral reaction transition-state dynamics requires knowledge of the anion structure 

and potential energy surface. The F¯(HOCH3) potential energy surface has been explored 

by a number of experimental30 and theoretical studies.31, 32 The reactivity and stability of 

the F¯(HOCH3) anion has been studied using Fourier-transform ion cyclotron resonance 

(FT-ICR) techniques, giving an experimental binding energy of 1.28 ± 0.02 eV.33 The 

anion potential energy surface has been examined computationally, with computed 

stationary points for the SN2 reaction F¯ + HOCH3 → HF + OCH3¯ yielding a binding 
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energy for F¯−HOCH3 in good agreement with experiment.32 The related [F−CH3−OH]¯ 

intermediate complex in the F¯ + CH3OH  → FCH3 + OH¯ bimolecular SN2 reaction has 

also been studied, but was found to have significantly lower binding energies of ~ 0.56 

eV.32, 34 In all cases, no corresponding stable anion for interactions of F¯ with any 

hydrogen on the methyl group in methanol (F−H−CH2OH) was found and therefore only 

reaction 6.1 is expected to be accessed by photodetachment of the [F−H−OCH3]¯ anion.  

In the following sections, studies of the neutral F + HOCH3 → HF + OCH3 

reaction via PPC spectroscopy at a photon energy of 4.80 eV will be presented. The PPC 

technique provides a means for separating photodetachment processes that lead to stable 

and dissociative neutral products. Much like the simpler F¯(H2O) system,4 the 

dissociative channel is dominated by vibrationally excited HF products. The distinct 

stable photoelectron spectra provide evidence for a population of both reactant- and 

product-channel complexes, in addition to long-lived vibrational Feshbach resonances. 

Interpretation of the results is aided by new high-quality zero-point-corrected ab initio 

results extrapolated to the CCSDT(Q)/CBS level of theory. 

6.2.  Experimental Methods 

This study was carried out on a fast-ion-beam PPC spectrometer, discussed in 

detail elsewhere.35, 36 Briefly, the anion precursor F¯(HOCH3) was synthesized in a 

supersonic expansion of C2F6/HeNe (25% C2F6) passed over methanol (HOCH3), acted 

upon by a coaxial pulsed discharge and crossed by a 1-keV electron beam. The resulting  
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Figure 6.1. Simplified schematic of the PPC spectrometer. The fast-ion beam is injected 
into the Electrostatic Ion Beam Trap (EIBT), bunched and synchronized to the 
photodetachment laser using an RF signal on the bunching electrode, thereby ensuring 
that photodetachment occurs when the ions are traveling towards the neutral particle 
detector. Photoelectrons are velocity-map-imaged onto the electron detector and collected 
in coincidence with the recoiling neutral fragments. 
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anions were skimmed, accelerated to either 4.0 or 7.0 keV, re-referenced to ground, and 

mass-selected by time-of-flight. The anions of interest were subsequently confined for 

100 ms to 1 s in a cryogenically cooled electrostatic-ion-beam trap (EIBT), shown 

schematically in Figure 6.1, and phase-locked to the output of a Ti:sapphire regenerative 

amplifier (Clark MXR CPA-2000; λ = 775.5 nm, repetition rate 1037 Hz, pulse width 1.1 

ps) using an RF oscillator. The oscillating ion packet was then repetitively probed using 

either second-harmonic radiation (387.8 nm, Ehν = 3.20 eV) or third-harmonic radiation 

(258.5 nm, Ehν = 4.80 eV). The resulting detached photoelectrons were extracted on an 

event-by-event basis orthogonal to the plane of the laser and ion beams by means of an 

electrostatic velocity-map-imaging lens coupled to a time- and position-sensitive 

detector. 

The center-of-mass (CM) electron kinetic energy (eKE) and laboratory-frame 

recoil angle for each photoelectron were determined from the arrival time and impact 

position on the detector. Optimum resolution was obtained by selecting those 

photoelectrons with minimal z-velocity by equatorially slicing the resulting photoelectron 

spectrum. This imposed detector-acceptance function (DAF) alters the signal-intensity 

distribution of the photoelectron spectrum, reducing the apparent intensity at greater 

photoelectron velocities. DAF-corrected intensity distributions, P(eKE), are obtained by 

dividing the experimental intensity distribution, N(eKE), by the acceptance function of 

the z-velocity slice.37 Calibration of the photoelectron detector using I¯ showed a sliced 

z-velocity component resolution of ΔeKE/eKE ~ 3.5 % at 0.797 eV and ΔeKE/eKE ~ 2.5 

% at 1.74 eV electron kinetic energy. 
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After photodetachment, the resulting neutral species recoiled out of the EIBT and 

were detected, in coincidence with the photoelectron, 1.35 m downstream on a four-

quadrant time- and position-sensitive multiparticle detector.35 CM kinetic energy release 

(KER) and product masses for the momentum-matched neutral particles were determined 

on an event-by-event basis. For the current experimental kinematics, the angular 

acceptance of events in coincidence on the neutral-particle detector was expected to be 

large due to the relatively small difference in mass between fragments (HF and OCH3) 

and therefore no DAF correction was applied to these neutral-particle results. One 

advantage of the PPC technique is the ability to separate apparently stable and 

dissociative events by enforcing coincidence between the photoelectron and a single 

neutral particle. The photoelectron spectrum corresponding to photodetachment processes 

that yield a free electron and a single molecular product are defined as those detected in 

coincidence with a single heavy particle arriving at the time and position expected for the 

neutralized parent anion beam. This will be referred to as the stable photoelectron 

spectrum while the dissociative photoelectron spectrum consists of the photoelectrons 

detected in coincidence with two momentum-matched heavy particles. The lifetime of 

any stable or metastable species must therefore be greater than the TOF between the laser 

interaction region and the neutral detector (~ 8.4 μs for 7.0 keV ion beam). Although this 

discrimination breaks down in the case of dissociative events with an extremely low 

kinetic energy release, this coincidence technique can still be extremely useful for the 

separation of prompt dissociative events from stable or long-lived metastable product 

states. For prompt dissociation, the multiparticle neutral detector was calibrated using the 
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dissociative photodetachment of O4¯, yielding a translational energy release resolution 

ΔKER/KER ~ 10%.35 

6.3.  Computational Methods 

Ab initio computations were carried out to determine the stationary points on the 

F(HOCH3) neutral potential energy surface as well as the corresponding anion surface, 

with the zero-point corrected energetics and structures shown in Figure 6.2. All energies 

are reported relative to the precursor anion. Equilibrium structures were obtained from 

geometry optimization using coupled cluster theory with single, double, and perturbative 

triple excitations [CCSD(T)],38-40  as implemented in CFour 2.0.41 All atoms were 

described with Dunning's augmented, correlation-consistent, valence, triple-ζ aug-cc-

pVTZ basis-set.42 Aligned with the design of this basis set, the 1s-like electrons on 

carbon, oxygen, and fluorine atoms were excluded from post Hartree-Fock computations 

(i.e., “frozen-core"). Reference energies (RHF or UHF) were considered converged when 

the maximum change in density-matrix elements was less than 10¯9. Coupled-cluster 

amplitudes were also converged to 10¯9, and the RMS force for geometric parameters 

were converged to less than 10¯9 Hartree/Bohr. 

Relative electronic energies were determined using the focal point approach,43, 44 

whereby single-point energy computations are extrapolated to the complete-basis-set 

(CBS) limit using a three-parameter fit for Hartree-Fock energies45 and a two-parameter 

fit for correlation energies.46, 47 Coupled-cluster computations with full triples 

[CCSDT(Q)] were performed with MRCC,48, 49 as interfaced with CFour. Relative 

enthalpies at zero Kelvin were obtained by appending the relative zero-point vibrational  
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Figure 6.2. Energy diagram for stationary points along the neutral F + HOCH3 → HF + 
OCH3 potential energy surface. Zero-point-corrected CCSDT(Q)/CBS energetics are 
reported in eV relative to the F¯(HOCH3) anion. The experimental photon energies used, 
4.80 and 3.20 eV, are indicated by dashed and dotted lines respectively. 
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energy (ZPVE), determined at the same level as geometry optimization, to the 

extrapolated electronic energy. 

6.4.  Results 

PPC spectroscopy is ideal for examining the transition state dynamics of the 

F(HOCH3) system, allowing for separation of photodetachment processes for the 

F¯(HOCH3) precursor anion that lead to stable neutral complexes from dissociative 

photodetachment (DPD) processes that yield a photodetached electron and two (or more) 

neutral photofragments. As discussed earlier, the stable channel is taken to be those with 

photoelectrons detected in coincidence with a single neutral particle arriving at a time and 

position on the neutral particle detector as expected for the incident precursor anion 

beam. Dissociative events correspond to detection of a photoelectron in coincidence with 

two momentum-matched neutral particles. Experimental results for each channel are 

detailed in the following sections, followed by a discussion of the new ab initio results. 

6.4.1. Dissociative Channel 

Figure 6.3 shows the PPC spectrum for the F + HOCH3 → HF + OCH3 reaction, 

providing information on the event-by-event correlation of eKE with the KER between 

neutral products. Analysis of the fraction of coincidence events indicates that DPD of 

F¯(HOCH3) is the dominant pathway (84%), with 16% yield for photoelectrons and one 

stable product. The PPC spectrum is dominated by diagonal bands, dropping off quickly 

as KER increases each with a cut off by KER = 0.5 eV. The uppermost diagonal line at 

1.48 eV corresponds to the calculated KEMAX for dissociation to products (HF + OCH3)  
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Figure 6.3. PPC spectrum of the F + HOCH3 → HF + OCH3 reaction using a photon 
energy of 258 nm (4.80 eV). The rightmost diagonal indicates the maximum kinetic 
energy (KEMAX) when the HF + OCH3 products are formed in their vibrational and 
rotational ground states. The dashed diagonals correspond to vibrational excitation in the 
HF fragment; the black diagonal corresponds to the KE’MAX for dissociation to the 
reactants F + HOCH3. All calculated values presented here contain ZPE corrections. 
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Figure 6.4. Total kinetic energy spectrum N(ETOT), where ETOT = KER + eKE as 
determined on an event-by-event basis, for F¯(HOCH3) at Eh = 4.80 eV. Vertical lines 
denote the energetic limits for HF(v = 0, 1, 2, 3) + OCH3 + e¯ final states, and each state 
is fit with a Gaussian and the overall combined fit shown in red. 
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in their ground vibrational and rotational states. The bulk of the data falls below this 

calculated line, indicating good agreement with the experimental results assuming 

internally cold anions. Dissociation to the reactant-channel (F + HOCH3) is calculated to 

be barely accessible at this photon energy as indicated by the black diagonal line at 

KE’MAX = 0.06 eV. Unfortunately, given the similarity in masses of the two dissociative 

pathways, these pathways cannot be individually resolved in the lowest-energy portion of 

the PPC spectrum. The dashed diagonal lines correspond to the energetic limits 

accounting for vibrational excitation in the HF product, and are a good match to the 

observed diagonal bands in the spectrum. In the case of the HF(v=1,2) bands, the data is 

most intense just below the diagonal line, while in the ground state HF(v=0) the 

distribution peaks away from the KEMAX diagonal but still above the HF(v=1) limit. 

Another way to view the dissociative data recorded in this coincidence measurement is 

by examination of the total kinetic energy, ETOT, where N(ETOT) = i(eKEi + KERi) is 

calculated on an event-by-event basis. The ETOT spectrum is shown in Figure 6.4 and has 

a regular structure consistent with the production of HF(v) product vibrational states. 

This is an additional signature of the diagonally limited features seen in the PPC 

spectrum.  

6.4.2. Stable Channel 

As noted earlier, stable events are extracted from the data set by selecting for 

those photoelectrons in coincidence with only one neutral particle arriving at the time and 

position of the center-of-mass, thus selecting for species with lifetimes longer than the 

flight time between the laser-interaction region and the neutral-particle detector (Δt ~ 8.4  
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Figure 6.5. Comparison of the total photoelectron spectrum (photoelectron + 1 or more 
heavy particles with no center-of-mass gating) and the decomposition of this total 
spectrum into the photoelectron spectra for the stable (e¯ + 1 neutral particle, center-of-
mass gated) and dissociative (e¯ + 2 neutral particles, center-of-mass gated) channels of 
the F¯(HOCH3) system, taken at 258 nm (4.80 eV). The grey vertical lines indicate ZPE-
corrected calculated EAs for the reactant- (dashed) and product-channel (solid) 
complexes. The black vertical lines indicate calculated KEMAX and KE’MAX for 
dissociation to either reactants (dashed) or products (solid), respectively. These represent 
products formed in their vibrational and rotational ground states. All CCSDT(Q)/CBS 
calculated energetic limits presented here include ZPE corrections. 
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μs for a 7 keV beam), or dissociation events with very low kinetic energy release between 

the molecular fragments. Given the detection efficiency of the neutral-particle detector 

(~50%),50 any stable signal necessarily contains a small contribution from dissociative 

events where only one neutral particle was collected in an event with a very low KER; 

but, if a true stable channel exists, the photoelectron spectra in coincidence with one 

heavy particle should look noticeably different than those in coincidence with two 

momentum-matched heavy particles.  

Figure 6.5 shows a comparison of the total photoelectron spectrum (photoelectron 

+ one or more heavy particles with no center-of-mass gating) and the decomposition of 

this total spectrum into stable and dissociative components. The blue total photoelectron 

spectrum consists of four broad features that are increasingly resolved as eKE decreases, 

as well as a peak at eKE = 0.00 eV. This spectrum is in good agreement with earlier 

photoelectron spectra recorded by Neumark and coworkers at a higher photon energy.29 

The red stable spectrum consists of a peak at eKE = 1.55 eV, a second feature peaking 

slightly under 0.8 eV and a poorly resolved doublet at 0.45 and 0.30 eV. The green 

dissociative spectrum consists of three broad features and a peak near 0.00 eKE, with 

some evidence of fine structure.  The most striking difference is the prominent peak at 

1.55 eV in the stable spectrum that is noticeably absent from the dissociative spectrum. 

This feature peaks just above the KEmax limit for the dissociative channel (black vertical 

line), consistent with formation of the stable hydrogen-bonded complex in the product 

channel. In comparison the bulk of the dissociative signal falls below this limit, 

consistent with dissociation leading to internal excitation in one or more of the resulting 
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neutral dissociative products. The broad peaks correspond to the diagonal bands observed 

in the coincidence spectrum (Figure 6.3) and are consistent with vibrational excitation in 

the HF product as resolved in the ETOT spectrum in Figure 6.4. The width of these broad 

peaks can be explained either by vibrational excitation in the OCH3 product and/or 

rotational excitation in one or both of the HF + OCH3 products. 

6.4.3. Complex Lifetime Effects 

Once distinct dissociative and stable photoelectron spectra are observed, it is 

useful to examine in further detail the lifetime of any metastable complexes formed in the 

photodetachment of F¯(HOCH3). This can be done by examining the KER dependence of 

the eKE spectra at a given energy, as well as the dependence of the stable eKE spectra on 

the incident ion beam energy. At a 7.0 keV beam energy the flight time from the laser-

ion-beam interaction region to the QXDL is 8.4 μs, and any dissociative events that occur 

on a timescale < 8.4 μs but greater than ~100 ns will lead to a degrading of the measured 

KER to lower values. Thus, one approach to examining the differences between the 

stable and dissociative channels is by comparing the stable eKE spectrum with that 

generated by integrating over the lowest KER portion (KER = 0.00 – 0.05 eV) of the PPC 

spectrum. Figure 6.6 (upper panel) shows, in green, a plot of the corresponding low-KER 

eKE spectrum compared to the stable eKE spectrum. The low-KER spectrum has more in 

common with the stable than dissociative spectrum, again showing five features at 1.40, 

1.05, 0.80, 0.45 and 0.30 eV, marked A – E, respectively. Most interesting of these is 

peak A at 1.40 eV, appearing at lower eKE than in the stable spectrum and peaking just 

below the calculated KEMAX vertical line. This corresponds to probing at the top of the  
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Figure 6.6. Photoelectron spectrum of the stable (e¯ + 1TAC) channel, taken at 7.0 keV 
beam energy (flight time ~ 8.4 μs, black trace) vs. the low-KER slice (KER = 0.00 – 0.02 
eV, green trace) from the dissociative spectrum (e¯ + 2TAC), top panel. The effect of 
dropping the beam energy to 4.0 keV (flight time ~ 11 μs, red trace), normalized to the 
stable signal at 1.55 eV at 7.0 keV, is shown in the bottom panel. The black vertical line 
corresponds to the calculated KEMAX to form HF + OCH3 products in their ground 
vibrational and rotational states (eKE = 1.48 eV with ZPE correction included) while the 
black dotted line in the lower panel corresponds to the calculated KE’MAX for dissociation 
to F + HOCH3 products (eKE = 0.32 eV with ZPE correction included). In the top panel 
the dashed lines correspond to the energetic limits for HF(v = 0, 1, 2, 3) + OCH3 + e¯ 
final states. The grey vertical line in the lower panel corresponds to the product-channel 
hydrogen-bonded complex well (eKE = 1.68 eV with ZPE correction) and the grey dash-
dot-dash lines represent the estimated well-depths for the metastable vdW resonances 
corresponding to excitation in HF.   
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stable product-channel hydrogen-bonded complex well, leading to HF(v=0) + OCH3 

products via a slow dissociation process that, by energy conservation, can only produce a 

small KER. 

A more direct test of the lifetime of metastable complexes is to vary the incident 

ion beam kinetic energy, and examine the intensity dependence of the stable and 

metastable peaks in the photoelectron spectrum. In the present experiments this was done 

by lowering the experimental beam energy from 7.0 to 4.0 keV, lengthening flight times 

of the resulting neutrals after photodetachment from 8.4 to 11.0 μs. The lower panel in 

Figure 6.6 shows, in red, the 4.0 keV stable photoelectron spectrum, normalized to the 

height of peak A at 1.55 eV in the 7.0 keV spectrum (in black). This highlights the 

increase in relative intensity of both peak A and peak E in the 4.0 keV spectrum. As 

noted above, peak A is assigned to the stable product-channel hydrogen-bonded complex. 

Peak E evidently has a longer lifetime than the other features in the stable photoelectron 

spectrum, and is tentatively assigned to production of the weakly bound reactant-channel 

van der Waals complex F—HOCH3. This complex is metastable, but is expected to only 

slowly dissociate by tunneling through the barrier, evidently on a timescale 

commensurate with the 11.0 μs flight time. 

6.4.4. Product-Channel Hydrogen-Bonded Complex Well 

To further probe the stable product-channel complex, data was collected near 

threshold at Ehν = 3.20 eV, allowing probing near the bottom of the product complex well 

and completely closing off the dissociative channel. Figure 6.7 shows the resulting 

photoelectron spectrum, which peaks near eKE = 0.00 eV, with a progression of poorly  
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Figure 6.7. Near-threshold photoelectron spectrum of the product hydrogen-bonded 
complex FH—OCH3, taken at 388 nm. The vibrational comb corresponds to the 
calculated F–HO stretch with an OCH3 rock mode (241.3 cm-1), shifted for best fit by 
0.02 eV from the maximum eKE = 0.08 eV as determined by the calculated zero-point-
corrected AEA (3.12 eV). 
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resolved features with an average spacing of ~25 meV. The calculated AEA appears at 

eKE = 0.08 eV at this wavelength, in reasonable agreement with experimental data. The 

best Franck-Condon overlap is more clearly seen to peak away from the bottom of the 

well. Note that the calculated frequency of the internal F−H−O asymmetric stretching 

mode of 3751 cm¯1 (0.47 eV) is significantly larger than the calculated well depth of 0.24 

eV for this product complex and, although expected to contribute to the dissociative 

channel discussed above, this mode is not energetically available at 388 nm. Instead, the 

vibrational progression is in decent agreement with the calculated frequency for the υ3 

mode of 241.3 cm¯1 (29.9 meV), corresponding to the F−H stretch and an H−O−C 

rocking motion. This calculated frequency is plotted as an overlaid vibrational comb, 

starting at the calculated AEA + 0.02 eV.  

6.4.5. Ab Initio Results 

Figure 6.2 shows the stationary points for the anion and neutral potential energy 

surfaces, with energies extrapolated to the CCSDT(Q)/CBS level of theory. These 

energies include zero-point energy corrections, and are presented relative to the anion. As 

noted earlier, geometry optimizations and frequencies were determined at the 

CCSD(T)/aug-cc-pVTZ level. No stable F¯(HCH2OH) geometry was found, eliminating 

the need to consider reaction 6.2 and simplifying analysis of the experimental data. 

Accordingly, only the stationary points related to reaction 6.1 are considered here. 

Table 6.1 lists calculated vibrational frequencies used for zero-point energy 

corrections, for the neutral reactant-channel well, transition state, and product-channel 

hydrogen-bonded complex well. A more detailed discussion of the calculated geometries  
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Table 6.1. Calculated vibrational frequencies for the reactant-channel vdW complex, 
transition state, and product-channel hydrogen-bonded complex at the CCSD(T)/aug-cc-
pVTZ level of theory.  

 

Mode F–HOCH3 TS1 FH–OCH3 Description 

ν1 116.627 72.8 71.901 H-C-H rock/rotation (YZ) 

ν2 186.691 197.3 83.955 C-O-F bend 

ν3 349.465 421.9 241.279 OCH3 rock and O-HF stretch 

ν4 468.383 1012.8 602.514 H-C-H rock/rotation (XZ) 

ν5 1028.587 1095.1 751.181 O-H-F bend (+/-)/ H(O) wag 

ν6 1066.771 1154.8 939.979 H-C-H rock/rotation (XZ) 

ν7 1165.713 1311.9 1059.210 C-O stretch 

ν8 1355.939 1456.6 1108.164 H-C-O bend with H wag 

ν9 1465.119 1481.4 1382.505 CH3 umbrella 

ν10 1503.868 1510.2 1398.914 CH3 H rotation 

ν11 1511.434 3042.0 1517.487 H-C-H and H bend 

ν12 3036.551 3115.5 2931.717 CH3 symmetric stretch 

ν13 3116.778 3138.9 3036.087 H-C-H rock (YZ) 

ν14 3159.399 3156.9 3095.673 CH3 asymmetric stretch 

ν15 3797.992 800.2i 3751.282 O--H--F asymmetric stretch 
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for these stationary points have been previously reported,15 and the geometries are 

included in Figure S1 in the supplementary material. The new energetic results presented 

here were carried out on the previous CCSD(T)/aug-cc-pVTZ optimized geometries 

using CCSDT(Q) and extrapolated to the complete basis set limit. In addition, zero-point-

energy corrections have now been included. 

Briefly, the reactant-channel complex, F—HOCH3, is calculated to be stable 

relative to both the reactants and the submerged reaction barrier, although this well is 

shallow, only 0.04 eV relative to the barrier. In contrast, the product-channel complex is 

calculated to be stable relative to the products by 0.24 eV. This product-channel well is in 

good agreement with the peak at 1.55 eV in the stable photoelectron spectrum. The 

calculated dissociative-channel asymptotes were used to determine KEMAX values for our 

PPC plots, also in excellent agreement with the experimental data. There are features 

observed in the spectra consistent with production of the metastable reactant-channel F—

HOCH3 complex as well, noted above and discussed in more detail below. 

6.5.  Discussion 

These experiments show that photodetachment of the F¯(HOCH3) anion leads to 

prompt DPD to HF + OCH3 + e¯, the stable FH—OCH3 product-channel hydrogen-

bonded complex as well as a significant fraction of quasi-bound complexes with 

microsecond time-scale lifetimes and/or product kinetic energy distributions upon 

dissociation that are strongly peaked near KER = 0.00 eV. This is consistent with 

observations made in our study of the analogous F¯(H2O) system,4 illustrating in a larger 

polyatomic system that at a minimum both resonant and direct pathways play a 
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significant role in DPD processes. Again, these results provide a sensitive probe for 

multidimensional potential energy surfaces and many particle reaction dynamics.  

Comparison of the calculated minimum on the anion potential energy surface and the 

transition state and reactant- and product-channel complexes on the neutral surface 

qualitatively indicates that photodetachment of the F¯(HOCH3) primarily probes near the 

product channel of the transition state for the neutral reaction, albeit with a very large 

change along the O–H–F hydrogen atom transfer coordinate and a significant lengthening 

of the O–F distance. This is consistent with the conclusions of Neumark and coworkers in 

their study of the photodetachment of F¯(HOCH3).
29 In the following paragraphs the 

experimental observations of direct and resonance-mediated dynamics on the neutral 

F(HOCH3) potential energy surface will be discussed in light of the electronic structure 

computations carried out here, as well as the analogy to the much more extensive reaction 

dynamics computations that have been carried out on the F(H2O) system.4, 51 

6.5.1. Dissociative Channel 

PPC spectroscopy was originally developed for the examination of direct DPD 

processes where dissociation is prompt (on the nanosecond timescale), and the 

F¯(HOCH3) system exhibits a major direct DPD channel. Given the energetics in Figure 

6.2, at a photon energy of 4.80 eV, the dissociative signal is dominated by formation of 

the products (HF + OCH3), with clear indications of vibrational excitation in the HF 

fragment as evidenced by the diagonal bands in the coincidence spectrum (Figure 6.3). 

These resolved features, consistent with HF vibrational excitation, appear as broad 

features in the ETOT spectrum in Figure 6.4 as well as the dissociative eKE spectrum 
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(Figure 6.5). In Figure 6.3, the maximum KER extends out to a remarkably constant ~ 0.5 

eV in all of the states. An insight into the nature of this limit can be seen by examining 

the distribution of events above and below the diagonal limit corresponding to HF(v=1) + 

OCH3. At eKE > 1.0 eV, where only HF(v=0) + OCH3 products are accessible, a 

significant number of events occur at the corresponding maximum KER. At eKE = 1.0 

eV, however, this behavior breaks off, simultaneous with the opening of the HF(v=1) + 

OCH3 channel. This is observed in the PPC spectrum as the ‘bending-in’ towards lower 

KER of the 20% contour line right above the HF(v=1) + OCH3 energetic limit.  This can 

explain the general trend wherein the KER limit on each band corresponds roughly to the 

energy spacing between HF vibrational states and thus the opening of the next available 

HF vibrational state. It is interesting to note that the same ‘bending-in’ of the contour line 

does not occur below the HF(v=1) limit, a result possibly related to the decay of 

metastable vibrational Feshbach resonances or tunneling through the submerged barrier 

further discussed below. 

In general the widths of each band are consistent with the photoelectron spectrum 

of F¯(HOCH3) reported by Neumark and coworkers, who concluded that the OCH3 

product is produced vibrationally cold but with significant rotational excitation.29 This is 

similar to the case for F¯(H2O), where the product HF + OH channel dominates the 

spectrum, HF carries away considerable vibrational excitation, and the OH product acts 

primarily as a spectator, remaining vibrationally cold.4 This finding can be understood by 

considering the vibrational degrees of freedom in the F(HOCH3) complex enumerated in 

Table 6.1. As for the simpler F(H2O) system, the reaction coordinate is primarily the 
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internal hydrogen bond, F−H−O. Two normal modes have considerable amplitude along 

the reaction coordinate: the F−H−O asymmetric stretch, ν15, and the FH−O stretch 

coupled to an O−CH3 rocking mode, ν3. Dissociation coupled to the ν3 mode, for 

example, is expected to impart fairly substantial rotational excitation in the OCH3 

fragment in addition to producing vibrationally excited HF. The features observed in the 

near-threshold photoelectron spectrum in Figure 6.7 are consistent with excitation of this 

ν3 mode, supporting its importance to the dissociation dynamics of this system. 

Focusing on the HF fragment, with the assumption that OCH3 is produced without 

significant vibrational excitation, vibrational population distributions were extracted from 

the ETOT spectrum by fitting each peak with a Gaussian distribution, as shown in Figure 

6.4, and relative populations are presented in Table S1. As these features are not fully 

resolved and are convoluted with the HF rotational distributions as well as the internal 

energy distribution of the OCH3 products, these populations are only approximate. Only 

16% of the HF is found in v = 0, in reasonably good agreement with the value of 23% in 

the ground state reported by Dill and Heydtmann using IR chemiluminescence.20 It 

should be noted that those researchers observed both HF + OCH3 (reaction 6.1) and HF + 

CH2OH (reaction 6.2), while our results are limited to reaction 6.1. The fit to the ETOT 

spectrum shows that the majority of the HF products are vibrationally excited, with 33% 

in HF(v=1) and 37% in HF(v=2), indicating a significant HF-product vibrational 

population inversion. Although energetically available, the signal for HF(v=3) falls in the 

congested portion of the spectrum where dissociation back to reactants, F + HOCH3, also 

appears and it is not possible to disentangle these results owing to the limited 
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photofragment mass resolution. The combined F + HOCH3 and HF(v=3) signal accounts 

for the remaining roughly 14% of the observed events. 

6.5.2. Product and Reactant Complexes and Metastable Resonances 

As noted before, in addition to characterizing DPD processes, PPC spectroscopy 

also allows determination of the stable photoelectron spectrum by examining those events 

where one electron is detected in coincidence with one neutral particle at the time and 

position of impact expected for the neutralized parent anion.  As noted earlier, Figure 6.5 

shows that the stable photoelectron spectrum differs significantly from that for the 

dissociative pathway. In particular, the prominent peak A, centered at 1.55 eV, is absent 

from the dissociative spectrum. Peak A is best explained by photodetachment to the 

stable complex in the product channel, with a calculated stabilization 0.24 eV lower in 

energy than the product asymptote. The bulk of peak A falls above the calculated KEMAX 

for dissociation to HF + OCH3 (solid black line) and below the calculated AEA of 3.12 

eV for the product-channel complex (solid grey line) relative to the F¯(HOCH3) 

precursor anion, in very good agreement with the calculated values.  

The comparison between the stable and the low-KER portion of the dissociative 

spectrum shown in the upper panel of Figure 6.6 provides additional insight into 

photodetachment production of the stable product-channel complex. The peak at 1.4 eV 

in the low-KER (green) spectrum peaks just below the calculated KEMAX vertical line, 

corresponding to production of complexes with internal energies just above the 

dissociation asymptote. Energy conservation dictates that these complexes will dissociate 

with very low KER and may also dissociate on a long timescale. In contrast, the 
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corresponding peak A in the stable channel (black) peaks above the calculated KEMAX, 

indicating that this calculated value is in excellent agreement with experimental results 

and captures where the dissociative channel opens. The fact that the stable channel peaks 

so close to the KEMAX and away from the AEA line indicates that the best Franck-

Condon overlap is nearer the top of the well, as expected based on the geometries of the 

precursor anion and the product-channel complex. This is confirmed by the near-

threshold photoelectron spectrum at Ehν = 3.20 eV shown in Figure 6.7. 

Lowering the anion beam energy from 7.0 to 4.0 keV increased the flight time 

between the laser interaction region and the neutral-particle detector from ~8.4 μs to ~11 

μs, aiding in the differentiation between long-lived complexes and metastable resonance 

states. Shown in red in the lower panel of Figure 6.6, the 4.0 keV spectrum is normalized 

to peak A which, like peak E, increased in relative intensity as might be expected for a 

longer-lived species with a lifetime greater than 11 μs. In contrast, peaks C and D do not 

exhibit this same behavior, but instead decrease in relative intensity, as expected for a 

dissociative species with a comparatively shorter lifetime. The fact that peak E behaves 

differently from its neighboring peak D, behaving like the stable product-channel 

complex, supports the conclusion that this feature is a result of formation of the reactant-

channel vdW complex, F—HOCH3. As shown in the theoretical results, the reactant-

channel vdW complex is also calculated to be accessible and stable relative to 

dissociation to F + HOCH3, although this well is fairly shallow (~ 0.04 eV) with respect 

to the submerged barrier. The ZPE-corrected KEMAX for dissociation to reactants and the 

reactant-channel vdW complex EA are plotted as black and grey dashed vertical lines, 
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respectively, in Figure 6.5.  Feature E at eKE = 0.30 eV is in good agreement with the 

calculated value for the bottom of the reactant-channel van der Waals complex well at 

0.32 eV. With this assignment, it can be concluded that the theoretical predictions for the 

stability of the reactant- and product-channel complexes relative to the F¯(HOCH3) 

precursor are in excellent agreement with experiment, serving to benchmark the 

energetics of the neutral potential energy surface. It must be noted, however, that feature 

E also appears in the dissociative spectra. This is not surprising given that this complex 

can decay by tunneling through the low reactive barrier to products, and essentially plays 

the role of a shape resonance in the reaction.  

The features B, C and D, at 1.05, 0.80 and 0.45 eV, respectively, cannot be 

directly explained by any calculated stationary point or barrier on the neutral potential 

energy surface. Instead, these peaks are consistent with long-lived metastable states 

corresponding to the product-channel hydrogen-bonded complex wells correlating to 

HF(v=1,2, and 3) products, respectively. The energetic limits for these metastable 

complexes (grey dash-dot-dashed vertical lines in the lower panel of Figure 6.6) were 

determined using the known HF(v) vibrational spacing and assumed a well depth equal to 

that of the calculated ground state complex. Interestingly, the v = 2, 3 peaks C and D 

appear at eKE’s greater than these limits, hinting at an increase in well depth with 

increasing HF product vibration. Although we can largely disentangle stable and 

dissociative photoelectron spectra by enforcing coincidence with one or two heavy 

particles at the neutral-particle detector, metastable complexes can present challenges. 

The finite resolution of the neutral-particle detector means that very low KER 
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dissociative events may appear “stable.” Here, peak C is comparable to the broad shelf-

like peak at 0.7 eV in the dissociative spectrum, but shifted to slightly larger eKE as 

would be expected for a stabilized complex with a modest well depth. The importance of 

quasi-bound states in the reactant-channel vdW complex of the F + CH4 reaction has 

recently been demonstrated52-54 and similar metastable vibrationally excited product-

channel complexes have been observed in the simpler F + H2 reaction. 1, 55  At high 

enough energies these resonances are also expected to become more reactive (that is, 

their wavefunctions extend to both reactant and product channels) as is observed in the 

related F + H2O system.14 Interestingly, stability of these complexes relative to their 

respective product asymptotes has been shown to increase with additional vibrational 

excitation. This increasing complex well-depth with internal excitation results in a shift in 

observed vibrational frequencies and is expected to have an effect on complex lifetimes. 

This, combined with the product-population inversion already seen in the dissociative 

data, helps explain why features correlated with HF(v=2,3) appear so prominently in our 

nominally stable spectrum, consistent with an assignment of these features to vibrational 

Feshbach resonances based on metastable product-channel hydrogen-bonded complexes.  

6.6. Conclusion 

In this work the F + HOCH3 → HF + OCH3 potential energy surface has been 

studied using PPC spectroscopy at Ehν = 4.80 eV using the F¯(HOCH3) anionic precursor. 

The experimental results provide evidence for Franck-Condon excitation to reactant- and 

product-channel complexes, metastable product-channel vibrational Feshbach 

resonances, and direct dissociation. The observed dissociation dynamics are dominated 
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by the exothermic product channel of the neutral surface and excitation of HF product 

vibrations.  In addition to the dissociative pathway, we observed the stable ground-state 

product-channel hydrogen-bonded complex as well as the long-lived reactant-channel 

complex with a lifetime on the order of 11 μs or more. The near-threshold photoelectron 

spectrum for the product-channel complex has features consistent with excitation of the 

low frequency ν3 mode. Thus, the internal hydrogen-bond F−H−O asymmetric stretch, 

ν15, and the ν3 mode which couples the F−H stretch with and H−O−C rocking motion 

should be considered when discussing reaction dynamics on this potential energy surface. 

The recent PPC experiments on the comparatively simpler F + H2O → HF + OH4 

and OH + CO → H + CO2 reactions5, 6 represent benchmarks for full-dimensionality 

quantum dynamics computations for six dimensional systems. Although full 15-

dimensional quantum dynamics computations for the F + HOCH3 → HF + OCH3 

reaction remain out of reach, the new high accuracy electronic structure computations 

(extrapolated to CCSDT(Q)/CBS) presented here represent a substantial effort and are in 

excellent agreement with the current experimental results. The calculated product 

asymptote is in agreement with the dissociative data, while the calculated product-

channel complex AEA perfectly captures the high-energy peak at 1.55 eV in the stable 

photoelectron spectrum. Although the reactant-channel vdW complex appears in a more 

convoluted portion of the experimental spectrum, increasing the time-of-flight of the 

resulting nascent neutral products by lowering the ion beam energy made identification of 

this complex possible as well. This reactant-channel vdW complex is also in excellent 

agreement with the calculated energetics, despite the complexity of this system and the 
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shallowness of the well. Thus, in this single experiment, the neutral potential energy 

surface is simultaneously sampled in the reactant and product channels as well as the 

transition state. 
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